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Abstract 
 In this thesis, the non-covalent interactions of asphaltene model compounds are explored 

computationally using a combination of semi-empirical methods and density functional theory. New 

methods and workflows are developed with which to make more accurate predictions for reduced 

computational expense. In Chapter 2, a new synthetic procedure for pyrene-4,5-dione is disclosed. In 

developing this procedure, unusual purification difficulties were encountered, which led to the 

computational study in Chapter 3. Here, we used the Grimme group’s conformer-rotamer ensemble 

sampling tool (CREST) to generate ensembles of the low-energy homodimers of pyrene, pyrene-4,5-

dione, and pyrene-4,5,9,10-tetraone, and of the heterodimer of pyrene with pyrene-4,5,9,10-tetraone. 

These ensembles were then further refined using density functional theory (DFT) to give high-quality 

geometries and energies. We found that the difficulty in purification in Chapter 2 likely originated in the 

relatively strong interactions between pyrene and pyrene-4,5,9,10-tetraone, which could cause the 

formation of a cocrystal and interfere with the purification of pyrene-4,5-dione. When the same 

computational methodology was extended to realistic model asphaltene systems, it became apparent 

that CREST was providing insufficient sampling of conformational space for those systems, so Chapter 4 

details the development and implementation of a new algorithm for non-covalent complexes of flexible 

monomers, including those involving microhydration. This new algorithm is still based on GFN2-xTB 

metadynamics, like CREST, but it uses modified settings, with a somewhat weaker biasing, intended to 

preserve important directed non-covalent interactions for longer, and starts each cycle from a diversity 

of structures found in the previous cycle, rather than just from the single lowest-energy structure that 

CREST uses. Thus, we have termed the new algorithm a Low-Energy Diversity-Enhanced variant on 

CREST (LEDE-CREST). Chapter 5 applies LEDE-CREST to a realistic system of asphaltene model 

compounds for which there is experimental data available (Org. Biomol. Chem., 2015, 13, 6984-6991). 

Various different stoichiometries of clusters of model compounds were tested. LEDE-CREST was used to 
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explore the possible geometries for each stoichiometry, and the lowest-energy structure found by LEDE-

CREST was then reoptimized using DFT. Unfortunately, due to computational cost of using DFT for 

systems of this size, we were unable to reoptimize even a portion of the ensembles. The results give 

insight into motifs in model compound aggregation, the relative importance of different interaction 

modes (π-π stacking, hydrogen bonding), and shed some doubt on the importance of microhydration. 

Chapter 6 discusses the results of the entire thesis, and presents directions for future work. 
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 Chapter 6 summarizes Chapters 2-5, draws overall conclusions, and proposes future work. This 

chapter was written by the candidate, with subsequent edits suggested by Prof. Brown. No part of this 

chapter has been published elsewhere. 

 The computations performed as part of the work described in this thesis were performed on 

computing clusters managed by the Digital Research Alliance of Canada, specifically the Graham, Cedar, 
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Chapter 1 
1. Asphaltene Model Compounds and Methods of Study 

1.1 Introduction 

1.1.1 Asphaltene Composition 
Petroleum is important worldwide as an energy source and as feedstock for myriad chemical 

processes. Even with a global shift toward more renewable sources of energy and chemicals, petroleum 

use continues to grow. Despite a decline in petroleum use in 2020, usage is rebounding, and 2024 is 

projected to be a record year for petroleum demand.[1] The simplest reserves to recover and use are 

those of light, sweet oils, and this has lead to the depletion of such oils in many reservoirs.[2] The 

remaining heavy oils are much more challenging to exploit, due to factors such as higher viscosity, 

higher nitrogen and sulfur content, a greater tendency to form emulsions, and greater problems with 

coking and fouling.[2, 3] All of these issues originate, in part or in whole, from the high concentration of 

asphaltenes in bitumen and heavy oil.[2-4] In this context, it is important to continually develop 

understanding which can aid in reducing the environmental and economic impacts of petroleum 

recovery, processing, and consumption, especially for the case of heavy oils and their asphaltenes. 

Asphaltenes are defined as the fraction of crude oils which dissolves in toluene, but not in light 

n-alkanes, although this definition has frequently been critiqued as unhelpful, imprecise, or 

impractical.[5] Due to their solubility characteristics, asphaltenes frequently precipitate from solution at 

inopportune times during petroleum extraction, transport, upgrading, or refining, causing constriction or 

plugging in pipelines and wellheads, fouling and coking on heaters and heat exchangers, and blocking or 

poisoning catalysts, among other problems, leading to enormous economic and environmental expense. 

However, the mechanisms behind the aggregation and precipitation of asphaltenes are still poorly 

understood. Much research has been devoted to elucidating the nature of asphaltene molecules.[6, 7] 

After many years, and much debate, some consensus has been gained on certain aspects of asphaltenes. 

The bulk atomic composition of asphaltenes is easy to measure, and uncontroversial. While 

there is moderate variation in the elemental composition of asphaltenes between different deposits, 

they are typically 80-90 wt% C, 6-9 wt% H, 0.8-2.8 wt% N, 2-9 wt% S, and 0.4-5.4 wt% O, with up to a 

few hundred ppm of Fe, V, and Ni.[5, 8-11] Average molecular mass has been a far more contentious issue. 

Attempts to measure the molecular mass of asphaltenes have been made by many methods, including 

Vapour Pressure Osmometry (VPO),[12] Gel Permeation Chromatography (GPC),[13-17] various forms of 

1 
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Laser Desorption Ionization Mass Spectroscopy (LDI-MS),[17-21] Fluorescence Depolarization,[22, 23] Small 

Angle Neutron Scattering (SANS),[24] NMR diffusion studies,[25] and Electrospray Ionization Fourier-

Transform Ion Cyclotron Resonance Mass Spectroscopy (ESI FT-ICR MS).[26-30] A brief description of each 

method and its findings appears below. The current consensus among most authors is that most 

petroleum asphaltene molecules have a mass between 350 and 1200 Da. 

VPO determines the concentration of a solution based on its vapour pressure.[12] From the 

concentration and the mass of solute used to prepare the solution, the molar mass can be determined. 

However, VPO requires concentration of at least 0.5 g L-1, and asphaltenes are known to aggregate at 

such concentrations. This leads to artificially high molar masses from VPO, frequently 4000 Da or 

above.[12] 

GPC is frequently used for the determination of polymer and protein molar masses, and involves 

passing a solution of analyte through a column packed with porous gel. The smaller the molecule, the 

more detours are possible through the pores of the gel, and the slower it elutes. However, GPC typically 

uses concentrations of 0.1 % to 0.2 % w/w, and asphaltenes are known to aggregate at such 

concentrations, again leading to artificially high results for molar mass. In addition, there are concerns 

that the 3D conformations of some asphaltene molecules may prevent them from entering the pores, 

leading to erroneously high predicted mass. GPC typically reports a bimodal distribution of molecular 

mass for asphaltenes, with one peak in the 105 – 107 Da range, and another in the 700 – 10 000 Da 

range.[13-16]  

Laser desorption methods must be carefully tuned in order to give useful results. Depending on 

the exact conditions used, asphaltene molecules may aggregate in the plume or fragment. Either of 

these undesirable outcomes will negatively impact the quality of the results obtained. One of the more 

successful laser desorption methods for asphaltenes is the Laser-Desorption Laser-Ionization Mass 

Spectrometry method (L2MS), developed by Pomerantz et al.[20, 21] L2MS uses two separate laser pulses: 

one in the mid-infrared, to desorb without ionizing, followed by a mid-ultraviolet pulse to ionize the 

desorbed plume. This procedure has been demonstrated to give results that are consistent over a wider 

range of conditions, and gives a mass distribution for asphaltenes that peaks around 550 Da.[19-21] 

Fluorescence Depolarization does not directly measure molecular mass, but instead rotational 

diffusion coefficients. Put simplistically, the rotational diffusion of molecules is limited by their size, and 

causes a change in polarization of fluoresced light.[22]  These coefficients give approximate molecular 
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sizes, which can, in turn, be related to approximate molecular weights. Fluorescence depolarization 

indicates that asphaltene molecules have molar masses of approximately 500-1000 Da.[23] 

SANS involves observing neutron diffraction patterns upon passing a neutron beam through a 

solution, and has been used to measure the size distribution of particles in colloids. In the case of 

asphaltenes, SANS has been used to track the change in size of molecular clusters with changes in 

solvent or temperature. The lowest reported correlation length (effectively equivalent to average 

particle diameter) was 24 Å.[24] Depending on whether there was still clustering under those conditions, 

the average asphaltene molecule from this sample could be that size or smaller. 

NMR diffusion studies use a Pulsed Field Gradient Spin Echo technique (PFG-SE NMR). With 

increasing magnetic gradient, or alternatively, a longer delay between pulses, the echo signal decays. 

The rate of decay is related to the diffusion of nuclei parallel to the magnetic gradient. Rather than 

molecular mass, diffusion can be related to molecular size.[25] Experiments show that apparent 

molecular size increases with the addition of napthenic acids, which indicates that PFG-SE NMR is 

measuring the diffusion of aggregates, rather than of individual molecules. 

ESI FT-ICR-MS uses electrospray ionization: a solution is pumped through a charged nozzle into a 

vacuum chamber, and Coulomb repulsion causes the droplets to fragment until each is singly charged. 

As the solvent evaporates, any solute present acquires the charge which resided in its droplet, leading to 

soft, single ionization of molecules. FT-ICR-MS is the most sensitive and highest-resolution mass 

spectroscopy technique yet devised, and is able to resolve peaks of the same nominal mass into their 

individual atomic compositions. As an illustrative example, CH2D2
+, with a nominal mass of 18, could be 

resolved from NH4
+ and H2O+, which also have nominal masses of 18 (although H2O+ would be unlikely to 

form under normal ESI conditions - H3O+ would be far more likely). One of the main drawbacks to ESI FT-

ICR-MS is that the electrospray ionization is selective, preferentially ionizing bases over neutrals and 

acids (at least in the case of positively charged ESI – negatively charged ESI prioritizes acids instead), and 

continental-type molecules over archipelago-type ones (vide infra for more on these molecule types). 

However, careful fractionation before ionization is able to overcome this challenge, and opens the door 

to the possibility of being able to enumerate every molecular composition in an asphaltene sample. ESI 

FT-ICR-MS reports asphaltene masses mostly in the 400-800 Da range,[26, 27, 30] and has demonstrated the 

existence of both continental and archipelago asphaltene molecules.[29] 
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1.1.2 Asphaltene Model Compounds 
Equally controversial is the molecular structure of asphaltene molecules. The molecular 

structure of asphaltenes is universally acknowledged to be very diverse and complex, but the two 

primary models are the continental model and the archipelago model.[7] In the continental model, all the 

aromatic and cycloalkyl rings are fused into a single large nucleus, surrounded by alkyl chains. On the 

other hand, the archipelago model has compounds with multiple, smaller polycyclic aromatic cores,  

connected by alkyl tethers, and sometimes fused with cycloalkyl rings, which are again surrounded by 

alkyl chains. The continental model generally considers asphaltene aggregation to be a process 

dominated by π−π stacking, while proponents of the archipelago model consider π−π stacking, hydrogen 

bonding, ligand coordination to open sites on porphyrins, electrostatic attraction between permanent 

charges, and water-mediated aggregation to all be important.[31-34] Both models posit that most of the 

heteroatoms are incorporated into the aromatic cores, although there are some ether, ketone, and 

sulfide linkages, and some carboxylic acid functional groups. Various degradation studies including by 

mild pyrolysis,[35, 36] or selective oxidation[37] or reduction,[38] appear to give evidence for the archipelago 

model, while Fluorescence Depolarization[22, 23] and Atomic Force Microscopy (AFM)[39-41] appear to 

support the continental model. Recently, fractionation followed by ESI FT-ICR MS has shown that both 

types of molecules exist, in varying amounts, depending on the deposit.[29] 

Given the overwhelming complexity of asphaltenes, top-down methods (meaning detailed 

analyses of complete asphaltene samples) are extremely difficult and do not always yield useful 

information. Some of the best information from top-down analyses has come from ESI FT-ICR MS, which 

with its gentle ionization and extreme sensitivity and precision, can yield exact molecular formulae for 

thousands of constituents. However, despite the wealth of previously unobtainable information ESI FT-

ICR MS provides, it can only give molecular formulae, not structures, and thus can give only limited 

insight into intermolecular interactions. In addition, solubility differences and preferential ionization can 

sometimes prevent some components of asphaltenes from being detected, thus giving only a partial 

picture. Another method that has come to the fore in recent years is Atomic Force Microscopy (AFM), 

which does give partial structures, but many molecules thus imaged have large regions of ambiguity, 

possibly resulting from non-flat structures.[39] It can also be difficult to differentiate heteroatoms.[40] 

In view of these challenges to top-down analyses, some researchers instead are pursuing 

realistic model compounds which mimic what we know of asphaltene structure and behaviour.[7, 42, 43] 
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Model compounds are attractive in that they can be used to test models and hypotheses in a controlled 

fashion. For example, model compounds possessing certain features believed to be representative of 

asphaltenes can be tested to see if their properties are in line with those of asphaltenes. If the model 

compound properties do not line up with those of asphaltenes, then they must deviate from 

asphaltenes in important ways, and the model can be further refined. For example, polyalkylated 

hexabenzocoronene has sometimes been considered as a model compound for asphaltenes, but its 

aggregation behaviour is not similar to that of asphaltenes, so the aggregation behaviour of asphaltenes 

Scheme 1.1 Structures which have been suggested to be representative of asphaltenes in the 

literature,[5, 23, 29, 42, 43, 33] with continental-type molecules at the top, and archipelago-type 

molecules at the bottom. 
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must be driven by more than just the π-π stacking of large polycyclic aromatic cores.[31] Alternatively, 

model compounds have been used to calibrate VPO and SANS,[44] or sulfur K-edge X-ray absorption 

spectroscopy,[45] to validate L2MS,[46] or to discredit certain solvation theories,[47] among many other 

uses. Model compounds are also useful to gain a deeper understanding of how asphaltene-like 

molecules behave, interact, or react. In the simplified context of a model system, details usually emerge 

which are indiscernible in the incredibly complex context of natural asphaltenes.[32, 48-50] Several 

excellent reviews have been published recently on what is known of the nature of asphaltenes[5, 6] and 

on the use of model compounds in studying them.[7] 

1.1.3 Computational Studies Using Asphaltene Model Compounds 
Another important use of model compounds is in computational studies.[51-53] While 

computations must always be interpreted with caution, they can often give insights which are difficult or 

impossible to obtain experimentally. Molecular conformational preferences, for example, can 

sometimes be determined experimentally, but this is much simpler to do computationally. Binding 

energies or free energies of association can be determined either computationally or experimentally, 

but only computational methods can give a breakdown of the different contributions to such energies. 

As an example, a computation of Gibbs free energy of dimerization in solution can be easily broken 

down into changes in solvation, changes in enthalpy, and entropic changes (TΔS). The enthalpy term can 

be further decomposed into a binding energy and other enthalpy changes. The other enthalpy changes 

primarily arise from changes in zero-point energy upon dimerization. All these quantities could be 

derived from rigorous thermodynamic experiments, but are arrived at very simply from computational 

output. Certain computational techniques, such as Symmetry Adapted Perturbation Theory (SAPT)[54] or 

Domain-based Local Pair Natural Orbital approximation to Coupled-Cluster theory with Singles, Doubles, 

and iterative Triples (DLPNO-CCSD(T))[55] can utilize a method known as Energy Decomposition Analysis 

(EDA) to further break down the binding energy into components deriving from dispersion, Pauli 

exchange, electrostatics, and induction, if desired.[56, 57] These results are unique to computations, and 

cannot be obtained by experiment. It should be noted that the partitioning of the interaction energy in 

EDA is necessarily somewhat arbitrary, but comparisons between different systems, or between 

different geometries of the same system, using the same methods, can be used to highlight changes in 

relative contributions from case to case. Computational methods also allow for analysis of model 

compounds without going through the arduous process of synthesizing them. Some recent examples of 

the use of asphaltene model compounds in computational studies are detailed below: 
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A 2012 study by da Costa et al.[33] examined the non-covalent interactions (NCIs) of a series of 

bipyridyl-based archipelago-style model compounds, using dispersion-corrected density functional 

theory (DFT). They examined the effects of changing the size of the “islands” in the archipelago, and of 

the addition of water to complexes. This study reported increasing binding energy, and more stable 

Gibbs free energy for dimers of compounds with larger islands, and reported that water formed 

hydrogen-bond “bridges” between molecules, further stabilizing their interactions. 

A 2017 study by Wang et al.[53] and a 2021 study by Ekramipooya et al.[51] each investigated the 

impact of heteroatom substitution on asphaltene model compounds. The studies used a combination of 

Molecular Dynamics (MD) and DFT, and tracked changes in propensity for aggregation, hydrogen 

bonding, electrostatic hardness, HOMO-LUMO gap, surface electrostatic potential, and binding energy. 

The Wang et al. study also used NCI plots to examine the details of the non-covalent interactions. 

Ekramipooya et al. found that incorporation of nitrogen and oxygen increased electrostatic interactions, 

especially by allowing hydrogen bonding, and that incorporation of sulfur increased dispersive 

interactions. On the other hand, Wang et al. found that in their chosen model system, incorporating a 

nitrogen into the ring system increased binding energy, but incorporating a sulfur into an alkyl chain 

decreased it, as did a partial hydrogenation of the ring system. 

In 2020, Zhang et al. suggested[58] that pancake bonding may contribute to asphaltene 

aggregation. Pancake bonding is the phenomenon whereby two delocalized radicals form a multi-center, 

two-electron bond with each other. Because radicals are present but rare in asphaltene, true pancake 

bonding could only account for a small amount of aggregation. However, Zhang et al. also suggested 

that half-pancake bonding might occur. That is, a delocalized radical might interact with a closed π 

system, or with a stack of such systems. In 2021, Janesko and Brothers[52] examined this hypothesis by 

means of a computational study of model compounds. These were not strictly asphaltene model 

compounds, but model compounds which allowed for an examination of half-pancake bonding versus π-

π stacking. Using the phenalenyl radical as prototypical of carbon-based delocalized radicals, and pyrene 

as typical of closed-shell aromatic systems, they compared the stacking interactions of each with a series 

of other aromatic compounds. They found that, except in cases where there were heteroatoms 

incorporated internal to the aromatic system, stacking with phenalenyl was always slightly weaker than 

stacking with pyrene. They concluded that half-pancake bonding could only be adding a small amount of 

stabilization relative to that due to π-π stacking, but allowed that incorporation of heteroatoms into 

asphaltene molecules might change this assessment somewhat. 
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Each of these studies demonstrates the utility of using computational methods to unravel the 

mechanisms by which asphaltene molecules interact with one another, thus yielding a better 

understanding of the asphaltene problem. An improved understanding of how asphaltene model 

compounds interact on the molecular level should enable researchers to better understand and 

manipulate asphaltene behaviour at larger scales, eventually leading to improved handling and 

decreased environmental and economic impacts from processing asphaltene-rich crudes.  

1.2 Thesis Objectives and Outline 
The purpose of this thesis is to give insight into the details of non-covalent interactions (NCIs) in 

asphaltene model compounds. A better understanding of how asphaltene model compounds interact on 

the molecular level should enable later researchers to better understand and manipulate asphaltene 

behaviour at larger scales, leading to improved handling and decreased environmental and economic 

impacts from processing asphaltene-rich crudes. The structure of the thesis is laid out below. 

Chapter 2 of this thesis details a new procedure for the ruthenium-ion-catalyzed-oxidation 

(RICO) synthesis of pyrene-4,5-dione, a synthetic building block for asphaltene model compounds, 

optoelectronic materials, and other compounds.[59] Previously published syntheses either used 

expensive catalysts and/or reagents, or had low yields with difficult workups. For the most used 

synthesis, that of Harris and co-workers,[60] or the improvement to that procedure by Bodwell and co-

workers,[59] the workup involved separating two opaque black layers in a filter flask, followed by a slow 

filtration step to remove a very fine precipitate of ruthenium salts. Purification was by column 

chromatography, but due to the low solubility of pyrene-4,5-dione in low-polarity solvents, large silica-

to-analyte and solvent-to-analyte ratios were required for a clean separation. Overall, the procedure, 

workup, and purification takes about a week to perform, with only a moderate yield of 40-60%. Our 

intention in the work described in Chapter 2 was to develop a new procedure, with a simplified workup 

and purification which would be more efficient both in terms of materials and time. We succeeded in 

finding a simpler, less time intensive procedure which could be completed in two days, circumventing 

the separatory funnel and slow filtration steps. However, we failed to improve the yield or find a more 

efficient purification procedure. In particular, all solubility-based purifications we tried failed to remove 

a small residual amount of pyrene-4,5,9,10-tetraone and a small amount of pyrene equimolar to the 

tetraone. Due to the purification difficulties, the work remains unpublished. 

Chapter 3 consists of a computational analysis of the NCIs of pyrene, pyrene-4,5-dione, and 

pyrene-4,5,9,10-tetraone. This project was undertaken to help probe the difficulties in the purification 
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of pyrene-4,5-dione, and to gain understanding on how heteroatom substitution affects the non-

covalent interactions of polycyclic aromatic systems. The work demonstrated that heteroatom 

substitution increased the strength of non-covalent interactions between two substituted molecules, 

and even more so between one substituted and one unsubstituted molecule. This result suggested that 

the difficulty in purification of pyrene-4,5-dione may have been due to complications arising from the 

presence of a 1:1 complex of pyrene and pyrene-4,5,9,10-tetraone. 

Chapter 4 develops a new variant on the Conformer-Rotamer Ensemble Sampling Tool (CREST) 

algorithm[61] which improves our results with non-covalent clusters of flexible molecules. We had found 

CREST to be insufficient when exploring the conformational space of NCI clusters of flexible molecules. 

CREST results depended heavily on starting structure, frequently finding “best” conformers separated by 

more than 12 kJ/mol for the same system, depending on the starting structure. To get consistent results, 

we had to both adjust metadynamics settings and call for restarts from a diverse set of conformers, 

rather than only the best conformer found so far, as in the CREST algorithm. 

Chapter 5 applies the geometry exploration algorithm developed and explored in Chapter 4, and 

part of the methodology of Chapter 3, to the reinterpretation of experimental results obtained on the 

interaction of two asphaltene model compounds in solution.[31] We demonstrated that some of the 

interpretive tools used in the experimental paper were unreliable due to underappreciated complexities 

of the model system. This work showed that a wide variety of NCI complexes were possible, depending 

on the circumstances. 

Chapter 6 draws overall conclusions from Chapters 2-5, and outlines future directions for further 

research. 
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Chapter 2 

2. A Procedure for the Synthesis of Pyrene-4,5-dione with an Alumina-

Supported Ruthenium Catalyst 

2.1 Introduction 
Any synthesis of model asphaltene compounds will necessarily be a multistep process, with 

several intermediates. One attractive approach, especially for archipelago-type model compounds, is to 

functionalize simple polycyclic aromatics.[7, 62] This approach gives them synthetic “handles” which can 

then be further modified, cross-coupled, etc. One of the most common functionalizations for polycyclic 

heteroaromatics is halogenation, which primes them toward metal-catalyzed cross-coupling.[63-65] 

Oxidation can be a good complement to halogenation, as it can activate different regions of a molecule 

than halogenation, allows different subsequent modifications, and can even direct further halogenation 

toward previously unreactive sites.[66-68] Oxidized sites (generally phenolic groups or ketones) can be 

reactive to nucleophilic (ketones) or electrophilic (phenols) attack. Nucleophilic attack in particular is 

valuable for its ability to give new carbon-carbon bonds. Thus, the oxidation of polycyclic aromatics is an 

important avenue toward preparing asphaltene model compounds. 

Pyrene-4,5-dione has historically been difficult to synthesize, but remains a very useful starting 

point for preparing photoactive compounds and novel organic materials.[69-73] The earliest synthesis, 

published in 1937,[74] suffered from very low yields (< 5%). In 1959, Oberender and Dixon published the 

first ruthenium catalyzed procedure, but the yield was still only 11%.[75] The most widely used modern 

procedure is the ruthenium-catalyzed oxidation developed by Hu et al.[60] or the improvement thereon 

by Walsh et al.[59] The method of Walsh et al. uses an N-methylimidazole additive, and has a somewhat 

easier workup than that of Hu et al. Unfortunately, for both cases, the reaction work-up requires 

separating two opaque black layers, which can easily form emulsions. The work-up is further 

complicated by the presence of very small particles of insoluble ruthenium salts which make filtration 

very slow and often ineffective. Furthermore, column chromatography is required to obtain pure 4,5-

Scheme 2.1 Synthesis conditions for pyrene-4,5-dione in this work 
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pyrenedione. These challenges limit the yield, with the highest reported yield for the procedure of Hu et 

al. being 60%.[76] In our hands, 40% was found to be the upper limit. Much of the difficulty in the workup 

is associated with removing the ruthenium colloids which form during the reaction. Our proposed 

solution was to disperse the ruthenium on a solid support. Alumina proved to be a suitable support, so 

long as both water and a weak base were present in the solvent. After the reaction is complete, the 

supported catalyst is easily removed by filtration, greatly simplifying the workup procedures. We have 

developed a new process that has a comparable yield to existing protocols, but with a simplified, 

chromatography-free procedure. 

2.2 Procedure 

2.2.1 Catalyst Preparation 
A 1000-mL round-bottom single-necked flask is equipped with a 3/4-inch-long, egg-shaped stir 

bar, and charged with 150 mg ruthenium (III) chloride trihydrate (0.57 mmol), 30 g adsorption alumina, 

and 5 g sodium bicarbonate (60 mmol). 500 mL acetonitrile and 100 mL water are added. The mixture is 

stirred, open to air, at room temperarure for 30 minutes, until the liquid phase is clear and colourless, 

and solids are a uniform grey-brown, then placed in an ice bath and stirred for a further 30 minutes. 

2.2.2 Reaction Procedure 
10 g Pyrene (50 mmol) is added to the cooled flask, followed by 45.4 g Sodium metaperiodate 

(212 mmol), in approximately 0.5 g portions. Dissolution of NaIO4 in the MeCN/H2O solvent is 

Figure 2.1: Panel a (left) shows the reaction in progress, panel b (middle) shows reaction progress 

being monitored by TLC, and panel c (right) shows the Sohxlet extraction setup. 
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exothermic, and the extra heat can cause side reactions and decreased yield. Thus, the reaction flask is 

cooled in an ice bath before adding periodate, and it must be added slowly enough not to raise the 

temperature in the flask above 30 °C (About 10 to 15 minutes). By the end of the addition, the mixture 

becomes yellow-orange. The ice bath is then removed, and the flask stirred, open to air, at room 

temperature for 4 hours, see Figure 2.1a. As the reaction progresses, the colour changes from orange to 

a reddish-brown. The progress of the reaction can be monitored using thin layer chromatography (TLC) 

on silica with 3:1 hexane:ethyl acetate as an eluent, see Figure 2.1b, although it will not attain 

completion. The reaction mixture must be diluted prior to spotting on the TLC plate, or it will streak 

during plate development. Pyrene has an Rf of 0.72, while the product has an Rf of 0.25. Regardless of 

how much oxidant is added, some pyrene remains. 

2.2.3 Workup  
After 4 hours, the reaction mixture is diluted with 350 mL water and stirred vigorously for 5 

minutes. This extra water dissolves the salt byproducts, so that they do not interfere with filtration. If it is 

added during the reaction instead, the yield is decreased. The reaction mixture is then filtered using a 

Büchner funnel and Whatman grade 1 filter paper. The filter cake is washed with 250 mL of 1:1 water 

and acetonitrile, then 250 mL of 1:3 water and acetonitrile, and finally with 500 mL of pure acetonitrile. 

A total of 20 g of sodium thiosulfate is added to the filtrate to quench the remaining oxidant and reduce 

residual ruthenium to Ru(III). The filter cake is then further washed with 750 mL of DCM.  The 

water/acetonitrile filtrate is extracted with 2 x 750 mL DCM, and the organic layers are combined with 

the DCM wash. Rotational evaporation removes DCM and acetonitrile, affording a red-brown solid. The 

solid is made up of pyrene,  4,5-pyrenedione, and  4,5,9,10-pyrenetetraone (vide infra), as assessed by 

nuclear magnetic resonance spectroscopy (NMR). The solid mixture is placed in a cellulose extraction 

thimble, and subjected to Sohxlet extraction, see Figure 2.1c, with 250 mL of hexane, to remove most of 

the pyrene and pyrene tetraone. The remaining solids are dissolved in 400 mL hot toluene (110 °C), 

gravity filtered while hot, cooled to room temperature over 1 h, then cooled a further 1 h on ice. The 

crystals are collected by vacuum filtration using a Büchner funnel, and washed with ice cold toluene. At 

this point, small amounts of pyrene and 4,5,9,10-pyrene tetraone remain as impurities. See Appendix A 

for an NMR spectrum showing the peaks for the product and the two impurities. A second 

recrystallization can be performed to reduce the amounts of these impurities to <1%, but this will result 

in decreased yield. If the next synthetic step will tolerate the presence of pyrene and the tetraone, then 

one recrystallization is sufficient. The impurities become much easier to separate after the dione has 

been derivatized, for example, by bromination.  To remove residual toluene, the crystalline solid is dried 
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under high vacuum (10-5 Torr) for two days. In total, 2.65 g of red-orange needles were isolated. 3.8 g of 

unreacted pyrene is recovered by evaporating the mother liquor from recrystallization together with the 

hexane from the Sohxlet extraction. Overall yield, after recovery of starting material, is 37 %. 

2.3 Conclusion 
 We have developed alternate conditions for the RICO synthesis of pyrene-4,5-dione from 

pyrene. While the procedure is simpler and faster than previous methods, and can be done on a 

multigram scale, the yield is not improved over previous methods. We have identified a recrystallization 

method which removes most impurities, but a small, refractory percentage of pyrene and pyrene-

4,5,9,10-tetraone remain. Column chromatography, as performed in previous published syntheses,[59, 60] 

would work, in theory, but due to the low solubility of pyrene-4,5-dione in typical normal-phase 

chromatography solvents, concentrations must be kept low to avoid streaking. This requires massive 

amounts of silica and solvent for effective chromatography, and so is not an attractive solution. Further 

work is needed to achieve an effective purification. See Chapter 3 for a computational study of the 

reasons why purification is so difficult.  
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Chapter 3 

3. The Intermolecular Interactions of Pyrene and its Oxides in Toluene 

Solution 

3.1 Introduction 
 The non-covalent interactions of extended π systems are one of the more interesting and 

important aspects of the chemistry of condensed phases, yet they are still not well understood. Non-

covalent interactions primarily consist of dispersion, which is always attractive, exchange repulsion, and 

electrostatics. Electrostatics and exchange can be handled well by mean-field theories such as Hartree-

Fock (HF) or Density Functional Theory (DFT), but dispersion requires advanced wavefunction methods 

such as Configuration Interaction (CI) or coupled-cluster theory to describe it robustly. However, in the 

last two decades, remarkable progress has been made with dispersion corrections to DFT, such as the 

DFT-D series of corrections by Grimme,[77-79] the MBD (Many-body Dispersion) correction of Tkatchenko 

et al.,[80] the XDM (exchange-hole dipole moment) correction of Becke and Johnson,[81, 82] or the VV10 

correction of Vydrov and Van Voorhis.[83] Each of these approaches built upon DFT provide a 

computationally less expensive, though also less rigorous, means of investigating dispersion than 

wavefunction theory allows.  

The non-covalent interaction of extended π systems, both aromatic and non-aromatic, can be 

considered a special case of dispersion-dominated van der Waals interactions, generally referred to as 

π−π stacking. The molecular planarity allows for a close approach between molecules, which enhances 

dispersion, while the delocalization of the π clouds softens repulsive exchange.[84, 85] This stable 

interaction is reinforced by electrostatic interactions – primarily charge interpenetration and 

quadrupole-quadrupole effects.[86, 87] There has been much research done on the interactions between 

aromatic hydrocarbons, especially the acenes. The gas-phase interaction in the most stable conformer 

of the benzene dimer is similar in strength to that in the cyclohexane dimer, and that in the naphthalene 

dimer is similar to that in the decalin dimer.[85, 87] However, at sizes larger than two fused rings, the 

interaction of acenes becomes stronger than that of perhydroacenes.[85, 87, 88] Non-linear acenes, such as 

pyrene, perylene, and coronene, have intermolecular interactions in line with those of similarly-sized 

linear acenes.[87] 
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Virtually all published computations on π −π stacking of hydrocarbons were computed in the gas 

phase. However, many real-life processes involving π−π stacking, such as DNA base pairing and 

asphaltene nanoaggregation, occur in solution phase instead. It is important to know the effects of 

solvation on π−π stacking if we want to understand these processes. 

A rigorous treatment of solvation would involve adding many molecules of explicit solvent, and 

running molecular dynamics over nanoseconds to show the interactions of the molecule with solvent, 

but for ab initio methods, the cost is absolutely prohibitive. Instead, various approximations have been 

developed that allow an approximate determination of solvation effects. Most such approximations 

belong to the family of continuum solvation methods, which approximate the solvent as a dielectric 

continuum which reacts to and stabilizes accumulations of charge on the surface of the solute. 

Continuum solvation models do a poor job on directed interactions of solvent with solute, such as 

solute-solvent hydrogen bonds, but usually give reasonable results for large, neutral species without 

specific solute-solvent interactions. 

While substantial work has been done toward understanding π−π stacking in hydrocarbons,[84-87] 

there has been very little work on the π−π stacking of hydrocarbons with heteroatom substitutions.[89-91] 

Whether the heteroatoms are incorporated into heterocycles or as substituents on a ring, they affect 

the electrostatic properties of a π system, especially its dipole and/or quadrupole moments. The effects 

of heteroatom substitution on π−π stacking are of great interest in a number of chemical fields, 

including DNA base pairing[92] and asphaltene nanoaggregation.[93] It is also of interest to determine the 

changes in π−π stacking in solution phase vs. gas phase. 

Asphaltenes are a class of compounds in heavy oil that are defined as the fraction that is soluble 

in toluene, but not in pentane.[94, 95] They are characterized by high C/H ratios, large amounts of 

nitrogen, sulfur, and oxygen relative to bulk crude, high aromaticity, and molecular masses over 500 

Da.[94, 95] Due to their solubility characteristics, asphaltenes commonly precipitate from solution during 

processing, plugging or fouling wellheads, pipelines, heat exchangers, and other machinery.[24, 94] The 

shutdowns and maintenance required to remove precipitate, and the efficiency losses due to asphaltene 

fouling, have immense environmental and economic impacts. Much research is currently underway to 

understand the mechanism of asphaltene aggregation.[7, 96, 97] Further understanding of the 

intermolecular interactions between asphaltene molecules may lead to an improved understanding of 

the aggregation process, and may offer ways to prevent such aggregation, thus reducing the 

environmental and economic impacts. 
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Pyrene is a hydrocarbon well suited to the theoretical exploration of π−π stacking. It is large 

enough that the unique effects of large, multi-ring π systems come into play,[85, 87] but small enough that 

computations at a reasonable level of theory are still feasible. Pyrene is also a good test case on which 

to examine the results of aromatic oxidation on π−π stacking. In 2005, Harris and co-workers developed 

a ruthenium-catalyzed oxidation to produce either pyrene-4,5-dione or pyrene-4,5,9,10-tetraone, 

depending on conditions.[60] In 2016, Bodwell and co-workers published an improvement to the 

procedure which improves the yield and convenience of the reaction,[59] though the workup is still 

tedious. Pyrene-4,5-dione has a large dipole moment, and pyrene-4,5,9,10-tetraone has a large 

quadrupole moment which is opposite in sign to that in pyrene. While pyrene and its oxides are not 

large enough molecules to be good model compounds for asphaltenes, the effects of oxidation on both 

the orientation and energetics of dimerization should yield valuable insights into intermolecular 

interactions of larger, asphaltene-like molecules having carbonyls in the ring system. 

Another point of interest is to see how pyrene-4,5,9,10-tetraone interacts with pyrene. Their 

opposed quadrupole moments can be expected to lead to a stronger than normal intermolecular 

interaction. In fact, this study was partially motivated by unpublished experimental work on pyrene-4,5-

dione synthesis where we found that such interactions seemed to complicate the purification of pyrene-

4,5-dione (see Chapter 2). Specifically, the crude pyrenedione product of our procedure (as well as those 

of Harris and Bodwell) is contaminated by a substantial amount of leftover pyrene and a small amount 

of pyrene-4,5,9,10-tetraone. While both Harris and Bodwell purify by chromatography, we were aiming 

for a simpler purification by recrystallization. However, upon recrystallization from toluene, it was found 

that the product was still contaminated by the tetraone, as well as an equimolar (to tetraone) amount of 

pyrene. Sohxlet extraction with hot hexane also failed to remove the tetraone and the equimolar 

amount of pyrene. One possible conclusion was that the pyrene and pyrenetetraone had formed a 

cocrystal with similar solubility characteristics to pyrenedione crystals. 

The crystal structures of pyrene,[98] pyrenedione,[99] and pyrenetetraone[100] are known. In each, 

π−π stacking between molecules is a dominant motif. To a first approximation, the stability of a crystal 

can be related to the strength of the π−π stacking interaction between molecules. Indeed, in forming a 

crystal from solution, the first step must be the formation of a dimer, which could then add further 

monomers or coalesce with other dimers or larger structures. This approximation neglects edge-to-π 

stacking and other interactions between molecules in the crystal, but the π−π stacking is expected to be 

the dominant interaction, and its strength should be a good indicator of the stability of a crystal. 
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The dimerization of pyrene has been studied computationally.[54, 87, 100-112] Much of the published 

work uses force fields, paired with molecular dynamics or metadynamics.[101, 106, 107, 113, 114] Such work has 

mostly focused on kinetics or on binding energies, without considering free energies. There is a single 

example reporting the Helmholz free energy.[114] Most published ab initio work considers only one 

conformer of the dimer, usually SP-L (slipped parallel, displaced along the long axis), and only the gas-

phase binding energy. The binding energy is reported to be in the range of 41.4 to 62.3 kJ/mol.[54, 100, 102, 

103, 110] Only one study used ab initio methods to determine a free energy of dimerization for pyrene.[100] 

This study, by Zreid et al., determined both the binding energy, and the free energy of dimerization for 

the dimers of pyrene, pyrene-4,5-dione, and pyrene-4,5,9,10-tetraone, using the nearest-neighbour 

structures extracted from the crystal structures. They computed both binding and Gibbs free energies 

using ωB97X-D/6-311++G(2d,p). This resulted in a binding energy of 60.63 kJ/mol and a free energy of 

dimerization of -4.33 kJ/mol for gas-phase pyrene dimer, but at the geometry of nearest neighbours in 

the crystal, rather than a gas-phase optimized geometry. This paper also reported the binding energy 

and free energy of dimerization for pyrene-4,5-dione to be 79.53 kJ/mol and -17.50 kJ/mol, respectively, 

while those for pyrene-4,5,9,10-tetraone were 69.54 kJ/mol and -5.09 kJ/mol. As before, these reported 

energies are for the nearest neighbours in the crystal structure, but computed in the gas phase. To date, 

there are no computational studies reporting on the dimerization of pyrene, pyrene-4,5-dione, or 

pyrene-4,5,9,10-tetraone in solution, and none on the heterodimerization of pyrene-4,5,9,10-tetraone 

with pyrene in the gas phase or in solution.  

Only a few reports consider pyrene dimer geometries beyond SP-L.[54, 87, 102, 115] The designations 

for the various conformers vary somewhat from report to report, so in the following paragraph, our 

designation for a conformer will be indicated in parentheses, where applicable, or a description will be 

given if our methods did not reproduce the conformer. Our designations for conformers are given and 

illustrated in the first part of the Section 3.3. In 2003, Gonzales and Lim found four structures, using 

HFD/6-31G: SP-L (0SP-L), with a binding energy of 51.00 kJ/mol, G (0G), with a binding energy of 50.09 

kJ/mol, SP-S (0SP-S), with a binding energy of 50.08 kJ/mol, and X (crossed axes, at approximately 60 

degrees, with centre points superimposed), with a binding energy of 48.95 kJ/mol.[102] In 2008, 

Podeszwa and Szalewicz reported a similar collection of four structures, using SAPT(DFT)/aug-cc-pVDZ 

based upon PBE0: SP-L (0SP-L), with a binding energy of 41.42 kJ/mol, Gr (0G), with a binding energy of 

41.30 kJ/mol, SP-S (0SP-S), with a binding energy of 40.79 kJ/mol, and X (90X), with a binding energy of 

39.46 kJ/mol.[54] The main differences between these two ensembles is that the X conformer is 

perpendicular in SAPT(DFT), but not in HFD, and for the other conformers, the SAPT(DFT) binding 
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energies are smaller than the HFD ones. In 2009, Rapacioli et al., using c-DFTB-D, found seven 

conformers of the pyrene dimer: SE (all atoms superimposed), with a binding energy of 37.36 kJ/mol, ST 

(90X) at 41.59 kJ/mol, S3 (60G1) at 43.26 kJ/mol, PD1 (0PD-L) at 41.92 kJ/mol, PD2 (0PD-S) at 42.76 

kJ/mol, T1 (T-shaped, short axis perpendicular) at 24.94 kJ/mol, and T2 (T-shaped, long axis 

perpendicular) at 16.69 kJ/mol.[115] This study has made the most systematic search for low-energy 

pyrene dimer conformations of any reports, by scanning along several intermolecular coordinates. In 

2018, Cabaliero-Lago and Rodríguez-Otero reported the binding energies for the SP-L (0SP-L), G (0G), X 

(90X), and sandwich (all atoms superimposed) geometries as 53.60 kJ/mol, 54.64 kJ/mol, 50.50 kJ/mol, 

and 37.91 kJ/mol, respectively, using the MP2.X//TPSS-D3BJ/def2-TZVPP method.[87] While these four 

studies give the binding energies for a range of conformations of the dimer, none of them appear to 

have systematically explored the conformational space in such a way as to determine whether there are 

any more low-lying minima. 

In this work, CREST 2.0.1[61] (The Grimme group’s Conformer-Rotamer Ensemble Sampling Tool) 

is applied to explore the conformational ensemble of each of the selected dimers. The ensembles are 

then refined using ωB97X-D4[116]/def2-TZVP,[117] both in the gas phase and using CPCM[118] (during 

optimization) and SMD[119] (at CPCM minima) to approximate toluene solution. Free energies are 

available through Grimme’s quasi-rigid-rotor-harmonic-oscillator[120] (RRHO) approximation. The Gibbs 

free energies of dimerization of these complexes should provide a good proxy for the relative stability of 

the four crystal phases vs. dissolved monomers in solution. Single point computations of selected 

conformers are performed using DLPNO-CCSD(T)[55]/cc-pVTZ,[121] to obtain high quality interaction 

energies, and to further validate the DFT results. Thus, we achieve our primary goals of investigating the 

nature and strength of interaction in solution for each of the dimers investigated, thus gaining insight 

into crystal stabilities, and also fulfil our secondary goal of demonstrating the reliability of our approach 

of using CREST followed by ωB97X-D4 reoptimization for problems involving the interactions of 

polycyclic aromatic systems in solution. 

3.2 Methods 
 The free energy of dimerization of molecules in solution (∆𝐺𝑑𝑖𝑚) is usually determined using a 

thermodynamic cycle,[122] such that 

       ∆𝐺𝑑𝑖𝑚 = ∆𝐸𝑔𝑎𝑠,𝑑𝑖𝑚 + ∆𝐺𝑟𝑟ℎ𝑜,𝑑𝑖𝑚 + ∆∆𝐺𝑠𝑜𝑙𝑣.𝑑𝑖𝑚.    (3.1) 

The terms on the right hand side are given by 
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     ∆𝐸𝑔𝑎𝑠,𝑑𝑖𝑚 = 𝐸𝑔𝑎𝑠,𝑑𝑖𝑚 − 𝐸𝑔𝑎𝑠,𝑚𝑜𝑛1 − 𝐸𝑔𝑎𝑠,𝑚𝑜𝑛2,    (3.2) 

   ∆𝐺𝑟𝑟ℎ𝑜.𝑑𝑖𝑚 = 𝐺𝑟𝑟ℎ𝑜,𝑑𝑖𝑚 − 𝐺𝑟𝑟ℎ𝑜,𝑚𝑜𝑛1 − 𝐺𝑟𝑟ℎ𝑜,𝑚𝑜𝑛2,     (3.3) 

and 

              ∆∆𝐺𝑠𝑜𝑙𝑣.𝑑𝑖𝑚 = ∆𝐺𝑠𝑜𝑙𝑣,𝑑𝑖𝑚 − ∆𝐺𝑠𝑜𝑙𝑣,𝑚𝑜𝑛1 − ∆𝐺𝑠𝑜𝑙𝑣,𝑚𝑜𝑛2.    (3.4) 

Here, the 𝐸𝑔𝑎𝑠,𝑥 terms are the electronic energies of the dimer (dim) and the two monomers (mon1 and 

mon2). The 𝐺𝑟𝑟ℎ𝑜,𝑥 terms are the free energy corrections from Grimme’s quasi-rigid-rotor-harmonic-

oscillator approximation.[120] 𝐺𝑟𝑟ℎ𝑜 terms are commonly computed in the gas phase, but in cases where 

the minimum energy geometry changes appreciably upon solvation, these should be determined in 

solution instead.[123] The ∆𝐺𝑠𝑜𝑙𝑣,𝑥 terms are the Gibbs free energies of solvation for each species, usually 

obtained using a continuum solvation model, such that 

               ∆𝐺𝑠𝑜𝑙𝑣.𝑥 = 𝐸𝑠𝑜𝑙𝑣.𝑥 − 𝐸𝑔𝑎𝑠,𝑥 + ∆𝐺𝑐𝑜𝑛𝑐,𝑥.     (3.5) 

In Eq. 3.5, 𝐸𝑠𝑜𝑙𝑣.𝑥 is the energy of species 𝑥 in solution, at its solution-optimized geometry, and using 

continuum solvation, while 𝐸𝑔𝑎𝑠,𝑥 is the gas-phase energy for species 𝑥, determined at its gas-phase 

optimized geometry. Electronic structure programs typically use 1 atm as the standard state, but 

computations in solution should use a 1M standard state. This change in concentration, and thus in free 

energy, requires adding a correction term:[124] 

               ∆𝐺𝑐𝑜𝑛𝑐 = −𝑅𝑇 ln
𝑉𝑓

𝑉𝑖
.      (3.6) 

Here, 𝑉𝑓 and 𝑉𝑖 are the final and initial molar volumes, respectively. When compressing from 1 atm to 1 

M at 298.15 K, ∆𝐺𝑐𝑜𝑛𝑐 has the approximate value of 7.9 kJ/mol. This value needs to be added manually 

to the value produced by the electronic structure program to arrive at a correct value for ∆𝐺𝑠𝑜𝑙𝑣 . It is 

also convenient to define the term ∆𝐸𝑠𝑜𝑙𝑣,𝑑𝑖𝑚: 

           ∆𝐸𝑠𝑜𝑙𝑣.𝑑𝑖𝑚 = 𝐸𝑠𝑜𝑙𝑣.𝑑𝑖𝑚 − 𝐸𝑠𝑜𝑙𝑣.𝑚𝑜𝑛1 − 𝐸𝑠𝑜𝑙𝑣,𝑚𝑜𝑛2.    (3.7) 

Since electronic structure programs typically report 𝐸𝑠𝑜𝑙𝑣 as the result of a computation in solution, and 

two of the ∆𝐺𝑠𝑜𝑙𝑣 terms cancel, Eq. (1) can be expanded to: 

∆𝐺𝑑𝑖𝑚 = 𝐸𝑠𝑜𝑙𝑣.𝑑𝑖𝑚 − 𝐸𝑠𝑜𝑙𝑣,𝑚𝑜𝑛1 − 𝐸𝑠𝑜𝑙𝑣.𝑚𝑜𝑛2 + 𝑅𝑇 ln
𝑉𝑓

𝑉𝑖
+ 𝐺𝑟𝑟ℎ𝑜,𝑑𝑖𝑚 − 𝐺𝑟𝑟ℎ𝑜,𝑚𝑜𝑛1 − 𝐺𝑟𝑟ℎ𝑜,𝑚𝑜𝑛2. (3.8) 

In Eq. 3.8, all the terms for computing ∆𝐺𝑑𝑖𝑚 are directly available from the output of quantum 

chemistry geometry optimizations and frequency determinations. For ensembles in the gas phase, we 

will use the term ∆𝐺𝑔𝑎𝑠,𝑑𝑖𝑚, where 
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  ∆𝐺𝑔𝑎𝑠,𝑑𝑖𝑚 = ∆𝐸𝑔𝑎𝑠,𝑑𝑖𝑚 + ∆𝐺𝑟𝑟ℎ𝑜,𝑑𝑖𝑚  

    = 𝐸𝑔𝑎𝑠,𝑑𝑖𝑚 − 𝐸𝑔𝑎𝑠,𝑚𝑜𝑛1 − 𝐸𝑔𝑎𝑠,𝑚𝑜𝑛2 + 𝐺𝑟𝑟ℎ𝑜,𝑑𝑖𝑚 − 𝐺𝑟𝑟ℎ𝑜,𝑚𝑜𝑛1 − 𝐺𝑟𝑟ℎ𝑜,𝑚𝑜𝑛2.  (3.9) 

The final effect that needs to be considered to obtain correct values for dimerization energies is that 

there are frequently several different conformations that a dimer (or its monomers) may take in 

solution. If more than one such conformation is thermodynamically accessible, then the correct value to 

take as the free energy of dimerization is the ensemble-averaged free energy of dimerization: 

      ∆𝐺𝑑𝑖𝑚,𝑒𝑛𝑠 =  ∑ (𝑝𝑖 × 𝐺𝑑𝑖𝑚,𝑖)𝑖 − 𝑇 × 𝑆𝑐𝑜𝑛𝑓.    (3.10) 

In Eq. 3.10, ∆𝐺𝑑𝑖𝑚,𝑖 is the free energy of dimerization of the 𝑖-th conformer, 𝑝𝑖  is the probability for the 

𝑖-th conformer, 𝑇 is the absolute temperature, and 𝑆𝑐𝑜𝑛𝑓 is the conformational entropy, that is, the 

entropy which results from populating different conformations. 𝑆𝑐𝑜𝑛𝑓 and 𝑝𝑖  are given by[61] 

     𝑝𝑖 =
𝑒

−∆𝐺𝑑𝑖𝑚,𝑖/𝑅𝑇

∑ 𝑒
−∆𝐺𝑑𝑖𝑚,𝑖/𝑅𝑇

𝑖

      (3.11) 

and 

              𝑆𝑐𝑜𝑛𝑓 = −𝑅 × 𝑝𝑖 × ln 𝑝𝑖.     (3.12) 

In this work, DLPNO-CCSD(T)[55, 125-127]/cc-pVTZ[121, 128, 129]/SMD(Toluene)[119, 130] computations at the 

ωB97X-D4[116]/def2-TZVP[117, 129]/CPCM(Toluene)[118] geometries are used to obtain the most reliable 

values, using the TightPNO[131] cutoff setting, in the ORCA 5.0.1 code.[132] The default resolution of the 

identity-chain of spheres density fitting approximation (RIJCOSX) was used for both DFT and DLPNO-

CCSD(T).[133] However, because of the computational expense, DLPNO-CCSD(T) single point calculations 

have only been performed in solution and in the gas phase for the most interesting conformers of each 

dimer (i.e., both the lowest energy conformer, and the one that best corresponds to the crystal 

structure, where the two are not the same). Except where otherwise specified, energies reported in this 

paper were computed using density functional theory (ωB97X-D4), rather than DLPNO-CCSD(T). Even 

where DLPNO-CCSD(T) is indicated, the electronic energy and solvation energy have been determined at 

this level, but the 𝐺𝑟𝑟ℎ𝑜 term and all properties relating to the whole ensemble (𝑆𝑐𝑜𝑛𝑓 , 𝑝𝑖 , ∆𝐺𝑑𝑖𝑚,𝑒𝑛𝑠) 

were determined using the DFT energies.  

Initial geometry explorations were performed using CREST v. 2.10.1,[61] which uses the GFN2-

xTB[134] density tight-binding semi-empirical functional. CREST requires a constraining potential for 
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supramolecular assemblies to prevent the components from dissociating during metadynamics. Rather 

than using the constraining potential built into the NCI mode of CREST, a spherical logfermi constraining 

potential was added to the standard workflow of CREST. This was done because test computations 

appeared to show that important conformers were being missed in NCI mode. The radius of the 

constraining potential was chosen to be 17 Bohr, which was found to be large enough to allow the two 

molecules to move past each other, but without allowing them to dissociate. The standard workflow in 

CREST includes a genetic crossing (GC) algorithm, which can increase the diversity of the ensemble, but 

when used on multiple molecules, this algorithm can cause CREST to crash,[135] so we turned it off using 

the -nocross keyword.  

All conformers within 0.5 kcal/mol (2.1 kJ/mol) of the most stable conformer in the CREST 

output were then reoptimized using ORCA 5.0.1, at the ωB97X-D4/def2-TZVP level of theory, with 

CPCM(Toluene) solvation. Additionally, the remaining conformers from the CREST output were visually 

examined for unique conformers, and all unique conformers found were also reoptimized in ORCA. The 

solvation model based on density (SMD)[119] gives a more nuanced representation of solvation than the 

conductor-like polarizable continuum solvation model (CPCM), but analytical frequencies are not 

available in ORCA for SMD. Therefore, geometries and the 𝐺𝑟𝑟ℎ𝑜 term were computed using analytical 

frequencies and CPCM, followed by a single point calculation at the CPCM geometry using SMD. Thus, 

𝐸𝑠𝑜𝑙𝑣 is taken from the SMD computation, and 𝐺𝑟𝑟ℎ𝑜 is taken from the CPCM computation. 

Geometry optimizations were performed using the TightSCF convergence level, along with 

TightOpt geometry convergence. For each conformer optimized, all frequencies were examined. When 

any were found to be imaginary, geometry convergence thresholds were tightened, and the conformer 

was reoptimized. Where this was still insufficient, the imaginary mode was followed to a new starting 

structure, which optimized to a true minimum. 

There is reason for concern that the optimal geometry using SMD may be different from the 

optimal geometry using CPCM solvation. Ideally, SMD would have been used for all computations in 

solution, but the lack of an analytical Hessian when using SMD made the calculation of frequencies 

impractical. Instead, single point energies with SMD at the CPCM optimal geometry were used, along 

with frequencies calculated using CPCM. To make sure that any differences in geometry and energy 

between SMD and CPCM would be minimal, 15 conformers, selected from all four dimers, were 

selected, and reoptimized using SMD. Among these 15 conformers, the average RMSD between the 

CPCM and SMD geometries was 0.057  Å, with a maximum RMSD of 0.143  Å. Similarly, the difference in 
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energy between the SMD single point calculations at the CPCM minimum and the SMD minimum 

averaged -0.46 kJ/mol, with a maximum difference of -1.22 kJ/mol. Thus, it can be concluded that the 

differences between the SMD and CPCM geometries are small, and the difference in energies is well 

within the expected errors. 

Due to the symmetry of the monomers, there are many ways to put two molecules together to 

arrive at each conformer of each dimer. As an example, for the 60G1 conformer of (pyrene)2, there are 

64 distinct ways two pyrene molecules can stack together to make the conformer: We can define the 

nearer molecule (bolded in Figure 3.1) to be molecule A, and the further molecule (coloured blue in 

Figure 3.1) to be molecule B. Molecule A and molecule B can each be considered to have an arbitrarily-

defined top face and bottom face. Because pyrene is symmetric, either the top or bottom face on each 

molecule is free to be the face which approaches the other molecule, leading to four stacking 

arrangements. For each of these stacking arrangements, molecule A has one end ring that does not 

overlap with the rings of molecule B, and one end ring which is centred on one of the quaternary 

carbons of molecule B. The long axes of the molecules are oriented at 60° to each other, either in a 

clockwise or counter-clockwise direction. Since molecule A has two end rings, and molecule B has two 

quaternary carbons, and there are two options for axial rotation, there are 2 × 2 × 2 = 8 arrangements 

possible. Finally, since A and B occupy inequivalent positions in the dimer, one can double the number 

of possible conformations by exchanging them for each other. This makes 4 × 8 × 2 = 64 total distinct 

ways of arranging two pyrene molecules into a 60G2 dimer, for a 64-fold degeneracy of this dimer. 

Boltzmann weights for the various conformers of each ensemble were calculated using ∆𝐺𝑑𝑖𝑚 for each 

dimer, and 𝑝𝑖  and 𝑆𝑐𝑜𝑛𝑓 were determined taking the manually counted degeneracy into account. 

3.3 Results and Discussion 
 The geometries and energies of the conformers that make up the ensemble for the pyrene 

homodimer in toluene solution are first described and discussed. Subsequent discussions focus on the 

ensembles in toluene solution for the pyrene-4,5-dione homodimer, the pyrene-4,5,9,10-tetraone 

homodimer, and the pyrene/pyrene-4,5,9,10-tetraone heterodimer. 

3.3.1 Pyrene Homodimer 
 For (pyrene)2, the CREST output gives 73 geometries within a 25 kJ/mol energy range. Twenty-

five of these geometries occur in the lower 4.6 kJ/mol, while the rest occur in the range of 13-25 kJ/mol 

above the most stable conformation. This result leaves a curious gap, with no conformations reported in 

the energy range 4.6-13 kJ/mol above the most stable conformer. When compared with subsequent DFT 



23 
 

computations, these results, while they do an excellent job of exploring the different possible 

geometries, do not order the energies particularly well, and also find many spurious local minima. 

Additional discussion of the relationship between CREST and DFT structures, including energetics, is 

provided in Appendix B. Because of these differences, the ensembles from CREST need to be 

reoptimized using DFT to obtain more accurate results. Rather than reoptimize the entire ensemble, we 

reoptimized all the structures in the lowest 2.1 kJ/mol range, and any other structures from the CREST 

ensemble that appeared to be unique upon visual inspection. 

For (pyrene)2, seven unique conformers were found, see Figure 3.1. Five of these conformers 

(0SP-L, 0SP-S, 0G, 60G2 and 90X) have been previously reported,[54, 87, 102, 115] but the CREST routine 

allows a very thorough search of the conformational space to be performed, which has resulted in two 

new low-lying conformers being identified. Both new conformers have an angle between the long axes 

of approximately 60 degrees. In contrast to Rapacioli et al.,[115] all the T-shaped structures generated by  

 

 

CREST relaxed to one of the seven cofacial structures when using DFT. To accommodate these new 

structures, we have expanded the naming system to include the angle between the long axes. Thus, the 

previously published[54, 102] global minimum structure, SP-L (slipped-parallel along the long axis), 

Figure 3.1 Geometries of the (pyrene)2 ensemble, determined at the ωB97X-D4/def2-

TZVP/CPCM(Toluene) level of theory. Degeneracies are given in parentheses, with Gibbs free 

energies of dimerization (∆Gsolv,dim) in bold, and binding energies (∆Esolv,dim) in italics. Degeneracies 

were determined as discussed in the methods section. 
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becomes 0SP-L. The nearly isoenergetic SP-S (slipped-parallel along the short axis) and G (graphitic 

stacking) conformers become 0SP-S and 0G, while the somewhat higher energy X (crossed axes) 

conformer becomes 90X. The 60G1 conformer (C1 symmetry) and the 60G2 conformer (C2 symmetry) 

are nearly isoenergetic with the 0PD-L conformer, being only 0.46 kJ/mol and 0.49 kJ/mol higher in 

energy, respectively. The 67qG (C1 symmetry) conformer employs quasi-graphitic stacking, with the 

molecules slightly twisted away from an optimal graphitic position. It sits at 3.14 kJ/mol above 0PD-L, 

and slightly below 90X. All geometries tested from the CREST output converged to one of these seven 

geometries at the ωB97X-D4/def2-TZVP/CPCM(Toluene) level of theory. Of these seven conformers, the 

0PD-L conformer (0° between the long axes, parallel-displaced along the long axis) corresponds best to 

the geometry of nearest neighbours in the crystal structure,[98] and has the lowest energy. 

 

Taking the whole ensemble together, the conformational entropy, 𝑆𝑐𝑜𝑛𝑓 , has the value of 13.93 

J/(mol K), and ∆𝐺𝑑𝑖𝑚,𝑒𝑛𝑠 is then 16.94 kJ/mol. See Appendix B for details. This positive value indicates 

that the dimer is unstable in solution, relative to the monomers, despite the significant stabilizing 

binding energy. This instability can be attributed to both a loss in surface area available for interactions 

with solvent molecules, and a loss of translational entropy upon dimerization. Thus dimerization is 

Figure 3.2 Geometries of the (pyrene-4,5-dione)2 ensemble, determined at the ωB97X-D4/def2-

TZVP/CPCM(Toluene) level of theory. Degeneracies are given in parentheses, with Gibbs free 

energies of dimerization (∆Gsolv,dim) in bold, and binding energies (∆Esolv,dim) in italics. Degeneracies 

were determined as discussed in the methods section. 
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unfavourable, and, at least under the first-order approximation of taking the dimerization energy as a 

proxy for lattice energy, pyrene should completely dissolve in toluene at room temperature, which is 

borne out by the fact that pyrene does dissolve in toluene, up to a mole fraction of 0.067.[136]  

The gas phase ensemble was also determined, primarily for the purpose of comparison to 

existing literature. Details are in Appendix B. Our results agree well (within 2 kJ/mol) with previously 

published results.[54, 102, 115] 

3.3.2 Pyrene-4,5-dione Homodimer 
 For (pyrene-4,5-dione)2, DFT reoptimization of the low-lying portion of the CREST ensemble 

yields nine conformers, see Figure 3.2. Two conformers, 180SP-E (slipped-parallel-extended) and 45SR 

(slipped and rotated) occur in the low-lying part of the CREST ensemble (3.93 and 3.45 kJ/mol above the 

minimum, respectively), but after reoptimization using ωB97X-D4/def2-TZVP/CPCM(Toluene), they are 

much higher in relative energy, at 21.49 and 16.27 kJ/mol, respectively. This is a good demonstration of 

how the CREST potential energy surface is not always parallel to that of DFT, and underlines why 

reoptimization is necessary. The 180G conformer (Ci symmetry) corresponds best to the crystal 

structure,[99] but is not the lowest-energy conformer at the ωB97X-D4 level of theory, as 120G (C2 

symmetry) is 2.81 kJ/mol lower in energy. The 180SP-L conformer (Ci symmetry) is also favourable, at 

1.79 kJ/mol lower in energy than 180G. There are two conformers with the long axes at 60 degrees to 

each other. 60G1 (C1 symmetry) is 2.56 kJ/mol above 180G, while 60G2 (C1 symmetry), which has a 

carbonyl oxygen on one molecule interacting with a carbonyl carbon on the other, is 6.48 kJ/mol above. 

The 0G conformer (C1 symmetry) also has a carbonyl oxygen on one molecule interacting with a 

carbonyl carbon on the other, and is 6.29 kJ/mol above 180G. The 180SP-E conformer (Ci symmetry) has 

its long axes antiparallel like 180G, minimizing the total dipole of the dimer, but has the carbonyls 

stacked on top of each other, which prevents the main bodies of the ring systems from interacting with 

each other. This loss of π−π stacking opportunities results in this being the highest energy conformer by 

far, at 18.68 kJ/mol higher than 180G. 150SR (C2 symmetry) has the carbonyl-bearing rings directly 

superimposed on each other, with dipoles nearly opposed, but with a 30 degree twist away from 

perfectly opposed, in a manner that minimizes close approaches between atoms, for an energy 4.33 

kJ/mol above 180G. Finally, 45SR (C1 symmetry) has only moderate overlap between ring systems, and 

nearly aligned dipoles, for a fairly high energy: 13.46 kJ/mol above 180G. 
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As mentioned above, the 180G conformer best corresponds to nearest neighbours in the crystal 

structure,[99] but 120G is the lowest energy conformer in solution. Inclusion of the rovibrational and 

concentration terms give Gibbs free energies of dimerization of 11.94 kJ/mol for 180G, and 9.61 kJ/mol 

for 120G. Taking the Boltzmann-weighted average free energy of all conformers, and adding the 

conformational entropy term, gives a free energy of dimerization of 8.39 kJ/mol. Gas phase results are 

available in Appendix B.

 

 

3.4.3 Pyrene-4,5,9,10-tetraone Homodimer 

 For (pyrene-4,5,9,10-tetraone)2, reoptimization of the low-lying portion of the CREST ensemble 

yields seven conformers, see Figure 3.3. The 0G conformer (Ci symmetry) best approximates the crystal 

structure,[100] but is not the lowest in energy. Due to the extra carbonyls in pyrenetetraone relative to 

pyrenedione, this conformer can be considered analogous to both 180G and 0G of pyrene-4,5-dione. 

The 30SR conformer (C2 symmetry) is analogous to the 150SR conformer of pyrene-4,5-dione, and is 

nearly isoenergetic with 0G, being only 0.87 kJ/mol higher in energy. There are two conformers with 

long axes at a 60 degree angle. 60G1 (C2 symmetry) is analogous to both 60G2 and 120G of pyrene-4,5-

Figure 3.3 Geometries of the (pyrene-4,5,9,10-tetraone)2 ensemble, determined at the ωB97X-

D4/def2-TZVP/CPCM(Toluene) level of theory. Degeneracies are given in parentheses, with Gibbs 

free energies of dimerization (∆Gsolv,dim) in bold, and binding energies (∆Esolv,dim) in italics. 

Degeneracies were determined as discussed in the methods section. 
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dione, and is 5.94 kJ/mol lower in energy than 0G, while 60G2 (C1 symmetry) is analogous to 60G1 of 

pyrene-4,5-dione, and is only 0.34 kJ/mol above 0G. The 90SR1 conformer (C1 symmetry) turns out to be 

the global minimum, at 8.77 kJ/mol below 0G, while the 90SR2 conformer (Cs symmetry) is significantly 

higher in energy, at 5.92 kJ/mol above 0G. Finally, the 0SP-E conformer (Ci symmetry) is analogous to 

180SP-E of the dione dimer, and is by far the highest energy conformer, at 15.92 kJ/mol above 0G. 

The 0G conformer, which best corresponds to the crystal structure,[100] and the 90SR1 

conformer, which has the lowest energy in solution, have dimerization energies of -46.41 kJ/mol and -

55.18 kJ/mol, respectively. Including the rovibrational and concentration terms, the ∆𝐺𝑑𝑖𝑚 is 15.81 

kJ/mol for 0G, and 8.20 kJ/mol for 90SR1. Ensemble averaging and conformational entropy bring the 

total free energy of dimerization for pyrene-4,5,9,10-tetraone to 6.49 kJ/mol. Gas phase results are 

available in Appendix B. 

 

 

3.3.4 Pyrene/Pyrene-4,5,9,10-tetraone Heterodimer 
 For the heterodimer of pyrene and pyrene-4,5,9,10-tetraone, reoptimization of the CREST 

ensemble produces only five conformers, see Figure 3.4. This ensemble is different from the others in 

that the angle between the long axes is always somewhere between 30 and 60 degrees. There is no 

known crystal structure for the cocrystal, but the lowest energy dimer in solution is the 30SR conformer. 

The long axes are rotated 30 degrees relative to each other, and the pyrene molecule is translated 

slightly to one side, such that its centre point lies directly under one of the quaternary carbons of the 

pyrenetetraone. The 60X and 50X conformers are nearly isoenergetic with each other and with the 

minimum energy geometry, being only 0.83 kJ/mol and 1.01 kJ/mol above 30SR, respectively. The 60G1 

Figure 3.4 Geometries of the heterodimer ensemble, determined at the ωB97X-D4/def2-

TZVP/CPCM(Toluene) level of theory. Degeneracies are given in parentheses, with Gibbs free 

energies of dimerization (∆Gsolv,dim) in bold, and binding energies (∆Esolv,dim) in italics. Degeneracies 

were determined as discussed in the methods section. 
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and 60G2 conformers are slightly higher in energy, at 1.98 kJ/mol and 2.57 kJ/mol above 30SR, 

respectively, but this is still a very small energy window, barely half the size of the 4 kJ/mol generally 

considered to be “chemical accuracy.” Thus, we have a small ensemble of relatively similar structures, 

within a very small energy window for the heterodimer. 

The 30SR conformer is the most stable, and has an interaction energy of -53.01 kJ/mol. Adding 

in the rovibrational and concentration terms gives a free energy of dimerization of 6.84 kJ/mol, and 

ensemble averaging plus the conformational entropy bring the corrected free energy of dimerization to 

4.13 kJ/mol, which is the most stable of any of the dimers investigated. Gas phase results are available in 

Appendix B. 

A breakdown of the components contributing to the dimerization free energy is available in 

Appendix B. These results appear to indicate that the gains in interaction energy that occur with 

oxidation are primarily due to the ∆𝐸𝑆𝐶𝐹,𝑔𝑎𝑠,𝑑𝑖𝑚 term (the electronic energy), with a small amount of 

additional stabilization for the heterodimer coming from a less unfavourable ∆∆𝐺𝑠𝑜𝑙𝑣,𝑑𝑖𝑚 (change in 

solvation free energy).  

Given that all investigated dimers are unstable relative to their monomers, one would expect 

pyrenedione and pyrenetetraone, as well as the putative pyrene/pyrenetetraone complex, to dissolve in 

room temperature toluene, but this is not observed (see Chapter 2). Instead, we were able to 

recrystallize pyrenedione from toluene, with only minimal amounts remaining in solution, and the 

crystals thus formed were contaminated with equal amounts of pyrene and pyrenetetraone. From this, 

it appears that the pyrene/pyrenetetraone complex is also (nearly) insoluble in room temperature 

toluene, and pyrenetetraone may be as well. To reconcile these observations with the computational 

results, we need to revisit our simplifying approximation. While π−π stacking between nearest 

neighbours should be the primary interaction between molecules in a crystal, it will not be the only 

interaction, and the additional interactions in three dimensions must be enough to overcome the 

(weakly) endergonic nature of dimerization. It is also important to remember that continuum solvation 

models are also approximate, and do not take specific solute-solvent interactions, such as the π−π 

interaction between toluene and pyrene molecules, into account. Unfortunately, computations that 

would properly take those additional intermolecular interactions into account, both within the crystal, 

and in solution, are out of reach using the methods in this paper. However, the relative stability of the 

different dimers should still give an approximate ranking of the relative stability of the various crystals. 
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Table 3.1 compares the results using DLPNO-CCSD(T) to those using ωB97X-D4. Note that the 

differences between the methods are small, with a mean error of 1.47 kJ/mol (the MUE was also 1.47 

kJ/mol, as all DFT energies were higher than DLPNO-CCSD(T) ones), and a maximum error of 2.19 kJ/mol, 

well within chemical accuracy. This indicates that ωB97X-D4 is an appropriate and accurate method for 

these kinds of systems, though with what appears to be a small systematic error. LED of the DLPNO-

CCSD(T) interaction energy was performed, but no meaningful trends were found. The LED results are 

available in Appendix B.  

 ∆Esolv,dim (DFT) ∆Esolv,dim (DLPNO) Difference % Difference 
 (kJ/mol) (kJ/mol) (kJ/mol)  

(pyrene)2 0SP-L  -35.00 -33.47 1.53 4.6% 
(pyrenedione)2 180G -47.94 -46.09 1.85 4.0% 
(pyrenedione)2 120G -50.17 -48.90 1.27 2.6% 
(pyrenetetraone)2 0G -48.27 -46.41 1.86 4.0% 
(pyrenetetraone)2 90SR -57.37 -55.18 2.19 4.0% 
pyrene/pyrenetetraone 30SR -53.14 -53.01 0.13 0.2% 

 

When computations are done at less than the basis set limit, basis set incompleteness error 

(BSIE) will affect the calculations. One of the more problematic facets of BSIE is that when computing a 

dimerization, the monomers can ”borrow” basis functions from adjacent monomers to help resolve 

their own BSIE. This effect is known as basis set superposition error (BSSE). The larger the basis set used, 

the smaller both BSIE and BSSE will be. One common solution to BSSE is the counterpoise correction, 

where an atom’s nucleus and electrons are removed, but its basis sets remain, to gauge the level of 

”borrowing,” however, counterpoise tends to overestimate BSSE. Interestingly, local correlation 

methods, such as DLPNO, do not suffer nearly as much from BSSE, and the counterpoise correction is 

unnecessary, and even counterproductive for such methods.[137] We did not expect BSSE to be a 

significant problem when using def2-TZVP, but at the request of a reviewer, we performed counterpoise 

corrections on the same subset of six conformers. The counterpoise correction ranged from 2.1 to 3.7 

kJ/mol, with the larger corrections in conformers with larger binding energies. In all cases, this 

overcorrected for the difference between ωB97X-D4 and DLPNO-CCSD(T), leading to a slightly worse 

MAD of 1.92 kJ/mol, so counterpoise corrections were not further pursued for other conformers. 

Table 3.1 ωB97X-D4/def2-TZVP/SMD(Toluene) and DLPNO-CCSD(T)/cc-pVTZ/SMD(Toluene) energies 
of dimerization of selected conformers. Difference is computed as EDFT − EDLPNO. %Difference is 
computed as [(EDLPNO – EDFT)/EDLPNO]*100%. 
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3.3.5 Energy Comparison and Breakdowns 
 The free energy of interaction, as described in the methods section, can be broken down into 

the changes in electronic energy, solvation energy, and quasi-rigid-rotor-harmonic-oscillator (rrho) 

energy. The rrho energy changes can be further subdivided into those due to changes in enthalpy, and 

those due to changes in entropy. Entropy will always decrease significantly upon dimerization, due to 

the loss of translational degrees of freedom, leading to a positive change in free energy. For a 

dispersion-corrected functional, such as ωB97X-D4, the electronic energy can be further subdivided into 

the SCF energy and the dispersion energy. Thus, Equation 3.1 can be expanded to 

            ∆𝐺𝑑𝑖𝑚 = ∆𝐸𝑆𝐶𝐹,𝑔𝑎𝑠,𝑑𝑖𝑚 + ∆𝐸𝑑𝑖𝑠𝑝,𝑔𝑎𝑠,𝑑𝑖𝑚 + ∆𝐺𝑟𝑟ℎ𝑜,𝐻,𝑑𝑖𝑚 + ∆𝐺𝑟𝑟ℎ𝑜,𝑆,𝑑𝑖𝑚 + ∆∆𝐺𝑠𝑜𝑙𝑣.𝑑𝑖𝑚. (3.13) 

 Figure 3.5 shows the breakdown in energy for the lowest-energy conformer of each of the four 

dimers. Numerical results are given in Appendix B. The leftmost (blue) column shows Gibbs free energy 

of dimerization. It is clear that dimerization for the homodimers becomes less unstable with oxidation, 

and that the heterodimer is even more stable. It is also immediately apparent that the most stabilizing 

component for all dimers is dispersion, and the most destabilizing is entropy, as should be expected. The 

pyrene dimer has the most positive ∆𝐺𝑑𝑖𝑚, which appears to be largely due to an increase in 

Figure 3.5 Components of ∆Gdim. From left to right, total ∆Gdim is shown in blue, ∆ESCF,gas,dim is shown 

in cyan, ∆Edisp,gas,dim in teal, ∆Grrho,H,dim in orange, ∆Grrho,S,dim in red, and ∆∆Gsolv,dim in magenta. 
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∆𝐸𝑔𝑎𝑠,𝑆𝐶𝐹,𝑑𝑖𝑚 relative to the other dimers – that is, the electronic energy is less favourable. Dispersion is 

also weaker here, but that is mostly offset by slightly less unfavourable entropy and solvation terms. The 

pyrene-pyrene tetraone heterodimer has the most favourable (though still positive) ∆𝐺𝑑𝑖𝑚, and this 

appears to be due primarily to slight improvements in ∆𝐸𝑔𝑎𝑠,𝑆𝐶𝐹,𝑑𝑖𝑚 and ∆∆𝐺𝑠𝑜𝑙𝑣,𝑑𝑖𝑚, relative to the 

pyrene dione and pyrene tetraone dimers. 

3.4 Conclusion 

 In this work, we have generated and analyzed the low-lying portion of the conformational 

ensembles of the (pyrene)2, (pyrenedione)2, (pyrenetetraone)2, and pyrene/pyrenetetraone dimers, 

both in the gas phase and in solution. Our results show that the CREST program[61] and the associated 

GFN2-xtb[134] approach are useful tools for exploring potential energy surfaces of weakly bound dimers. 

However, care must be taken in interpreting the results, as the geometries CREST generates for dimers 

bound by π −π stacking are of uncertain quality, spurious minima are common, and errors in relative 

energies can be as great as 30 kJ/mol. On the other hand, we have found that, for these systems, the 

agreement between ωB97X-D4[116]/def2-TZVP[117] and DLPNO-CCSD(T)[55]/cc-pVTZ[121] energies is 

excellent, though with a tendency to slightly underbind with ωB97X-D4. We have found two conformers 

of the (pyrene)2 dimer that had not been previously reported, and reported the ensembles of three 

other dimers which have not been previously studied. In comparing the stacking interactions of pyrene 

vs. those of its oxides, it appears that oxidation makes available a wider range of geometries, and 

increases the strength of intermolecular interactions. Our final reported Gibbs free energies of 

dimerization are 16.94 kJ/mol for (pyrene)2, 8.39 kJ/mol for (pyrene-4,5-dione)2, 6.49 kJ/mol for 

(pyrene-4,5,9,10-tetraone)2, and 4.13 kJ/mol for the pyrene/pyrene-4,5,9,10-tetraone heterodimer. This 

indicates that none of the dimers are stable in toluene solution, but the energies are small enough that 

it is likely inclusion of secondary intermolecular interactions in the crystal form would be enough to 

make crystals stable. Our findings give weight to the suggestion that pyrene and pyrenetetraone can 

form a cocrystal, potentially explaining the difficulty in separating them from pyrenedione. 
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Chapter 4 

4. A Variant on the CREST Algorithm for Non-covalent Clusters of 

Flexible Molecules 
 

4.1 Introduction 

 The search for low-energy conformers of flexible molecules or clusters of molecules is a central 

problem in computational chemistry.[61, 138-142] A geometry optimization of a flexible molecule from a 

randomly generated initial structure will not usually find the global minimum. Even when the global 

minimum can be found, the full ensemble is often important for many applications, including, but not 

limited to, ligand docking,[138] the determination of conformational free energy,[61] and predicting 

spectra of flexible molecules, particularly for vibrational circular dichroism (VCD)[143-146] and NMR.[147] 

Some applications, such as ligand docking, require only that the ensemble is diverse and somewhat 

representative of the true ensemble in solution. Others, such as predicting vibrational circular dichroism 

spectra[143, 144] or free energy of association,[61, 147] require a diverse ensemble which is correctly 

weighted by energy, and includes the global minimum conformer. 

Many algorithms exist for conformational exploration, divided into two main classes: (i) 

systematic and (ii) stochastic. Systematic algorithms explore all possible combinations of dihedral 

torsions in a molecule, usually in set increments, e.g., every 15°. This approach makes them 

deterministic and thorough, but unless the conformers thus generated are reoptimized, will only give 

approximations to the true minima. Also, systematic algorithms can only be used for systems with a 

small number of rotatable bonds, as the number of possible conformers increases extremely quickly 

with increasing rotatable bond count.[138, 140] Stochastic algorithms attempt to generate a representative 

ensemble by selecting conformations in a probabilistic fashion. Two methods to accomplish this goal are 

knowledge-based algorithms and simulations. In a knowledge-based algorithm, structures are generated 

by randomly assigning values to dihedral torsions that match known low-energy conformations of 

similar dihedrals in other systems. There are a great variety of implemented knowledge-based 

algorithms for conformer ensemble generation, but some examples include ConfGen,[148] OMEGA,[149] 

Conformator,[150] and iCon.[151] For simulations, Monte Carlo methods,[152, 153] molecular dynamics,[154, 155] 

or metadynamics[61] are used to sample conformations of a system. Stochastic methods can be applied 
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to larger systems than systematic ones can, but because they rely on inherently random processes, they 

are not deterministic, and may miss important conformers entirely. 

Conformer exploration for a cluster of weakly interacting flexible molecules is an even more 

daunting task than for isolated flexible molecules. There are significantly more rotatable bonds in such a 

cluster than in an individual molecule, and thus exponentially more conformational space to explore. In 

addition, the molecules are also free to rotate and translate relative to each other, so one must ensure 

that they remain close enough to each other to interact. A further problem arises if there are directed 

interactions between the molecules, such as intermolecular hydrogen bonds. In such cases, the low-

energy conformations frequently reside in a series of narrow potential wells, which can be quite difficult 

for an automated procedure to find. Given these challenges, even the best algorithms can struggle to 

produce a reasonable ensemble. 

One of the most robust[156] stochastic methods for exploring conformational ensembles is the 

Conformer-Rotamer Ensemble Sampling Tool (CREST) program,[61] developed by the Grimme group. 

CREST relies heavily on the root mean squared deviation (RMSD) of geometry between conformers. The 

RMSD is defined as the square root of the mean of the difference in coordinates for each atom in the 

molecule or cluster, relative to a given reference geometry – which is effectively the distance between 

the conformers in a 3N-6 dimensional Cartesian conformational space. CREST uses an RMSD-biased form 

of metadynamics (MTD) and a GFNx-xtb (x=0,1,2) density functional tight-binding approach[134] to 

explore widely the conformational space of systems. The RMSD bias causes the MTD runs to constantly 

explore spaces dissimilar to those which they have already visited, and then snapshots from the 

trajectory are screened for low-energy conformers. CREST gives excellent results for single molecules, or 

for clusters of small or rigid molecules, and has been used as a method of choice for conformational 

exploration of systems,[157, 158] partly because it frequently finds many more low-energy conformers than 

other stochastic methods.[156] However, recent work[159] (see Chapter 5) using CREST to explore dimers, 

trimers, and larger n-mers containing flexible monomers demonstrated the need for algorithmic 

improvements within CREST to locate the minimum energy structures. 

4.2 CREST Technical Details. 
To help understand the need for modifications to CREST for the problems of interest, it is 

important to understand the mechanics of CREST and the options available within CREST for the 

exploration of the conformational space of dimers and n-mers. The RMSD biasing within CREST is 

controlled by two parameters, kpush and alpha, which control the energetics of the biasing and the 
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width of the Gaussian bias potential, respectively. Units are Eh (Hartree) for kpush and Bohr-2 for alpha. 

A default run of CREST performs 14 MTD runs in the first cycle, and 12 in each subsequent cycle. Within 

each cycle, each MTD run has its own combination of kpush and alpha. Once the MTD is complete, the 

generated conformers from all 12 or 14 runs are collected and then screened and optimized. The 

screening is done in an iterative fashion, starting from very loose convergence thresholds, and 

proceeding to tighter ones, discarding the highest-energy conformers along the way. When one such 

cycle has been completed, CREST starts a new cycle from the best (i.e., lowest energy) conformer found 

in the previous cycle. All conformers found in any cycle are retained and used in the final ensemble, as 

long as they are within the low-energy window (default: 6 kcal/mol above best conformer). When there 

is no improvement from one cycle to the next, CREST runs molecular dynamics (MD) starting from the 

four lowest-energy conformers and runs a genetic crossing algorithm to search for more diverse 

conformers. Genetic crossing exchanges motifs found in parts of one conformer with those from 

another conformer, potentially increasing the volume available to sampling, but as currently available in 

CREST, it only works as intended for single molecules, not for clusters. If a lower energy conformer is 

found at this point, CREST reverts to a new set of MTD runs. Otherwise, CREST terminates and gives the 

final ensemble. 

For non-covalently bound clusters of molecules, the RMSD bias has a tendency to cause clusters 

to dissociate, so there is a specialized non-covalent interactions (NCI) mode which uses weaker RMSD 

biasing (smaller kpush) and adds an ellipsoid constraining potential which forces the molecules to 

remain near each other.[61] CREST also has options for runtypes that only use part of its functionality. 

Two examples are the screen function, which will take an already generated ensemble or trajectory and 

sort and optimize the individual structures, while discarding those of high energy, and the rmsd 

function, which will simply compute the RMSD between two structures. Unfortunately, CREST does not 

contain options to adjust the number of MTD runs per cycle, nor the values of kpush or alpha. It also 

does not contain options to start new cycles from more than one conformer. 

4.3 Results and Discussion 
 In a recent paper,[159] (see Chapter 5) we reported on the structure and energetics of several 

dimers and trimers composed of asphaltene model compounds 1, 2a, and 2b, with and without 

microhydration. These are large, flexible molecules, with each molecule having 70-120 atoms and 4-14 

rotatable bonds, and having both hydrogen bonding and π−π stacking sites, see Figure 4.1. In the course 

of that work, it became evident that initial geometry explorations using CREST provided an insufficient 
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sampling of the low-energy conformers of these systems. For example, an attempt to double-check the 

energy difference between two binding motifs of the trimer composed of two units of 1 and one of 2b 

(the 122b trimer) demonstrated that the best conformer found by CREST depended strongly on the 

starting structure. That is, when two different conformers of this complex were used as input for a 

CREST run, the output geometries and energies were significantly different. For reference, these runs 

were performed using gbsa benzene solvation, with a spherical constraining potential (size 

automatically generated), and MTD length of 50 ps. In the double-checking case mentioned above, 

Figure 4.1 Structures of monomers. On the left are the molecular structures, and on the right are 3D 

representations of the DFT-optimized geometries (ωB97X-D4/def2-SVP/CPCM(Toluene) level of 

theory). Carbon is grey, hydrogen is white, nitrogen is blue, oxygen is red, and nickel is pink. 
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when started from a new initial structure, CREST found a conformer which was 50 kJ/mol lower in 

energy than anything that had been found to that point. Even starting two different CREST sampling 

runs from the same initial structure sometimes gave very different final results, with different lowest-

energy structures having markedly different energies being found. Further investigations showed that 

for most of the molecular clusters under investigation, CREST had missed geometries substantially lower 

in energy than the lowest-energy structure it reported, demonstrating that a more thorough search 

algorithm was required. This is not to say that there are problems with CREST, per se – it consistently 

gives excellent results for single molecules or for complexes of small or rigid molecules – but, in the 

special case at hand, with complexes of highly flexible molecules (including with possible 

microhydration) issues with the algorithm at the heart of CREST arise. This problem was not solved by 

increasing the MTD length to 100 ps, by switching between NCI mode and regular CREST with a 

manually added constraining potential, nor by decreasing the sampling interval from 100 fs to 25 fs.  

In an effort to understand the reasons for these discrepancies, the MTD trajectories were 

inspected. In inspecting these trajectories, it was noted that the intermolecular hydrogen bonds and π−π 

stacking were disrupted early in each run. See Figure 4.2 for one example of such disruption. Once 

disrupted, these weak interactions had trouble forming again. Thus, most of the conformers produced 

were of substantially higher energy than the starting conformer (greater than 12 kcal/mol difference), 

and were thus screened out early, and excluded from the final ensemble. Not only is this wasteful of 

compute time, but this preferential exploration of the higher energy space means that increasing the 

simulation length does not improve the results. In addition, the preferential exploration of this high-

energy space during the MTD run means that the low-energy space with hydrogen bonds and π−π 

stacking intact is poorly explored and thus CREST cannot reliably produce better conformers. Under 

these circumstances, the best conformer found is usually very similar to the starting conformer. Because 

CREST uses only the lowest-energy conformer from a cycle as the starting point for the MTD in the next 

cycle, it becomes rare for CREST to find a conformer that is significantly lower in energy than the starting 

conformer before terminating. In some cases, better conformers are found in the MD step, but this is 

both unreliable and incredibly inefficient, since the MTD is then wasted, and MD is slow to explore 

conformers. 

The twofold solution would appear to be (i) to make the RMSD biasing even less energetic than 

in NCI mode, and (ii) to perform restarts from a more diverse set of conformers than just the lowest-

energy one. As CREST does not contain options to adjust the RMSD biasing, nor to select additional  
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b) 

a) 

Figure 4.2 Two snapshots from an MTD trajectory from a standard CREST run (not NCI mode, but 

with an autosized spherical constraining potential manually added, using gbsa benzene solvation). 

Panel a) is the starting geometry, with intact hydrogen bonding and π−π stacking highlighted to 

guide the eye. Panel b) shows hydrogen bonding and most π−π stacking disrupted after only 4.2 ps 

of simulation time. Carbon is grey, hydrogen is white, nitrogen is blue, oxygen is red, and nickel is 

pink. 



38 
 

conformers to start new cycles from, a variation on the CREST algorithm which would allow the 

implementation of these solutions needed to be developed. 

The first attempts to improve sampling consisted of running a series of MTD runs in xtb[134] with 

different values of the kpush and alpha settings, then processing the ensembles with the screen function 

of CREST. These runs were initiated from the lowest-energy structure provided by the initial CREST 

computation. CREST uses kpush between 0.1688 Eh and 1.125 Eh in standard runs, or between 0.1125 Eh 

and 0.225 Eh for NCI mode and an alpha between 0.1 bohr-2 and 1.3 bohr-2 for standard runs, or 

between 0.25 bohr-2 and 1.0 bohr-2 for NCI mode. It was already clear from the examination of 

trajectories that the NCI mode biasing was more energetic than desired, as evidenced by the rapid 

disruption of hydrogen bonds and π − π stacking. Thus, a range of kpush values, between 0.015 and 0.1 

Eh, and a range of alpha values, between 0.8 and 3.1 bohr-2 were tested. It was found that kpush values 

of 0.05 or 0.015 Eh and alpha values of 1.3 or 3.1 bohr-2 gave the greatest number of low-energy 

conformers for our molecular clusters in a 30 ps run, for the case of the 122a trimer. These values were 

then adopted for all subsequent runs. All test runs improved on the energy of the CREST structure by 

11.9 kcal/mol (50 kJ/mol) or more. This result was very encouraging, but attempts to continue improving 

the energy by starting a new cycle from the best energy conformer found were unsuccessful. Although 

lower energy conformers had been found, the global minimum had not yet been located, since by 

starting CREST from a variety of other starting structures, at least one minimum 1.0 kcal/mol (4.3 

kJ/mol) lower in energy had been located previously. 

Evidently, in the rugged energy landscape of NCI, reducing the energetics of the RMSD biasing is 

not sufficient to reliably find the lowest-energy conformers. In addition, a diversity of starting structures 

are required to reliably find better minima. Starting from a collection of known low-energy structures 

would intuitively be preferable to random or high-energy structures, as the low-energy structures can be 

presumed to be more similar to the global minimum. However, it is not immediately obvious how to 

select the starting structures. For example, it would make little sense to choose a set of very similar 

structures, as they would likely cover similar areas of the potential energy surface (PES) in their 

simulations, and thus defeat the purpose of diversity. In the common case that the structures lowest in 

energy were all similar to each other, it would then be counterproductive to simply choose starting 

conformers based on low energy. One useful measurement in selecting conformers is the pairwise 

RMSD. This quantity is easily computed using CREST, and gives a good metric for how similar or  

  



39 
 

  

Figure 4.3 Here, the two algorithms for conformer selection are compared. Panel a illustrates selection 

based on energy and RMSD thresholds, and panel b illustrates selection based on the quotient of 

energy divided by RMSD. In these scatterplots, the relative energy of the conformers generated in one 

cycle is plotted against their RMSD from the structure with which their particular MTD run started. 

Conformers are colour-coded by the starting conformer of their MTD run. Selection regions are 

indicated by the shaded green regions. Points circled in black indicate conformers which were selected 

as starting points for the next cycle. 

a) 

b) 



40 
 

dissimilar two conformers are. As such, an additional constraint that any conformers chosen would have 

to be at least 1 Å apart, as measured by RMSD, was chosen. Further, a large RMSD relative to the 

starting conformer of a run indicates a higher probability that a simulation had crossed an energy barrier 

into a previously unexplored region of the PES. Thus, large RMSD relative to the starting conformer  

should be prioritized in picking structures from which to start new MTD runs. There are a number of 

methods one could choose to pick structures with low energy and high RMSD. One approach is to select 

structures above a certain RMSD cutoff (usually 1 or 2 Å), and below an energy cutoff (usually 2 kcal/mol 

above the lowest-energy conformer found so far), but this method proved to be unsatisfactory. Notably, 

such criteria often selected structures with, for example, an RMSD of 2.1 Å, and a relative energy of 1.9 

kcal/mol. Here, the RMSD is barely above the threshold, while the energy is barely below it, indicating a 

conformer unlikely to be useful in searching for better conformers. At the same time, these selection 

criteria can lead to the exclusion of structures with very high RMSD, but slightly above the energy cutoff. 

To capture such structures, a better selection rule is needed. The quotient of relative energy divided by 

RMSD provides a metric that can select for high RMSD and low energy in a less arbitrary fashion. Using 

this metric, up to 11 conformers with a quotient below 0.5 kcal mol-1 Å-1 were selected, plus the lowest-

energy conformer found, for a total of up to 12 new conformers per cycle. Of course, the number of new 

conformers one wants to generate per cycle can depend on the exact nature of the problem of interest, 

however, 12 proved suitable for a diversity of dimers and trimers, with and without microhydration.[159] 

To avoid repeatedly exploring the same region of the PES, these conformers are selected subject to the 

additional constraint that none of the 11 can have an RMSD less than 1 Å relative to each other, the 

lowest-energy conformer, or any conformer selected in a previous cycle. Figure 4.3 shows the difference 

between these two selection rules, and the conformers which would be selected using each. The 

conformers presented in this example come from the third cycle of the geometry search for the 

heterodimer of model compounds 1 and 2a. Panel a shows the threshold selection criteria as the green 

shaded area, while panel b shows the quotient selection criterion in the same way. Black circles indicate 

conformers selected to use as starting points for the next cycle. Those conformers within the selection 

area which are not circled were either too similar to an already-selected conformer, or else there were 

11 conformers lower in energy already selected. 

Figure 4.4 illustrates the improved algorithm for ensemble generation for clusters of highly flexible 

molecules. Four MTD runs are performed at each geometry, one with each combination of kpush and 

alpha of the reduced settings (vide supra). This weaker biasing still encourages the exploration of 

unvisited conformations but is more likely to retain the important non-covalent interactions while it 
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does so. Once the MTD runs are complete, the four trajectories for each structure are combined and 

screened using the screen function of CREST. Each conformer in the resulting ensembles is then 

compared to the starting structure of the MTD run from which it originated using the rmsd function of 

CREST. For each conformer, the ratio of relative energy (in kcal/mol) to RMSD (in Å) is calculated. To 

select conformers for the next cycle, all conformers from a cycle are ranked by energy, relative to the 

lowest energy found. The lowest energy conformer is carried forward, along with up to 11 conformers 

for which this ratio is less than 0.5 kcal mol-1 Å-1, subject to the requirement that they are at least 1 Å in 

Figure 4.4 Schematic of new algorithm. 
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RMSD from each other and from all structures which have been used as starting points in previous 

cycles. If a conformer does overlap with a previously selected conformer (as judged by RMSD), then the 

next highest in energy is selected, until 11 have been selected, or until the list of conformers with an 

energy to RMSD ratio less than 0.5 kcal mol-1 A-1 is exhausted. This approach ensures that a wide range 

of starting points are used, thus exploring over a much greater portion of configuration space than if 

only the lowest-energy conformer was used, while still prioritizing low energy starting points. If there is 

no improvement in the lowest-energy conformer for two successive cycles, then the algorithm 

terminates. All conformers found in all cycles are then collected and resorted using the cregen function 

of CREST to produce a final ensemble. 

Figure 4.5 schematically illustrates, compares and contrasts a search using CREST with one using 

the present algorithm, on a hypothetical slice of the PES for a cluster of flexible molecules. Panels a and 

b illustrate CREST behaviour. In panel a, the initial starting structure is indicated by a blue arrow, at 

potential well I. Blue dots indicate conformers found in the first cycle of CREST. Due to the highly 

energetic biasing, CREST is unable to sample the low-energy region of the potential energy surface 

thoroughly before wandering off into much higher-energy conformers in directions orthogonal to the 

slice shown here. Panel b shows the second cycle of CREST. This cycle starts from the lowest-energy 

conformer found in the first cycle, which is located in potential well H. This cycle does not find a better 

conformer than that in potential well H, so CREST terminates. Panels c through e illustrate the modified 

algorithm. In panel c, the run is initiated from the same potential well, I, as in the CREST run. While the 

weaker biasing keeps the simulation on the low-energy portion of the potential energy surface longer, 

fewer MTD runs (four vs fourteen) per starting point are used, and the biasing doesn’t “push as hard.” 

Usually, this results in substantially better exploration of the low-energy potential energy surface than 

CREST gives, but here the performance is illustrated as slightly inferior, to be conservative. Panel d 

shows the second cycle of the modified algorithm. In this cycle, MTD runs are started from three 

conformers, in the G, H, and K potential wells. Conformers from I are not used as starting points, as they 

are too similar to the already used conformer from the first cycle, and those from J are not used, as the 

ratio of their energy (relative to the best conformer found so far, in well H) to RMSD (from the starting 

point of cycle 1) is too large. Usually, the algorithm will run 12 conformers per cycle, but in this 

illustration, at least within this slice of the PES, only up to three can be chosen within the constraints. In 

this panel, conformer dots are colour-coded to match the arrow indicating the starting position of the 

MTD run that produced them. Panel e shows the third cycle of the new algorithm. Here, the starting 

conformers are in wells E, H, and M. Conformers from well H would normally be discarded for being too  



43 
 

  

Figure 4.5 Comparison of CREST vs the present algorithm on a hypothetical potential energy surface. 

Panels a and b illustrate the first and second cycles of the CREST algorithm, respectively. Panels c 

through e illustrate the first through third cycles of the modified algorithm. Coloured dots indicate 

conformers found during the cycle, and match the colour of the arrow indicating the starting 

position(s) of each cycle 
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close to a previous starting position, but this is still the best energy found so far, so this conformer is 

retained. As an aside, this step illustrates why it is important to wait for two cycles without 

improvement before terminating the algorithm rather than the single cycle without improvement that 

CREST uses. It is common, especially after a cycle which has resulted in a significant improvement in 

energy, that few of the conformers generated in that cycle are low enough in energy to be selected as 

starting points, and so the next cycle may not find a lower-energy conformer, even as it does find 

conformers that will lead to better energies. The other wells with acceptable energy to RMSD ratios and 

sufficient distance from previous starts in this cycle are E and M. The third cycle finds the global 

minimum in well C, and after two additional cycles, the algorithm will terminate, having failed to find a 

lower-energy conformer. 

When applied to the original problem of clusters of flexible molecules,[159] this algorithm gave 

substantially improved results over CREST. For example, for the 122b trimer where the problem with 

sensitivity to the starting conformation was first noticed, the improved algorithm gave a structure which 

was lower in energy by 55.5 kJ/mol (13.3 kcal/mol) over the CREST result. This is a large enough 

difference that essentially none of the conformers found by CREST would exist at equilibrium, with a 

Boltzmann population ratio of less than 2x10-10. Having developed the algorithm, we applied it to the 

other 16 supramolecular complexes under study (Complexes 3 – 19 in Chapter 5), and in every case, 

obtained superior results (lower energy) than when using CREST. 

4.4 Conclusion 

 The generation of conformer ensembles and conformational analysis is an essential component 

of computational chemistry. While CREST performs these functions very well for single molecules and 

for clusters of rigid molecules, it is not always up to the task for clusters of flexible molecules. Thus, we 

have developed a new algorithm which extends CREST to such systems. We have termed this new 

algorithm LEDE-CREST, i.e., a Low-Energy, Diversity-Enhanced variant of CREST. While, in principle, this 

algorithm could be implemented within CREST, for the present, we have written a script to automate 

the implementation of our algorithm. This script is designed to run on Unix computing clusters using 

Slurm schedulers, with CREST[61] (v. 2.12) and xtb[134] (v. 6.5.0) installed, but could be adapted to function 

on other architectures, as desired. The script, along with instructions, is freely available on Github at 

https://github.com/nking1/LEDE-CREST. The script is written in such a way that the user is free to adjust 

many parameters, such as the values of kpush and alpha used, the number of new conformers to use as 

starting points in each cycle, the value of the ratio for conformer selection, and simulation length, 
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among others. As noted, the numerical parameters discussed here were used successfully for a diversity 

of model asphaltene dimers and trimers and microhydrated versions thereof,[159] but one may have to 

do some testing and adjustment for the specific flexible monomers of interest. 

  



46 
 

Chapter 5 

5. Computational Investigations Complement Experiment for a System 

of Non-Covalently Bound Asphaltene Model Compounds 

5.1 Introduction 
As discussed in Chapter 1, the NCIs of asphaltene molecules are still poorly understood, but 

gaining further understanding would lead to major economic and environmental benefits in the 

handling and processing of heavy oils. In 2015, Schulze et al. published a study on two model 

compounds for asphaltenes, and measured their interactions in solution using NMR.[4] The model 

compounds chosen were an archipelago-style compound with three islands - a central pyridine, with 

two pyrene moieties on tethers (1) - and a nickel porphyrin with an acidic side chain (2a), see Scheme 

5.1. The study was designed to probe the role of acid-base hydrogen bonding in asphaltene aggregation, 

and began with an investigation of the base-pairing of phenylacetic acid with pyridine, in benzene 

solution, followed by 1 with phenylacetic acid, and 2a with pyridine. Finally, the aggregation of 1 with 2a 

was studied. Schulze et al. used a Job plot of the change in NMR resonance of select protons near the 

acid and base functionalities to gauge aggregation and to determine association constants. The evidence 

was equivocal as to whether the model compounds formed a 1:1 dimer or a 2:1 trimer, but they 

calculated the association constant for either case. For the case with a 1:1 dimer, the association 

constant was found to be 316 M-1. On the other hand, for the case where the complex formed is a 

trimer, the association constant was found to be 1.23 × 106 M-2. The equivalent Gibbs free energies of 

formation at 298 K are -14.3 kJ/mol and -34.7 kJ/mol, respectively, indicating moderately strong 

association. 2a was also found to homodimerize, with an association constant of 390 M-1, which 

corresponds to a Gibbs free energy of formation of -14.8 kJ/mol.  

While the Schulze paper gives valuable insight into the role of acid-base hydrogen bonding in 

asphaltene aggregation, it leaves several unanswered questions which computations can address. The 

first, and most obvious, question is whether a 1:1 or 2:1 complex of 1 and 2a is formed. Related to the 

above, the optimal structures of these complexes, and thus the nature of their interactions, is unknown. 

While it is natural to expect that hydrogen bonding is involved, and the changes in NMR chemical shift 

near hydrogen bonding sites seem to support this idea, there is nothing in the data which requires this 

to be the case, nor to indicate whether π−π stacking plays a role, nor how significant that role may be.  
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A second related question pertains to the change in chemical shift. Why does aggregation cause the 

protons alpha to the acid group to shift downfield, while those on the tethers of 1 shift upfield? Thirdly, 

the Schulze paper indicated that 2a formed a homodimer in solution, which complicated their results, 

and precluded a definite conclusion on the stoichiometry of the interaction with 1. They were able to 

calculate the strength of this homodimerization, with an equilibrium constant of 390 M-1, but again the 

minimum-energy structure and the nature of the interactions are unknown. Fourthly, the authors allude 

to a paper by Tan et al. where water was demonstrated to enhance the aggregation of a model 

compound similar to 1.[32] They suggest that the acid group of 2a may be able to fulfil a similar role, but 

they do not address the possible role of water in promoting aggregation of their model compounds. It is 

of interest to know whether this can occur, and whether it was interfering with their measurements. 

Finally, the primary evidence in favour of the 2:1 complex was the Job plot of chemical shift. Given the 

Scheme 5.1 Molecular structures of the asphaltene model compounds used in the Schulze et al. 
paper.[4] Dashed lines indicate non-covalent contacts, and numbers in fine print indicate 
corresponding distances, in Å. 2b is a truncated version of 2a, which we have used in most of our 
computations for reduced computational cost. 3 - 5 are microhydrated versions used in our study.  
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scrutiny that Job plots have attracted in recent years,[160] it is reasonable to ask whether this is an 

appropriate tool to use. Answers to many of these questions should yield insight that is useful toward 

developing a better understanding of aggregation in asphaltenes in general. For example, if water is 

important in inducing aggregation both here and in the case of Tan et al.,[32] then this may be a general 

result. Similarly, if hydrogen bonding turns out to be similar or greater in importance as π–π stacking, 

this bears implications for our general understanding of asphaltene aggregation. 

5.2 Computational Methods 
 Given the number of rotatable bonds in each of the monomer compounds 1 and 2a, and to a 

lesser extent in 2b, finding the lowest-energy conformers is not a trivial task. In this work, initial 

geometry searches were performed using CREST v. 2.10.1 (Conformer-Rotamer Ensemble Sampling 

Tool)[61] for single molecules and LEDE-CREST (Low-Energy Diversity-Enhanced variant of CREST), which 

we developed in Chapter 4,[161] for clusters of flexible molecules. All DFT computations were performed 

using ORCA 5.0.4.[132] One of the best DFT functionals[162] for non-covalent interactions is ωB97X-V,[163] 

but due to the complexity of the -V dispersion, gradients are difficult to compute, resulting in long 

computation times for optimizations. Computations using the closely related ωB97X-D4, which also 

performs well,[116] proceed much faster. While benchmarks of the performance of ωB97X-D4 for 

geometries are not available, we presume that since it handles non-covalent energies well, it should 

perform well for non-covalent geometries, too. For each species studied, the lowest-energy structure 

obtained from CREST or LEDE-CREST was reoptimized using ωB97X-D4/def2-SVP/CPCM(Benzene),[79, 116, 

117, 129] and thermodynamic computations were also carried out at this level, using Grimme’s quasi-rigid-

rotor-harmonic-oscillator approximation,[120] as implemented in ORCA. Frequencies were used as 

computed, and not scaled. High quality single point energies at the optimized geometries were obtained 

using ωB97X-V/def2-QZVPP/SMD(Benzene).[117, 129, 163] NMR shieldings are very sensitive to electron 

density around the nucleus, so specialized basis sets should be used.[164] Thus, NMR computations were 

performed using TPSS/pcSseg-2/SMD(Benzene)[119, 164, 165]//ωB97X-D4/def2-SVP/CPCM(Benzene). TPSS 

was chosen for NMR computations, as it has been shown to give good results for NMR shieldings, for a 

very moderate computational cost.[166] NMR chemical shifts are given as the difference between the 

computed shielding of tetramethylsilane (at the same level of theory as above) and the computed 

shielding of the proton of interest. 
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Free energies were determined according to the equations detailed in Chapter 3[167] and 

references cited therein.[122, 124] Specifically, we compute ∆𝐺𝑎𝑠𝑠𝑜𝑐, the Gibbs free energy of association, 

using  

∆𝐺𝑎𝑠𝑠𝑜𝑐 = 𝐸𝑠𝑜𝑙𝑣,𝑐𝑜𝑚𝑝 − ∑ 𝐸𝑠𝑜𝑙𝑣,𝑖𝑖 + 𝐺𝑟𝑟ℎ𝑜,𝑐𝑜𝑚𝑝 − ∑ 𝐺𝑟𝑟ℎ𝑜,𝑖𝑖 + (𝑛 − 1)𝑅𝑇 ln (
𝑉𝑓

𝑉𝑖
).   (5.1) 

Here, 𝐸𝑠𝑜𝑙𝑣,𝑐𝑜𝑚𝑝 is the electronic energy of the complex, as given in the output of a single point 

computation in SMD solution, 𝐸𝑠𝑜𝑙𝑣,𝑖 is the electronic energy in solution for the i-th monomer in the 

complex, 𝐺𝑟𝑟ℎ𝑜,𝑐𝑜𝑚𝑝 is the Gibbs free energy correction for the complex, as given by Grimme’s quasi-

rigid-rotor-harmonic-oscillator approximation, and 𝐺𝑟𝑟ℎ𝑜,𝑖 is the Gibbs free energy correction for the i-th 

monomer in the complex. The last term in this equation is the concentration correction, which accounts 

for the fact that electronic structure programs such as ORCA report free energies in the gas phase, 

where the standard concentration is 1 atm, but the standard concentration in solution is 1M. Here, n is 

the number of molecules in the complex, R is the ideal gas constant, T is the temperature, Vf is the molar 

volume at the solution standard state of 1M (which is simply 1L), and Vi is the molar volume at the gas 

standard state of 1 atm (22.4 L at 298K). Similarly, we define binding energy, Eb, as 

                                                            𝐸𝑏 = ∑ 𝐸𝑠𝑜𝑙𝑣,𝑖𝑖 − 𝐸𝑠𝑜𝑙𝑣,𝑐𝑜𝑚𝑝.     (5.2) 

This definition ensures that stable complexes have positive binding energies, as per convention. 

In Chapter 3,[167] we used ensembles to obtain the conformational entropy, for a more accurate 

overall ∆Gassoc. Conformational entropy reflects the improvement in free energy that results from the 

ability to populate multiple conformers. Both flexible monomers and flexible complexes benefit from 

conformational entropy, but the conformational entropy of a complex is usually less than the sum of the 

conformational entropies of the monomers, at least in cases where the monomers are flexible. This is 

due to the typical restriction of flexibility to meet the demands of forming an energetically favourable 

complex. However, computations of conformational entropy have not been attempted in the present 

work for several reasons. First, the computational cost to perform the geometry optimizations and 

subsequent harmonic frequencies computations using DFT on the many possible conformers generated 

by CREST would have been immense. Second, visual inspection of the structures for the lowest 1 

kcal/mol of the CREST ensemble of complex 6 showed very little change in the core structure, with most 

of the changes between structures occurring in rotation and folding of butyl chains, or the outer pyrene 

moiety sliding back and forth. Similar results were observed for the other complexes, although their 

ensembles were much smaller, due to the exclusion of butyl chains. Thirdly, there was a moderate 
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amount of rearrangement upon DFT reoptimization, leading us to believe that many of the low-lying 

CREST conformers would converge to a single structure upon reoptimization, as we observed in other 

cases.[167] 

It should be noted that CREST and LEDE-CREST compute conformational entropies at the GFN2-

xTB level by default. The CREST-computed conformational free energies for 1, 2a and 2b are -6.3, -18.2, 

and -11.0 kJ/mol, respectively, while the LEDE-CREST computed conformational free energies of 

complexes 6 to 19 range from -1.8 to -17.1 kJ/mol. This gives changes in conformational free energy 

ranging from -3.2 kJ/mol (complex 8) to 20.2 kJ/mol (complex 13). A full accounting of the CREST and 

LEDE-CREST computed conformational free energies is available in Appendix C. However, in our 

experience, these xTB-based ensembles are poorly ordered, energetically speaking, and contain many 

spurious minima. In our experience in smaller systems, reoptimization of a CREST or LEDE-CREST 

ensemble using DFT can reduce the number of conformers by up to an order of magnitude.[167] Thus, we 

do not trust these values for conformational entropy/free energy, and have not applied them in this 

study. A better solution to both the conformational entropy problem and to ensuring we find the 

lowest-energy conformer is the subject of ongoing work. 

5.3 Results and Discussion 

5.3.1 Monomers 

5.3.1.1 Anhydrous Monomers 

 The first matter of interest is the monomer geometries. The molecular structures are given in 

Scheme 5.1. Geometry exploration as described in the methods section yielded the structures shown in 

Figure 5.1. Monomer 1 exhibits intramolecular π − π stacking, with an average interplane distance of 

3.34 Å, while monomers 2a and 2b show no significant intramolecular contacts. 

5.3.1.2 Hydrated Monomers 

 The geometries of the monomers were also determined for the case of microhydration. The 

cluster of 1 with one water molecule (complex 3) and the clusters of 2b with one or two water 

molecules (complexes 4 and 5, respectively) were studied. For each, the water molecules were manually 

added to likely hydrogen bonding positions on the lowest-energy structures from the CREST runs for 1 

and 2b. These hydrated structures were optimized at the GFN2-xTB[134] level, and then used as starting 

points for LEDE-CREST[161] runs. The lowest-energy structure from each LEDE-CREST run was then 

reoptimized using ωB97X-D4/def2-SVP/CPCM(Benzene). The resulting structures are also shown in 

Figure 5.1. For hydrated monomer 3, the π − π stacking of 1 is retained (average interplane distance of 

3.35 Å), and the water molecule forms a hydrogen bond with the nitrogen of 1 (OHN angle 172°, N-H 
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distance 1.86 Å). For hydrated monomer 4, an acid-water hydrogen bond is formed (OHO angle 163°, O-

H distance 1.67 Å), while one of the water hydrogens points toward one of the porphyrin nitrogens. For 

hydrated monomer 5, the two water molecules form a closed cycle of hydrogen bonds with the acid 

(OHO angles 176°, 160°, and 166°, O-H distances 1.61 Å, 1.76 Å, and 1.82 Å). The water molecules lie 

directly above the porphyrin system, but do not appear to be directly interacting with any specific atoms 

in it. 

Figure 5.1 DFT-optimized geometries for the monomers (1, 2a, and 2b) and hydrated monomers (3, 

4, and 5), at the ωB97X-D4/def2-SVP/CPCM(Benzene) level of theory. Carbon is grey, hydrogen is 

white, oxygen is red, nitrogen is blue, and nickel is pink. 
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Figure 5.2 DFT-optimized geometries for the anhydrous dimers, at the ωB97X-D4/def2-
SVP/CPCM(Benzene) level of theory. Carbon is grey, hydrogen is white, oxygen is red, nitrogen is 
blue, and nickel is pink. 6 is the heterodimer of 1 and 2a, while 7 is the homodimer of 2b, and 8 is the 
homodimer of 1. 

6 

7 
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5.3.2 Dimers 
 For all dimer complexes, anhydrous or hydrated monomer structures, as appropriate, were 

selected and manually placed near each other. These structures were then optimized at the GFN2-

xTB[134] level, and then used as starting points for LEDE-CREST[161] runs. The lowest-energy structure from 

each LEDE-CREST run was then reoptimized using DFT, as with the monomers. A schematic showing the 

primary interactions of the dimer complexes is given in Schemes 5.2 and 5.3, and the optimized 

geometries are shown in Figures 5.2 and 5.3. In looking at the structure for complex 6, it does not 

appear that the butyl groups play any role in bonding. This is unsurprising, as the primary reason they 

were incorporated experimentally was to increase solubility.[4] To reduce computational expense, 

complexes 7-19 were computed using 2b instead of 2a. On 2b, the n-butyl groups have been replaced by 

H, eliminating a total of 36 atoms, and reducing computational cost.  

5.3.2.1 Anhydrous Dimers 

In complex 6, the pyridinic nitrogen of 1 is hydrogen-bonded to the proton of the acid group of 

2a (N-H distance 1.68 Å, NHO angle 167°), while the pyrene moieties of 1 are π-stacked to each other  

Scheme 5.2 Schematic representation of the anhydrous dimers, see Figure 5.2. Dashed lines indicate 
non-covalent contacts, and numbers in fine print indicate corresponding distances, in Å. Labeled 
hydrogens (Hi, i = A-G) indicate those selected for NMR predictions. Labeled carbons (Cn, n = 1-4) 
indicate the carbons which define the dihedral angle described in section 5.6 “NMR.” 
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Figure 5.3 DFT-optimized geometries for the hydrated dimers, at the ωB97X-D4/def2-
SVP/CPCM(Benzene) level of theory. Carbon is grey, hydrogen is white, oxygen is red, nitrogen is 
blue, and nickel is pink. 9 to 11 are the heterodimers of 1 and 2b, with one, two, or three molecules 
of water, respectively. 12 and 13 are the hydrated homodimers of 2b, with two or four molecules of 
water, respectively. 14 and 15 are the hydrated homodimers of 1, with one or two molecules of 
water, respectively. 
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(3.56 Å average interplane distance) and to the porphyrin core of 2a (3.75 Å average interplane 

distance). In addition, there are close contacts between the outer pyrene and the CH2COOH group, and 

between the inner pyrene and the pendant benzene rings. Complex 7 is the hydrogen-bonded 

homodimer of 2b (O-H distances 1.58 Å and 1.61 Å, OHO angles 179° and 177°), with some additional 

Scheme 5.3 Schematic representation of the anhydrous dimers, see Figure 5.3. Dashed lines indicate 
non-covalent contacts, and numbers in fine print indicate corresponding distances, in Å.  
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close contacts between parts of the porphyrin cores, and between pendant benzene rings. Our 

computations for complex 7 are consistent with the findings of Schulze et al. that 2a partially dimerizes 

in solution,[4] see section 5.3.4 “Energetics of Binding” for details. Complex 8 is the homodimer of 1. No 

hydrogen bonds are possible, and only π − π stacking holds the dimer together. Average interplane 

distances are 3.29 Å and 3.28 Å. 

5.3.2.2 Hydrated Dimers 

 Seven possible hydrated dimers have been investigated: the heterodimers of 1 and 2b, with 

one, two, or three water molecules (complexes 9-11), the homodimers of 2b, with two or four water 

molecules (complexes 12 and 13), and the homodimers of 1, with one or two molecules of water 

(complexes 14 and 15). For complex 9, the lowest-energy structure found has the water molecule 

accepting a hydrogen bond from the acid group (O-H distance 1.61 Å, OHO angle 161°) and donating a 

hydrogen bond to the pyridine nitrogen (N-H distance 1.74 Å, OHN angle 170°). As in complex 6, the 

pyrene moieties exhibit nonbonded contacts with the porphyrin core, pendant benzene rings, and the 

acid side chain. In complex 10, the lowest-energy structure is very similar to complex 9, but with a 

second water molecule interacting with the open face of the porphyrin. The two protons on the second 

molecule of water are each pointing at a nitrogen in the porphyrin. For complex 11, the situation is quite 

different. Here, two molecules of water interact with the acid side chain, forming a closed cycle of 

hydrogen bonds (O-H distances 1.57 Å, 1.72 Å, and 1.83 Å, OHO angles 174°, 162°, and 166°) while the 

third molecule of water is coordinated to the other face of the porphyrin (O-Ni distance 2.48 Å, O-Ni-N 

angles between 87° and 93°) while donating a hydrogen bond to the pyridine nitrogen (N-H distance 

1.78 Å, OHN angle 170°). The pyrene moieties exhibit nonbonded contacts reminiscent of π – π stacking 

with each other and the porphyrin core, except that they are not parallel to each other, nor to the 

porphyrin core. Complex 12, the dihydrated porphyrin homodimer, has each water molecule hydrogen 

bonded with an acid group (OH distances 1.67 Å and 1.70 Å, OHO angles 164° and 158°) and coordinated 

to the corresponding nickel centre (O-Ni distances 2.96 Å and 2.68 Å, O-Ni-N angles between 79° and 

99°). Rather than having the hydrated acid groups interact with each other in the space between the 

porphyrin cores, one acid/water moiety is sandwiched between the cores, while the other is exposed to 

surrounding solvent. On the other hand, in complex 13, the tetrahydrated version, the acid groups do 

interact with each other, and are sandwiched between the porphyrin cores. One acid group has a closed 

hydrogen bond cycle with two water molecules, like in complex 10 (OH distances 1.43 Å, 1.72 Å, and 

1.79 Å, OHO angles 174°, 157°, and 165°), while also accepting a hydrogen bond from the other acid via 

the OH oxygen (OH distance 1.71 Å, OHO angle 166°). The two remaining water molecules interact with 
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the outer faces of the porphyrin cores, with each hydrogen atom pointing at a porphyrin nitrogen. In 

complex 14, the monohydrated homodimer of 1, the pyridine moieties are π – π stacked much like those 

in 8, with average interplane distances of 3.27 Å and 3.32 Å. The water molecule donates a hydrogen 

bond to one nitrogen (N-H distance 1.84 Å, OHN angle 171°). Complex 15 is similar, with average 

interplane distances of 3.34 Å and 3.31 Å. Each water molecule donates a hydrogen bond to a nitrogen 

(N-H distances 1.80 Å and 1.87 Å, OHN angles 166° and 171°), but the water molecules also form a 

hydrogen bond between them (O-H distance 1.89 Å, OHO angle 171°). 

 

Figure 5.4 DFT-optimized geometries for the trimers, at the ωB97X-D4/def2-SVP/CPCM(Benzene) 
level of theory. Carbon is grey, hydrogen is white, oxygen is red, nitrogen is blue, and nickel is pink. 
Complexes 16 through 19 consist of one molecule of 2b, and two molecules of 1, plus zero, one, two, 
or three molecules of water, respectively. 
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5.3.3 Trimers 
 Given that the Schulze paper[4] was ambiguous as to whether a dimer or trimer was formed, we 

explored the possibilities for trimerization, with and without microhydration. The methodology was the 

same as that used for the dimers. That is, optimised monomer structures were placed near each other, 

optimized using GFN2-xTB, and the resulting optimized structures were used as input for LEDE-CREST. 

The lowest-energy structure from LEDE-CREST was then recomputed at the ωB97X-V/def2-

QZVPP/SMD(Benzene)//ωB97X-D4/def2-SVP/CPCM(Benzene) level. DFT-optimized geometries are 

shown in Figure 5.4, and a schematic view of their non-covalent interactions is shown in Scheme 5.4. 

5.3.3.1 Anhydrous Trimer 

 Complex 16 has one unit of 1 hydrogen bonded to the acid of 2b (N-H distance 1.60 Å, OHN 

angle 171°) and with one pyrene moiety π−π stacked to the porphyrin core (interplane distance 3.49 Å). 

The second unit of 1 has one pyrene moiety π−π stacked with the other face of the porphyrin core 

(interplane distance 3.31 Å). The remaining pyrene moieties (one from each unit of 1) are π−π stacked 

with each other (interplane distance 3.30 Å). 

5.3.3.2 Hydrated Trimers 

 The interactions of the first molecule of 1 with 2b in complex 17 is very similar to those in 

complex 6. The acid donates a hydrogen bond to the pyridine nitrogen (N-H distance 1.63 Å, NHO angle 

169°) and one pyrene unit approximately stacks with the porphyrin core (not fully parallel, but average 

contact distance is about 3.4 Å) while the second pyrene unit has close non-covalent contacts with both 

the first pyrene unit and the acid side chain of the porphyrin. On the other face of the porphyrin core, 

the water molecule is coordinated to nickel (Ni-O distance 2.64 Å, N-Ni-O angles 85° to 94°) and donates 

a hydrogen bond to the second molecule of 1 (N-H distance 1.81 Å, OHN angle 170°). The pyrene 

moieties of this second molecule of 1 exhibit close non-covalent contacts with each other, the porphyrin 

core, and the pendant benzene rings. In complex 18, two water molecules form a closed ring of 

hydrogen bonds with the acid group of the porphyrin, as in complex 11 (O-H distances 1.52 Å, 1.75 Å, 

and 1.82 Å, OHO angles 172°, 159°, and 169°), but one of the water molecules also donates a hydrogen 

bond to the nitrogen of one unit of 1 (N-H distance 1.75 Å, OHN angle 172°) and coordinates to the 

nickel centre (O-Ni distance 2.83 Å, O-Ni-N angles 82° to 98°). The unit of 1 without a hydrogen bond has 

one pyrene moiety partially stacked with the open face of the porphyrin core (not fully parallel, but 

nearest approach is 3.03 Å) and the other pyrene moiety wraps around to the other face of the 

porphyrin to stack with one of the pyrenes on the hydrogen-bonded unit of 1 (interplane distance 3.16 

Å). The remaining pyrene moiety on the hydrogen-bonded unit of 1 is engaged in edge-to-π stacking 
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with the two stacked pyrenes. Complex 19 exhibits the same ring of hydrogen bonds as complexes 11 

and 18 (O-H distances 1.59 Å, 1.65 Å, and 1.84 Å, OHO angles 171°, 165°, and 156°), while one of those 

water molecules donates a hydrogen bond to one unit of 1 (N-H distance 1.74 Å, OHN angle 173°) and 

coordinates to the nickel centre (Ni-O distance 2.74 Å, O-Ni-N angles between 80° and 100°). On the 

other face of the porphyrin, the third molecule of water also coordinates to the nickel (Ni-O distance 

2.58 Å, O-Ni-N angles between 86° and 94°) and donates a hydrogen bond to the other unit of 1 (N-H 

Scheme 5.4 Schematic representation of the trimers, see Figure 5.4. Dashed lines indicate non-
covalent contacts. 
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distance 1.82 Å, OHN angle 173°). The pyrene moieties are not π−π stacked, but exhibit numerous close 

non-covalent contacts with each other and with the porphyrin core and pendant benzene rings. 

5.3.4 Energetics of Binding 
 Binding energies and Gibbs free energies for the complexes are given in Table 5.1. Note that, by 

convention, binding energy for a bound complex is reported as a positive value, but for Gibbs free 

energies, a negative value indicates a stable complex. 

 As expected, as the complexes grow to contain more molecules, the Gibbs free energy trends 

toward positive (unstable), even as the binding energies become larger (more stable). If one takes the 

sum of the Gibbs free energy of formation and the binding energy (equivalent to the difference in 

stabilization as determined by the two metrics), the resulting quantity can be considered the penalty for 

constraining molecules to be close to each other. This penalty is largely entropic in nature, although 

there are smaller effects included, such as changes in zero-point energy. As complexes are progressively 

microhydrated, the increase in the penalty is fairly consistent, ranging from 34.3 kJ/mol to 50.9 kJ/mol 

per water molecule. We anticipate that this is a general result, and that for water to participate in 

aggregation mechanisms in benzene or similar solvents, it must contribute at least 34-50 kJ/mol to the 

binding energy to improve Gibbs free energy of association. 

Dimers 6 and 7, the anhydrous heterodimer and homodimer, respectively, are similar in binding 

energy, at 127 kJ/mol and 140 kJ/mol, and in Gibbs free energy, at -46.0 and -50.7 kJ/mol, which agrees 

qualitatively with the experimental results showing them to have similar equilibrium constants of 

formation.[4] However, the computed equilibrium constants of formation are 105 to 106 times larger than 

those reported experimentally. In terms of free energy, the computed Gibbs free energies of formation 

are 24.0 kJ/mol and 28.2 kJ/mol more stable than those reported experimentally. For the trimer, the 

computed equilibrium constant of formation is 7000 times larger, and 21.9 kJ/mol more stable. 

There are a number of possible reasons why computation and experiment may differ in this 

case. It is tempting to simply jump to the conclusion that the computation is in error, but there are 

reasons against doing so in this case. Benchmarking against the GMTNK55 set showed ωB97X-V to have 

a weighted mean absolute deviation (WTMAD-1) of only 1.81 kcal/mol (7.57 kJ/mol) for non-covalent 

interactions,[162] and SMD has an MAD of about 0.7 kcal/mol (2.9 kJ/mol) for non-aqueous solvents.[119] 

Even taken together, these margins of error are much smaller than the difference in question. The 

molecules under consideration here are somewhat larger than those in the referenced test sets, so it   
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Complex # of water Eb ΔGassoc Eb + ΔGassoc K 
 molecules (kJ/mol) (kJ/mol) (kJ/mol)  

Hydrated Monomers     

3 1 34.3 8.0 42.2 0.040 
4 1 55.3 -10.7 44.5 76.8 
5 2 82.2 3.7 86.0 0.22 

Anhydrous Dimers     

6 0 126.6 -46.0 80.5 1.2x108 

7 0 139.8 -50.7 89.0 7.9x108 

8 0 57.7 4.0 61.7 0.20 

Hydrated Dimers     

9 1 130.2 -5.6 124.6 9.6 
10 2 150.4 8.5 158.9 0.033 
11 3 208.4 -4.5 203.9 6.1 
12 2 156.7 6.1 162.7 0.087 
13 4 229.5 10.0 239.5 0.017 
14 1 80.2 20.4 100.6 2.6x10-4 

15 2 120.9 27.1 148.0 1.8x10-5 

Anhydrous Trimer     

16 0 201.8 -56.6 145.2 8.6x109 

Hydrated Trimers     

17 1 228.4 -46.2 182.2 1.3x108 

18 2 247.7 -14.6 233.1 360 
19 3 285.7 -16.9 268.8 920 

 

could be argued that our absolute errors should be expected to be larger, but even so, it seems unlikely 

that the errors would become three to four times larger, as they would need to be to explain the 21-28 

kJ/mol discrepancy. If our conformational search were insufficient, and the conformers we used are not 

the global minimum energy structures, this could be a systematic source of error, but this would make 

our computed complexes less stable, rather than the present case where we report values which are 

more stable than the experimentally reported values. A more likely source of error actually lies within 

the experiment itself. Formation of dimers was measured exclusively through changes in chemical shift, 

as interpreted by a Job plot. However, Job plots are only appropriate when only one complex is formed 

from a set of monomers.[160] We have demonstrated that there are several different complexes which 

can form in competition with each other, which confounds any analysis based on a Job plot, and 

introduces possibly catastrophic errors in the reported equilibrium constants. 

Table 5.1 Binding Energy, Gibbs free energy, “penalty” (sum of Gibbs free energy and binding 
energy), and equilibrium constant of formation for each complex. 
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It should be mentioned that it is possible that part of the difference in association free energy 

between computation and experiment is due to a failure of the solvation model to properly account for 

directed interactions. It is known that continuum solvation approaches struggle with directed 

interactions.[168] Benzene solvent is able to π−π stack with the various aromatic regions of the monomers 

and complexes, and because these aromatic regions are partially blocked by other monomers in the 

complexes, such interactions would tend to stabilize monomers more than complexes. Thus, any missed 

stabilization from π−π stacking would tend to cause computed free energies of association to be too 

negative, potentially explaining part of the difference between computation and experiment. However, 

we do not believe that this effect is significant in this case for three reasons. First, all published examples 

we found where directed interactions caused problems for continuum solvation involved hydrogen 

bonds, rather than π−π stacking. Second, SMD includes a term to account for dispersion between solute 

and solvent, which should capture much or all of this effect.[119] Third, any stabilization from π−π 

stacking with solvent is likely to be offset by an entropy penalty for confining solvent near the solute. A 

full exploration of the effects of directed interactions could have been attempted using cluster-

continuum modeling,[168] but this was deemed too computationally demanding. 

The only complexes with large (>1000) equilibrium constants of formation (equivalent to Gibbs 

free energies of formation below -17 kJ/mol) are 6, 7, 16, and 17. Given that an equilibrium constant is 

defined as the concentration(s) of the product(s) of a reaction divided by the concentration(s) of its 

reactant(s), we can set up a system of equations to find the concentration of each species in solution. 

The experimental conditions varied from 1.25 mM to 10 mM for the initial concentration of each of 1 

and 2a.[4] If the initial concentration of each is set to 2.5 mM, and the concentration of water is also 

assumed to be 2.5 mM, then solving the system of equations using Matlab[169] gives final concentrations 

of 2.5 mM for water, 87.3 μM for 1, 234 nM for 2b, 2.41 mM for 6, 43.6 μM for 7, 41.1 μM for 16, and 

1.52 pM for 17. Full details are given in Appendix C. 

One could argue, given the dominance of complex 6, that a Job plot is appropriate here. 

However, it is impossible to predict how great a change in signal (NMR shift) each of the complexes will 

produce. If complex 7 produced a change in chemical shift that was, say, ten times larger than that 

produced by 6, then it could still have a significant impact on the Job plot, even if it only accounts for 

1.8% of complexes in solution, as in this case. In addition, the initial concentrations given above are only 

the midrange of those used in experiment. Measurements were made at many initial concentrations 

including up to 8.3 mM of 2, and 1.7 mM of 1. At these initial concentrations, the equilibrium  
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Figure 5.5 Energies (at the ωB97X-V/def2-QZVPP/SMD(Benzene)//ωB97X-D4/def2-
SVP/CPCM(Benzene) level of theory) and NMR chemical shifts (at the TPSS/pcSseg-
2/SMD(Benzene)//ωB97X-D4/def2-SVP/CPCM(Benzene) level of theory) for the relaxed surface scan 
of 6. Panel a shows energies relative to the minimum energy conformer, in kJ/mol. Panel b shows the 
computed chemical shifts (relative to tetramethylsilane, computed at the same level of theory) of 
the protons indicated by letters in Scheme 5.2 
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concentrations change to 2.5 mM for water, 7.0 μM for 1, 2.0 μM for 2b, 1.7 mM for 6, 3.3 mM for 7, 

870 nM for 16, and 32 nM for 17, for a situation where 7 dominates. Alternatively, measurements were 

also made at initial concentrations of 9.15 mM for 1 and 0.85 mM for 2, which results in concentrations 

of 2.5 mM for water, 8.0 mM for 1, 570 pM for 2b, 540 μM for 6, 260 pM for 7, 310 μM for 16, and 12 

nM for 17, giving a situation where 6 and 16 are present in nearly equivalent amounts. Clearly, the 

situation is far more nuanced than the single-complex ideal for Job plots. 

5.3.5 NMR 
 Attempts were made to simulate NMR spectra to compare with experimental spectra, but this 

was quickly determined to be a futile endeavour. There are many possible conformers for each complex 

only slightly higher in energy than the minimum, and each would have to be reoptimized and 

reweighted using DFT to obtain an ensemble of high enough quality to make a useful NMR simulation. 

Even more problematic is the fact that individual NMR chemical shifts are very sensitive to atom 

position relative to the porphyrin and pyrene moieties. Thus, even with a complete ensemble, and even 

with small errors in energy, and thus in weighting, there will be a large error in the computed chemical 

shifts. 

To illustrate this point, a relaxed surface scan of complex 6 was performed along a single degree 

of freedom - the dihedral angle defined by the carbon atom in the 2 position of the pyridine ring, the 

two carbon atoms of the C2H4 tether connecting the pyridine ring to one of the pyrene moieties, and the 

carbon atom in the 1 position on the pyrene moiety. These four carbon atoms are signified by the labels 

C1, C2, C3, and C4 in Scheme 5.2. This dihedral angle controls the rotation of the pyrene moiety relative to 

the rest of the complex. The dihedral was scanned in 30-degree increments from the minimum 

geometry, and all other degrees of freedom were optimized. High quality energies (ωB97X-V/def2-

QZVPP/SMD(Benzene)) and NMR shieldings (TPSS/pcSseg-2/SMD(Benzene)) were then computed for 

each structure. 

The protons selected for NMR predictions are indicated by letters in Scheme 5.2. Figure 5.5 

shows the change in chemical shift for the acid proton and the protons at the alpha position relative to 

the acid. Numerical results are available in Appendix C. Note that the chemical shift can change by as 

much as 4.3 ppm, based only on the position of one pyrene moiety. 
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Complex ΔGassoc Monomer Chemical Shift Dimer Chemical Shift Change in Chemical Shift 
 (kJ/mol)  (ppm)   (ppm)   (ppm)  

  Acid Alpha Ortho Acid Alpha Ortho Acid Alpha Ortho 

20 11.4 5.73 3.73 3.39 12.34 3.26 3.58 6.61 -0.47 0.19 
21 2.6 5.73 3.73 8.80 15.09 3.71 9.07 9.36 -0.02 0.28 
22 -4.8 5.73 3.73 2.51 15.62 3.37 2.13 9.89 -0.37 -0.38 
23 -1.4 5.73 3.73 8.30 16.29 3.60 8.62 10.56 -0.13 0.33 
24 9.6 5.73 3.73 8.50 13.44 3.72 8.87 7.71 -0.01 0.37 

 

5.3.6 Hydrogen Bond Strength 

 One interesting point raised in the experimental paper[4] is the weaker binding of 1 with 

phenylacetic acid than that of pyridine with phenylacetic acid. Specifically, the Kassoc of the pyridine-

phenylacetic acid heterodimer was 123 M-1, for a Gibbs free energy of -11.9 kJ/mol at 25 °C, while that 

of the heterodimer composed of 1 and phenylacetic acid was only 24 M-1, for a Gibbs free energy of -7.9 

kJ/mol. To investigate the reasons behind this difference, a series of smaller dimers with phenylacetic 

acid were considered. Specifically, the dimers of phenylacetic acid with 1 (complex 20), with pyridine 

(complex 21), with 2,6-lutidine (complex 22), with N,N-dimethyl-4-aminopyridine (complex 23), and with 

3,5-dichloropyridine (complex 24), were modeled. Optimized structures are given in Figure 5.6. Gibbs 

free energies of dimerization are given in Table 5.2. Unsurprisingly, the trend shows that pyridine units 

with electron withdrawing groups bind less strongly to phenylacetic acid, while those with electron 

donating groups bind more strongly. The exception is the dimer of 2,6-lutidine with phenylacetic acid, 

which is slightly less strongly bound than that involving pyridine, despite having two electron donating 

groups on lutidine. This appears to be partially a steric effect. The methyl groups in the 2 and 6 positions 

preclude the formation of a CH-O secondary hydrogen bond, and force the pyridine ring out of the plane 

of the carboxylic acid functional group, leading to an overall less stable dimer. 

 The same effect comes into play for the complex of 1 and phenylacetic acid, but here there is 

the additional effect where the pyrene moieties stack in such a position that the acid cannot get into  

Table 5.2 Computed Gibbs free energies of association for complexes 20 – 24, at the ωB97X-V/def2-
QZVPP/SMD(Benzene)//ωB97X-D4/def2-SVP/CPCM(Benzene) level of theory, with NMR chemical 
shifts for selected protons in those complexes and in their monomers, computed at the TPSS/pcSseg-
2/SMD(Benzene)//ωB97X-D4/def2-SVP/CPCM(Benzene) level of theory. Where there are chemically 
equivalent protons in the monomer, the average of their computed chemical shifts is reported, even 
if those positions are not necessarily chemically equivalent in the dimer. The protons investigated are 
the acid proton, the protons in the alpha position relative to the acid functional group, and the 
protons which are ortho to nitrogen in the pyridine moiety, or the protons on the methyl/methylene 
group in that position, whichever is applicable to the specific case. Also reported is the change in 
chemical shift upon dimerization. 
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Figure 5.6 DFT-optimized geometries for complexes 20 - 24, at the ωB97X-D4/def2-
SVP/CPCM(Benzene) level of theory. Carbon is grey, hydrogen is white, oxygen is red, nitrogen is 
blue, and nickel is pink. 

20 
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position to form a linear hydrogen bond. While the resulting energy penalty is partially offset by the 

ability of the phenyl ring to stack with a pyrene moiety, the overall result is an unstable Gibbs free 

energy of dimerization of 11.4 kJ/mol, which is only 8.8 kJ/mol less stable than the pyridine-phenylacetic 

acid complex. While the experimental results show stronger interactions for both than our results do, 

our results show the reason that the complex of 1 and phenylacetic acid is less stable than might be 

expected. 

 Table 5.2 also shows chemical shifts for select protons in complexes 20-24 and for the free 

monomers. No trend is evident in the chemical shift of the alpha or ortho protons, but the acid proton 

becomes more deshielded in complexes with electron donating groups (22 and 23) vs. the 

pyridine/phenylacetic acid complex (21), which is again more deshielded that the complex with electron 

withdrawing groups (24). Complex 20, even though it has electron donating groups, is sterically hindered 

from achieving a normal hydrogen bond, and the acid proton resonates upfield of even complex 24. All 

the complexes, however, are well downfield from isolated free acid. It appears that hydrogen bonding is 

very deshielding, and that the more electron density on nitrogen, the stronger the hydrogen bond, and 

thus the more deshielded the proton will be. Effects on the chemical shifts of the alpha and ortho 

protons are small, and do not correlate well with electron-donating strength, but we do see agreement 

with the experimental data that hydrogen bonding is deshielding for the ortho protons in most cases, 

and shielding for the alpha protons. 

5.4 Conclusion 
 In conclusion, we have demonstrated that there are several possible complexes which can be 

formed using asphaltene model compounds 1 and 2. Gibbs free energies of formation for the complexes 

range from strongly stabilized at -56.6 kJ/mol to moderately unstable at 10.0 kJ/mol, with complexes 6, 

7, 16, and 17 being the most stable. At the low concentrations attainable experimentally, 6 is the 

dominant complex, although 7 and 16 also form in noticeable quantities, especially if there is an excess 

of 1 or 2, respectively. Both hydrogen bonding and π−π stacking figure prominently in all complexes 

studied, while coordination to the porphyrin and water-aided aggregation were less important. Further 

experimental and computational studies involving dimers or oligomers of other asphaltene model 

compounds should investigate whether these are general results. These results show that rather than 

the ideal situation of a single stable complex in solution, this system of model compounds has at least 

three different complexes in solution, and thus Job plot analysis, as performed in the original paper, is 
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necessarily unreliable. Alternative methods should be used for experimental studies hoping to measure 

concentrations of complexes and/or equilibrium constants of formation.  
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Chapter 6 

6. Conclusions and Future Directions 

6.1 Conclusions 
 The stated purpose of this thesis is to give insight into the details of both intermolecular and 

intramolecular NCIs in asphaltene model compounds. The research described herein has laid important 

groundwork and has granted insight. Importantly, existing methods have been tested (CREST, DFT), new 

tools have been developed (LEDE-CREST), and workflows have been created to assist in gaining 

additional insights in the future. As such, frameworks for further studies have been established. 

 In Chapter 3, we showed that computations can give insight into the mechanism behind 

problems encountered during the attempted synthesis of model compounds related in Chapter 2. This 

chapter also began to explore the impact of heteroatom substitution on π-π stacking. We used the 

Conformer-Rotamer Ensemble Sampling Tool (CREST) with the underlying semi-empirical GFN2-xtb 

method for automated geometry exploration of the homodimers of pyrene, pyrene-4,5-dione, and 

pyrene-4,5,9,10-tetraone, along with the heterodimer of pyrene and pyrene-4,5,9,10-tetraone. 

Geometries and energies of the dimers were further refined at the ωB97X-D4/def2-TZVP level of theory, 

both in gas phase, and in toluene solution. Computations in solution were handled using the CPCM 

(Conductor-like Polarizible Continuum Model) and SMD (Solvation Model based on Density) models. 

Two previously unidentified pyrene-homodimer conformations were identified, and the effects of 

oxidation on the geometries and energies of dimerization were explored; in general, oxidation leads to 

stronger intermolecular interactions, and decreased solubility in toluene. For selected dimers, DLPNO-

CCSD(T)/cc-pVTZ/SMD(Toluene) energies were determined at the DFT geometries, which illustrated the 

accuracy of the ωB97X-D4 approach, with an MAD of 1.47 kJ/mol. We showed that CREST followed by 

DFT is an effective way to explore the ensemble of ways in which molecules can interact in solution. 

To leverage computations to gain insight into the nature of NCIs in asphaltenes, sound 

computational approaches are needed. Among the most difficult of the computational challenges is the 

conformer problem – finding the conformer or ensemble of conformers which most contribute to the 

behaviour of molecules and aggregates. In Chapter 4, we developed the LEDE-CREST algorithm and 

scripts as a variant on CREST to determine structural ensembles and energetics of non-covalent clusters 

of flexible molecules (including with microhydration) at a semiempirical level. As with CREST, the 

energies are evaluated using the semiempirical GFN2-xTB[134] extended tight binding approach. The 



70 
 

utility of the algorithm was highlighted using dimers and trimers of model asphaltene compounds. 

However, further work is needed in this direction. In particular, GFN2-xTB,[134] the functional on which 

both CREST[61] and LEDE-CREST are based, gives insufficiently accurate geometries and energies for 

ensembles, and the computational cost to reoptimize the ensemble using DFT is simply too great to be 

feasible. 

In Chapter 5, we applied the knowledge gained and workflows established in Chapters 2-4 to 

examine a system of two asphaltene model compounds which had previously been studied 

experimentally.[4] The model compounds investigated include a porphyrin with an acidic side chain, and 

a three-island archipelago compound with pyridine as the central island and pyrene for the outer 

islands. The possible stoichiometries and conformations for complexes were explored and compared to 

the experimental results. Our computational results showed that there are four possible complexes 

involving these two model compounds with large (K>1000) equilibrium constants of formation, which 

will exist in competition with each other. We found that both hydrogen bonding and π − π stacking are 

important to this aggregation. On the other hand, neither water-mediated aggregation nor coordination 

to open porphyrin sites were found to be significant for this system, in contrast to some previous 

suggestions of their importance.[31-34] The multiple possible stoichiometries of complexes confound 

some of the analysis done in the experimental paper, as Job plots assume that only one complex is 

present. Gibbs free energies of association were determined for various complexes, with and without 

microhydration, at the ωB97X-V/def2-QZVPP//ωB97XD4/def2-SVP level of theory, and using SMD 

configured for benzene solvent. We also briefly explored some of the factors influencing the change in 

NMR chemical shift for select nuclei reported in the  experimental paper.  

6.2 Future Directions 
As noted above, the computational cost to reoptimize entire ensembles (or even moderately-

sized subsets thereof) using DFT quickly becomes prohibitive when the complexes consist of more than 

about 100 atoms. However, this reoptimization has been shown to be crucial, due to inaccuracies in the 

underlying GFN2-xTB method. Therefore, one approach to explore is the use of DFT-3c methods as an 

intermediate optimization and screening step for processing CREST and LEDE-CREST ensembles before 

DFT optimization. DFT-3c methods are DFT-based semiempirical methods which use specially-tailored 

minimal basis sets, along with some empirical corrections to approximate the accuracy of full DFT.[170-172] 

They are computationally much more intensive than GFN2-xTB, but much less than DFT with a large 

basis set. At the same time, their accuracy for energies and geometries is much better than GFN2-xtb, 
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but not as good as full DFT. The 3c methods in general, but especially B97-3c, were designed specifically 

to give reliable results for structural details and non-covalent interaction energies of large systems, 

without incurring too high a computational cost.[171] Preliminary results[173] indicate that screening and 

reoptimizing GFN2-xTB-derived ensembles with B97-3c[171] is effective for screening out high-energy 

conformers, eliminating spurious minima, and getting close to the DFT geometries of the true minima, 

for a greatly reduced computational effort. This approach, as an intermediate step, may make it feasible 

to perform DFT optimizations on a low-lying portion of the ensemble, rather than just for the single 

best-energy conformer, even for fairly large complexes. A B97-3c-refined ensemble should also give a lot 

more confidence when selecting the lowest-energy conformer. 

Currently, two projects are underway using the methodology developed in this thesis, with the 

addition of an intermediate ensemble refinement using B97-3c. In the first, we are exploring the effect 

of heteroatom substitution (nitrogen, oxygen, sulfur, or in one case, both sulfur and oxygen) in small 

polycylic aromatic systems. As asphaltenes contain significant amounts of all these heteroatoms, it 

should be useful to identify motifs that are common in the interactions of systems containing these 

heteroatoms. The knowledge gained should then be useful as context when we proceed to look at the 

interactions of realistic archipelago-type asphaltene model compounds containing such polycyclic 

heteroaromatic systems. 

The second project currently underway is another study of a system consisting of an acidic 

porphyrin and a pyridine-based archipelago compound. This study was initiated due to unexplained 

experimental results of NMR chemical shifts, as measured by Tykwinski and co-workers (unpublished). 

The system is similar to, but distinct from, that studied in Chapter 5, and refining the ensembles using 

B97-3c has already taught us some interesting things regarding how small changes in monomer 

structure can have large consequences in aggregate structures. While this project is still in progress, it is 

already demonstrating the utility of the B97-3c refinement step. 

When these projects are complete, a study of the NCIs in a series of archipelago-type model 

compounds prepared by Dr. David Scott,[174] for which there is experimental solubility data,[49] and which 

contain small, heteroatom-substituted polycyclic aromatics tethered together by alkyl chains is planned. 

Preliminary results show that the length of the linking tethers may make a significant difference in the 

energetics of binding. Another interesting avenue of study would be to examine cation-π stacking, 

especially for the case of the partially-delocalized cations that form when nitrogen is at the junction of 

multiple rings in a polycyclic aromatic system.[175] 
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This thesis has opened up multiple avenues for the computational study of asphaltene model 

compounds. Previous work in this direction has mostly been using MD,[176-179] which, due to its use of 

force fields, can only give very approximate results. The few studies which have used DFT[33, 51, 53] suffer 

from an insufficient sampling of conformer space. The multi-tiered approach we have developed allows 

for a more rigorous and accurate treatment of model asphaltene systems, which should open the door 

to increasing understanding of these very complex molecules. 
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Appendix A 

Appendix A. Supporting Information for Chapter 2 

 

  

Figure A.1 1H NMR spectrum of pyrene-4,5-dione in CDCl3, as produced by the procedure in Chapter 

2. Pyrene-4,5-dione peaks occur at 8.51 ppm (dd, J = 7.2 Hz, 1.2 Hz), 8.19 ppm (dd, J = 8.0 Hz, 1.2 Hz), 

7.87 ppm (s), and 7.77 ppm (dd, J = 7.2 Hz, 8.0 Hz). Peaks corresponding to pyrene occur at 8.17 ppm 

(dd) (partly obscured by pyrene-4,5-dione signal), 8.07 ppm (s), and 8.01 ppm (t), while those 

corresponding to pyrene-4,5,9,10-tetraone occur at 8.40 ppm (dd) and 7.72 ppm (t). Peaks at 7.82 

ppm and 7.52 ppm are not assigned. 
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Appendix B 

Appendix B. Supporting Information for Chapter 3 

B.1 Gas Phase Ensembles 
 Previous studies of the (pyrene)2 ensemble have been done in the gas phase.[54, 87, 100-112] While 

the ensemble that exists in toluene solution is of primary interest, the gas phase energies are necessary 

to isolate the solvation energy, and are useful for comparison with previous results. Reoptimization of 

the solution-phase ensemble using ωB97X-D4/def2-TZVP (gas phase calculation) gives the gas-phase 

ensemble. Most of the conformers do not appear to be qualitatively different, but there is a small 

amount of geometric relaxation in each. The exception is 67qG, which rotates even further away from 

ideal graphitic stacking in the gas phase, becoming 71qG. Excluding 71qG, the average RMSD between 

gas-phase and solution-phase (CPCM) geometries is 0.012  Å, and for 71qG, it is 0.309  Å. The energies of 

dimerization for the gas-phase ensemble are given in Table B.1. For the 5 previously identified 

conformers (0SP-L, 0SP-S, 0G, 60G1, and 90X), our results agree well (within 2 kJ/mol) with previously 

published results.[54, 102, 115] 

(Pyrene)2 ΔEgas,dim ΔGgas,dim e(-ΔG/RT) degen. pi 
 (kJ/mol) (kJ/mol)    

0SP-L* -53.92 9.78 0.0193 16 0.085 
60G1 -53.17 9.43 0.0177 32 0.392 
60G2 -53.38 9.99 0.0223 64 0.156 
90X -48.47 13.20 0.0049 8 0.011 

0SP-S -52.32 10.49 0.0145 16 0.064 
0G -52.49 9.71 0.0199 32 0.175 

71qG -49.76 12.43 0.0066 64 0.117 

 

We find an Sconf,gas of 13.69 J/(mol K), and a ∆Ggas,dim,ens of 5.97 kJ/mol, indicating that 

dimerization of pyrene at 1 atm and 298K is also mildly unfavourable in the gas phase. 

The (pyrene dione)2 gas phase ensemble (see Table B.2) is similar to that in solution, but the loss 

of stabilization of the monomers that solution phase provided allows the dimerization free energies of 

some conformers to become negative. Thus, dimerization is favourable at 1 atm and 298K. After 

Table B.1 Ensemble for (pyrene)2, in the gas phase, with energies 
determined at the ωB97X-D4/def2-TZVP level of theory, and 
corresponding probabilities (pi), see Eq. 3.11. Asterisk indicates 
the structure which best corresponds to crystal structure. 
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ensemble averaging and conformational entropy are taken into account, ∆Ggas,dim,ens for (pyrene dione)2 

is -10.61 kJ/mol. 

(Pyrene dione)2 ΔEgas,dim ΔGgas,dim e(-ΔG/RT) degen. pi 
 (kJ/mol) (kJ/mol)    

180G* -72.62 -6.35 12.95 8 0.172 
120G -75.83 -8.98 37.48 8 0.499 

180SP-L -73.68 -7.33 19.29 8 0.258 
60G1 -67.53 -1.11 1.56 16 0.042 
60G2 -62.23 2.80 0.323 16 0.009 
150SR -67.31 -0.73 1.34 8 0.018 

0G -59.96 4.94 0.136 16 0.004 
45SR -51.50 11.97 0.008 16 0.000 

180SP-E -42.88 17.43 0.001 8 0.000 

 

(Pyrene tetraone)2 ΔEgas,dim ΔGgas,dim e(-ΔG/RT) degen. pi 
 (kJ/mol) (kJ/mol)    

0G* -69.09 -2.00 2.24 32 0.003 
90SR1 -84.59 -15.65 554.5 16 0.376 
90SR2 -65.77 -2.33 2.56 32 0.003 
60G1 -80.81 -15.14 449.9 32 0.610 
30SR -71.39 -4.41 5.93 32 0.008 
0SP-E -48.14 10.97 0.0119 32 0.000 

 

Pyrene/pyrene ΔEgas,dim ΔGgas,dim e(-ΔG/RT) degen. pi 
tetraone (kJ/mol) (kJ/mol)    

30SR -79.48 -12.26 140.6 32 0.443 
50X -78.84 -11.73 113.9 16 0.189 
60X -79.31 -11.85 119.6 16 0.188 

60G2 -76.61 -10.14 60.0 32 0.180 

Table B.2 Ensemble for (pyrene-4,5-dione)2, in the gas phase, 
with energies determined at the ωB97X-D4/def2-TZVP level of 
theory, and corresponding probabilities (pi), see Eq. 3.11. 
Asterisk indicates the structure which best corresponds to 
crystal structure. 

Table B.3 Ensemble for (pyrene-4,5,9,10-tetraone)2, in the gas 
phase, with energies determined at the ωB97X-D4/def2-TZVP 
level of theory, and corresponding probabilities (pi), see Eq. 3.11. 
Asterisk indicates the structure which best corresponds to 
crystal structure. 

Table B.4 Ensemble for pyrene/pyrene-4,5,9,10-tetraone 
heterodimer, in the gas phase, with energies determined at the 
ωB97X-D4/def2-TZVP level of theory, and corresponding 
probabilities (pi), see Eq. 3.11.  
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Similar trends hold for (pyrene tetraone)2 (see Table B.3) and pyrene/pyrene tetraone (see Table 

B.4), but for each ensemble, one solution phase conformer is not a minimum on the gas phase potential 

energy surface. For (pyrene tetraone)2, the 60G2 conformer collapses to 90SR2, and for pyrene/pyrene 

tetraone, the 60G1 conformer collapses to 50X. ∆Ggas,dim,ens for (pyrene tetraone)2 is -17.01 kJ/mol, and 

for pyrene/pyrene tetraone it is -14.90 kJ/mol. 

(Pyrene)2 d ΔEsolv,dim ΔGsolv,dim e(-ΔG/RT) degen. pi 
 (Å) (kJ/mol) (kJ/mol)    

0SP-L* 3.34 -33.47 20.99 2.09×10-4 16 0.076 
60G1 3.35 -32.98 21.18 1.94×10-4 32 0.142 
60G2 3.33 -33.01 20.49 2.56×10-4 64 0.374 
90X 3.45 -29.28 22.73 1.04×10-4 8 0.019 

0SP-S 3.34 -31.99 21.69 1.57×10-4 16 0.057 
0G 3.76 -32.49 20.60 2.45×10-4 32 0.179 

67qG 3.82 -30.33 22.71 1.05×10-4 64 0.153 

 

(Pyrene dione)2 d ΔEsolv,dim ΔGsolv,dim e(-ΔG/RT) degen. pi 
 (Å) (kJ/mol) (kJ/mol)    

180G* 3.28 -46.09 11.94 8.07×10-3 8 0.131 
120G 3.30 -48.90 9.61 2.07×10-2 8 0.339 

180SP-L 3.29 -47.88 9.52 2.14×10-2 8 0.350 
60G1 3.31 -43.53 14.58 2.78×10-3 16 0.091 
60G2 3.27 -39.61 17.39 8.93×10-4 16 0.029 
150SR 3.24 -41.76 16.04 1.55×10-3 8 0.025 

0G 3.31 -39.80 17.46 8.71×10-4 16 0.028 
45SR 3.26 -32.63 22.11 1.33×10-4 16 0.004 

180SP-E 2.96 -27.41 25.01 4.13×10-5 8 0.001 

B.2 Solution Phase Ensembles 
 The conformational ensemble for (pyrene)2 is presented in Table B.5,while those for the 

(pyrene-4,5-dione)2, (pyrene-4,5,9,10-tetraone)2, and pyrene-pyrene-4,5,9,10-tetraone dimers are given 

in Tables B.6, B.7, and B.8, respectively. The intermolecular separation (distance between best-fit 

planes), binding energy (∆Esolv,dim) and Gibbs free energy of dimerization (∆Gdim) for each conformer is 

Table B.5 Ensemble for (pyrene)2, in toluene solution, with interplane 
distances (d) in Angstrom, energies determined at the ωB97X-
D4/def2-TZVP level of theory, and corresponding probabilities (pi), 
see Eq. 3.11. Asterisk indicates the structure which best corresponds 
to crystal structure.  

Table B.6 Ensemble for (pyrene-4,5-dione)2, in toluene solution, with interplane 
distances (d) in Angstrom, energies determined at the ωB97X-D4/def2-TZVP level of 
theory, and corresponding probabilities (pi), see Eq. 3.11. Asterisk indicates the 
structure which best corresponds to crystal structure.  
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given. Also provided is the normalized probability for each conformer, as determined by Eq. 3.11. The 

monomers remain quite planar in all dimers, with pyrene molecules having an RMSD from best plane of 

0.06  Å or better in all cases. The pyrenedione and pyrenetetraone monomers are somewhat less planar, 

being 0.10  Å or better and 0.11 Å or better, respectively, but this is not surprising, as the carbonyls are 

known to deviate somewhat from the best plane.[100] Ignoring the oxygen atoms improves the RMSD 

from best plane to 0.05  Å or better for pyrenedione, and 0.06  Å or better for pyrenetetraone. 

(Pyrene d ΔEsolv,dim ΔGsolv,dim e(-ΔG/RT)
 degen. pi 

tetraone)2 (Å) (kJ/mol) (kJ/mol)    

0G* 3.22 -46.41 15.81 1.70×10-3 32 0.026 
90SR1 3.20 -55.18 8.20 3.65×10-2 16 0.282 
90SR2 3.01 -40.49 17.71 7.85×10-4 32 0.012 
60G1 3.26 -52.35 8.32 3.49×10-2 32 0.539 
60G2 3.21 -46.07 13.92 3.63×10-3 64 0.112 
30SR 3.21 -45.54 15.73 1.75×10-3 32 0.027 
0SP-E 2.95 -30.49 23.19 8.61×10-5 32 0.001 

 

Pyrene/pyrene d ΔEsolv,dim ΔGsolv,dim e(-ΔG/RT) degen. pi 
tetraone (Å) (kJ/mol) (kJ/mol)    

30SR 3.23 -53.01 6.84 0.0632 32 0.395 
50X 3.27 -52.00 8.05 0.0388 16 0.121 
60X 3.26 -52.18 8.21 0.0364 16 0.114 

60G1 3.27 -51.03 8.48 0.0267 32 0.121 
60G2 3.14 -50.44 8.98 0.0327 32 0.166 

B.3 Local Energy Decomposition 

 Local Energy Decomposition (LED) is a technique which breaks down an interaction energy into 

components. In ORCA, the default algorithm is the Foster-Boys algorithm,[180] which decomposes an 

interaction energy into ∆Eint,elst (electrostatics), ∆Eint,exch (exchange), ∆Eint,disp (dispersion), ∆Eint,corr (non-

dispersive correlation), and ∆Eint,elprep (electronic preparation). ∆∆Gsolv,dim is calculated via Equation 3.4, 

and ∆Eint,elprep is determined by subtraction: 

∆𝐸𝑖𝑛𝑡,𝑒𝑙𝑝𝑟𝑒𝑝  =  ∆𝐸𝑠𝑜𝑙𝑣,𝑑𝑖𝑚  − ∆∆𝐺𝑠𝑜𝑙𝑣,𝑑𝑖𝑚  −  ∆𝐸𝑖𝑛𝑡,𝑒𝑙𝑠𝑡  − ∆𝐸𝑖𝑛𝑡,𝑒𝑥𝑐ℎ  −  ∆𝐸𝑖𝑛𝑡,𝑑𝑖𝑠𝑝 − ∆𝐸𝑖𝑛𝑡,𝑐𝑜𝑟𝑟 (B.1) 

Table B.7 Ensemble for (pyrene-4,5,9,10-tetraone)2, in toluene solution, with 
interplane distances (d) in Angstrom, energies determined at the ωB97X-D4/def2-
TZVP level of theory, and corresponding probabilities (pi), see Eq. 3.11. Asterisk 
indicates the structure which best corresponds to crystal structure.  

Table B.8 Ensemble for the pyrene/pyrene-4,5,9,10-tetraone heterodimer, in 
toluene solution, with interplane distances (d) in Angstrom, energies determined 
at the ωB97X-D4/def2-TZVP level of theory, and corresponding probabilities (pi), 
see Eq. 3.11.  
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Table B.9 gives the energy breakdowns for the six conformers studied using DLPNO-CCSD(T). 

Conformer ΔEsolv,dim ΔΔGsolv,dim ΔEint,elst ΔEint,exch ΔEint,disp ΔEint,corr ΔEint,elprep 

 (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) 

(pyrene)2 0PD-L -35.00 19.90 -138.26 -69.61 -99.57 -47.10 319.54 
(pyrene dione)2 180G -47.94 25.09 -198.79 -79.51 -109.01 -50.16 389.52 
(pyrene dione)2 120G -50.17 25.47 -221.20 -89.13 -114.43 -55.07 429.66 
(pyrene tetraone)2 0G -48.27 22.29 -228.45 -92.05 -115.44 -55.64 443.31 

(pyrene tetraone)2 90SR -57.37 26.43 -270.37 -101.13 -121.50 -60.04 497.67 
pyrene/pyrene tetraone -53.14 26.67 -251.59 -97.56 -115.30 -59.60 470.91 

 

B.4 CREST vs. DFT Ensemble Comparison 

 Table B.10 shows the conformers of the DFT ensemble of (pyrene)2, and the closest matches (by 

RMSD) from the CREST ensemble.  

Conformer DFT Energy CREST CREST Energy Difference RMSD 
 (kJ/mol) Conformer (kJ/mol) (kJ/mol) (Å) 

0PD-L -49.37 2 -45.23 4.14 0.11 
60G1 -48.76 1 -45.53 3.22 0.09 
60G2 -48.51 5 -44.33 4.19 0.23 
90X -44.17 7 -44.29 -0.11 0.07 

0PD-S -47.62 9 -44.12 3.50 0.25 
0G -47.89 27 -31.74 16.15 0.27 

67qG -45.11 31 -31.22 13.89 0.21 

 

Conformer ΔGdim ΔESCF,gas,dim ΔEdisp,gas,dim ΔGrrho,H,dim ΔGrrho,S,dim ΔΔGsolv,dim 

(pyrene)2 0PD-L 20.99 20.94 -74.86 4.59 57.79 12.52 
(pyrene dione)2 120G 9.61 11.12 -86.96 5.29 61.15 19.01 

(pyrene tetraone)2 90SR 8.20 11.14 -95.68 5.60 65.70 21.43 
pyrene/pyrene tetraone 30SR 6.84 7.57 -87.05 5.80 61.99 18.54 

 

Table B.11 shows the numerical data behind figure 3.5. From these four complexes, six 

conformers were selected for closer examination using DLPNO-CCSD(T)/cc-pVTZ/SMD(Toluene) at the 

ωB97X-D4/def2-TZVP/CPCM(Toluene) geometries, and using DLPNO-CCSD(T)/cc-pVTZ (with no 

solvation) at the gas phase ωB97X-D4/def2-TZVP geometries. DLPNO-CCSD(T) is among the most 

Table B.9 LED of selected conformers. 

Table B.10 DFT vs. CREST Ensemble Comparison. Each DFT conformer is 
paired with the most similar CREST conformer, and an RMSD is calculated. 
Energy differences are calculated as DFT Energy - CREST Energy. 

Table B.11 ∆Gdim and components for lowest energy conformer of each dimer. All values are in 
kJ/mol. 
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accurate tractable methods for systems of this size. The conformers selected for further scrutiny were 

the 0SP-L of (pyrene)2, the 180G of (pyrene-4,5-dione)2, and the 0G of (pyrene-4,5,9,10-tetraone)2 (best 

matches to crystal structures), along with the 120G of (pyrene-4,5-dione)2, the 90SR of (pyrene-

4,5,9,10-tetraone)2, and the 30SR of pyrene/pyrene-tetraone (lowest energy in solution). For (pyrene)2, 

0SP-L is also the lowest-energy conformer, and for pyrene/pyrene-tetraone, there is no known 

experimental crystal structure. 

While the errors in ωB97X-D4 energies are small, slightly more accurate numbers can be 

obtained by using the DLPNO-CCSD(T) energies for ∆Egas,dim and ∆∆Gsolv,dim. Taking an ensemble average 

of numbers that were calculated using different methods would be meaningless, so for these 

calculations, the DFT-derived energies and Boltzmann weights of each conformer were used to calculate 

the ensemble average free energy, but were then adjusted by a correction equal to the difference in 

∆Gdim between DLPNO-CCSD(T) and DFT for the conformer of interest. For the dimers where two 

conformers were evaluated using DLPNO-CCSD(T), this leads to two different sets of ensemble-corrected 

values, thanks to different sizes of errors between DLPNO-CCSD(T) and ωB97X-D4. One could 

conceivably use either value for the overall ∆Gdim,ens, but an average is probably the best choice. The 

results are in Table B.12. 

Conformer ΔEgas,dim ΔΔGsolv.dim ΔGrrho,dim ΔGdim ΔGdim,ens 

 (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol) 

(pyrene)2 0PD-L -54.90 4.05 62.38 19.46 15.42 
(pyrene dione)2 180G -73.03 17.16 65.60 9.73 6.19 
(pyrene dione)2 120G -75.63 17.46 66.44 8.34 7.36 
(pyrene tetraone)2 0G -70.57 14.36 70.15 13.95 4.63 
(pyrene tetraone)2 90SR -83.79 18.50 71.31 6.01 4.30 
pyrene/pyrene tetraone -79.80 18.74 67.78 6.72 4.01 

 

  

Table B.12 DLPNO-CCSD(T) energies of dimerization of selected conformers, broken into 
components. The ∆Grrho,dim correction is from DFT, and the ∆Gdim,ens values are DFT results, corrected 
by the difference between ∆Gdim computed using DFT and ∆Gdim computed using DLPNO-CCSD(T). 
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Appendix C 

Appendix C. Supporting Information for Chapter 5 

C.1 Details for Computations of Equilibrium Concentrations using MatLab 
The equilibrium constant is defined as the concentration(s) of the product(s) divided by the 

concentration(s) of the reactant(s): 

 𝐾 =
[𝑝𝑟𝑜𝑑𝑢𝑐𝑡]

[𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠]
.      (C.1) 

If we set [6] equal to a, [7] equal to b, [13] equal to c, and [14] equal to d, we can substitute in each of 

our product and reactant concentrations, as follows: 

  𝐾6 =
𝑎

[𝟏][𝟐𝒂]
       (C.2) 

    𝐾7 =
𝑏

[𝟐𝒃]2       (C.3) 

  𝐾13 =
𝑐

[𝟏]2[𝟐𝒃]
       (C.4) 

           𝐾14 =
𝑑

[𝟏]2[𝟐𝒃][𝐻2𝑂]
.      (C.5) 

The concentrations of 1, 2a, and water can be set equal to their initial concentrations minus any 

amounts used to form complexes: 

 [𝟏] = 0.0025 − 𝑎 − 2 × 𝑐 − 2 × 𝑑     (C.6) 

[𝟐𝒂] = 0.0025 − 𝑎 − 2 × 𝑏 − 𝑐 − 𝑑     (C.7) 

         [𝐻2𝑂] = 0.0025 − 𝑑      (C.8) 

Rearranging the equilibrium constant equations (C.2 – C.5), and substituting in the concentration 

equations (C.6 – C.8) and the values of the equilibrium constants, we get the following system of 

equations: 

𝑎 = 117, 800,000 𝑀−1 × (0.0025 𝑀 − 𝑎 − 2𝑐 − 2𝑑) × (0.0025 𝑀 − 𝑎 − 2𝑏 − 𝑐 − 𝑑)  (C.9) 

𝑏 = 793, 200, 000 𝑀−1 × (0.0025 𝑀 − 𝑎 − 2𝑏 − 𝑐 − 𝑑)2    (C.10) 

           𝑐 = 8, 566,000,000 𝑀−2 × (0.0025 𝑀 − 𝑎 − 2𝑐 − 2𝑑)2 × (0.0025 𝑀 − 𝑎 − 2𝑏 − 𝑐 − 𝑑)  (C.11) 
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𝑑 = 126,700,000 𝑀−3 × (0.0025 𝑀 − 𝑎 − 2𝑐 − 2𝑑)2 × (0.0025 𝑀 − 𝑎 − 2𝑏 − 𝑐 − 𝑑) 

× (0.0025 𝑀 − 𝑑)    (C.12) 

Solving the system of equations using Matlab[169] gives ten solutions, but only one solution has 

real, positive numbers for all four concentrations. Using this solution, we get final concentrations of 2.41 

mM for 6, 43.6 μM for 7, 41.1 μM for 13, and 1.52 pM for 14. 

Subtracting the amounts needed to form these complexes from the initial concentrations, we 

can also find the equilibrium monomer concentrations to be 2.5 mM for water, 87.3 μM for 1, and 234 

nM for 2b. 

To repurpose the equations to other starting concentrations, all that needs to be changed is to 

substitute the new initial concentration for the 0.0025 M in the equation. 

C.2 Numerical Results for Energy and NMR Chemical Shifts for the Relaxed Surface Scan 

of Complex 6 

Angle Energy A B C D E F G 
(degrees) (kJ/mol) (acid) (alpha) (alpha) (benz) (benz) (benz) (benz) 

0 0 11.66 2.57 3.63 -3.05 -3.46 4.17 3.18 
30 11.7 12.56 3.47 3.93 -2.97 -3.50 4.98 3.26 
60 19.1 13.06 3.53 4.05 -2.97 -3.48 4.80 3.43 
90 20.5 14.12 4.15 3.70 -3.00 -0.37 4.03 3.11 

120 17.6 15.08 3.54 3.59 -0.70 -1.53 5.32 2.93 
150 28.3 14.96 3.54 3.57 -0.75 -1.55 4.92 2.63 
180 34.2 14.73 3.52 3.63 -0.86 -1.59 4.90 2.63 
210 27.0 14.64 2.89 3.44 0.34 -0.96 4.77 3.01 
240 27.1 15.35 3.86 3.96 -0.85 -1.51 4.72 3.36 
270 31.0 13.85 2.38 2.94 0.72 -0.86 4.92 3.79 
300 21.7 12.46 1.46 0.47 0.42 -1.19 4.91 3.63 
330 9.32 12.23 1.43 -0.23 -1.17 -2.03 4.20 3.51 

All chemical shifts are reported as the difference between the computed shielding for TMS (31.507 ppm) 

and the shielding of the proton of interest. 

C.3 Semi-Empirically Derived Conformational Free Energies 
Table C.2 gives the conformational free energies (Gconf ) for monomers 1, 2a, and 2b, as computed by 

CREST, and those of 6-19, as computed by LEDE-CREST. The table also lists the change in conformational 

Table C.1 Computed Energies, at the ωB97X-V/def2-QZVPP/SMD(Benzene)//ωB97X-D4/def2-
SVP/CPCM(Benzene) level of theory, and NMR chemical shifts, at the TPSS/pcSseg-
2/SMD(Benzene)//ωB97X-D4/def2-SVP/CPCM(Benzene) level of theory, for selected protons in 
complex 6, at each 30-degree step of a relaxed surface scan. See Scheme 5.2 for atom assignment. 
Angles indicate change in dihedral from the minimum energy conformer. 
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free energy (∆Gconf) for complexes 6-19, computed as the difference between their conformational free 

energy, and those of their flexible monomers. Note that water has no rotatable bonds, and thus no 

conformational entropy, and is considered a rigid monomer. 

 Gconf ΔGconf 

 (kJ/mol) (kJ/mol) 

1 -6.34  
2a -18.23  
2b -11.00  

6 -17.07 7.50 
7 -10.48 11.53 
8 -15.90 -3.22 
9 -13.57 3.77 

10 -7.79 9.56 
11 -9.12 8.23 
12 -8.74 13.27 
13 -1.83 20.18 
14 -11.74 0.94 
15 -6.73 5.96 
16 -8.75 3.57 
17 -9.85 13.83 
18 -7.68 16.01 
19 -13.45 10.24 

 

Table C.2 Conformational free energies (Gconf) for the anhydrous monomers and all the complexes, 
plus the change in conformational free energy (∆Gconf) for all the complexes. Values are computed by 
CREST (for monomers) and LEDE-CREST (for complexes). 


