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ABSTRACT
——————

This thesis deals with the use of simulation in the evalua-

4
f

tion of the performgnce of computer eysfems. The scope of the thesis

is resfriefed to the study of digital procedural mode!s and the objec-
tive |s\To develop a mefhodology for. sumulafing compufer sysfems This
mefhodology deflnes a step \by sfep procedure for building a procedural
model of a compufer system. - A brlef historical perspecflve is pre-
senfed +o familiarize the® ‘reader with currenf problems and mefhods of
SOlUTIOﬂ Procedural sumulafors are analyzed and a fundamenfal set of
sfrucTural characteristics and operafuonal characteristics are defined.
These characferrsfics are then used to classify simulation models. - A
mefhodelegy is developed for eonsfrucfing precedUraI models. |+ cen-“
sists of a no+a+|on for descrlblng a job mix and hardware characferts-
.‘TICS, a sfrucfure for defnnlng an operaf:ng Sysfem and .it states
measure; which are used for defermlnlng sysfem performance. - The?
methodology alfeWS'forVTHe simulation of various sectlions ar different
levels of detail. The implemenfatfon“ef the mefhodologylis”described'
and va!{darion Teehaiques are-discussed. A formal}varidafieh technique
" for this meThodology is proposed.' Two appricatiens‘of +He methodology
are outlined to demensfrafe THe versatility of the methodology. \

- Finally, the reSUITS'arefsummarized,ASOme limitations are indicated,

and some areas for possible future study are suggested.
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CHAPTER 1

INTRODUCT ION

A

1.1 Background and Objectives. - _ R g

1.1.1 Thesis Outline o | . | -

Simulation has rﬂ&enf]y.come to the foaefronf as’a majoé tool .
for the analysis of the performance of computer systems. Tais %hesis
deals with the use OT simuiafion Te‘STUdy The performance of ¢ompufer4
systems. In parchufar it ohTIinee\a method which can be used to simu-

Iafe computer systems. The mefﬁod defines the steps thch are neces-
sary for the construction of 5 procedural simufafo%i Four bas}clfasks
must be cemalefed. The job mix must be}esfabljsﬁed. A hardware eOn-f
figuaafidn must be deffned. An operating sysfem @asf beé Specffied and.
measures’of system performance must beiincluded‘ %he mefhodology pro-

| V|des +he fools with thCh an analysT can oufllne each of the above,

" and it shows.fhe~sequence af evenfs which musf-fake place in order to
imp lement a proéeaural sima1afor Spécifically, in ChapTer 1, some
vbackground maTerlal will be presenfed fo famllvar:ze the reader wnTh
'The problem under study. Chapter 2 analyzes procedural mode |5 of |

' compufer sysfems to defermlne model charac+er|s+|cs and in Chapfer 3
. these characfernsflcs are used +o cIaSS|fy models accordlng to fhelr
sfrucfure. A complete descrlpfion of‘The,modeI mefhodology is pre~

sented in Chapter 4. In Chaptﬁr 5 the nmplemenfa+|on and valldaflon

of ‘the mefhodology is dlscussed For :ILusfra#uve purposes two

]

1



C4 . ]

\‘ . ‘ 0 : ' T
‘applications are outtined in"Chapter 6. "It is not intended that the ~
two examples be compared. FLnaIIy, in Cahpfer 7-the resulTs.are sum-

¢ .
marized and presented along with a discu5510n of fufure Trends and areas -

o

for explorafnon
Section 1.1 states %he ebjecfiveereed scope for-this study and
.provkaes"a background to simufaflon; The advanfages'ahd.disedvanfages‘
of eiﬁujation-are discussed., In aﬁdiﬁion,lfhfs‘secfion;prOVidestsomé
‘ jusfifieafion and»ﬁofivafion for the sfﬂdy of'}hese parficulef pioblems. o {
‘Performqnce evaLuafion'of éysfgms in generef isﬂﬁ very wide . .
field and Tova#Tempf to deQelqp a methodology to coverfell°éifua+f0hs
x , . ~ o
would be a formidable problem, As a resulf,'+hiS'+hesis is limifed to'a
_discussioh of simuJafion og cempufer systems. Procedural models are' . 'ﬁ-
consudered as the vehlcle for the deveIOpmenT of the meThodology since | |
this Type of model does provnde the necessary flexlbllt+y The |de572
'parameferlzed program capable of snmulafvng any sysfem is perhaps nof,f
- yet feasnble This mefhodo]ogy is not lnfended +o ‘be - the. ndeal para-b
meferjzed simulator, However, iT is inTended for Those users who do
| wish to eimulafe 5 parTicular'sysTem Models of parfs of a computer - *
system can be' organlzed by an analysT and *hen, US|ng the gunde;;nes

set forfh in *he mefhodology, the whole compu+er sysTem can bé snmu-

Iafed Throughou+ +he fhesns a wude range.of-problems are consnderediz"“'? o

so Thaf +he resulflng me+hodology can have general appllcablllfy -The ~_'v'
‘ v . ’ LT . .
objecflve IS to develop a mefhodology which can be ‘used fo sef up pro- -’ -. e

1

cedural models of compu#er sysTems

3.1.2 Basic Simulation-

This section outlines the fundamentals of simulation.and

3



o

givee'examples of the main objec}ives for a'siMUlaTion study. Some of

the advanTages and disadvantages are stated, including a bfTaf

descrlpTIon of fhe uses of snmulaflon The developmenT of simutation

-

\ Is Traced from the early perlods of compufers to the point where

*

several complex procedural models of compufer systems exisfed

i

RS

The main objectives for-any simulation study are usually to

|

defermlne apme feaTure of the sysTem, for examp le, its behaviour or

the capacuTy of the sy: . Simulation can be used to make a feasi-

i

Cbility sTudy, to assist in procuremenT dec151on maknng, for desngn

»

suppor+ “ito |mprove performance or To determine capachy In general'

snmulafuon is used as. an experlmenfal tool or as an evaluation and

performance guide. I+ also has use in learning. about new sysfems, as

a Teachlng Tool, and as a means of prOJecfnng ﬁufure requirements.

There are many areas ih thCh simulation has been used with benefucnal

.-results.

~

' o ¢
L4

A brlef review of the basic steps of a computer sumulaflon

study |§~approprlafe at ThIS p0|n+

1.

Deflnxflon of The Problem. This includes a.definiTion of

the géneral obJec+|ves of the sTudy, a defanled specaflh'
gCafion of»fhe quesfions 1o be~answéred and a descr|p#|on

of Tnepmeans to be used to achieve the desired results.

Planning the Study. Oncé;a'definife~problem has been

esfablished and a line of attack decided upon, an analyst

[N

can schedule The’remaining steps of fhe study according

to time, manpower, flnanc1al and other resTrxcflons.

o

Formulation of a Model. The first step in the develop-
. |

menf‘of the model is fo formulate a model by col fecting

v



ahd'analy%ing data pertaining to the system, identifying

i ©

major system elements and defining system interactions.,

Construction of a Computer Program for the Model. Take

the concepfuafly valid model that has been produced and
PR .

flow chart, codé, and debUg the model.

“Validation of the Model. Compare results of several

initial simulator runs with hypofheficaf, écfual and/or
historic data. This is probably the most critical step
in the formulation of The‘mdﬂel. -

Design pf Experiments. Evaluate élfeknaffve experimental
design techniques, select one and define, i; terms of the
technique to be used, the expepiments to be performed.
Exechffon of Simulafion_?ﬁns. éneQare or select apﬁro—
pria+e inpu% data and run the simu]afor Qsing this dafa.
Analysis ol Results. lnvesfigafe results and compare
them To'fﬁe obJecTives‘ofvéxPecTed‘resuITs from Step 1.
Cycle Throudh STeps.g,'7, and 8,until the desired
objécfives have been Me+ or ather consiaerafioﬁs.halT

the éxpefimen+al process. B  .' .o R



SIMULATION REQUIREMENTS -
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1.1.3 Reasons for Simulation

There are many reasons why simufaTioo'is used. | Among the
‘most common are Th?-ones that cover the areas of procurement decision-
making, enaIySIS of sysT;m performance and extrapolation of resulTs
" for predicfion‘purposes. ProcéSses'fhaf require‘a Iong;Time to com-
plete in The'reel wor Id cen be simulated and run on a computer in a
short time.  Simulations may not be resTricTed by real ;orld con—hc
sfrainfs'on real'svs+ems. Chahce elements can be monifored and con-
trolled and models can be desngned so that They .are flex1ble and
edapfable. Some very complex sysfems defy analysns by . ofher methods.

Purely mafhemaflcal models may be exfremely comp lex. Experl-
mentation.with plloT sysTems is often very cosfly RelevanT variables
are nof always under control. InTutTnon and’ experience can be very
inadequate. Therefore, whenever'ooe or more of fheSe conditions fis .
'VTrue, simulation becoﬁes a vaiuable tool.’ ChorEfaS'[QJ.savs that no
. other formal method can provide the same type of results than can be
obtained from sfmularion.b | |

| Simulafion may be a Technique of last resorf and yer,yhdab-

effort is pow oevo+eo to develop compufer simulation because it .s a

TechhiqUe that gives answers, in spite 6# its costs and time required

for developmenf.

1.1.4 Limitations of Simulation

Simulafion, though, is not wifhouf'proﬁlems Although it 'is
- very well known technique, mosf people are not famlluar with how +o

use it-and as a resuIT it IS nof a wndely accep+ed Technlque Some

‘people believe The approach is awkward to. use.’ Resulfs are not afhaYs
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trusted and a simulation sludy can take

'fo compleTe lf It is poorly organlzqd

considerable amdunt of +ime
TN

Some of the more common problems imdlemenlalion are the

grear effort requured in programmlng Nowada&s spec’ AjulaflonrA[
languages are avallable Thaf ease fhls burden s&mewha an'analysl
is famlllar with' The languages A very adequate epresenlallon of “the
.real world at The proper level of detal | and with the proper accuracy

lS required. Correcl valldaflon of. a model is lhe mqsf lmporlanl
r

limllaflon. No useful conclusnon can be drawn from an’ |mproperly
validated model . - 52‘. o ' oy
Slmulatlon ls'an invesflgalive lechnique  That is, it is not

RS
~.

used to produce opflmal solullons or- malhemaflcally "besl" soluticns
out of all possnble solullons. The choice of solutiontis gene\\llx\a

.funcfnon of management. This choice. is generally beTween one or Two\\\\\<\<‘.

-

: ‘ ~
that are judged To be the besl of several tried, Only by very careful

plannlng can The plffalls be avonded and some useful resulfs and

nnformallon oblalned from a sumulaflon.

1.1.5 Jusflficalion/Mofivafion :

| . In fhe review of lalerafure on compufer sumulaflon'models [
became apparent Thal many approaches to compufer model buuldlng had
- 'been tried. As a resulf many dlffere\l\types of- models have been bunlf
'and a great deal _of useful lnformaflon has been forlhcomnng Each
flnd:Vldual mode | could’ge,safd/fo be saflsfaclory (at -least: Those fhaf
. worked), however when consudered as a group, they lack a general _ ' ‘ v.n

coheslveness.



A .
Several recenl papers, especualby The one by De Cegama [12]
have slressed the |dea of a compufer mode | bunldlng mefhodology or. more, '
» snmply an overall approach to model bulldlng -and not Jus+ an out of

. confexf Iook af a parf of a sysfem o

\ .
‘This thesis formalizes the compuTer model bunlding explosuon

by analyZlng model slrucfure, classufylng These;models into an order
and ldenflfyung desnrable characlerlsflcs ll presenfs a melhodology

for bulldlng procedural models of ¢ pu*er syslems that wnll haVe

general appllcaflon Hopefully F will reduce The cost and time

~Involved in developlng speC|f' models. Perhaps by approachlng simu-

lallon of compufer system n lhls manner, |mpTemen+a+lon can be simpli=-

fled and performance‘of sysfems can be lmproved . : : ‘ | Ea
. Thls secllon has provided a generél oufline of the confenf '\.bb

of the lhesls. hlllhas lnfroduceq"simulailon'and'ifsladvanmaées and

v‘oisadvan*ages. _The.scope of Thefs+udzlwas oulllned'andilhe'objecllvé?;
for ihe research were.sfaled The‘jusmlficalion'and‘moTivaTlon-for |
~this underfaklng were ‘also presenfed The‘negllsecfion prouides-an
ln5|ghf |n+o early problems of computer sysfems -and early snmulaflons l
of computer'systems. B S ~ .

1.2 Early Developments

1.2.1 [Oulllne of Early Pnoblems

7

" In The beglnnlngJ slmulallon had no+ developed to a ponnf where’
it was belng applled lo analyze the performance ‘of compufer sysfems'
A
lhemselves. By The early snxfles, however, analysTs became concerned

walh numerous problems concernlng OVerall compuler sysTem performance

Overlay problems ‘were sludled ‘Methods of lncrea5|ng performance by

~
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1Y

: overlapping proce551ng w1+h |npuT/oufpu+ operafuon wer developed,
S+ra+eg|es were deveIOped which aTTempfed To maximize fhroughpuf or '

’ . ' . \

minimize turnaround time.

By. the mid sixties the concepfs of muJ*uprogramTlng, multi-
:processsng, and flme sharing came |n+o more prominent use.’ These con-~

a

cepbs brough+ with +hem a. set of problems that were an order .of magni-
tude .greater in complexu+y That |s, Induvudual parts. of sysfems were
belng rtgorously sfudled and opfsmlzed . Computer operaflng sysfems
were bu1l+ which’ pand affenflon to: The producflon of: eff:cuenf object
‘code, conversion droblems lncludlng emulafuon, and mulflpleXIng s low
perfpherals. | | -
o Slmulaflon was applled To study fhese and sumllar problems .o
and by The late sixties exfen5|ve snmula+|on prOJecTs had been carrled
ouf in such areas as: | |
1. comparlaon of off-l;ne and on- lrne programmang perfor-'
mance, e
2. fime sharing,:
‘nle 3. :dSer oodsola béhaviour,
J?f4.“def|n|+lon of 1npuT JOb mix characferlsflcs,'

>5; dusk arm. confenflon,

'6; 'deadlock

d7. Thrashlng,'

'8..fresource manaéemenf |nclud|ng schedddrng algorlfhms,;
,:f~,9. 'memory profec+|on, and | |

10. the enflre area of vurTual memory systems. ‘

o In the lasT few years parftcular anenTnon has ‘been pand Tor

the emerglng compufer nefworks Slmulaflon programs are. now belng



Y-
v ’

developed to study the maJor performance aspecfs of compufer networks.

Sfudles of lhe use of minicomputers, message SW|Tch|ng, fronl end

-

communlcaflons processors, and fast memorn Caches are’ all yleldlng
lmporlanf |nforma+|on The next section Wlll ouTllne The maJor areas

L)
. LY

~of sludy within computer sysfems o ‘ .

{

1.2.2 Classiflca‘rlon of Major Probems

Many of fhe problems of the late suxlles are: sfnll wufh us.
No sa+|sfac+ory solufuon has been oblalned to some problems alThough a
-great deal of lnSIQhT pnlo These problems has been galned . Denning

[13] d|v1des The .prob lems of operaflng systems into five broad major

v,
areas. These are:

1. Programming .

2. Storage Allocation s

o

3. 'Concurrenl Processes -
4, rResouroe Allocaflon
| :;5. Prolecflon T

In The'area of programmlng, Dennlng consnders four sab~ '6
.broblems. Programs should be modular for ease of programmlng, main-'.“ z
tenance, and documentation. f af all possnble Lrograms should be
mach ine independent: to allow. for Transperlablllfy Programs should
have the capablllfy for deflnlng and process:ng sfrucfured dafa
Flnally, There should be greater use of high level languages |

With regard to s+orage allocaflon, +he problems can be
divided lnfo Those Thef apply fo c pufaflonal sfore, and Those fha?
apply To long ferm sfore Vlrfual memory concepfs emerged as fhe solu- o

. tion to overcome poor sforage allocaflon by The user The‘vurfual_“




N

memory concept also satisfies the requirements of multiprogramming,
: ; _ b

relocation, and protection. Virtual memories, however, are not suit-

able for permanent storade because the dynamics of information addi-
..

tions and delef;ons requnre some mefhod of managlng names. - Two methods

Thaf are being zf:i;ij\achreve long Term store are file systems and
segmenfed name spac ystems. : ' ;

The problem of concurrent proccsses deals with how to synl

'chronize and separate processes that are runnfng concurrently on the
compufervsysfem. The deadlock prob}em where several concurrenr‘pro-

cesses can tie up -a sysTem alThough each |nd|vndual process does not

demand all the resources of the sysTem is lncluded in this category.
. Resource allocaflon has been defined as the need to regulate

resource usage by processes in order to opflmlze system effncaency and

provnde good. service to all users. Long +erm pricing policies can be

'

'used to damp peak demand but short Term policies are necessany.fo

allevuaTe the burden of resource alloca+|on from the programmer, to

control the |n+erference and interactign among processes thCh result

from sharnng, to control mulflfasking which exposes The system to dead-

Iock, and To regulaTe the coMpeflflon for resources
Protection is a three level prob]em. Techniques musT*exisT

\
other sysfem processes;. Access must be denied to confldenflal data.

L]
-

Some protection must exisfvagainsf system failure.
These ffve major areas define the currenf»problem areas for
computer systems. These are by no means all of the problems but they

do indicate the direction of major investigations today.

which w1ll work within The sys+em to control accesses by processes to
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1.2.3 Early Simulation of Computer Systems b
. 5 Compuferhsimulafion has been used since the émergence of
computers.  Instead of @ purely mathematica| approach we can eésily

Program a computer to follow a set of instructions that mimic a rea|

. . . : "\
life situation, At first, applications were restr icted to smal | Sim- !

ple ﬁodels. As computers increased in power it became feasible to
consider the simulation of larger systems, Simutations of commercial,
scienfifiq, and military sysfems have,all been éccomplishedlgince the
advent”of the computer. ‘A naTufalHexTénsfon.fook Place when ifibecame |
cleaf fbaf'compufer systems +hemse]ves were‘becoming complex. This
extension led to the early simulations of computer sysfemé.

Early-simulafi;%s of computer systems involved first and

second generation machines.  Since most of These machines have been

One of Thé'earliesf studies of.simula+idnsvof compufef-
systems, in parficﬁlar a +ime sharéngCSysTem, was that conduéfed by
Scherr ;50] in 1966. He attempted to develop techniques .and models for
the anal?s?s of a broad ciass»of ihTeEacfive; fime shared computer
Systems, Simﬁlafion mode s were used to sfudy'a-sysfem_similar to
Project Mac's Cémpafible’Time Sharing System (CTSS) and continuous
Markov bﬁOCésSes were used‘fo'examine’more Qenefal classes of Timé
;héred Ssystems, His_fe;ulfs showed %ha% it was possible f§ hodél \

[ ’ . )
accurately, users of interactive computer systems and the systems them-

selves by means of re]afively simple modéls. Katz [23, 24] in:l966 and

v




1967 and Fine and Mclsaac (18] in 1966 also produced noleworlhy resulfs

.Then in 1967 Nellsen [41,42] af Stanford conslrucled a simu-

“lator for-the IBM 360/67. Brlefly Nei lsen selecfed as his objective the

syslem which included highly parameferlzed.lnpul for specllying hardQ'
ware characteristics and isolated sections of code for describing sofl—
ware algorithms. The resulllng mode:>was very flexnble and could be
allered to reflect any hardware/soﬁﬁuare configuration, The problem
of configuring the 1BM 360/67 time sharlng sysfem fdr the Stanford
Unlver5|ly Compulallon CenTer was selecfed as an Illustrative problem'
and extremely usefuyl results were oblalned
jgéb Unfortunately, some simulation models contain too much delall
This results in such complexnly that one mlnule of Slmulafed Tlme can
take an lnordlnale amount of real central proce55|ng unit (CPU) time.

Another sfudy of a CDC 6000 series compuler was- conducfed by:.

“McDougal | [35] in 1967, v In 1969 Pinkerton [45] employed a software

monitor on an 1-BM 360/67 _Operating under the Michigan Termlnal Syslem .

S (MTS), +o monitor operating system and user program behavnour and per-
.formance This paper illustrates an allernaflve to simulation snnce by
no means |s s;mulallon the only melhod of determining and conlrolllng

‘system performance. ‘

Seaman and ‘Soucy [52] in 1969 also compleled a study of com-

[
L

;lpufer syslems us:ng simulation, They almed at developlng a model whlch
would serve bofh installation planners and program developers The
svmulaled system consnsled of three maJor componenfs These were: a.
conflguraflon base, an operallng system submodel and appllcaflons

+

\

J
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~ programs. Useful mode!s were developed although conciusions lndicafed‘
that the two sets of users mentloned above were incompaflble and more ;‘
reallsllcallylmodels should be ‘developed ‘With the approprlafe/level of
detall for each fype of user. |
Durlng the early seventies there wa;‘a great prollferafnon of

mdde | s lhaf sumulafed Increasingly. complex and detailed subslruclures‘
There are too many of.lhem to mention here bul illustrative papers are
those by Noe and Nutt [44] Dahle and Plenne [11] Bowdon, Mamrak and -
Sasz [6]; and Rourke ef al [48] o ,i\

:;' ~ "Some of The early problems of snmulaflon have been examuned
and &ome of the more recent- problems have been classnfled ln addlflon, i
the developmen} of srmulaflon, as relaled to The sumulaflon of compuler
syslems, has been presenfed fo\acqualnf the reader with the forms of
attack on problems in lhls area. The lasl ‘ma jor secflon of Thls chapfer.
dlscusses an ex:sT:ng s;mulaflon model fhaf will lafer be used as a.
basis for developing the melhodology. |

1.3 “Neilsen Simulator

Because a great deal of the work |nvolved with lhls thesis

.revolves around lhe sumulalor of an IBM 360/67 orlglnally wrllfen by

N. R. Nellsen, it is necessary to. descrlbe that sumulafor ln some

-

defall The reader will then be |n a posnflon to more fully appreCIale .

the devel0pmenf of The mefhodology This secflon,presenfs an outline

of Neilsen's s;mularir -

The basic mode! had to meet several fundamenTal requsremenls.'

It had 'l'o provide the ca:abi Il'fy to specify a sys'fem +o modify key

algorlfhms, and to determine the effecf of various Job.mixes. These - )



requiremenfs ‘had implicaTuons with negard to the level of defail of
~ the model, - had to be sufflclen+ly detalled to model a paglng

env!rdnment slnce +he model was to be general In nafure.. The model

~ had to keep frack of every page and Job nn the sysfem.i The,basnc unit ]f o

of +ime and sforage were chosen To b§ 100 mlcroseconds and 1 page
g )\

Actual JObS were represenfbd by defermsnnsflcall? setting up
a sequence ‘of page references and supervisor requests appropria%ely »
- spaced by execuflon Tlmes and Then Iinking/and/or repeaflng several

sequences to represent an enflre program Consequenfly the sequences

2

for a\parflcular Jjob were consfrucfed from a sef of master sequences
which represenfed a pkofofype for each dafferenf JQb Type | < |

A Job descrlpflon language wds developed for fhe speC|f|ca— .
”Tnon of sequences. Consfrucfion of profofypes was a "once only" Task
'and selecflon of Jqp mix Then became a sumple Task of spec:fylng the
probablllfy of a particular. +ype of job being |n|+|a+ed

It was necessary to build a serial model of 'a parallel pro-

©

cess to represent the mulflprocessor conflgurafton.' As a res IT sumu-

lafed events were des:gned as lndependenf acfuvnfles and each CPU had

[

' ‘ITS own clock as well as lhe master clock Soffware algorlfhms were
N { - N
|sola+ed for easy replacemenf or adJusTmenf ‘_ 4

To assess fhe performance of fhe sysfem, sfafnsflcs were

o

gafhered with respec+ +o The user (re;ponse +|me by prlorl}ﬂ class or
Job type), with respecf To the CPU (ufullzaflon includlng overhead and

-
idle tine), and with respecf to The I/O devuces (lfems such aé queue -

sizes, average walfxng +|me for read and write +o and from devaces)

e
2



ilnferrupfs A separafe Iocaflon was used to represenf +he time of ‘the

'description can be found in [41, 42].'

‘ ,

AN

-

Page accoonflng withln the modeT was acoomplished by usiné
arrays to keep track of. each page.in each of the varloue7cafegories of'
ﬁbges» 'For example, one array was used to keep ?rack of all +he pages E
of physucal memory anch of +he varlous plemenfs of The array were
chained to various - I|s+s dependnng on: The‘ﬁurrenf use of its aSj/ﬁlafed
page. Llsf sTrucTures for -queues were operafed on a flrsf in = flrs+

L4

OUf‘baSlS. The evenf llsf was malnTalned in chronologlca! ‘order so -

That the next. evenT to occur was always ‘at the top of fhé lisT Enfrles”

in fhe event l|s+ consisted of paging and 1/0 |n+errup+s and fermlnal

o

next task lnTerrupf Thus-The next event fo‘occur_on tThe sysfem was

defermnned by a comparison between the entry af‘fhe top of the event

‘ - : - R 4
“ list and the next task in+errupf. . ° .
- L . .
The model was lmplemenfed in FORTRAN If consnsTed of

approx;mafely 7,00Q source sTaTemenTs organlzed intfo 31 subprogramé\\\

All maJor variables were allocafed to a common dafa area. Because of =
- storage’ resfrlcfuons The orlglnal model was set up as a serles of.

overlayi N o o o e

The SImuIaTor was capable of elmulafung as many as- four CPU's,

four paglng drums, four paglng dlSkS, and as many as 50 other I/O

devsces. A maX|mum of 234 tasks were allowed on the sys*em at ore +|me‘

-and a parTncular task's maximum’ snze was 1&8 pages. A more‘complefe

This chapfer has idenfified +he area,of research, scope, and

objecfives Justification for +he work was presented. A bruef has-

ot

' ¥
Tor:cal review was provided along wufh a dlscu53|on o# ‘some of the

s maJorwgroblems of system performance. An oufllne of a compufer sysfem

&

16
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sumulafor was provaded to familiarize the reader with the general cdn1

TN .
cepts of compufer sysfem simulation-and to serve as a basns for an

Undersfandlng of The mefhodology In fhe next two chapfers the dis-

‘cuss!on turns to the problem of ‘analyzing and clgssifying simulation

[

+ models. “n : : ' .



CRAPTER 2

ANALYS S OF MODEL STRUCTURE AND CHARACTERISTICS

»
0

2.1 Fundamental Concest

n anﬁe chapter restricts the scope of fhe thesis further by
‘excluding all;Types of models‘from consideration except procedural
models, Procedural models refer to the class of models'fhaf are
implemented by means of a compufer program. . |t deflnes sfrucfural and

opera+|onal characTerlsflcs and provndes examples of the three

different types of procedural models. .
As has already been |ndlcaTed performance\EVa<uation of

computer sysTems-ls a very wide fleld of study. Ihere are several ways
- of evaluaTung The performance of:.a compufer system, snmulaflon is just
one of Them Anofher method which has found wide applucablllfy "
recenle is The technique of performance monitoring. Plnkerfon [45]
used a sof}ware data collection ;aC|lnTy fo record sysfem events for

later analysis. Cockrum and CrocKeTT [10] used a hardware monlfor to

lnvesflga+e +he performance of a system. Undoubtedly the use«Q{ Thls

Technlque w:ll nncrease sunce it is a valld Technuque that can_be used

KR

_With rela+|ve ease.

Representative programs or benchmark programs can’and have

©

been used to compare the performance of two or more d:sflncf sysTems

or to evaluafe The performance of a pa?+73ﬂ¢ar system operafing under
C Q .

q
°
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diverse policies, Lqéas [29] ou+liﬁes other valﬁaple performance‘
evaluatlon techniques, | |
Simuiafion\has a_placé Too; The reasons for and adyanfages

‘of~simulafionlwerg‘ouflined i ’3hap+erv1. It is to this asbeéfio}
perférmaﬁce evaluation, simUIafion, that attention is now focused.
Simulafion>méans‘modelling and as Such includesjfhe fﬁ]l range of

Téchniques for\building moder of compufer systems. The following

diagram‘ié helpful in undersfandinghthé relationship between the

various types of simulations.

\



COMPUTER MODELLING. AND SIMULATION
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N
- Physncal models of compuler syslems are very seldom employed

because of the exlreme cost. Except for developmenl purposes where new

archlleclural concepls are be&ng lnvesllgafed by fhe producllon of a -

.'profofype Sysfem, aclual physlcal models of compuler sysTems are not
pracllcal. \blcforlal and descrlpTlve modeis would sufflce for sumple
problems, buf lhe analyst would become test when allempflng to. apply
lhns Technlque to a complex compufer syslem and then” lrylng to use the p
‘description. to ascerlaln hpw +he syslem performs ) |
Malhemallcal or analyllcal models . flnd/pracflcal appllcaflon
in the solullon of ! fypes of problems such as a syslem of Iinear equa—l'
tions, a- syslem of parllal dlfferenflal equaflons or complex queueing
'sysfems "It has been shown that resulTs are qU|+e saflsfacfory even for
, relallvely complex snTuaflons. However, such models somellmes have '
llmlled appl|cablll+y and lack The flexlblllTy +o permul a number of

B

dlfferenl model algorlfhms to be lnvesllgafed w1+h a minimum of efforT
Procedural ‘models refer to Thaf class of models +ha+ is rep- i
resenled by a computer program and. lhal operale on an event baS|s.' Thaf

is, The flow of The model proceeds from one even+ fo another where each

] evenl causes some spec;flc acflon ln fhe model There are a consuder-,

able -number of such models in exusfence loday (see Chapfer . Each one'.

,\ Th ' .
has |ls own parllcular characferlsllcs and mode cf operafron, elc 5 fha+
_-are*pecullar to ufs own' envnronmenl " The large number of models in ;,
’ . 4"' » . n
exlslence»loday-resulfs from The eliminallon of The programmlng bollle-

. neck of lhe late sleles by the lnlroducllon of spec;allzed snmulallon

languages such as General Purpose Slmulaflon Syslem (GPSS) l¢ |s also j'

i

4 becauSe of lhe increased” use of lnleracllve snmulallon such as +ha+ pro—v’l

A vnded by the” |n+erac+|ve language On-llne Programmlng Sysfem -3 (OPS 3) ..

21



Procedural models lhemselves may be furfher.subdlvlded into
digital, analog and hybrid models Thls Thesls deals only wnlh digital
'procedural models ' The nex+ secllon analyzes +he slruclure of +hese
r.lprocedural models of compuler syslems to ldenllfy common slruolural

elemenls and operallonal characferlsllcs.

i

2.2n'An¥lysls of Model Slruclure ,
| Looklng al -various procedural models of éompuler syslems leads
lo lhe formaflon of a basic slruclure .of lhese Types of models Thls
» slruclure is out|ined below ‘ There is. an abundance of These Types of
models that exnsT Today and IT is useful to look at a number of- lhese
lo galn an upderslandlng of how These models operale Represenlallve
’models from egch calegory are examlned in some delall ‘since mosl models
conform to one of lhese calegorles ll would be too' Tlme consumlng To

examlne all the models lhal have been produced

The characlerlsllcs of models can be lelded |n+o two dlsllncl

&

Types based on the model des:gn consuderaflons The Two dlsflncf +ypes

of characferlsllcs are slruclural and ﬂperallonal Slrucfural charac-“r

Terlsllcs are ThGSe lhal are. deflned during The desngn of the model oy
i. e., before lmplemenlallon, whereas operaTlOnaI characferlsllcs really

have llflle bearlng on model des:gn buT do depend on fhe lmplemenlallon

‘of the model. An analogy can be drawn to the conslrucllon of a bUIldldb

STrucTural characlerlsllcs would refer +0‘Whelher The bUIldlng was madé

/.

of wood concrele, sleel, eTc H operallonal characferlsllcs would :
e"reflecf The lnslallallon of elevalors as well as sTalrs Thefdlsllnce ‘

tion is necessary to deflne The characferlsllcs of models

-’
o
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2 3. Event Orlenled Models _ ' - A | ‘l

‘2.3.1i Nellsen [ Slmulalor

‘ The sumulafor has already beed described in consnderable
delall [47, 42] so it is necessary only +é re-examlne +he model.from the -
'pounf of 'view of slrucqu/\ . order to be responsuve To changes in
bhardware conflguraflonizhejmodel is hlghly parameferlzed To be able

to Tesl ‘new software algorllhms, lhey ‘are |solafed as much as p055|ble,‘

or in other words, a modular approach is uSed The JOb m|x ls se+ up

.é’”

2‘ .
ed |n'+he model'lo handle

o,

seml-delermmnlslncally Facnlllles are -inclut
mulflpr0ces ors. This means fhe model has To represenf parallel opera-)‘
.Tlons in a serlal manner Paglng, lnpul/oulpul and Termnnal lnTerrupls -
are all placed ina chronologlcally sorfed queuefso +hat The first |Tem

on The queue is +he nexf evenl #o odcur. e ) " iy

2.3.2 McDougall's Simulator.
. J - —

McDougall's model [35] lslrelafively simple lnvferms‘of.scope;,
‘however, lT is useful for oulllnlng basrc model sfruclure 'The“baslc'
operaflon of The model is as follows When a JOb arrives. a+ The sysfem,.»"
vlT requesfs CPU Tlme and memoryv' I f none is avallable the Job is placed!
>|n'a queue When the CPU and memory are free, execullon conflnues unlll\:
an- lnpul/oulpul requesf occurs‘* The dlrecf access sTorage devlce/pro-'
cesses The tnpuf/oufpuf requesf unless |+ is busy whlle fhe CPU devofes

- time To another Job. When a- JOb is compleled its memory |s released

and it leavesﬂlhe syslem ( . | J

Thls model also dlsplays modular characferlsflcs |nsofar as IT

lS subduvnded |n+o an evenl roullne, an lnl+nallzaflon rouflne, and a

’schedulnng routine. Job mix generafion is s*ochasfnc.» Job p:

v
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\«

,characferlsfics are generared from approprnafe sTaTusTucal d|s+r|bu—

~.fions The snmulafor‘handles overlapped lnpuf/oufpufﬂ The model is

2.4 .Trace Driven Models

event orienfed..'Evenfs are enfered.info a chronologically sorted queue

;‘and The flrs+ :Tem on fhe IlsT becomes The nexf evenf The clock is

advanced +o Thaf Tnmé and the event - frlggers cer+a|n actions.

)

2.4.1 ‘Cheng's Trace Driven'Simula+iOn.

In the Trace drlven approach to COmpufer sumulaflon, model—
Tang data is Traced on a real, runnong sysTem and used to drnve a model

ThlS approach reduces fhe work |nvo|ved in speC|fying the workload and

To a greaf extent The operaflng sys+em Too A gross model of the }

,operaflng sysfem is sTuIJ requnred and the real compufer sysrem mus+ be

-

' ,operaflng

Cheng [8] oufllnes a Trace drnven model Two sefs of |npu+ '

data are used. The flrs+ IS The sysfem conftguraflon and The second

',fs +he Trace.QaTa resul+|ng from runnlng fhe'JobS‘on*

,'Acfual trace dafa consnsfs of a record of all requesfs for Trans i

v

ion

of dafa To and from an lnpuf/oufpuf deV|ce and The correspondlng com-
- ple+1on of the |npu+/ou+pu+ evenf - CPU. processnng Tlmes are also
: \
recorded as well as some system funcflons A JOb consusfs of a serles
: - A ;

‘of'compufing‘seQMenfs Compufing segmenfs consnsf of .CPU proceSSIng '

~

time and . some. aSSOC|ated lnpuT/ou+pu+ achVI+y A furfher dISTlnCTIOH

Ts made beTween overlapped and non-overlapped CPU processung The:

\

vrouT:ne of a Job Then depends on The durafion and number of CPU pro—‘

cessung Tlmes and fnpUT/oquuf acTuvn+nes l.

. S
,

N
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The dafa recorded represents the job nrofile. This job bro-
file is redueed to cut down the volume of®data and to select the data
required for the simulation. The actual medel is made up of~severa;
unifs that perform the confrol; operational or hOUSekeeping funcTions"'

When an event occurs, approprlafe changes Take place in fhe unbfs To

reflecf The new status of the system. . The prlmary function of ‘the

model is'to time the CPU-input/output evenfs'exeeufed and Terminafed,

depending on the availability of resources and operaTTenal specifica-

tions, in accordance with: the scneduling and dispatching procedures.

- The model records daTa on the starts, sfops, and elapsed time

'of all JObS l+ also collecTs and records data on utilization for fhe

CPU's, maln sTorage, 1npuT/ou+pu+ devnces,‘efc Queue sfaflsTics are

"also prOV|ded.

2.4. 2 Noe and NuTT's Trace Drlven Slmulaflon

Another example of a trace driven sumulaTnon was presenfed

'by Noe ' and Nutt [44]. The'snmulaflbn.deals %nfh the Controf Dafa_6400 '

compufer. ‘The general'approach involves the developmenT of a simula-

tion at a Ievel of "detai Thaf shows The :nferacflon beTween JObS and

,,

.resources. Trace data is obfalned from an accounflng file and used to

describe the job mix. Each job is treated as an,nnd:vnduaj entity.

N

Parameterization allows'choices in representing a range:of operating

'sySTems and hardwane compdnenfs. The model is‘bUil+ on a high feve[

of detail and its general,sfrucfﬁre resembies the BASYS simUIaTor of

..,McDougajl described earlier. The model is pregrammed in FORTRAN. it

requires approximately 70 seconds to simulate 1 hour of real'fime, _The‘

mode provides data onffurnaround time, time spent in-?npuf/bufpuf
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Queues, etc. Basically the model describes a series of slages sdch as
input, prooessing, and output, and then identifies the conditions
necessary to pass a task on to the next stage. The process continues
until the- job is completed.

» The job characlerlsf ¢s e specified by 19 input parameters
* that descrlbe memory used CPU 1'me used, cards.read, lines prlnfed,v

etc, Oulpul con5|s+s of sfaflsflcs on tie jobs run, queues and hard- .

ward uflllzaljon. Validation of the model consists of comparing lhe
‘oufpul of lhe slmulalion To real world data. No experlmenfallon with
vartous[Job ml;es and hardware conflgurallon was reported in this. paper
since ‘the purpose of +he exercise was to provide and validale a trace

drlven&simulafor. The next section examlnes'The third type of simula-

- for,” the generalized model.

’ 2.5" Generalized Models
| ThlS third category of models deals wufh The so-cal led gen- -’
eraldzed or emplrlcal models. This caTegory nncludes sysfems such as’
SCERT (Syslems and Compufer Evaluafnon and Review Technlque) CASE
(Compufer—Alded Syslem Evaluaflon) S.A. M (System Analysus Machlne)
,»LOMUSS (The Lockheed Mulflpurpose Simulation Sysfem), and ECSS (An
Exlendable Compufer Syslem Slmulafor) as general examples. These models -
.,pQFMIT ease of use if their structure flfs lhe particular sysTem. |
Models such as fhese can be used to determine memory suze, peripheral
.Termlnal connecflons, operaflng syslem‘allocallon rules, etd,. a
SCERT is a famlly of programs that can be used To snmulale
“Fhe performance of some ‘set of processnng requuremenfs agalnsl a speci-

fied set of hardware. SofTware and hardware characlerlsflcs are kept.
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‘In a constantly updated fa%éﬁﬁubrary The first phase of the sysfem:
'Is used to describe the.enyigonment of the model - That 1Is, unique‘
processung requiremenfs for each Individual computer run are described
in terms of the system, environment and files, During the second: phase
SCERT's library supplles the hardware and software performance facfors
.of the parficular configurafion specified. The +hifd phase performs
numerous pre—slmulaflon algor|+hms that allow the input specified in
the first phase to be descrlbed in conJunc*lon quh tThe hardware/
software system so tha}, tThe same processing can be modelled on widely

. differing systems. Basieally this phase determines input/output +iming A
and phocessing times. The fourth phase acTuaIIy perfocms The sumula—

" tion 1o defermlne Throughps}, 5|muITane|+y and concurrenCy in mulTn—A P
programmung and muITnprocessnng env:ronmenfs
-.\ ‘ The fifth phase produces management repor'rs at various Ievels
of defall A brlef deSCFIpTIOﬂ of SCERT i's provided by Herman [20]

An excellenT and more complete descrnpfuon of SCERT has been provnded
by Joslin [22]. ,Basical|y the system operafes on a table loekup basis

“to de+epmine inpuf/oufpuf and processin§ times, then simulates the floh
of These'fimingsifhrohgh The specific eodfigurafionr

These generalized simulators are hlghly dependenT on pruor

-exisfence of hardware and software.- |t is dnfflculf to assess the
effecTs of multiprogramming, time sharnng or Termunal operafnons~usnhg
fhese models. From these |llusfraT|ve examples and oTher models

sTudled Three basic Types of models have been |denT|f|ed These are -

event ornenfed models, trace driven models and generallzed models



"

The characferisflcs of These types of mode1s have been. presenfed and

in Chapfer 3 fhese chacacferusflcs are organized and ‘used To classify

jpdels. S h ; ] : :
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CHAPTER 3

CLA§SIFICATION OF MODELS

3.1g'Basic Mode! Structure

'HaV|ng looked at The basic, models, their. feafures can be des—-

AN [y &

cribed |n ferms of the sfruclural and operaflonal characteristie¢s

deflned in Chapler 2. This chapter oulltnesia coverlng sef of charac-

K

ferlsllcs and uses Thls set of characferlsflcs to cIass:fy procedural

o snmulaTors WhaT are fhe structural characlerlsllcs of procedural

~

.. | .o ‘ ‘ _ ‘,-'-”

Je

St

disCreTe.Syslems However, somq models are of fh% conflnuous Type

ey

models?

The flrST Is The way a model changes from slafe To state.

Evenls can take place in a conflnuous manner variables can take on any -

real Value in a prescrlbed ln#Erval or intervals. Systems like thjs are
\ c
& .

called conTlnuous'sysTems - Discrete sysfemsuconlain variables Thal'fake

.

Qn.only particular values;. In'general models of compufer sysfems are

l .
r

’ @

. Many sumulaflon languages exist Tha+ allow the usep/?o program his

model in either a conflnuous or dlscrefe ‘manner. A SUmmaryvof dlscrele

’ - -~ ' . i

sunulaflon languages has been presen+ed by Kay [26] For-a more com-

~plete list of simutation languageS'see-SammeT’[49}. Recehlly‘languages j:

2t

©

and;models have been developed which reflect a'com?ined'confinuous/

discrete approachf One,Sucn example is repcrfed~by‘Relean't47].f

The second refers to the nalure'ln which the output is related
lo the inpul.-lThe output of,a deterministic system can be predlefed
completely if the input and the initial state of the system are known,

s
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whereas in a “stochastic: syslem lf is possnble onLy ¥o pred|c+ The

"

" range within thCh the.output will fall, A model of a compufer sysfemh
is sTochasTuc lnsofar as for a guven work load, configurallonf and- .';
system model, The resulflng computer’ utIlnzaTlon cannof be predlcled
Sfochasllc syslem employ approx:maﬁlons where exacf knowledge is’

’lacklng or itl= deflned They emp loy slallsllcal and/ar random number

generallng Technlques to provnde the element of. randﬂmness wlfhln fhe

model.. - o = ' i l' ‘ L k
. . o cao o ‘ ) ) P e .
~ The third is the me*thod used to drive-the model.. Several '
methods hav§ been oulliﬁed.alreadyn SCERT;'for example, is driven by

©

a lihrary of tapes containing. tablés lha# provlde characlerlsllcs oﬁ::
equlpmenT and, soflware‘ Another popular Tephnlque is to Trace The
flow of a job mix as it is'run on an exusflng sysTem, ele and consoll-
' .dale the Trace data in some way! to descrlbe the characferusfucs of each

- Job lndependenlly of The syslem lhey were run on, and use" this daTa as

-~

N o

input to a model of a sysfem that can - be mod|4|ed a+ wlll _— '\_:
Tlme drlven sysfems refers to Those sysfems Thaf-adyance or-.
progress Through a serles or slales conTrolled by time. Thls Type of

modeA can be subdsv:ded lnTo evenT orlenTed and Tlme sllce models

Even+ orlenfed models proceed from event. to evenT ‘until a prescrlbed

sequence of eVenls is complefed In Tlme sbldg models, he slalus of
S {
the sysTem lS updafed in flxed +|me lncremenfs unlll a predelermlned

'flme has elapsed ' Evenl orlenled models are easier. +o produce buT the

approach may noT be- easuly appllcable o sysfems in whlch evenls may

occur SImuITaneously ’

1

~

The fourlh an lmporfanf factor in The sTrucfure of compuler
sxmulaflon models in- Today S era- of on-11née programmlng, is lhe }'

vl



devélopmehf of an inferaéflve model whlgh allows the model ler to
_ ‘insfa%fane@Usly adjust +he model and perform another snmulaTuon One
mlghf argue ThaT Thls capablll+y can be |nc|uded“or excluded from a
model and is & funcflon'of The implemenTafioh This type of mode |
| adds anoTher dimension To simulation and as such affecfs the design of
_fhﬁ model Facfors that affecT the desugn phase of The model are
»coh5¢¢ered sTrucfural characfer:sflcs.!,Typical interactive simulafion'
languages are OPSfS and lnTerachve SimuLafionvLanugage (ISL).
) There are oTher characteristics of models but these can be

classnfled from a programming -or nmplemenTaflon po:nf of view. These

charaoferlsflcs are called operaflonal characTerlsflcs and they are .

¥

described in the next secT«on; o o K e
3.2‘ lden+ifica+ion of Operafional Ch#racteristics -%g f
Bas:des the sfrucfura[ characferlsflcs which define how a ﬁ%
hmodel IS consfrucfed There are a number of ofherccharacferlsfncs that
can be cons1dered useful/o\ de5|rable in a compuTer snmnlaflon‘model
A:ln This: seé&uon an answer +o The quesf:on, "Whaf‘are ihe features of .
models ThaT are |mplemen+a+|on oriented?" is soughT
. One: of the most tmporTanT operafnonal characfer|s+|cs of.a o

- E

snmulaflon model is Thaf :T be modular in desngh A modular design
© means fhaf the simulation mOdel is broken down lnfo pleces or parTs

that are;funcffonally differeh+ Tha+ |s, each module of the model_
:«performs a dfffe;enf %bncTion Thus approach has The\advanfage of

decenfrallzvng The model| SO Thaf 4t is in a more manageable form. '

,.Modularvfy allows for ease of modlflcafnon. lf dlfferenf operaf:ng

sysTem algornfhms are to be exploréd in a. parflcular model, each




algorithm should form a separate module so that replacement can be
i

. made with minimum reprogramming. Care must be Taken,'however, to

correcfly specify the links between modules and, where hecessary, to.
take into accounT lnTeracflons beTween modules.

All of the models studied employ this concepf to segregafe
the functions of the simulator, to reduce the overal | simulafion_
package inTe manageab le portions, and to proVide fof ease of implemeh—

tation. Most models of conuter systems are divided into at least

three basic *phases, ‘These‘are a job definition phase, a configuration

definition phase, and an operating system phase. .

Parameterization is another important charecferisfip. Com="~

_ puter simulaffon models generaily digesf Vasf quanTiTies of data and

if rlgnd input becomes The rule then The scope of The model is severely
resTrched. Every efforT should be made to specify variables that can
Take on é-wide range of input values as parameters. |In This way the
mode| becomes cons:derably more flexible a!low:ng for the simulation of
g}de var;eTy of. job mixes, for example, or hardware confuguraf?ons

T

Models should be wel | documenfed, a slmple requirement but

\

frequently overlooked or poorly organized. The documentation for a.

mode! should be such that someone with only a general undefefanding of

-computer systems can prepare, make a run, and evaluate the results
. from a run, The best way +o accompllsh Thls obJecTave is to keep the
|npuf required as simple as possnble and to produce clear and concnse

'system performance data. This would depend to some exTenT on-The levef»

1

of detail of a model Detailed models require more sophlsflcafed aqpuf

and as a resulf are more complex.
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The level of detail of a model is'an important itém. Ideally,

a model should be désigned 50'}haf dﬂf?eren% parts ofufhé system caﬁ_be
simulated at differenf Ievglé of_de*a{L, The major problem wah fher.
Iével of. defail istfq deciae jusTvHow much detail is reqﬁired'fo get
aééhfafe.resﬁlfs. Thé'level pf detail méy range from two exfremes;
There.is'fhe micro leQe! éf défail. Simul%fors.can-bé consfrucféd +ha+

)

model system opéFaTions;in minute detail. On the other ttand there is.

the macro level of detail where simplifying assumptions’are used.to
reduce cbmplexify. The-ideallsifuafion is to keep the level of detail

as high as:possible,i+ha+~is, at the macro level. .
:Sysfem pefformance sfétfsfics should be avajlabje<so‘+haf an
"anaiysf.can'deférmine how the simUIaTed sys+eﬁ 6bera+ed; >SysTem per-
formahce:é%éfisfiés sthId.be co;éisé. Thaf is, few ﬁéople like to
analyze'enormous‘qﬁan+i+je§ of data; andisummary reports, indicéfing
the major_pef?ormanée,criferia,-éhoulg-ﬁe ‘the anéiysf's objective when:
fhe oquuTvrepor+s'are désigne&. | |

'

3.3 Classification of Models According to Characteristics,

. ‘
Ln 4;7; section a classification scheme is outlined for pro-
cedural models of computer, systems based ‘on the four fur.damental s+ruc—>

tural characteristics described in Section 3.1. Mé%éls can be classi-

fied, first of all, by model type. They may be event oriented, trace.
y red, Tr

driven, generalized, or time slice models. Time can advance in a model -
4 ) " R 3 i .

L3 . .

continuously or in discrete intervals., Job_generation can be determin-

istic or stochastic. Finally, a model.may be designed to run in a batch

mode or in an on-1!ine mode.
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- The following tree structure can be'used'fo how the relafEOn-

ship between these four items.

" COMPUTER 'SIMULAT1ON MODELS

1. Event-Oriented 6. Discrete o~
2. Time-Slice 7. Defermlnlsftc

3. Trace-Driven : - 8, Stochastic "

4. Generalized 9, On-line

5. 0. Batch

Continuotis ' 10.
Figure 3

Us'ng Thls scheme all 32 dlfferenT combrnaflons of characfer-

1

.isTics ean be descrlbed A sample is shown by fhe double Ilne connec+—

.ing nedes. The type of model represen?ed by The double I|ne IS an even+ B

oorienfed, discrete, stochastic, bafch sysTem Nof all branches are 4

utilized. For example, Trace drlven models are generally dlscre+e,

deTGFMInISTIC, bafch ‘models. AII of The procedural models sfudled can .
S

be classnfled accordlng to Thls scheme. .
N &
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When"combined wifﬁ the opera+ional charac+erisflcs,'fhrs

.

scheme forms a complefe classuflcaflon scheme - for procedural models

The daagram on The prevnous page- shows the relaflonshlp -

. .between proceduraj,models;of computer systems. ThLS strucfure.confaine‘ :

a map of‘fhe majority of precedurar modeWs that were found in The
Ilferafure surveyed IT |s organlzed by year to show The developmenf

of- models and by mpdel type To show The classuflcaflon of moder

In fhe two prev:ous chapfers The fundamen+a| concepfs of com— .

pufer mode | budeing have been presenfed'i In parficular, the scope of

The Thesls was resTrlcfed to dlgcfal procedural models of compufer sys¥

tems. Several models were-reviewed in deTall +o defermlne Thelr sfruc-

ture. From +he data- gafhered deflnlfe sfrucrural characferns*rcs were

s

|denT|f|ed and compufer s:mulaflon models were. class;fled accordlng fo

¢

The\r sTrucTure‘ Other operaflonal characfernsfucs were lsolaTed and

descrtbed IT now. remauns To use +hese sfrucfural and operaflonal

characteristics in +he developmenf of a mefhodology for~b0|ld|ng These .

' Types of models and show how The mefhodology can be applied
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- CHAPTER 4 |

’

 DESCRIPTION OF THE MODEL- METHOBOLOGY.

4,1 lnTroducTion T « )
; . :

In this chapler The model melhodology is presenled A nofa—

B llon for descrlblng prololype JObS lS oulllned in lhe descrlpllon of 2

fJob le generalor A melhod is spec:fled for deflnlng hardware and

="

" an operallng sysfem Cr:lerla, Wthh can be used for the measuremenf

-

' of syslem performance, are dlscussed The melhodology allows an analysl
to: Slmulafe varlous subsysfems at dlfferen+ levels of defall

From the analysrs of model slruclure four baslc and necessary

.parfs<are“deflned These are d Jdb generafor a hardware conflgurallon

an operaflng sysTem, and sysTem p ﬁormance STaTlSTlCS The relallon—va'-

Shlp between These MOdules can be sgen in Flgure 5. ThlS chapfer is .

{,devoled lo The deflnlllon of each of +h secllons with parllcular

aTlenTnon belng pald to +he level of defall T ‘ ;; o -

MODEL METHODOLOGY

o Hardwarei Sy P
Configuration |- =~ - SRR

¢

: .- Job - System. |
~ Generator b Performance ¥
. operaanQ"3;4J ] ;,-" ;
o System- - K ’
Figure 5 .':C:-“ . i
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Amodule fo provude a meanxngful analySls of sysfem performance

8
The Job genergtor prepares a job mix fhaf is to be run

agalnsf a parflcular hardware conflguraflon as defuned by fhe hardware
/

R

conflgurafuon module The Jobmix-is processed on fhe specnfled hard-
. - ware accordlng to the operaflng system descrlbed by fhe operaflng sys-‘ T

'fem module Resulfs are gafhered and reduced by fhe sysfem performance‘o

[

4.2 Job Generafioh

A maJor problem that musf be dealf wrfh in any compufer snmu—
lation model Is fhe represenfaflon of fhe work load or Job mix. Many
arflcles have been - wrlffen on fhls subJecf but no. saflsfacfory soluflon

has been puf forfh However, a number of approaches have proven worfh-

while and slnce fhese approaches are lnferesflng and ‘do reflecf dlfferj'

'enf lnnes of - affack on the problem, some of. fhem are dlSCUSSGd below

Lucas [29] presenfed a defvnlflve arflcle on performance eval-

uaflon and monlforlng ln that arflcle he recommends fhaf prlmarlly for

v

1'fhe evaluaflon and Selecflon of new compufer sysfems, the synfheflc pro—_go
.gram is fhe mosf affracflve fechnlque from fhe pounf of. vnew of cosf and

.-4capabll|fy Each synfheflc program would consist of a serles,of modules _

’ 'fhaf comblnevfo'form‘a program5 A number.ofvfhesesprograms would'be

‘produced in'a representative mix.

‘Klmblefon [27] SfreSSes‘fhe use of hardWare andvsdffware‘moni—

V3V fors as a means for measurlng fhe effecfs of the Job sfream upon a glven‘

i

compufer sysfem Thls fechnlque reqU|res an exnsflng sysTem and fhe

:”subsequenf analysus of frace dafa fo defermlne job characfertsflcs is

' dlfflCUlT Dafa derlved from monlfors is mos+t useful in lmprOV|ng per—'

formance by allownng sxgnlflcanf conflguraflon lmprovemenfs and by

\



,{ that manage resourCes,lThe JOb characTerrsTncs should prov:de a reason-

optimizing frequently used software.

Bard [3] descrlbes a sysfem of job generaflon usung ‘'synthetic
'benchmarks A set of representative jobs is sef up whose characferls—
.TICS are readlly altered by snmple adjustments To paramefers :The--
| Technlque is mosf useful for analyzing new sysTems and can be used to
"evaluafe changes to exlsflng susfems provided . the benchmarks are run
before. and affer the change - |

One of the mosT aggravaflng problems .s°5+ -what level of
deTall should the JObS be represenfed A wide range of deTail can be
‘used to describe any parflcular job. The full’ deTall in Terms of The
number and lypes of machlne language |nsTrucT|ons can be speclfled
.“Thls is The micro Ievel of detail. On the oTher hand Job- specnflcaflons
can. be descrlbed in a hlghry parameTrlc and stochastic fashlon Thls J
is the macro level of detail.’ Tradi offs have ‘lo be made in any snmu—”-
laflon befween the accuracy obTalned aT the micro level of deTall and
- The ease and speed wnTh which JObS can be des ribed and mOdlerd at The
macro level of defall Slnce the snmulaflon efforT IS dlrecTed at
. esfablrshlng +rends, galnlng |nS|ghTs, efc., raTher Than exacf“ph&dlc-'g

tion, the represenfallon of the: JOb mix in. The meThodology Tends foward - v

The macro level of delall o ]

Rafher Than Trylng fo develop job. mlxes that wull provsde

vguudlng prxncnples for the synthesis of conflguraflons or sTraTegles

ably accuraTe represenfaflon of program rates and volumes - The resulfs
from fhe simulation model. itself should ‘determine The former
Three quesflons musf be answered about jobs. WhaT'paramefers' 5 - -

'should be used To characTerlze a Jjob? AWhaT'values should be assigned

|
l\ -




to These parameters in order to duplicate effecflvely the Job mix Thaf
is to be modelled? What is the dlslr«bullon of arrival times of the
various Jobs? The cho:ce of parameters is to some extent depbndenl upon
_The obJecflves of The snmulallon, bt a basnc set of paramefers can be V
defined. Th‘es_e, are defined below:.

1. - Job Identification

2. ‘lnpuT Function )

3. Compute o

4. OQutput Funcmlon

"5. Size N a | - o k.
‘Job |denTlf|caTlon simply refers lo some- melhod of Iabelllng
Jobe. -lnpuT funcflon refers to the lnpuf that Takes place in a program
or Job. Slmllarly lhe oufpuT funcflon refers to JOb oquuT CompuTe
defines what compuTaTlon has to be carried ouT by lhe program, §T}e
'descrlbes Tne amount of memory occupled by lhe program An example ls -
shown below | : -
S ' : .

#1150 INPUT - 10,000 COMPUTE. 100 OUTPUT 4K -
Thls represenfallon descrlbes a very sumple Job Thaf lnpuTs 50 records,
performs calculaflons supposedly on the input Thal account for 10, OOO
hcompufaflonal unlls and outputs lOO records. The program Takes up 4 OOO
memory locaflons NoTe that no specnflc 1/0 devuces are assumed and’ no
-'parllcular flme has been assumed for a compute unlf or l/O unlf In a
s:mple env:rohmenf it does descrlbe the Job well, and In conJuncflon .
WITh The approprlale hardware and operallng system specifications, it
can be used in a sumulaTJon Unforlunafely, +oday 5 compufer sysfem lS'

not as” s;mple and other paramefers and a. more compllcafed Job sfruclure

S need 1o be - added to adequafely descrxbe JObS Thaf run in such complex
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environmenls. However, the fundamental structure of this unit will

remain the same. The remalning discussion deals with representing

(Y

more complex jobs using this structure.

_ F|le |npu+/oufpu+ (1/0) is represenled by speC|fylng the
déVlce followed by the word "INPUT" or "OUTPUT". Words such as "READER"
and "PRINTER" can be used where there is no ambiguity with respect to
input or oulpot,‘l | .

A ‘ Anolhef characteristic ié»require&'lo deecrlbe on-line jobs.
Théticharacferisflc is.user think time, where user Tﬁlnk time is defined
as the +loe-spenl while the user +ypee in informefion, receives informa=
Tion,-fhlnks;,elc. . Boies [5] has complled excellehf sletielics-on,lhls_'
‘subject. |
To allow the simulation of‘joof\Fun_ln,é virtual memory envir-
»ohmenl (regardless of how the virtual memory is}implemenfed)'a charac-
'+eris+lc which has'beeo called a page-laulf ls-req@ired; One more
chafacfekisllc'is required to allow for Thehmanioulalionvof Yiles, in
parflcular, long Termfsforage_flles.llThe,file command allowe the s.imu-
lation of evenls eoch as file create, file desTrdy, etc. . Thls fécllilr :
| is inlended'foldesoribellhe sifUaflons where é user pfogram manipulafes
| files. It ie-nofﬁlnfended to represenf syslem file héndling. For-
example, the crealion‘and deelrocllon of Spooling files. TheSe Two,‘.
,characlerlsllcs can be groupeé under one event or +ype of |nterrupf
‘which is called a memory |q+errupl. This new set of characferlsllcs is
. shown belonn | |
1.' Job Idenfificaflona
'2, Compufe Funcflon

. 3. Flle l/O (Dlsk lnpuT Tape Oufpul Terminal lnpul eTc )



& o
‘ ;”)
4. Think Tnme : ' «
| _5; Memory InTerrupf (Page Input, Page Oquuf File Creafe,
. File DesTroy, etc.)- ' ~ '

6. s.ze'

This set of characfernsf.cs aIIows an analys+ fo specafy
almost any type of JOb. Indeed, if for some reason ofher characteris-
TICS -are required to descrlbe a job +hey can be easaly added To this
fundamental set. One such characteristic mlghT be a profecflon faulf
+o simulate memory references to unaufhorlzed areas by user programs

With Thls sef of characterssflcs how is a complefe program
represenfed? Slnce programs are complex and composed of many separaTe
steps, the concepf of phases wnThun programs or Jobs is |n+roduced A' ‘
-program may consnsf of one or more phases The eXample'used before to "
.descrlbe a 5|mp!e nnpuf/comp fe/oufpuT job was a one phase progrgﬁ The
nexf example represenTs a batch FORTRAN compnle |

#1 100 (5 'READER; 15 OOO COMPUTE 10 PRINTER PUNCH)

This describes a compfeTe program that c0nsisfs of‘four Opera-
Tions. Operaflon 1 represenfs readxng the deck OperaT:on 2 represenTs -
fhe computation performed‘dur:ng compllaflon, and Operaflons g and 4
' represent the I|s+|ng of the source deck and +the punchlng of an obJecf
. program The numbers precedlng gach operaflon represen+ the number of

-repeflflohs of that operaflon. The number precedlng The phase repre— .-_»-
'senfs The number of~repef1t&ons of fhe phase.f For example, ThIS‘prOf .
 gram consists of 1 phase repeafed TOO,fimes;
| Theiconsfrucfion of"mheﬁjob is operafing s;sfem independent.
‘ This means_fhaf functions, such-as spooifng,,are part of the operafing

system and jobs need not be described .according to the naTUre‘oflfhe



o.

- 'A job consists of a number Qf-nhases.

I &

' onera#ing sysiem. Flles for spooling would be automatically assngned

by the opera+lng sysfem model if. spoolrng was in |n+egral part of fhe

operaflng system, A +erm:nal/flle edlf type of job is shown next.
N

#2005 (TERMINAL INPUT; 10 COMPUTE; TERMINAL OUTPUT)"
.o ,\ﬂsL”TEERMINAL INPUT; 20 COMPUTE; TERMINAL OUTPUT) - -

25 (TERMINAL .INPUT; 10 COMPUTE; DISK OUTRUT; 10 THINK

- TIME)
(TERMINAL WNPUT; 100 COMPUTE; 10 TERMINAL'OUTPUT)‘

Y

25K ]

Phase 1 is7+he signon, Phase 2 is actlivating fhe'file, Phase

3 |s updaflng The flle, and Phase 4 IS the s:gnoff The.pro%ram size

s 25 000 memory locaflons

#3 1000 (10, OOO COMPUTE TAPE OUTPUT PAGE INPUT)
' | 1oo (OUTPUT; 500 COMPUTE) 10K |
"Heére we have a job wnTh a heavy compufaflonal Ioad and littie -

1/0. A page fault has been. |ncluded To show how that characferlsfic

is used. A formal nofafuon has been deflned for descrlbtng JObS b/ﬁnfn

operaflon is défined as: _l ‘ ‘

st
J 20

”Rioi wherefRL is the numbeﬁ of repefifions of.operafion'i°
and O is The lfh operaTnon wnfhln a phase

A phase (P ) consnsfs of a -number of operaflons

o _'Pi = (R O], 5 2, e e R O ) ‘.' nzt. |

A’ phase may be repeafed several times. " This is indicated byya phase

e

repef:fnon number, PRi" R oy

Py = PRURIO; RYO,; . . 2 RO

21

gl.i =.P1.P2'_'-""."' P‘n’ . n=21

t



model led,

o

Using lhls nolaflon an analysT can describe The Job mix to be

Two ponnls are worth sfresslng agaln. Théy are:

5

The Job characferlsllcs are flexible. Tha+ is, There ls

"no need +o be resfrlcfed To The set used.ln The examples

| provaded - ‘ : .

The description of'a‘complele,program'can be dore in as

/.

- much detail as desired Each separafe parf of a program
:can be descrlbed as a phase, or a program can be repre—'

senled at The macro level of defall synmly by one phase

" The sfruclure descrlbed above dela«ls whaT happens in apro-

5

gram but no menflon has been made yef of when evenf happen Quesflon

Two was, "WhaT values should be assagq:? to lhese paramelers’"' There -

are Three basnc ways in thCh values can be aflached +o each opera+|0n.

o

The values may be. fixed, selecfed from approprlafe dlSTFIbUTIOnS,_

calculaled from hardware/soflware characferlslncs,‘or some comblnallon

0

' of all Three may be: used . For. example, the basic "COMPUTE" unit could:

be fixed at 10 mxcroseconds "THINK TIME" could be derived from a

v

sfallsfacal drsTrlbuT|0n, and flle l/O mvgh+ be a combanallon of Tlmrngs

lngs for dlfferenf Jobs.

leed UanS lead lo deTelenISTlC ({or seml-delermunlsflc) flm-‘
S a much. grealer varrabnllfy ln JOb behaV|our

A+ ThlS pOInl lsolafed JObS have been descrlbed To prcperly_f“

Thal +ake into account deV|ce lransfer raTes, access +|mes, and an

esflmale of soflware overhead Tlme

to choose whaTever approach besf descrlbes lhe system he IS modelllng

develop a JOb mix for a ssmulallon, iT)lS necessary fo conslrucl a sef

o

The use of slochasflc paramefers would provnde

The analysT though is free;.‘
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u \

‘iof proToTwpe jobs (or lasks) that would be representative of the work

load to be model léd. Thi's is accomptishet by selecting a set of proTo—

1

o |
fype JObS and describing them in the: nofallon Just outlined. - Note that

prololype JObS need only be descrlbed once Varlable Job mixes are. S

-obtained by selecllng dlfferenl prololypes and by changlng Job arrlval Vo

t8

‘,llmes.- Once a se+ of profolype JObS has been set up iT merely remains

o

to défine the arrlval Tlme by a suulable slallsllcal -distribdtion to

v

answer Quesllon Three, "How %whe arrlval Tlme of a JOb specified?"
. g .s.

E@plrlcél dISTrIbuTlOHS should be used to deéscribe inter-
CA arrlval Tlmes Polsson and exponenllal distributions have been used in

some models, however,‘mosl compufer syslems are subJecf lo busy and

- slow perlods bofh in the short Term and long Term, Emplrlcal densjlles

o
. . ) .7 (e,
are requnred To mafch such pé*lerns ‘ . ) o S :
Process:ng programs can’ be lelded lnlo Three main Types
;'They are language processors, UTlllTleS, and user programs .The

analyst, by analyzlng how’each Type works can descrlbe all Three e

dlfferenf Types usung ThlS nofallon The prololype jobs can be con-

' Trolle pand mannpulafed to: "fune -up" The JOb mix To match The actual

work load on.an exisling Syslem A job. mlx for a hypolhellcal machlne

i T

LI fel P ¢ :
—

can be set up based on expecled work loads 'ln ‘'short The approach is

/

exlremely fleX|ble and relaflvely easy to use.
. .;1\'-/ .
' %

»
. . o

4.3 Hardware Confﬁgdraflon

Y.
-

The second parT of descrlblng a computer sumulaflon model

'lnvolves the represenlalxon<of;£he hardware Consnderaflon has To be

}/ven again to Th&tﬁlremen'l Th%*% w

ec n lgurallon be easy’
5
| . .4 W‘ : .'
" to modify. With. ThlS requsremenf in. mlnd it l 5 PO ary to inmtrpduce
/_. LA ) . : ; § ‘1 ua Nl‘

e 2 Fan R fas
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The concepf of a devnce descrcpflon A device descrlpflon con5|s+s of
a, set. of paramefers that cdmplefely describe The device. In mueh the
‘same way that a"seT of parameters was used to descrtbe Job characteris-
'Tlcs SO hardware characfernsf;cs can be descrnbed by a seT of appro—
prlaTe paramerers For ||lusTraT|ve pu( oses the example shown below
is based on the* iHW’BéO archlfecfure B:;Td;;\}epresenf;ng the acTual.\
" physical "aspects of the device the relationship between devices must

be specified. . For example on The IBM 360 the hardware descr4pT|ons

-musf specify WhICh devices are connected To which channels. A set of

hardware charactéristics for a:magnefic disk might be: & .
1. Devide name - _— Disk " |
2. Quantity ' - 2 |
f'j. Gapacity ' :-iOOM characters -
‘4. !Rafes, Transfen'. | ' 312K characfers/Second
. average seék +ime 65 mfllfseconds
‘ roTaTional daja&} ‘".25 milliseconds
5. Channel connecfion 4.‘ 3 |

The defall specified is again very filexible and can be alTered, q

» to sunf The requured level of defall of the model. . A comple#e system
is oufllned in Tablg 1. Thvsyspecificafion is called a hérdware des-

crlthon.-

e~

<

-



TABLE 1

HARDWARE.CHARACTE@ISTICS4

Device Name Quenfify Capacity ~ Channer Hardware Rates
CPU- " ey iistruct ions/second
CORE 1a 256K © . 500 nsec. cycie time

'Pege swap-fiMe = 8 ms.

SEL. CHANNEL ™ 2 8 CNTRL. UNITS | - }‘;M characfers/second
| MUL. CHANNEL 1 4 ONTRL. UNITS o 110K characfers/second
CNTRL. UNITS 7 16 deuices_ . | same as channel
DRUMj. '..i 1 4M.characfers}u;' ;1 '; 1.2M characfers/second_
| | | 17 ms.~access.fjme '
DISk 2 100M characters = 2 ‘ 312K:charecfers/second"
. 90 ms. access Tioev
MAG. TAPE - 2 - o - : 3 60K cparacfers/second_
READER ' . 2 : - 5 600" cards/minute
- PRINTER. | 2 - : 3 1200 Iines/minute
PUNCH S 3 300 cards/minute
TéRMjNALS' 22 ) - . : "3 o 22ucharacfers/second:‘

The analysf must be exfreme!y careful to enfer‘reallsftc flo—
ures. ThaT xs The snmulaflon musf represen+ The sysTem as it acfuaII;
funcTuons, noT as it ns supposed to function. Most snmulafuon model s
pay very fittle aTTen*aon to hardware cHaracTerlsflcs WI+h ThlS |
'mefhod an - unllmI;ed number of dev:ces can be descr:bed and .each’ dev:ce
can be characfer:zed by several paramefers In o+her words, some of

the emphasis- Thaf ofher meThods of s;mularfon place on the operaflng

system, by lncludlng such devnce characTerss*ncs in The operaflng



susfem i's removed in this meThodology and elevaTed To a separafe
-funcllon of its own. . | | o

, The hardware rates descrlbed in The devoce descr|p+xon can ; '
then be used by The mode of The operalln\\SysTem lo determine times
.'for compufafnon, flle l/O, page faults, e+c. ' d‘ ' _')

3

4.4 QperafinqkSysTem

Perhaps the. mosl complicated and most analyzed part of a
co;:ufer syslem lS the operaflng sysfem Much\research has been done
on memory managemenf, resource allocaflon, concurrenf processnng, andn
o+her facefs of operaflng sysfems lf is useful +o trace the develop-
‘i'menl of- operaflng sysfems brlefly To obTatn some .idea of Thelr basuc
slrucfure ln general, computing. sysfems have been used in a tasic pro—
grammlng envnronmenf wxlh -an operallng sys+em and VTa’remoTe compullng
 facilities. Basxc programmlng |nvorved runnlng each program step- sep—.
A arafely, mosfly as a resulf of |nadequa}e‘§+orage
- To- ellmlnale +the manual lnlervenflon and To“aulomale the pro-

,cess of runnrng a job, a compufer program (or _set of programs) was

urlffen. This program or sel of programs came to be known as the .

.operallng syslem “The sTeps presenf ln The pre:1ous'§ﬁV1ronmen+ also
existed ln the operallng systems but They were monitored. now . by The

systeém itself. This characlerlsllc allowed Jobs +o be subm|++ed in
baTches snnce the transition from Job to Job was aufomafed Ti*\/;

AT " The use of The data channel or separaTe I/O processor changed
Thlngs dramaflcally Most s:gnnflcanfly it opened up The area of l/O -
compufe overlap and research‘was begun +o explore ways to puT Thls

.feafure to effncnenl USe f@is research lead ¢o The developmenf of
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operafing sysfems fhaT were the forerunners of today's systems, "SinCe
’These sysTems Tended +o be I/O bound the extra CPU time availab]e

could be used to run ofher JObS in the sysfem. Consequenfly concepts
A |

such as mulflprogrammlng, where more than- one. program re5|des 1n main.

memory, and +|me sharlng, where +he CPU is SW|Tched rapldly from one

JOb to anoTher, were 1nTroduced These capabslnTles fed rapldly to The-
" use of Terminals and. remofe compufung

| aTo provide These serV|ces The opera+lng sysTem is usually
d|V|ded |n+o several separafe and distinct areas with d:fferenf
functions. From a rev:ew of- operafing systems, four maJor units can be

Q/

ndenflfled and for fhe purposes of this mefhodology, fhe Operafnng
. 2l . .
sysfem has been dlv1ded lnfo These four major cafegorles. They are: =

]:ezdobAlntflafor and Confrol‘ .
-2; dMemory Mahagemeh# Scheme
3. ~Scheﬂulrng Routine
ndl Alhpr/OUTDU+ Processor
ln +he nexT few pages. The basic. funcflon of each of These

. «
unlfs will be descrxbed .T is necessary To remember, however ThaT

the acfual deflnrflon of whaT each of 1hese rouflnes does depends on

the Type of operadlng sysTem belng modelled ThaT |s, when specu§y|ng‘
each of these four parTs, fhey should reflecT the characferlsfrcs and
sfrucfure of The sys+em belng mode#{ed« The Ievel of de+a|I |s;1|m1+ed .

: only by fhe consfralnfs of the analysf Thé deScr|p+|On‘of The'l/o

e -

processor, for example,'can be at euTher the micro or macro level of.
. & o .

.'de+a1l,*



4.4.1 Job Initiator . and Conrol

‘ The basic funcflons of fhe Job lnlflafor and confrol routine

are to defermlne when each ng ls to sfarf from sfaflsflcs provlded

abouf JOb arrlval times and fo lnlflafe execuflon of that job,

| lnlflaflon of execufnon generally Involves loadlng a program

lnfo main memory or queuelng fhe program if memory is nof avallable |
A

| -Once a program is loaded confrol can be passed fo the flrsf operaflon

of -Fhe Job and the job . beglns its execuflon ,ln addlflon fo lnlflaflng

a. uob fhls rouflne also has the responsnblllfy of seelng fhaf confrol o

passes smoofhly from onhe JOb to the' next. When A new’ JOb arrlves af
fhe sysfem fhls rouflne accepfs fhe JOb and enfers lf lnfo the maln
sfream of processnng v Af fhe compleflon of a Job fhls routine per-
. forms fhe necessary sfeps fo complefe fhe JOb and pass confrol fo‘

anofher JOb

"4.4.2 _Memory'Managemenf‘Scheme[g~

- The memory managemenf scheme can be lelded lnfo managemenf
'of shorf ferm storage and long ferm sforage Shorf ferm sforage refers

.fo fhe sforage anOIVed in processnng Jobs, that lS, main memOry, pag—'

50

-lng drums, paglng dISkS, efc._ Long ferm sforage refers to that sforage -

area allocafed fo data flles, program modules, efc s fhaf are refalned o

v.pasf the compleflon of a JOb The analysf has fhe responsublllfy fo

descrlbe fhe memory managemenf scheme aocordlng fo how - fhe operaflng

‘sysfem acfually performs The memory managemenf scheme usually fakes :.

_fhe form of an algorlfhm fhaf seeks fo make the mosf efflclenf use of
fhe sforage of fhe compufer , Typlcal funcflons performed by fhe scheme

are;



Sl Loadingsprograms, o
) \ . g : A' ) . [ ‘ |

2.I1ProCesslng~page faulls_

3, 'Unloadlnghprograms" }
Q.H\Assignmenf and conlrol of long term sforage
5, ‘Spoollng file. allocaflon

d'6{ Malnlenance of calalogs (for example, for dala flles)

(*
4

reflect the type of lmplemenlaflon

4 4, 3 Schedullnq Roullne

N
Al

The. schedullng mode!| delermrnes whlch JOb <can nexr be sub-' |

\

‘mllled to The cenTral processnng un|+ Suff:cuenl memory mis+t be

_ already avallable and the JOb should have been loaded bef@re CPU cyclesv RS

‘can be allolled to it; | Therefore lhe memory managemenl model must: be
lnvoked before lhe schedullng model Once memory has been allocafed
fhe schedullng mode! allocafes lhe CPU to lhe JOb until, some event
' Takes place that causes fhe CPU To half These even;s are- called
interrupts, There are - several Types. . N |
| J. ,Memory _
2, Input/Output |
- 3, .éha of‘Compufe; ; R jv " ,’;,-
L éll Prolecllonv | | -

5; Erro'r - ) ' - ’, ._ o

© .6, rnlerrupfs by H:gher Prlorlly Programs o '},_.-

%
When one of These lnlerrupls occurs The Job is "remoyed"
from the CPU ‘and conlrol is passed +o an approprlale rouTlne To handle

The parllcular lnlerrupf Thal has occurred The CPU IS generalTy

-~

ln a paged envnronmenf the memory managemenf scheme musf also

,5]



swn+ched to anofher Job ralher Than belng lefl idle. The manner |n..

' whnch +he CPU is sw:fched +o anolher Job is delermlned by The schedul—

“ing algorlfhm

4,4,4 lnpuT/Oquuf Processor'
. Vs N . .
The lnpuf/oquuT processor ba5|cally communlcafes lnfonmaTlOn

To and. from +he oufs;de world and belween devlces The lnpul/oulpuf

'processor handles all of The lnformallon Thal passes beTween +he user

©and, The compuler One subroutine should eX|sT for each lype of I/O

.operation, ln a bafch mode,,where l/O is. spooled there should be a

, roullne Thaf processes Spooled lnpu+ and oufpul lnpuf/oufpuf rouflnes .

should exus+ for. dlsk drum, magnellc Tape dev:ces | Unit record eqU|p-

mehT, such as. a card reader or Ilne prlnfer, should have separafe I/O

=
rouflnes. In general, one can . say Thal each- roullne should sumulafe

“how ‘long the device takes for I/O The 1/0 processor handles all fnle‘

t/0 and spoollng l/O It should not handle paglng l/O The l/O pro—

cessor ls also responsnble for delerminlng Pt deV|ces such as dnsk and

B
-

‘.drums haye avallable space or.are busy, lfhno space is avanlable or,
ilhe deylce is busy, The 1/0 requesl can be queued to be processed |
-laler. Malnlenance of the - SpeCIflC devtce queues is also The respon- :
' subtllly of *hls rouflne. E

. Mosf operaflng sysfems are |n+errupl—dr|ven : Thal |s, +he

syslem conTlnues processnng unfll some, evenT fakes place that requnres

~+he a++en$|on of _the CPU The CPU . processes the. even+ and Then returns’

lo The onjglnal (or anolher) Job to’ conlnnue proceSS|ng lf When an

lnlerrupl oceurs control is passed to a rouflne To process The

: filn+errup+ These lnTerrupfs are Termed bardware snferrupfs in fhaf

52



they are fnifiafed from a hardware‘deyice. They may be from an 1/0
‘ device,,fhe CPU, an‘efecfroniC‘devlce such as a jimer or'clock,lor
* from the system corsole. Anofher sef of inferrupfs‘can be defined as

_ sof#waremjnfernupfs, These are +ypncal!y from machine ;nsTruchons

They lnclude |n+errupfs such as protection faulfs and error faulfs,
)

efc. The opera+|ng system's funcflon is basically o respond to These

'4nferrust by :denfnfylng Them as to type and by lnlfsafing approprlaTe

rou+|nes To process The lnTerrupfs In so doung, The operaflng sysfem

'mannfanns control over. The whole system, Generally, These rou+|nes, OF“,

‘, a fundamen+al set of these routines, will reSIde permanenfly in maln
memory and are not dlrecfly acceSSIblelfo the user |

ff is on fhis basns Thaf +he par+s of The me+hodology are
connecfed Chapfer 5 dlscusses +he nmplemenTaT:on of The mefhodology,
.but flrsf itois necessary to complefe the dnscussxon ofscompu+er sys—

+ems by examlnnng measures of sysfem performance

/
Sysfem performance ts a large enough fleld for a separafe .

. : ' L ’ .
4,5 _ystem Performance

sfudy of nTs own, however for The purposes of mhe meThodology sysfem
Aperformance refers to’ measures or srafisflcs of The way The slmulaTed
system performs The performance of The sysfem can be lelded into

fhreeiraTher-broad areas.- These are sysfem resaurce UT!IIZ&TIOH, JOb

performance, and queue sfaflsflcs

The sysTem resources can be ca+egor|zed in many’ ways A use- -
ful way To examlne sysTem resources is by separaflng hardware and soff—»

ware resourceghand then deflnnng prlmary and secondary resources W|+h|n

: each cafegory. The fOIIOW|ng dségram is helpful in esTabllshlng The

) relaflonship befween These dlfferenf Categories.

53
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. RESOURCES

" Primary - ) CPU, Memory Master Control
S . e B Program. .
, A \ ,
. : : . \
--Secondary ' Disk, Drum, Tape - S <
o | Unit Record Equip- Languageiﬁrocessors,
menT Termlnals, Utilities, etc. -
. efc ' ' ' -
Hardware . Software
Figure 6.

Ufilizafion'can be recorded forveach device or programs‘ The
number of reads, wr|+es,1+he number of pages read, written,- eTc , can i1
all be recorded for each device.  The analysT 's free To deflne whaf-

'ever performance characferlsflcs‘he desures More complefe and defaxied
s+a+|s+|¢s are requured for The prlmary hardware resources : For The
CPU data such as_ execuflon Tlme, overhead idle +|me and Tofal§avall—
able CPU +|me can be recorded To glve some |dea of how The CPU is per—.

’.formlng. Paglng dafa is very lmporfanf and records should be kept of

the Tofal number of pages used the number of pages read +he number of
pages. written, -etc. On the soffware side the con+rol program has been’
included_as a primary resource s?nce-if provides é confrol'func+ion

However, Tlme spenT in this mode of operafuon is Tmme that is not avall—'
able for the users Therefore fhe uTulnzaTnon of +h|s resource mus+ bej

pmeasured w:fh respec+ To how we!l it performs. ITS funcfion 'ThaT is,

the more CPU cycles the operaTnng sysfem can dellver +o The user and

- ostitl prov:de The requnred servxces *the more*valuable that operating.



sysfem.is .Usagefof language processors:and utility programs can be
recorded by counllng the number of times each process is used More'.
sophislicaled dala'can be collected. For example, the CPU. Tlme used by
“each process could be recorded.

Some measures refer +o The performance of the system as a
whole It is useful to obTaln some lnformallon about how the complele
system is workung In an on—Iine envnronmen+ response t+ime Could be.

" used. Throughpuf or lhe number of jobs processed per unll of llme is
'anofher useful measure - |

| | The second area of concern is the monnTorlng of job’perform-
ance,:VJusf as the sysfem has useful measures, soO do lndiVldual Jjobs
Job performance characferislics.include data perfaining fo:' |

1. -Memory used

N 2. CPU.time used
3. Time in dueues o L .
4. Turnaround llme .x. | o - ’%ﬁj* |
5. Quanllfw of 1/0 \\ s '

6. Paging sTaTisTlcs‘if\appllcable

7. Cast

. N ‘
The Thlrd area in- whlch records and data- should be collected

mls in the area of queues Most hardware devnces have queues assocnafed
-wnTh Them o) Tha+ lf a devnce is busy when a requesT for fha+ dev1ce |s
made, the reques+ can be placed ina queue for—subsequen+ processnng

.Slaflsflcs on fhese queues ‘can lead to the |denl|f|cal|on of boTTle:
necks Dala should‘be recorded on queues for all hardware deV|ces

-'. including. Termlnals, unnT record equ1pmen€ dlsks, tapes, drums, cenTraI

proceSS|ng un|+ and main memory of parflcular lnferesl nn a paged

& .
W
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environment would be the collection of data .on The page queues
In summart-y, sysTem performance can be measured by recordlng
data on The h+|||za+10n of resources, performance characferlstocs of.

N
‘ lndIV|dual JObS and devnce queues Measures of fhese ITems mus+ be'

‘rncorporafed in a model from fhe deS|gn phase and ‘not added as an affer—

v,‘oughfh They must form an nnfegral par+ of the fofal model mefhodol- ’

ogy él | ‘ 1

Aph . The I|s+ below can be used as a. guade for The < &”T:Jc+ion of.

Ll

. a model, I+ covers The baslc sfeps fhaf are necessary to DUIld & pro-

*

cedural SlmUIdTOF W|+hln The confines of The meThodology.
¢ ' f.,AModel Concepfualnzaf:on - FormulaTe concepfs for a job .
5m|x, hardware confngurafion, operaf:ng sysfem, perform—
ance sfaflsfvcs, validation procedures and experlmenfs
fo be conducfed | |
2, Apply MeThodology' _
o 2.1 Opera?ung Sysfem - Skefch The flow of Jjobs Through
the sysfem Deflne the :nferrupfs and the pro-
cessnng requsred ‘for each :nferrupfa .
2.2 ﬁJob Mix - AnswerAThe Three basic quesflonsiregard;f

"ing characferlzafyon of JObS

B 2.3 Hardware - Decide‘whaf characreriStics‘are'fobbe‘

a

lpSed for eacnrdeuice. “Set up‘a'device]deSchpfion -
.for each devfce;» | ”
2.4 SYsTem Performance vaefineifhe measures of éysfem.
?.ia ; i'_;l. o ,Vperformance +ha+'are'required " | |
| | '2;5 Consfrucflon - 8uald compu+er programs To represen+

The model



. 'have been obtained.

2, 6 Validation =~ Verlfy +he ‘mode according to the pro-

cedure outlined in step 1,

w

Experimentation- - Set up and conduct experlmenfs. Eval-

uate: resulfs.

Cycle Through sfeps f’and 3 unTII saflsfacfory requTs

\

N
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CHAPTER 5 v '

' IMPLEMENTATION_AND_VALIDATION

5.],.Jmplemen+a+ion

-

So far the dlscussson has cenfered arOUnd The four maJor

»

v._c0n5+n+uen+s of a compufer 5|mula+|on model However, +o comp1e+e
“the' mefhodology |+ is neceesary to outline how +he four‘modules ane

*-relafed Thxs chapfer descrlbes The xmplemenfa#non of The meThodology
and goes on to define a formal val:daflon procedure thCh ~can be used

for procedural m@dels of compufer sysfems

The lmplemen*afnon of The model me*hodtd;@y is. based on an' ;

evenT ornenfed procedural sumulafor The flqw d.agram on fhe followung .

© pages illusTraTes The~way fhe meThodolo@y is +o be lmplemen+ed

8651cally evenfs are. generafed by The JOb genera#or from The

-

: JOb descrlpflons These evenfs are enTered lnfo a chronologlcally

0 g . . \»‘

sorfed event IusT : Thls means +he even+ at the” Top .of the l|s+ is "~

.always the next event to occur. EvenTs.cons:s+ of |n+errust. A Typf— et
o o I a

cal ‘set of lnTerrust st llsfed below - _ § .
1, End of program nnferrqpfu e . ",, "

2. End of time slice

cr )

3, Paging fadlf'

4;"Spool|ng 1/0

5. Flle,l/O ; @; . g

6. ,PrOTecTion
". 7. Error? . - R -

8. ‘Interrupt by‘aVhigher'priorify'program

- 88
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. .':D LT 6

- . >
Each 1n+errup+ has assocuafed wufh IT a rou+ine that pro—r

cesses fhaf Type of ‘in- . :rrupt. One oTher event s cncluded in the
. evenf lls+ that |s fhe "COMPUTE" event, This evenf represents prof
T cessing by @e CPU | . : | |
' Th bastc cycle for processnng evenfs is as follows
1. Advance time To next evenT li.e. event at top of |}§+)
‘2. Processlfhls event

“
&

3. Sequence fhe nexT evenf for Thls job

‘

e Process;ng canflnues unTol all vThe |nferrup+s for a particu-
()’ 8 ) . o
3ar JOb have been complefed Then ThaT JOb 15 removed from The system. \

Jobs are |n|+|aﬁed by the JOb ln|+|aflon rouTnne ’This routine basic-
. I ' ¥

ally loads the job and sequences the first even+ R

‘A JOb can Take on any one of Three sTaTes acflve, blockedq "
and ready or wanTzng An acTnve JOb is belng processed by The com—
puTer. A blocked JOb is awalflng CPU. +:me buf Cannof proceed because

an |nTerrupT is being processed A ready JOb is awalflng CPU time wnTh
no’ |n+errupT pendnng, Thatrls, The CPU.is already busy By_Tracung The,
s+a?bs¢3f each JOb JOb perfor@ance s+a+|s+|cs can -be gafheredfﬂ Byh

recordnng The Tlme each devace is ln use” deV|ce uTiJizafion can be

pl

) A

s e e

'_ calculated.

s o IT :s pois;b?e to have two or more evenfs schedwied to occur

RCORREET

at The same flme bn sucgh a suTuaflon rules have To be specnfled fo

-

,process fhese simultaneous events.- Where The sumulfaneous gevents refer a

. to: dlfferen+ deVIces, egch evenT can Be proceSSed since The operaTnon of

devnces |s lndependehT However lf The BIMﬁTTaneous events refer To

" the same: dev:ce, fhe an Iysf has To model fhe way«;n whith the sysfem !

under s+udy handles Th: case.

3

I

/
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al of time and space oh the

Ra‘lher Than spend a grea{a‘

“actual lmplemenlallon, whlch ﬁsé% , gramming prablem, it is more

l N 4"

lmporlanl +o~eslabllshlfhe.v V of the melhodology The next sec-

: Tlon outlines validation procedures and proposes a formal valldaflon

o,
N

'leohnlque o C ) S A

5.2 Eslablishlng a Need for Valldallon

*No d:scusscon af 5|mulallon rs\c\mplele(w:lhoul reference To

¥ .
' valldallon ' Usually in The develgpmenl of a comppler sumulallon model,

dlscuss:ons take place befween the analysl and Thb user. These early
dlscu55|ons Iead to an lanlal ﬁormulalnon gf am del concepf lefer—

‘ences and approxlmaflons To lhe real world 5|+ua+ on are oulllned

Wllh models of compuler syslems, conflgurallons, sofTware packages, and

& -

Job mixes. gied To be specified.- When The analysf and The user are

ey

'sallsfled that the conceplﬁ ihey have deVeloped represenT accﬂralely
The sysTem To- deamodelfed ’lhey can begln +o valldale The model and '

.show lhal ll does represenl lhe realfllfe snluallon lnaccurale
w . . S
speC|flcallons of hardware or soflware ln a model of a.compufer syslem
4

\

could lead to lnaccurale resulis In shorf a model musl be credlble

L

An analysl's bellef in hlSvSlmUlaTOF ls noT enough‘fo say ll

'ls closeﬁto reallly. Only a formal valxdallon efforf can ellmlnafe the
| ]

doubT that the snmulalor does not represenl The real llfe snluaflon;

W|+hou+ a valid model it-is useless lo engage in any olher acl:v«fy.

Without a val|d model no rellable resulTs can- be generaled

B . . . e
S . . .
. ] . : ; . , ‘ g
. R - o . P .
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: fhese are oulllned below One eggg mk#hod for The vatl

~for JOb characlerlsflcg lo permlf compgr*qui

!
/

]

{
i

5.3 Types of Valldalion Procedures

1

Y There are several means lo arrive al a valld model The

slandard valldaflon procedure |s to compare the results obfalned from »

.The model to hlslorlcal or aclual real llfe dala ThlS i's valldallon

by comparlson to. actual syslem performance characlerlsflcs

)

When nQ such comparlson |s avaalable, Vhlldallon becomes
more dlfflCUlT Other- meThods dt valrda¢|0n mUST be~employed . Some of
,“ ‘w "h‘ " .

]
n,,.,

_ " #
~of compufer syslems employs The Techndqde of subsflfutlng tlxéﬁ values

gf@'lmmqal@ggulfs wnlh -

prev:ously calculafed values Tha+ lS, an allempT is made to sumpllfy

l fhe |npu+ to the model so lhal values can be calculaled manually prior -

-

/

Ia]
" to a snmulaflon run and hen These values are -compared to the oulpul of .

the simulation model ' Anolher Techn:que is manual| veruf;ca%?on of

mode | behav:our Through The examlnaflon of a sfep by slep Trace produced

‘by the s:mulallon model S o A,»

" A Thlrd lechnlque lnvolves verlfylng Thal The sumulaflon

Emodel follows the correc+ sequence of operations and correcl responses :

N
are . recelved fo alTeraflons of lnpuT This’ Technlqueqaad the one men-
Tloned JUST prior To it are almosl The same, The dlfference is lhal

the prev:ous fechnlque involves vallgallon lnslde The mode | whereas_

A fourlh lechnlque is to run The model with data whose
characferlsllcs are complelely known and as such wull produce known.
results. The resulTs‘from the” model are Then compared:ﬁaflhe known'

results to eslabllsh valldlly v
>. . e

St f",.'x“ N o

.dat;pn‘of models )
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ﬁj Marfln [33], comes closesi To es+abllshnng a formal valida-
i3 )

_.Kﬁlon procedure He - asksy "Wha+ is a valﬁp model7 Bas»cally he replles

by sfaflng Thaf a valld model mafhemaflcally and loglcally approxnmaTes

The Sys+em under sTudy .To achneve these goals he d|v1des val;daflon
‘into two parTs——valldaflon of The concepfual model Then val;dafuon of
% lwr;lu;’;glemen“rmL ion. | . ‘ s |
o - .To develop the mode ! The analysf should have used correcT
-Transformaflons +o gef from the real world snfudfnon to a moédel. To
'valldafe The concepfual mode | - arrlved at, MarTvn suggests the use ‘
of a reverse reasonnng process Essenflétly, by reverse reasonnng,
exam:ne the model Trace back to The approxumaflons, and flnally trace

]
v,

“back to the real world Mathn suggesfs a sfep by sTep procedure for

this reverse reasonnng process
!

1. E&amlne and reVIewﬁ*he mode!. concepT and raTronaIe

/.

| 2,_ RelaTe to +he defermtnlsfxc, randomlzaflonSand expecfed
| value feaTures in the model .
3, Examtne the above approx«maflon.ln relaflon To real
world .
' 14.>wReV|ew measureS'of Qﬁkecfivenessrgparamefers.and'
*,”:‘ ‘ i[;variables.

5. EXamine assumpfions and-hypofheses.v _

rege - 6.‘ Relafe 4 and 5 to’ real world Exam:ne the sysfem, the
P ;v_ . . . l. \.‘\'
. o - - SN
A R B sysTem env4ronmenf man and the inTeracflons among these .
."‘ - . s . . )
Three

N L&) Check The-valid{Ty'of lnformaflon and dafa and Thelr

sources appl:ed in the problem
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8. Regview +he enflre procedure ln relallon to fhe problem

deflnlflon.

,9. Review The problem slaTemenT

- Although Thls procedure is- not foolproof it does afford The opporfunlly
fo re-examlne The problem from a dlfferenl ponnl of View, '

Just as addlflon is used to check on sublracllon, $O followzng

lhrough the model from end To beglnnlng can be used to- subsfanllale “the

o >

conceplual mode!l. .He also sugges+s Thal’lf lS sometimes a good ldea To :

l v "

* have an outside aufhorlfy revnew The model des:gn WlTh These checks
vThe analysl is reasonably sure of arrnvung at' a bona flde concepTual

model.. - o . o

"Once a genuine concepfual‘model is avallable Theiperflflcaflon

of The ¥ emenfallon can lake place Bas:cally The nmplemeh+a+lon is

ok -5 ,
’-lvalldafedgby corroboraflng ln furn, The loglcal flow charl The program '

flow charf, and +hen The compuferrprogram Each succeedlng sfep ls

checked by comparlson to “the, prev;ous slage For*example, +he loglcal

'1fl0w charf is valldaled by comparlson to. The concepfual model, eTc - The.

“jflnal sTep consnsTs of usnng sample problems with resulfs,calculaled
.lndependenfly of the model The sample problemgﬁare run on The model
~and’ fhe resulfs are compared to The lndependenflyvcalculafed resulfs
_lf possuble, use of real world lnpufs should be made and The resulTs can

. ‘then be compared to The real world OUTpUTS

" 5. 4 Formal Valldaflon Procedure

-~

Valldaflon of Thls mefhodology can be fackled from the po«nT
of vnew of verlfylng -each lnleldual maJor module and correcfly specn—

-fying lnfer-module lnferacflons Valldaflon of lhe deflnlflon of the

VA

:/ﬁ.



JOb mix, hardware characlerlsllcgﬂand operaflng sysfem does, To _some

"exlenf depend on. The use to whlch The snmulaflon will be put. lf,lhe

sumulallon lS lnfended for selec+|0n, evaluaflon, or,prOJecTed.design,-:h'-

probably no acTual work load exnsfs. Work' load w;ll have to be devel—}'

oped from another comparable sysTem or else from one! s owu esllmaTe

9.

T S
b

based on appll allons To be run on The compuler Hardware'characlerfs4_;~

ties will exnsl when evaluaflng exnsflng syslems and can be~der|ved from
&

specnflcaflon manuals ‘They may noT exist for prOJecTed syslems There*v

- s.

fone, it may be exlremely dlfflcull to gef hold of hard facls Manufac—

e

larly operatung syslems may nof have been programmed and only lheorellcal
1

models may exnsl for proposed algorlrhms " In_ this case lhe analysl has

- 4

Aittle choice buT to make some assumpfwons aboul how the flnal producl

| will lurn ouT and proceed accordlngly The resulls from such snmuléflons

should be conSldered in llghl of such facts. Usnng MBFTIH s gu1dellnes

the concep+ual model of lhe operallng sysfem can be- valldaled by The

.reverse reasonlng process By comparlson to each preV|ous sfage, the .

valld conceplual model can be Transformed intfo a valld procedural model
- A,
. When performance monlforlng is The alm, valldallon of the JOb

mix and hardware s greally s:mpllfled l+ ls me'ely necessary +o spec~

¢

ify The hardware belng USed and ro lune up the JOb mix to mafch the

\exnsflng workload on The real sysTem The operaflng sysfem is also well

o

deflned However Tt is sllll necessary +o follow The ‘same Valeallon

procedure to valldaTe a model of a well- deflned operallng-syslem .
Prov:ded The analysl has valld sybsysfems and has correcfly _

specufled their lnferacllon, the resulllng snmulallon shoulﬁ be a |

close approximation to- The real world " Results of-fhe s:mulaflon canp.

Y R . .

?urer c0n+ac+s and ad%ér%azed desngn rafes may be fhe only answer Slml—‘

S
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be compared to results from other simllar systems, To-exisfing'perfor—

mance daTa or To expecfed values, When he is satisfied Thaf his

resulTs are IegifumaTe, The desugn and expertmenfaflon phases can beg|n'l

with The snmulafor yielding new and ampor+an+ da+a regardung the per-
formance of the system. Maguure [31] descrlbes some Technsqd@s Tha+
“‘can be used for "the analysns of’ dafa obfakﬂnd from experlmenfs con—’
ducted wiTh a simulégg) In addition to #he class1cal Techn:ques of
‘anaIyS|s of- varnance, regressuon;.and correlaflon, he lists muITIpIe
'lrankypg procedures, sequenfral samleng plans, spectral analys;s, and

-Simopfimizarion;

The methodology developed in this +hesfs}is valid for a wide -

: o . _
range of compufer systems. IT can be used to model a very sumple uni-.

-programmed, nonspooled enylronmenr or it can be used to model a muIT:—
programmed time’ shared,ﬁxﬁrfual memory sysfem The nexT chapfer -dem-
onstrates The‘dnverSITy»of the meThodorogy by ouTlxnung Two,Typlcal

'applicafions. The final chapter outlines Thedresulfs and 'some of the
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- CHAPTER 6

APPLICATION OF THE METHODOLOGY

6.1 Simulation of a Unlprogrammed'Syslem

Equupped W|+h the meThodoIogy, IT r% now possnble to think

about s;gmlallng compuTer sysfems In an a++emp+y+ovshow how the
me*hodology can be'used t® simulate a hypofhefical sysfem Two\examples
jare_prov-ldedlfo demonslraTe tr  application of The mefhodology “"The
flrsl sysfem lS a unuprogrammed system, ThaT |s .only one program is
allowed in maln memory and it musT remain there u&Tll qit.is complefed

The second sysfem is somewhat more compllcwfed to show The versal:lnTy

of The meThodology. It is a mulTIprogrammed Tlme shared sysTem ThaT

is, several programs are allowed in maln memory at one Time and Jﬁbs
are nof run to compleflon They areﬁgnly.allowed fo compute for a
speci-fied +|me slice. For sumpl|C|Ty ] sake the obJecfnve is to"tom-
_pare The CPU uflllzaflon of The Two sysTems In a real world sufuaflon.
many more performance measures would be. lncluded The descripllon of\

bolh sysTems is dlvnded |n+o The four secfnons of The meThodology

i
/

The unlprogrammed syslem ouTllned above is represenlaflve of
sysfems that, exnsfed in The early and mxddle snxlles Therefore it lS
reasonable to exTracT a JOb mnx from the type of programs that were |
Fun in fhaf era.. The follow1ng form The proToType JObS for fhe hypo—'
TheTlcal un:programmed sysTem Some assumpfson is necessary regardlng L

‘The sphere in whlch The sysfem operales For example, The JOb le in -

a university data centre would be dlffereni‘from that in a commercnal

68
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data cenTre. For this sysTem the assumanon is that it ls ina uni-.

vers:Ty env:ronmenT A typical Job mix might be:

‘STze VJob.Type ‘Deséfipfion , Operations | SR
20k 1 Student - Short. 100 CINPUT; 10 COMPUTE)
Compile o 10 (DISK INPUT; 20,000 COMPUTE; DISk
| OUTéUT),' i
| 100 outUT 0 : f‘//'
30K 2 AdminisTréchn = 500 INPUT :J o o

thger'CompiJe °50 (DISK INPUT; . 10,000 coMPUTE;fDISK

/ : OUTPUT) -, ;' 3'-if?> .
v 500 (OGTPUT; 10 COMPUTE) |
K3 Utility - 5 UNPUT; 200 CofPuTE)
| ,STéTisTicalv . (5000° COMPUTE; DI'SK OUTPUT)
) Tabulation' .. 10 (DISK OUTPUT; 100 COMPUTE DISK
- OUTPUT; 10 COMPUTE)
| 150 COMPUTE; GET FILE™ = -.
\ 1000 (DISK INPUT}‘TOUACOMPUTE; 3 DISK
| QUTRUT) o
100 (DISK INPUT; Gbo COMPUTE)
- 3000 (OUTPUT; 100 COMPUTE)‘
\\?B‘ BRI A e
- 20K . Administration -, (5000 COMPUTE GET . F!LE GET FILE) T
Record " 100 (20 DISK" INPUT; 500 COMPUTE TAPE

Manipulation =~ OUTPUT)

7

'@?’ ' -(IOOO COMPUTE 10 DISK OUTRUT)

B - R .
2 110 OUTPUT



Size Job Type ?descripfion

1

Ogérafiohs

5K 5 . Research = 50 CINPUT; 5 COMPUTE)
Compu+e Bound , 5 (DISK INPUT; .5, 000,000° COMPUTE;
o | DISK OUTPUT)
| 10 (dUTPUT 10 COMPUTE)
25K R Reeearch - 1000 (TAPE lN”UT 100 COMPUTE; TAPE
/0 Bound OUTPUT 10 COMPUTE)
Job %rsivel TLme musf'new be defined. L ‘f:‘
~ Job Type - Avereé WBetween Arrivals
LT i'l" /!'ﬁinhfes | i
2 . _IO'minu+es
S it 20, minutes Ve R
i ) 4 10'mi6ufes"' ! )
’ %;‘ . 5vmﬂnﬁ+es' =
6 ; ;1 15 minutes " -

The time befween arrlvals can be equally well desc;gbed by’ su1+able

'sfaflsflcal dlSTFIbUTIOﬂS lf requxred

The hardware-charac+erns+1cs

e . |
are specified as follows:

}‘ P

CPrinter a1

Punch‘ N *
fTerminal 1
‘~.§§w. '

»

(console)

DeVice‘Name annfrfy Capacity ".HardWafe Rates
:CPU - 1 B 50 gs;Compufe: k
"boke?‘ o 64K 2k o0.80
- - Disk. -' . ” 4 ;8Mzeach'l 50 ms..
“rape . 4 - 80 ms. |
'iReadei ;‘J‘,,N T om0 1oq'ms,“-_"" o ~

- 50 ms.
- ' 200 ms.

- 500 ms.
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71
For ThlS simple example hardware rales are flxed and spec1—
fied in terms of mllllseconds (ms ). 32K of main memory is avallable
for programs. One compute operallon is esllmaled to reqUIre 50 mlcro-‘ ,
" seconds.” ““' 2 @A'./ :
The Operallng system performs as fol lows. »TWhen“a‘job arrivés
it rs asslgned memory unless lhnre is a JOb runnlng,.lf:sohlhe,job is
‘queued.. When a job recelves memory - processes'unlll complelioh;al
which poinl‘memory'is released The nex+ Jeb in the memory queue s
assngned to memory and processing commences. The system conflnues unlll ] i
- all jobs' are processed The operating. syslem is. dlagrammed on The nexl . 8
page The memory managemenf scheme is an lnlegral parl of the operallng
zsyslem Slnce the operaflng syslem empToys spoollng, IT IS poss:ble To
have a prloryly scheme ln opevallon for selecllng the next JOb to-be
given CPU time. In ThlS operallng syslem a flrsf come~=fjrst served

J
scheme within: prlorlly class could be used The basuc function of-the

|npul/ou+pu+ routine would be To lnlerpref the Fype of l/O and deTermlne

the Tlme ThaT parlEFular 1/0 operalron would lake from the hardware.”
P

descrlpllon Wh|le flle 1/07is in progressolhe CPU remains’ |dle o R
. V °

" Since the objective 'is to measure CPU uflllzallon only

The Tlme the CPU lS busy need ‘be recorded The ratio of ‘me to | QI:
total elapsed Tlme can be deflned as lhe CPU UTlllzaTlC = o :
defined each secllon of The melhodology, The negi sfep Mo e tolcoh—' /
vert These wr|T+en descrlpllons To;dala cards or program logic, vali-f_yﬁ

date The modfl d conduc*l experumenl’al runs. jf o \ }m o .
: o = - ) > ﬁ ) .

.............
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756.2 Simulation of a Mu1+iprogrammed Sysfem r' . e 1" u ‘“ ! ;J

<D ) First of alt, o properly ach:eVEaThe obJecflve (+ha+ of ~
: .
s

comparlng CPU ufllrzaflons) The

> fJob mlggand hardware confngura&uoniﬂ

should be used quh some modxf:cq£.'ns,,zFor example Totproperly
‘. o. *“'\“" Tt

\!!" -

N 4

6 -

|mplemenT a muWT:progrummnng sysfem MOQQ marn memorv‘ls'eesén#:al. '

4 .,v

Y
—

_ However Juch é@pnges should no? be defrnﬂenfal to e comﬁarisén of @,

r

fCPU UTI'IZBTIOHS " The system performance sTafusTscs requtr%g are
. v N

Tdenfical Therefore,'lf s only neceseary To speg§fy Thﬁ&E’eraTnng sys=".

tem, lndeed The orngxnal program logué developed for the- prev10g§
.5!1

’model can Be used l+ s only necessary mo reprogram #hose secT|ons
' 3

hwhich changé\as a resul+ of a dlfferenT operaflng sysfem ph!losophy orgﬁ

X 1 . \ ! .
D \ . o &
: . i L .

~

add new SGCTIOHS
The job'mix remairs the eameu»foniy the ohanges,in hardware -,

d4

‘ areeindicafed. ) o ) o
‘Deyice hljgyanfify : Qapacffy : 1éé+é§f?“f :‘_ _<v; 7 !

Core, # g L 128K r .pIo?dhffme =m25 me.,-swap time = éovms.
'2Drum ' ‘ —{ ,,‘ | L '251m$;‘jfo '.°_ :»'- . \f ‘;l

Te_rrhina—rs'.»""6 Ll 500 ms.

The opera+ung sysfem for fhus sysfem is mulTIprogrammed and
k4 .

T;me shared S TFhis means Thaf more Than.one program may eX|sT in maln

.oc

memOEy at any one time and The amounf of CPU Tlme ;s +o be shared among

© -~
o [

aFl memory resudenT JObS T|me sharlng is accompllshed by swrfchlng

The CPU rapadly from. JOb Tomgob accorhrng To some 2 gorlthm Mulfn- .

:programmlng is accomplnshed by leldlng main memory lnfo parfiiﬁbns or

oo o

'segmenfs and Ioadlng one program vnfo—each segmenf Programs are:
”~ . \

vloaded !nio varlable sazed segmenfs unless unsufﬁ1c1en+ spacedls avail—

e
5 o

- NN

B - - N . T hind N ' . ‘;
R L . 3 B !
i s 1 . f . ] :‘\\ [,

1

‘ sy . . o ) o . BEERVERS
i ) . . C . ‘ . ‘ ) _
A 5 AN ) L - .

..'x v\

able, . in Wthh case The job - 's pITced ina memory,qdeue.,wThe CPU-runs ah;

.

[

-
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3 S
queuD is a round ;gpnn sTraTegy Thaf IS, ‘each JOb ln\The CPU queue
- ' -

‘w0t s swappec 1 i m The drum devncea Jf e

"able To rUn Th o Job JObS are«swapped

,JAruns unf;l alg JObS are processed !n'%cfual pnacfnce, some arblfrary

- e

N
-parffcuTar Jjob unTul an- lnTerrup#*%cgurs; an.f
swnfchedﬁTo anofher JOb in memory “or purposes of this sumufaflon The
sTraTogy used for deTermﬁhtng WhICh JOb to seLec+ next from Thehng ot

,(:.o e

e

wrll be g|ven one compuTe sllce in fturn until all have recelved Tnme

Th:s is noT necessarily the besT scheme buT it does lllus+rate the

&

' meThodology and it is snmpTe To lmplemenT © The time. slnce T& be used

3

is SG]ms If a jab in the CPU queué .gets CPU.time but is not in memory -

b memory is notgavai |-
v\ .

o

.
+

Y J\/ .
Theﬂ The new program lsi..loaded Processmg conﬂnu, L&J Jjobs com— R

£

plefe Then They are re‘

n o

fd ffom #he sys#eﬂi» In- Theony, The'sysfew
-}. & E -

+

' elapsed Time |s seT anﬁ The sysTem runs unTnI Thaﬁ?» The flowqof fbbs ﬁ

3

*Through the’ operaf|ng sysTem 1s lllusTraTed on The nexT pagéb Thls

dnagram als§ ouT |nes,¢he memory managemenT process. The I/O processor
-

-

Tnon is To be . used o : 7. j.'_.. ) -4'_ ' N I
The changes ThaT would be nedessary To emenT The mulTn—

s

programmed sysfem are mtnlmal They tnvolvé mod|ﬁy|ng The hardware

§descr1pf¢en and operaflng sysfem model  Within The operaTtng sysmem
v

mode | The 4ob conTrol rouflne would have o be modrfred The memory 73..

A R
*v.u' v

managemenf ‘scheme mUST be changed to réflecT The swappfng process ?Thé

»schedutlng rouflne\uould be aITered to model The round robin sTraTegy

N} . .

'Tfﬁa The I/O processor would have to be expanded as lnd‘cafed above~ The

. hardyare.descrlpfgon s changed by modlfylng +he input parameTers

o L . BT

ca

'I memory ‘\ssavaulable'>

.
15
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must ,be expanded to xnclude Drum 1/0." The same measure ofgCPU uT|l|2a-‘..
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CHAPTER 7o |
@ , R -‘ - w |
CONCLUSIONS - e
) - ! g
7.1 Research,ResulTs:o _ ; J,: f'v ‘.{._ . |
‘ ThIS |nvesTtgaT|oh Info Thexglmulafton of compufer sy@fems ﬁg:
haslresul+ed ina numoe: of sugnlflcanf conelLs;ods. From»fheuanalysue‘
' of mggel TrucTJ:e, a oover|ng ‘sef of eneneo ‘rw:Tlcs hes been defined. .
ffg Th?stcdsér g seT conStsTs of s%?pé}ural zﬁiracfertsflcs and opera—-"“r3 g
o Tlonél’characferlsflcs Thesefrucfural cHaracTervsTncs lnclude . ' ,; -
15% - | u;fQ the modef Type '_5 "»'_ ..r ‘;;T“' e a.':‘ B
. - | 2; The methoad in which +T%é advancee (coniinuously.or ;n
: - T e, are

dlscrefe nnfervals)
%' The naTure of the Jjob mix, (sTochasTnc or deterministic)

c 1

4. The mode of operaTlor (onfllne‘or bafch)

Tt

The,operaflonal characferlsffcs refer to . Those characferls-v

Tncs ThaT descrlbe “*+he way in which a model is |mp|emenfed ' These

o characferlsflcs are: . R B A
' o . - ‘d .o
i :panameferlzafnon
. HE'S '...gx o . . :
T . ; . : . . ] -
2. "modularity -, E : - Lo T . N

) -

o
<,. .
a3
Yo

¢« 3...'documentation . - - ‘3fﬂﬂﬁ§$&?ﬁ§
, . - ) . . ) . . " ,. o {‘._: X i -
level of detail . . = .. . B 2

-, b ° )

5)5 , sysfem performance o : B : " /._
Togefher the sTrucfurdI characTerlsflcs and operafbonal characferlsd

tics -can be used to- clasc"/ procedural models of compufer sysfems..

\
v

s dy of

¥

if;#;The“mejnogology;nTself evolved as_a resulf of _the
. Eo T .
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e

procedural 5|mula+ors of computer sysfems It descrlbes a sTralghT—

forward,‘fleXIble and:cost effective method of simulating compuler

’ syslems The organlzallon of. the melhodology allows the sumulallon

\

of dlfferenl secllons al varlous levels of deTall The, me?hodology is.
e

» lelded Ynto four secllons

Cﬂ?he JOb gqneralor and hardware descrlpflon allow a wlde varleTy of JOb

e 2. a shardware description

3
mlxes and hardware devnces 1o be S|mula+

Y Hy

1. a job generaflon,modulehu

3. 'an operating éyslem module . : : o

4. a syslem performance module . e Z.L.”wi&

) PR
-

%ferlng leve?e of

Y
delall By speleylng the . flow of
. . . . ‘ "
The lnpulfgufpul processnng, the memo y managemenl scheme and the’

B4

schedullng algorllhm, a model of: the operaTlng syslem can be deflned

o S

" By lncludlng specnflc measures of syslem performance, the COHSTFUC*lOH

- proposed sysfems' valldallon has to be accomplls--

»

R

r":a?-_ vur-!? “e -

Y

ca T

»

QE)The model s complefe - - oA

.

’ - \..'
ln order to have a s;mulafor,,The mode | musl be valid.. 'AA,

! ’

': fogmal valldaTlon procedure lS defuned ,in Chapter 5. For ex;sllng

syslems valldallon ‘can be achleved by: comparlson to aclual da+a jFor .

t

-'by comparlson To 3

hypofhellcal or expecfed values, Valldaflon IS lelded lnTO Two

phases, valldaflon of The conceplual model and valldaflon of The

mpte ntallon. The c0ncepfual model can be valldafed by correclly

speCIfylng each module of the sysfem by correclly specnfylng lnTer—'.

modular acflvu+les and Then, wq:klng from the concepTuaJ model back—'

wards —demonsfrafe “that, The orlglnal gundellnes are s?;ll appllcable.' o

‘an operaﬁlng syslem - °“'.

78 ¢

_#’



v ‘ The lmpleménfaflon is val:daled by checklng each success%@e slagé lo ;' '1‘%
! LN B4 . _:, - ) . e ..s_‘
g‘ ’ The prevnoug One ' o R . Jw\y PO & o o
- ' These are the maJor“reénlfs of The r&search that has been

,conduclea. The nexf,twoﬂsecflons.|nd|cale¢§oménot the. llmllallons of
.. [

The melhodology and oyflfne some of “the areas Gor future research

o 4ﬁ,;g -;Wﬁ‘f~.;jum' T';* |
7.2 Lam:TaTlons of The Melhodology o f;ﬁw',:t v }' 3 i
E Qe ' Ly <, g -
ip i Perhaps The mos+ sernous llmllallon aof, Thé mefhodology is the ,
‘ . 'bu §
0 - . . . S e et ST o :
Qy go facl ThaT‘lT is nol applncable to many syslem;{al once. lf is ngi I i key
i . Y [ . ,“;‘ e

CE The generallzed models (SCERT CASE, etc. ) descrlbed in Chapfer 2., 0

LW

O

L \
% ¢ . one sysTem ca"n be model led at any orie Tlme“ However, to aTler The 'ﬁnple

; q . N, ~ o
meplallfqglo reﬁlecl a new operallng syslem requ:res Thal The analysl w %
:‘-" S v ot ¢
A only rﬁprogram the evenT processnng roullnes Exlen51ve redeflnlﬁlon of "

! Ty

Eu“é data lS also requured in“SCERT, #for example, To model a. glven work— .

load oh,a dlfferenl sysfem. The baslc sfrucfure’of the implemenfalion';
.;remainsllhe‘same. Thal |s,‘an allempl has beenﬂggde Toﬁparamelerlzewjhe
| ’lnpul and modularlze the slmulalor for ease of modlflcalloi ‘ D

-

N H‘“

5.
CerTaln concepfs of syslems that have evolved in The Ias+ few

years have not been .included in The deS|gn of the me*hodology _ For.
7
example, true parallellsm is not consudered as part of the model No
. consnderallon was glven To provtde The ablllfy To run vnrlual machlnes '

However, The syslem is varléble enough ThaT modern concest, such aS' ’ ~_:

:‘J;l\fnagﬁhslafed abOVe, qan be lncluded if The analysl wishes lo sludy

a

These processes and define a meThod of snmulaflng Them Thal could be -

used in The conlexl of +h|s melhodology

'_ Nnmnewiuculaﬁ—alten#+ee~was—madef#e lhe~1n+erac+lon~am0ug

modules ‘of - the syslem Thal descrlbe the operaflng<§ys+em More and"/“ e

.
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w oo

3

*-nexT secllon

4

'morenallenlnon is being focused on |n+ermodurar dynamlc \

lhoughl should be glven to including These effecls ina dimu

) . L N . ) o o
. . . W

s 2 . . o
LY . . ) s

A
i

VsuqupT of |nlermodular dynamlcs is discussed ln‘moreldelall“ln the~

u

WY

“'f“‘ﬁﬁa?’The'Eﬂmllaflons of lhe'melhodology are hot seriows and some -

concepls Tha+ hdve Been excluded from the scope of tie study due

' malnqy to reslrlcllongéxéllme,Jcan form the basls of anolher research

ot 5“ :

fadJusT The system To varylng demand i5 3 new fleld More”resulle“ln

"

[

3
o PR R _dt, R O L . B . - .

o, . . : “ -
prOJecl B T o g : "
Y] . . 0,1. A = i T R ' s -

- &
a7

_45 Fulure Areas of Sludy T‘ - 1' o ) L uﬁ., _

Ao

(.\‘d @ . ,/ P
|ng proposed a mefhodd?ogy +o assnsl The analysl in his aTTemst To o

a. 1

bUlld a model, areas in whlch more research is needed have become

N . N

'.}¢-- Cs
fapparent. Thls secllon aTTempls to oulllne some of These areas and

.

lhe\dlrecllon in mp&ch curriént: gﬁﬁorls are mov1ng

'1' ‘ Y]

lé@ofar as lhe srmulallon of compuler syslems |s déncerned

i

more research is requnred in The areas of represenfallon of dynamlc

N -

'syslem modlflcalion .and lnlermodular dydamlcs Moanorlng'sysTem

_operallon To delermlne resource usage and on a- real time basis, To -

;Tmls area W|ll soon appear and the - specuflcai\on of this Type of

' operating syslem in a SImulallon model wull have. To be!deflned The

_'global performance of effecls of CPU schedullng algorlfhms memory

managemenl pollc1es,.arrangemen+s of flles and dev:ces musl be deler-

mlned or lmpIICIle Taken lnlo accounl in sumulaflon models

..

’

-
s

Research lnTo lhe use of synlhellc Job slreams or modules “

for The specnfréallon o’hworkload is belng done” and should prove .

- -

.._.‘7 '

. ‘}5.7:%_ HaVIhg analyzed lhe snmulafloﬁﬁof compuler syslems and hav—w

!

s v

Sy
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c.
P
v

‘one that rGQuares add;fuonal research.  ’» }:

s
‘commonplace and needs to be sfudled in greafer depth fo ascerTa|n afs

frufffdi; A snmllar concepf can be appl:ed To operaflng sysTems and

synfheflc of Tnng sys?ems Can be described for use In eva!uafln
g

operating sysfems. For real Tlme and terminal based sysfems these
1problems are very complex The defermlnaflon of the minimal amounf of

_de%aui which must be lncorporaTed into a S|mulgdlo? model “in order -to -
: k!

achieve a saflsfacfory level of preducflon is a Toplc of. |n+eresT ‘and | .

e

v N
The use of on—llne or: InTeracflve sxmulaflon is becpmtng more ¥

Aﬁr‘

\1 v W Py ! 7o -

i valuew A good knowledge of’ The péa dmence of sysTems under a frxed o ”L.&';@

i ,\,,‘/

- workload exnsTs but there |s IITTIe knowledge of sys+ems under wndely f;;;< o

Kl

[

.

i rapldly varylng Ioads ‘ [.;7”-' _b'ﬁl" Ab . B -

I't would be |deal To have a hlghly parame¢er|zed eéenf simu-

3

IaTor capable of snmulaTung varylng conflguraflons on dvfferenf L

machines. |t is hoped that this thesis is a sfep‘in'fhaT-direcTionl 9
« ‘ ' ’
oy
i : ’
: * L 5 -~ ¥
» < a
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