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ABSTRACT

This thesis proposes and studies several ODQPSK systems to achieve
power and spectrally efficient operation in personal wireless communications.
Over the past decade, the increased demand for mobile radio services has made
efficient utilization of the limited spectrum resource more important than ever. Due
to the inherent high modulation efficiency of linear modulation schemes, these
modulation methods have attracted much attention for future enhanced-
performance mobile communication systems. On the other hand, in order to
achieve cost-effective implementation of the mobile portable units, transmitter
power amplifiers are always made to operate near the saturation region, which
creates both amplitude-to-amplitude(AM-AM) and amplitude-to-phase(AM-PM)
nonlinearities in the amplifier characteristics. These forms of distortion will resuit
in spectral spreading for signals with a large envelope variation, thus eliminating
any spectral advantage of the linear moduiation scheme used. For example, n/4-
DQPSK, the current standard linear modulation used in the second generation
digital cellular systems, has a 20dB envelope variation. For this case, to reduce
spectral spreading, significant amplifier linearization would be needed. However,
this could cause extra power consumption and increase the complexity of

implementation in mobile portables.

Another way of resolving the problem is to use linear modulation schemes
with as low an envelope fluctuation as possible so that transmitter linearization
can be made more easily. It is also preferred that the chosen modulation will allow
the use of differential detection at the receiver since, in a typical mobile radio
channel, coherent detection usually results in an unacceptably high bit error rate
floor. In this regard, some modulation methods with largely reduced envelope
variation such as conventional Nyquist fitered OQPSK and staggered QAM are

excluded as they necessitate coherent reception at the receiver.



With these considerations in mind, three ODQPSK systems using different
transmitter and receiver filtering schemes have been proposed and investigated.
These are: Square-Root-Raised-Cosine ODQPSK(SRC-ODGPSK) and Smooth
Transition ODQPSK(ST-ODQPSK). There are also two versions of SRC-
ODQPSK; one uses a pair of identical 4-th root raised cosine(4RRC) filters as the
transmitter and receiver filters, while the other uses a square-root raised
cosine(SRRC) filter as the transmitter filter and a 4-th order Butterworth filter as
the receiver filter. Nonredwsncart ¢vwor correction techniques have also been
studied to apply to ODQPSK midulation. Comp.t* & .iatnne have been
conducted to investigate various characteristics of these systems including power
spectral density, envelope fluctuation and error-rate performance in different
mobile radio channel scenarios. These results are compared with those of n/4-
DQPSK and GMSK, as these modulation methods have been adopted for use in
the new digital cellular systems in North America and Europe, respectively. The
results show that the three proposed schemes have a much better envelope
propenty than n/4-DQPSK. The achievable spectral efficiency lies in between that
of /4-DQPSK and GMSK. Of the three systems, SRC-ODQPSK with 4RRC filter
can achieve the best error performance. In a nonlinear AWGN channel, it has a
3dB Ey/N,, gain over n/4-DQPSK for a BER of 104, In a linear AWGN channel, it
is inferior to w/4-DQPSK by 1dB. In a fast Rayleigh fading channel, however, the
irreducible error floor is lower than that of w/4-DQPSK. It is observed that the
excellent error performance, compact spectrum and good envelope characteristic,
as v.ell as very simple receiver configurations make these ODQPSK schemes,
especially SRC-ODQPSK with 4RRC filtering, very attractive for use in power-

and bandwidth-limited mobile radio applications.
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CHAPTER 1 INTRODUCTION

The past decade has witnessed a rapid growth of mobile radio services,
particularly of mobile cellular telephony. This has created a series of technological
challenges which require the exploration of advanced techniques to obtain higher
capacity while maintaining good performance. The most important of these are
spectrally and power efficient modulation and demodulation methods, powerful
channel encoding/decoding and equalization strategies to combat severe fading
conditions encountered in the mobile radio environment, low bit-rate source
speech encoding, cell site frequency re-use plans, and cell splitting. In this thesis,
investigations are conducted on advanced digital modulation/demodulation
schemes and error protection techniques for achieving more efficient and reliable

communications over mobile radio channels.

1.1 Evolution and development of mobile radio

The history of mobile radio communication can be traced back to the last
century. In 1880, Hertz first demonstrated radio communication, marking the
beginning of the wireless era[1]. However, the first practical demonstration of
radio communication did not occur until 1897, when Marconi successfully
transmitted a radio signal between a land-based station and a tugboat over an 18-
mi path. In 1921, expseriments with police car radio dispatch were initiated by the
Detroit police department. In the early 1930's, the first two-way mobile
communications were put in use by the Bayonne police department in New

Jersey, USA[2].

The dream of portable communication for the general public, especially
that of the car telephone was, however, not realized untii the advent of cellular

radio systems. Following field trials at Bell Laboratories, the first Advanced Mobile



Phone Service(AMPS) system, which uses analog FM and the concept of

spectrum reuse, began commercial operation in 1983(3].

Due to the rapidly increasing number of AMPS subscribers, the increased
but still limited capacity of the new system soon became a problem in some
metropolitan areas. To overcome the limitations of this first generation analog
cellular technology, extensive and in-depth research work was initiated in the field
of digital technologies to increase spectral efficiency, enhance system
performance and improve the quality of services. Currently, three major standards
have been established for second generation digital cellular systems, namely, the
Group Speciale Mobile(GSM) system, the Digital European Cordless
Telecommunications(DECT) system and the North American 1S-54 system [4](5]
[6]. A fourth system, using code division multiple access(CDMA), is also creating
great interest(6]. Both GSM and DECT adopt time division multiple access(TDMA)
as the channel access technique and Gaussian minimum phase shift
keying(GMSK) as the digital modulation scheme. Using the same access
protocol, the North American 1S-54 system employs w/4-DQPSK as the
modulation scheme. All three systems use digital speech transmission and
advanced encoding techniques to improve system performance in the mobile
radio channels. Apart from the specified frame structure and transmission rate,
there are two distinct differences arising from the chosen modulation schemes.
GSM and DECT systems do not need linear power amplifiers, due to the constant
envelope property of GMSK modulation. In contrast, /4-DQPSK has a power
variation of about 20dB, which requires extensive transmitter linearization. On the
other hand, the North American 1S-54 system offers a higher bandwidth efficiency
than the GSM and DECT systems. The transmission rate is 48.6kb/s with a
channel spacing of 30kHz, yielding a spectral efficiency of 1.62 b/s/Hz; this is a
20% improvement over the 1.35 b/s/Hz efficiency obtained by the GSM system.



Generally speaking, the most noticeable improvement of all second generation
digital cellular systems over the first generation analog FM system is the

considerably increased information transmission rate.
1.2 The mobile radio communication channel

A typical land mobile radio communication channel can be characterized
statistically by a random fading prociss. As a mobile unit moves along a tading
path in an urban environment, variatici:s in signal amplitude may amount to 40dB.
This phenomenon is attributable to thz effects of multiple-path reflections from
surrounding buildings anv aico to the frequent absence of line-of-sight
transmission. Amplitude fading can be further divided into two fading processes,
long-term fading and short-term fading. Usually, long-term fading is caused by
slow variations in topography, leading to a Log-normal distribution, while short-
term fading is due to the reflectivity of various types of scatterers, either stationary
or moving, giving rise to a Rayleigh distribution. The two fading effects are also
known as shadowing and multipath fading, respectively. Fig.1.1 illustrates the

generation of multipath fading in a mobile radio environment.

|
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Fig.1.1 A land muitipath fading environment



Since short-term fading has the dominant effert on the degradation of
system performance, this type of fading is most ¢ studied and used to
characterize the fading effects found in a typical mobile radio channel[1]. Fig.1.2
shows a portion of a computer simulated Rayleigh fading process used in this
project. During a deep fade, the signal may suffer a dramatic degradation. Hence,
it is reasonable to expect that the fading present in a mobile radio channel is the

major factor causing burst errors and poor system performance.
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Fig.1.2 A typical fading signal received at a mobiie unit.
Carrier frequency: 850MHz. Doppler frequency: 90Hz.
Vehicle speed: 114km/h.
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Mathematically, the various types of fading encountered in practical
scenarios can be generalized as Nakagami fading, described by the following

probability density function:

o - (3] ool 2

mz%,nzo (1.1)



where R is the signal magnitude, and m and v are parameters determining the
probabilistic density function[8]. For example, this distribution includes Rayleigh
fading for m=1, and the one-sided Gaussian distribution for m=0.5. it also
approximates the Log-normal distribution for large m when J—g SRs ./\713 , where
“e” is Euler's constant. The Rician distribution, found in a mobile satellite channel,
may also be approximated by the Nakagami distribution. The four distribution
functions, Rayleigh, Rician, Log-normal and Nakagami distributions, are sufficient

for describing any fading phenomenon in almost all practical situations[9).

In addition to the above-mentioned amplitude fading, the transmitted signal

is affected by other factors. These are:

1) Doppler shift due to the relative movement between the base-station
and the portable unit. The maximum Doppler shift, fm, can be expressed as

fm=V/A Hz, where V is the vehicle speed and A is the carrier wavelength,

2) The delay spread caused by surrounding buildings and objects. A large
delay spread could cause a dramatic degradation in the system error
performance, especially for high bit rate systems such as GSM. A delay-spreaa
channel is also called a time-dispersive or frequency-selective channel. When the
delay spread is very small compared to the channel signalling interval, the

channel is termed a flat fading channel.

3) Fast random phase and frequency modulation caused by the Doppler
shift. This usually results in an irreducible error floor for systems operating in a
flat fading channel. A typical random phase modulation waveform generated from

the computer simulation is shown in Fig.1.3.

4) Additive White Gaussian Noise(AWGN) present in a wireless channel.



n L \
23n \'\
T 13r
K}
©
g 0
o -13r
=23 N f
—n I'—l LN ‘- L ] L SR ‘ | ¥ T l—_IA‘
3.00 3.05 3.10 3.15 3.20
Time (sec)

Fig.1.3 Random phase modulation corresponding to the
Rayleigh fading in Fig.1.2.

1.3 Technological challenges for future mobile communication
systems

In order to meet the increasing demand for mobile radio services, future
mobile digital systems are expected not only to exploit the allotted frequency
spectrum more efficiently, but also to provide enhanced system performance and
cost-effective new services. Hence, innovative technologies and strategies
become crucial for the practical realization of these future systems. The most

impontant technologies may be categorized as follows:
1) spectrally and power efficient modulation methods

2) several multiple access techniques, such as time division multiple
access (TDMA), code division multiple access (CDMA) and frequency division

multiple access (FDMA)

3) new low-rate speech coding techniques, such as vector-sum excited
linear predictive coding (VSELP)



4) powerful combined coding and modulation schemes, such as trellis-
coded modulation(TCM)

5) improved anti-fading transmission and receiving techniques, such as

equalization and forward error correction
6) co-channel/adjacent channel interference reduction techniques

Among these technologies, modulation methods are especially important
as they directly influence the best achievable system performance. The criteria for
an efficient modulation scheme are threefold: spectral efficiency, power efficiency

and good performance in the fading environment.
To obtain power efficient operation, the requirements are:

1) To obtain good dc to ac conversion efficiency, transmitter it power

amplifiers should operate in a nonlinear mode, such as class B or class C.

2) The required signal-to-noise ratio(SNR) should be minimized for a
specified bit error rate(BER) or symbol error rate(SER) performance. In other
words, the selected modulation scheme should have as small an intersymbol
interference level as possible at the transmitter output, and be robust against

multipath fading, random phase modulation, and dolay spread.

Since nonlinear power amplifiers would cause significant spectral
spreading and generate numerous intermodulation products for signails with a
non-constant envelope, the first condition implies that constant envelope
modulation schemes such as continuous phase modulation(CPM) be used.
Modulation schemes that give rise to amplitude variations may also be employed,
provided that the transm’ter is linearized. However, the greater the envelope
fluctuation, the greater the degree of linearization that will be required, since the

severity of spectral spreading is usually proportional to the amount of envelope



variation. In this regard, a linear modulation scheme with an envelope fluctuation

that is as small as possible is preferred.
To obtain spectrally efficient operation, the modulated signals should:
1) have a small main lobe bandwidth
2) have a fast spectral roiloff

3) be insensitive to nonlinear amplification (considering the difficuity of

transmitter linearization)

For these purposes, quadrature phase shift keying(QPSK), multi-level
quadrature amplitude modulation(M-ary QAM) and quadrature partial response
signalling(QPRS) should be considered, as they can provide a higher spectral
efficiency than CPM. It is also noted that these criteria are conflicting in nature,
because linear modulation schemes usually have a large envelope fluctuation,
thus eliminating any spectral advantages over CPM after nonlinear amplification.
Taking both spectral and power efficiencies into consideration, the study of linear

modulation schemes with small envelope variation becomes very important.

In mobile radio communications, apart from power and spectral
considerations, reliable performance in the fairly hostile fading environment is also
necessary. The channel is characterized by Rayleigh fading or Rician fading,

Doppler spread, delay dispersion and random phase modulation.
1.4 Motivations for conducting this project

Recent advances in power amplifier linearization techniques[10][11][12]
have made possible the use of conventional linear modulation schemes such as
QPSK, M-ary QAM and, more recently, n/4-DQPSK. However, conventional
QPSK and M-ary QAM have very large carrier envelope variations since the

signal phasors pass through the origin of the vector space(l and Q), and n/4-



DQPSK has a 20dB peak-to-peak power variation[13]. This imposes stringent
technical requirements on the transmitter linearization, thus increasing circuit

compiexity and cost in both the portable units and the base-stations.

Although differential detection suffers from a 3dB SNR loss as compared to
coherent detection in a static AWGN channel, it exhibits superior error
performance to coherent detection due to its inherent robustness against fast
random phase and frequency modulation in the mobile fading channel. An
additional advantage of differential detection is that it allows the use of a simple
receiver configuration, which is advantageous from the viewpoint of cost-effective

circuit ir plementation in the portable units.

One way of alleviating the problem of transmitter linearization is to employ
Offset Keying QPSK(OQPSK) modulation, since it has an inherent significantly
reduced envelope variation, compared to w/4-DQPSK. However, it is widely
believed[14][15] that the conventional Nyquist filtered OQPSK system does not
allow the use of a noncoherent detection inethod, such as differential detection,
witheut incurring a significant performance penalty. Recently, a noncoherent
correlation detection technique has been proposed for ODQPSK, using a different
filtering strategy[16]. However, this detection method requires complex receiver
structure and detection algorithms. To the author's knowledge, little work has
been done so far with respect to differentially detected OQPSK modulation
schemes. Therefore, it is worthwhile to investigate and develop an effective
method to achieve the differential detection of OQPSK, while maintaining good bit
error rate performance in linear AWGN, nonlinear AWGN and fast Rayleigh fading
scenarios. This new modulation method should be able to operate satisfactorily in
power and bandwidth limited land or satellite mobile communication systems, and

would have the advantage of cost-effective implementation.



Another means of improving system performance is achievable by using
powerful error correction encoding techniques, such as the widely-used
convolutional codes and Reed-Solomon(RS) codes. Punctured convolutional and
RS codes have also been used to cater to the non-stationary property of the
mobile radio channel[17). Powerful as they are, their encoding gains can be
obtained only by increasing the gross data rate, thus reducing the efficiency of

spectrum utilization.

With the aim of overcoming the drawbacks of redundant coding schemes,
nonredundant error correction(NEC) schemes have been proposed[18]. NEC
techniques take advantage of the inherent property of a differential detection
system. That is, a redundant code can be obtained at the receiver by using the
outputs of multi-differential detectors. This unique code has been proved to be a
rate 1/L convolutional code, where L represents the number of differential
detectors used[19]. Various versions of NEC methods have been applied to MSK,
BPSK and QPSK transmision systems[20][21][22], but not yet to OQPSK. In this
project, a differentially detected OQPSK receiver structure is developed to
accommodate the NEC method. Three kinds of error correction algorithm, which
realize single, double and triple error correction, have been evaluated by means
of computer simulation. The performance of these schemes for OQPSK

modulation is also analyzed for different differential encoding methods .
1.5 Thesis organization

This thesis deals mainly with digital modulation/demodulation techniques
suitable for use in mobile radio communications. Some error protection and
differential encoding techniques are also investigated. Error performance in static
AWGN and typical mobile radio fading channels is studied by means of computer

simulation. The resulting performance is compared with that of two major
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systems, the IS-54 North American standard and the GSM European standard,

under various channel conditions.

Chapter 1 provides an introduction to the salient aspects of mobile radio

communications and to the motivation and organization of this thesis.

Chapter 2 briefly introduces two classes of modulation, i.e., quadrature
linear modulation and continuous phase modulation, and gives a detailed
description of the proposed differentiat OQPSK systems using different filtering
strategies. They are Square Root Raised Cosine ODQPSK(SRC-ODQPSK) and
Smooth Transition ODQPSK(ST-ODQPSK). For SRC-ODQPSK, both the
matched filter receiver and Butterworth filter receiver are discussed. The
principles of some powerful anti-fading redundant codes and nonredundant error
correction are also explained in this chapter. Algorithms relating to different

nonredundant error correction schemes are given.

Chapter 3 describes the computer simulation of the above modulation
systems. A system simulation software package, Block Oriented System
Simulator(BOSS), is introduced in this chapter. The BOSS implementations of
different transceivers and of various nonredundant error correction schemes are

explained.

In Chapter 4, the performance of several digital modulation systems
currently recommended for digital cellular communications is compared with the
proposed mo:uilation systems, under various channel conditions. The power
spectral density and envelope variation characteristics are studied for linearly and
nonlinearly amplified channels. Also, the improvement of bit error rate

performance due to the use of single, double and triple error correction schemes

is discussed.

1



Chapter 5 summarizes and presents conciusions on this project. Some
suggestions for continuing this research in the area of modulation and channel

error protection are also presented.

The theoretical derivation of the power spectral density function of ST-
ODQPSK signals is given in Appendix A. The FORTRAN programs used for
simulating single, double and triple error correction schemes are listed in
Appendix B. Syndrome patterns used for triple error correction are listed in
Appendix C. Other FORTRAN support subroutines, used to create BOSS

primitive modules, are listed in Appendix D.
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CHAPTER 2 MODULATION/DEMODULATION AND
ERROR PROTECTION TECHNIQUES

2.1 Spectrally efficient linear modulation methods

Spectrally efficient linear modulation schemes such as M-ary PSK, QPRS
and M-ary QAM are usually employed in those highly bandwidth-limited
communication systems for which the channel characteristics do not introduce
severe performance degradation. The disadvantages of these techniques lie in
the considerable power variation of the modulated signals. For instance, QPRS
and M-ary QAM signals exhibit envelope variation even without any filtering. In
MPSK, the signals have a non-constant envelope after transmitter filtering. n/4-
DQPSK, the second generation digital modulation scheme for land mobile
communications, has a large envelope variation of up to 20dB after transmitter
raised cosine filtering(a=0.35). RF Power amplifiers used in radio transmitters
usually introduce nonlinear amplitude(AM-AM) and nonlinear phase(AM-PM)
distortion when operated near or at saturation to obtain high efficiency. In other
words, these power amplifiers are rf envelope-sensitive devices. Hence, large
rapid variations in signal power could result in much distortion in the amplified
signals, usually in the form of spectral spreading, which is proportional to the
envelope fluctuation of the input signal. in the worst case, all the major sidelobes
of the original signal could be completely restored, independent of the filtering
operation used. Considering that analytical studies of nonlinear amplification are
extremely complex and do not provide sufficient insight into the performance
degradation of the investigated linear modulation, computer simulation is
performed. As well, an ideal hard-limiter can be used to approximate a practical

saturated Class C high power amplifier, as described in [23]. The input/output
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power characteristic of an ideal hard-limiter with infinite bandwidth is given in

Fig.2.1.

Pouth

Fig.2.1 Input-output characteristic of an ideal hard limiter

As has been derived in [23], the input/output relationship of an ideal hard-
limiter can be expressed in terms of the quadrature components of the input

signal as follows:

Lt = JCI,(®
2\ = 2-1
02+ QD) 1)
Jea,m
Qy(f) = (2-2)
D2+ QD)

where 14(t) and Qy(t) are the in-phase and quadrature baseband components of
the modulated signal at the input to the hard-limiter. I5(t) and Qx(t) represent the
corresponding output quadrature signals. C is a constant dependent upon the
output saturation power. As a result of the infinite bandwidth, the phase of the
input signal is passed undistorted. It is noted that the envelope of the input signal

should always be larger than zero for these equations to hold true.

14



The following sub-section presents a description of the North American

digital cellular modulation scheme, ©/4-DQPSK, and its envelope characteristic.
2.1.1 ©/4-DQPSK

As an improvement over the conventional QPSK scheme, n/4-QPSK was
initially proposed by P. Baker to reduce the envelope variation from infinity to
20dB[13]. it allows the use of various detection methods, i.e., coherent, differential
or limiter/discriminator detection, and is now accepted for use in second
generation digital cellular systems in North America. The block diagram of the n/4-

DQPSK transmitter is shown in Fig.2.2.

|
Mapping Nyquist
Data S.erlgal _>Diff & I|_> ::Ise —®Quadrature | Modulated
— e
Parallel —» En:;%?,t,; - Shaping #=| Modulator | Output
Converter (0:=0.35) Q

Fig.2.2 Block diagram of n/4-DQPSK transmitter

The mapping processor transforms the four-state constellation of QPSK
into an eight-state constellation, as shown in Fig. 2.3. As a result, the output signal
from the mapping block may take on 8 different values, namely (+1,0), (0,+1),
(+0.707,+£0.707). Also, the phase transitions between any two successive
symbols are limited to +45 and +135 degrees, thereby preventing the signal
envelope trajectories from crossing the origin. Fig.2.4 shows the envelope
fluctuation of n/4-DQPSK modulated signals after the transmitter Nyquist filtering.

Conventional QPSK is also shown for ccmparison.
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Fig.2.3 Constellation of /4-DQPSK signals

(a) (b)
Fig.2.4 Envelope trajectories of (a) /4-DQPSK (b) QPSK
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2.2 Gaussian Minimum Phase Shift Keying

Gaussian Minimum Phase Shift Keying(GMSK) is the modulation scheme
chosen by Europe and Australia for use in their second generation digital cellular
systems. Basically, GMSK is a modification to the well-known Minimum Phase
Shift Keying(MSK) modulation, in which a Gaussian-shaped low pass filter is
added in front of the frequency riodulator. Therefore, it is a type of continuous
phase modulation(CPM), which is characterized by the constant envelope
property. The modulation index is chosen as 0.5, to achieve minimum bandwidth

occupancy. The block diagram of a GMSK transmitter is given in Fig.2.5.

Data ) Gaussian FM Output
Source LPF Modulator ——
Mod. Index: 0.5

Fig.2.5 Block diagram of GMSK transmitter

By changing the 3dB cutoff frequency of the pre-modulation Gaussian low
pass filter, the output spectrum width can be reduced significantly, without
disrupting the constant envelope characteristic. However, the insertion of a
Gaussian low pass filter will dramatically reduce the eye opening due to the
intersymbol interference caused by filtering. As will be discussed in Chapter 4, this
will result in a significant performance penalty in a linear AWGN channel, when
compared with the previously described /4-DQPSK modulation. Hence, for the
GMSK modulation format, there exists a trade-off between its error performance
and spectral efficiency. The major advantage of GMSK is that its performance is

not affected by amplifier nonlinearities, thereby avoiding transmitter linearization

17



problems. Like /4-DQPSK, GMSK aiso allows difterential detection, coherent

detection and limiter/discriminator catection.
2.3 Offset Keying QPSK

Offset Keying QPSK(OQPSK) modulation is quite similar to conventional
QPSK except that the quadrature bit stream is delayed by one-bit duration, Ty,
with respect to the in-phase bit stream. The serial-to-parallel converter is taken to
operate on the principle of reading in two data bits at a time, and reading them out
at h«lf the bit rate, two at a time. Nyquist pulse shaping is applied to both streams.
The filtered signals are then quadrature modulated and transmitted over the

chanriel. A schematic diagram of OQPSK transmitter is shown in Fig.2.6.

D Serlal | .| Nyquist l Output

—?-t—av To Pyl Quadrature| “Y'PY
Paraliel uise —
Converter Ty Shaping 5 Modulator

Fig.2.6 Block diagram of OQPSK transmitter

As a result of the one-bit offset, simultaneous transitions in the | and Q data
streams are prohibited. Between two successive signalling intervals, the
maximum phase rotation of the signal vector is limited to 90 degrees.
Consequently, the amount of envelope variation in the modulated signals is
effectively reduced to just several decibels. Fig.2.7 shows the envelope
characteristic of Nyquist filtered OQPSK signals. It is generally believed that
OQPSK signals have the smailest power variation of all four-level quadrature
modulation schemes. The drawback of conventional(or Nyquist filtered) OQPSK
is that this type of signal cannot be satisfactorily demodulated by a non-coherent

detection methcd such as standard differential detection. The maximum phase
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differential required by differential detection between two successive signalling
intervals cannot be well preserved in conventional OQPSK. This excludes
OQPSK from being used in general mobile radio applications, since differential
detection is an effective means to combat fast random phase and frequency

modulation incurred in the mobile radio channel, and also allows a simple receiver

configuration.

Fig.2.7 Envelope trajectorles of filtered OQPSK

2.4. Proposed offset differential QPSK schemes

As described in the previous section, differential detection is preferred in
order to achieve good performance in a fast fading channel. With the aim of
accommodating differential reception for OQPSK modulation, several modified
versions of the conventional OQPSK system have been developed and
investigated in this project. Generally speaking, these systems have the
advantages of a largely reduced envelope variation compared to other linear
modulation schemes, a more compact spectrum than that of constant envelope
modulation schemes such as GMSK , and good error performance in mobile radio

channels. This section first describes different differential encoding/decoding
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techniques that can be used for these systems. Next, each of these systems is

explained in detail.
2.4.1 Differential encoding strategies

Although it is possible in principle to achieve ISI-free transmission for
OQPSK signals, the detection method employed at the receiver usually directly
affects the error performance of the whole system. Therefore, selecting the right
detection techniques becomes critical to the performance of the system. For
OQPSK modulation, three types of detection can be employed, namely, coherent
detection, differential detection and discriminator detection. However, only
differential detection methods are dealt with in this thesis, as they appear

attractive for mobile radio applications.

In this work, two kinds of differential encoding/decoding schemes have
been developed for OQPSK signals: two-bit differential encoding and three-bit
differential encoding. The block diagram of a two-bit differential encoding/
decoding circuit is given in Fig.2.8. A three-bit differential encoding/decoding
circuit is shown in Fig.2.9. It is interesting to note that the three-bit encoder is also
equivalent to the cascade of three one-bit differential enocders, as shown in

Fig.2.10.

o T

Fig.2.8 Block diagram of two-bit differential encoder & decoder




Rl f=y
L 2Tb?—>nor——>

Fig.2.9 Block diagram of three-bit differentiai encoder & decoder

R Tyl = .1

Fig.2.10 Equivalent three-bit differential encoder

In the two-bit encoding scheme, the transmitted data stream is delayed by
2T, and multiplied by (or EX-ORed with) the source data stream to obtain the
differentially encoded data. The receiver takes the received signal and multiplies it
with its one-bit delayed version. A NOT gate is then used to obtain the original
signal. If rf signals are present, a low pass filter and decision circuit need to be
inserted between the muiltiplier and the NOT gate(note that the NOT gate may
also be absorbed into the decision circuit). The three-bit encoder is a combination
of a one-bit and a two-bit differential encoder; for decoding, the three-bit encoder
requires a decoder with two-bit delay. The operation of the three-bit encoding/

decoding circuit is similar to that of two-bit encoding/decoding circuit. As will be

21



discussed in Chapter 4, the two differential encoding techniques yield a different
error performance in linear, nonlinear and Rayleigh fading channels. The

mechanism can be explained as follows.

Fig.2.11 shows the the decision planes for two-bit and three-bit
differentially encoded OQPSK signals. Since this is a phase modulated system,
the detection of the data signal only involves phase-related operations.
Consequently, the decision area can be characterized by a circular plane. As can
be seen, in the two-bit scheme, the decision region for bit “1” corresponds to an
angular area of 270 degrees, while bit “0" has a decision sector of 90 degrees. For
the three-bit encoded case, bit “1” and bit “0” each occupy a decision region of 90
degrees, which is quite similar to that of QPSK detection. The two-bit encoded
system has a larger phase margin than its three-bit counterpart. As well, the
amount of delay involved in the differential detection process is one-symbol
duration for three-bit differential encoding, and one-bit duration for two-bit
differential encoding. Therefore, one can expect that the two-bit encoding scheme
will have a better performance than the three-bit encoding scheme. The exception
is that, when nonredundant error correction is used along with encoding, three-bit
encoded system turns out to be better than two-bit encoded system. This will be

discussed in Chapter 4.

(a) (b)
Fig.2.11 Decision planes for (a) two-bit encoding scheme
(b) three-bit encoding scheme
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2.4.2 Square Root Raised Cosine ODQPSK transceiver

in this section, the Square Root Raised Cosine ODQPSK(SRC-ODQPSK)
system is presented and discussed. Two different versions of the SRC-ODQPSK
system are possible, which employ different transmitter baseband pulse shaping

and receiver filtering techniques. They are:

O3 A 4th Root Raised Cosine(4RRC) filter receiver with the same type

of pulse shaping at the transmitter.

(1 A Butterworth filter receiver with S uare Root Raised Cosine(SRRC)

transmitter pulse shaping.
2.4.2.1 SRC-ODQPSK system with 4RRC filter receiver

The system block diagram is shown in Fig.2.12. The transmitter includes a
data source, a differential encoder, a serial/parallel converter, a delay element,
two baseband pulse shapers and a quadrature modulator. First, the random data
stream is differentially encoded so that the actual information is carried in the
differential phase changes between successive bit intervals. As long as these
phase properties are well preserved during transmitter pulse shaping, the receiver
can reliably decode such information and convert it back to the original data
signal, using a corresponding differential decoding circuit. In a practical radio
channel, the transmitted signal is usually subject to the corruption of Additive
White Gaussian Noise(AWGN) and fading effects such as Rayleigh or Rician
fading. Random phase and frequency modulation may also be imposed upon the
phase of the modulated signals in a fast fading scenario, due to the effect of large
Doppler spread. After the differe: lial encoding, the encoded data signal is then
serial-to-parallel converted and fed to the | and Q baseband channels. The signal

on the Q channel is offset with respect to the | channel by one bit duration or one-
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half the symbol duration. To efficiently utilize the spectrum resources, 4RRC pulse
shaping is performed on both the inphase and quadrature channels. Another
advantage of using 4RRC pulse shaping lies in that this can guarantee ISI free
transmission in a linear AWGN channel. In a quasi-static channel, this type of
filtering can still yield sub-optimal results. The filtered signal is shown in Fig.2.13.
It is observed that this signal is corrupted by ISI due to the transmitter filtering. As
will be shown later, however, this ISI can be effectively eliminated after receiver
filtering(see page 28). Fig.2.14 shows the envelope property of the filtered signal.
Clearly, the envelope trajectory of this signal exhibits an even smaller variation

than that of a conventional OQPSK signal.

|
D 4RRC > Output
ata Diff2rential Quad. >
Source ™ “Encoder || S{P Shapin Mod. |
L ping ~
T P Q
(a)
Rec'd . . Data
— 4RRC || imiter Decision | 5.
signal BPF Circuit
(atiF
Delay
(b)

Fig.2.12 Block diagram of (a) SRC-ODQPSK transmitter (4RRC shaping)
(b) receiver structure
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Fig.2.14 Envelope trajectory of 4RRC-filtered ODQPSK signal

The filtered signals are fed to the quadrature modulator and transmitted.
The receiver structure is actually the same as that of a conventional binary DPSK
receiver. Another 4RRC filter of the same type is used as the IF bandpass filter to
give the best signal-to-noise ratio at the output of the receiver filter. A conventional

binary differential detection circuit can be used to recover the data stream. As

25



discussed in the previous section, the amount of delay required in the differential
detection process depends upon the differential encoding scheme used at the
transmitter. Correspondingly, the decision circuit could have one or two decision
thresholds. From Fig.2.11, it is not difficult to determine that, for two-bit differential
encoding, the threshold should be cos(n/4)=0.707, while for the case of three-bit
encoding, the optimal thresholds are 0.707 and -0.707. Specifically, for two-bit
differential encoding, a “0” should be decided if the level of the sampled signal is
larger than 0.707, and a “1” is decided otherwise. For three-bit differential
encoding, a “0” is decided if the absolute value of the sampled signal is larger than
0.707, and a “1” is decided if the value is in between 0 and 0.707. These threshold
values are selected so as to maximize the phase tolerance of the system,
regardless of magnitude information. In the decision circuit, the recovered
lowpass analog signal is sampled once for every one bit. The resulting sampling
rate is thus double that of the other QPSK schemes, assuming that all systems
have the same bit rate. This property may be an additional advantage from the
point of view of increasing the robustness against random phase interference in a

mobile radio channel.

In this scheme, the pulse shaping filter used is a 4th Root Raised Cosine
(4RRC) filter. At the receiver, another 4RRC filter is employed, which exactly
matches the transmitter pulse shaper. It should be noted that this combination is
not equivalent to a matched filter pair. The reason for this can be easily found out
by referring to the eye diagram of the signals at the output of the receiver
filter(Fig.2.15).



[
o

Signal level

~-10

- L L) L] L] ¥ l L] 1 ¥ I‘l
0.0 0.5 1.0 1.8 2.0

Symbol
Fig.2.15 Eye diagram of the in-phase signal at recelver filter output

As can be seen, although the received signal is ISI-free at each sampling
instant, the sampled signal level does not correspond to the maximum level within
each pulse. It is well known that, for the case of using a matched filter pair, the
output signal from the receiver filter should reach its maximum magnitude at each
sampling point, so that the best error performance can be obtained for a given
signal-to-noise ratio. Consequently, it is expected that this 4RRC-filtered system
will suffer a certain degree of performance penalty in this respect, as compared to
some other Nyquist filtered QPSK schemes. Later on, it will be shown that this
penalty can be largely compensated for by using two-bit differential encoding and
bit-by-bit detection techniques at the receiver. As a matter of fact, SRC-ODQPSK
can achieve a better error performance than a Gray encoded DQPSK scheme,

provided that optimal sampling is achievable.

The magnitude response of a 4th Root Raised Cosine(4RRC) filter is

defined as follows:
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where T is the symbol period (T=2Ty,), and a is the rolloff factor. For the discussed

OQPSK modulation schemes, o. is unity.

The impulse response of this filter is difficult to obtain analytically.
Therefore, numerical integration is used to obtain the time domain impulse
response of the 4RRC filter. Fig.2.16 shows the resulting impulse response
generated from computer simulation. The corresponding frequency-domain

magnitude response is shown in Fig.2.17.
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Fig.2.16 Impulse response of a 4RRC filter
for o=1 & T=40us
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2.4.2.2 SRC-ODQPSK system with Butterworth filter receiver

The block diagrams for the above transmitter and receiver are shown in
Fig.2.18. As can be observed, the system configuration is quite similar to the
previously described 4RRC system. 'Il'khe only difference is that the baseband
pulse shaping filters now used are changed to square root raised cosine filters,

and that the receiver filter is now a Butterworth filter.

The definition of a SRRC filter is given as follows.

1 1-0
O<i<
1 . wT 1 1-0 1+0
Hf) =4 {111~ —_— - _ _—
(t) J2(1 sm[a (Ifl 21.)]) 5T <|fi< 5T
1+0
0 |ﬂ>—§:r—
(2.6)

The magnitude response of this filter, and the corresponding impulse

response are shown in Fig.2.19 and Fig.2.20, respectively.
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Fig.2.18 Block diagram of SRC-ODQPSK system with Butterworth
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Fig.2.19 Magnitude response of a SRRC filter
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Fig.2.20 Impulse response of a SRRC filter
for o=1 & T=40us

The 3dB cutoff frequency of the 4th order Butterworth filter is chosen to be
0.9f5, where fg is the symbol rate. This value is chosen as a tradeoff to maximally
suppress the noise power, while not degrading the information signal itself
significantly. The eye diagram of SRRC-filtered signal at the transmitter output is
shown in Fig.2.21. As expected with SRRC filtering, the transmitter output signal
has no intersymbol interference at every sampling instant, thus the differential
phase changes are preserved perfectly. This approach is different from what is
used in the 4RRC system, where transmitter filtering does not guarantee the ISI-
free transmission characteristic. The receiver Butterworth filter will introduce some
intersymbol interference, as shown in Fig.2.22. However, it can be proved in
computer simulation that this only results in a small degradation in system error
performance. The envelope characteristic of a SRRC-filtered ODQPSK signal is
illustrated in Fig.2.23. It can be easily observed from this graph that its envelope
variation is even smaller than 4RRC-fitered ODQPSK, conventional OQPSK,
QPSK or /4-DQPSK.
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2.4.3 Smooth Transition ODQPSK system

In a Smooth Transition ODQPSK(ST-ODQPSK) system, sinusoidal pulse
shaping is used to replace the familiar raised cosine shaping operation. The
transceiver structure is basically the same as that of the SRC-ODQPSK system
with a Butterworth filter receiver, except that the two baseband raised cosine-type
pulse shapers are now replaced by two specific waveform shapers, followed by
two 4th order Butterworth filters. The cutoff frequency of these lowpass filters is
chosen as 0.95f;. The receiver Butterworth filter has a cutoff frequency of fg
These frequencies are seiected in such a manner that the noise power is reduced

as much as possible without causing much distortion to the signal.

The sinusoidal waveshaping is performed according to the relationship of
the adjacent two symbols. If they are of the same polarity, the output symbol from
the waveform shaper simply equals the input. If they are of opposite polarity, a
half-sinusoidal waveform is transmitted in the first half of one symbol period.

Mathematically, this processing can be formulated as follows:

® if a, =-an.q, then
b, =ap.1+ cos( 2n/Tt) for (n-1)T<t < (n-1)T+T/2
=ap for T2+(n-1)T <t<nT
® if a, =+a.¢, then

bn = an fOl’ (n‘1 )T <t <nT

where a, denotes the incoming bit to the processor in the nth interval, and b,

denotes the outgoing bit from the processor in the nth interval. T is one symbol

duration.

This waveform manipulation is quite similar to that described in [23]. There

are several advantages to using such waveshaping. Firstly, differential detection
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can be achieved with the processed signals. Secondly, it helps to greatly reduce
the sidelobes in the signal spectrum, while maintaining the 3dB envelope
fluctuation characteristic of the original signal. Thirdly, the jitter-free property is
retained even though the signal is passed through an analog filter, which is
important for the extraction of timing information from the detected baseband
signal. Fig.2.24 shows the eye diagram of the processed in-phase signal. Clearly,

this signal has no intersymbol interference, and is also jitter free.
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Fig.2.24 Eye diagram of the processed in-phase signal

A ST-ODQPSK transmitter circuit has been built up. The measured signal
constellation after filtering is shown in Fig.2.25. It can be observed that ST-

ODQPSK signal has the smallest envelope fluctuation.

Fig.2.25 Envelope fluctuation of ST-ODQPSK signal
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The required waveform shaping can be realized in several ways. Judging
from the eye diagram shown in Fig.2.24, it is observed that, in principle, a linear
filter(e.g. a FIR filter) can be designed to achieve the needed waveform shaping
operation. However, such a filter will be difficult to design, and may need a very
high order to approximate the required shape. Based on these considerations,
another approach using operational amplifiers and a digital logic circuit is
adopted. Fig.2.26 shows schematic diagram of the circuit to perform the

waveform shaping operation.

, Control
/ Logic

Fig.2.26 Sinusoidal waveshaping circuit

The input to this circuit is a sinusoidal wave, which is synchronized with the
rising edge of the data stream. A CMOS analog switch CD4066, controlled by a
digital logic circuit, is used to multiplex the four inputs, A-D, into the output. The

schematic diagram of the control logic is shown in Fig.2.27.
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Fig.2.27 Schematic diagram of the switch control logic

The inputs to the control logic circuit are the data stream and several clock
signals. The relationship between the data signal and clock signals are illustrated
in Fig.2.28. As seen from this graph, the four clock signals, CLKA, CLKB, CLKC
and CLKC can be easily generated from the input data stream, using some simple

logic operations.

Computer simulation of these circuits will be discussed in the next chapter.
By using a Markov chain model, the power spectral density(PSD) function of the
ST-ODQPSK signal can be derived analytically. The detailed derivation of the

PSD function can be found in Appendix A. The final result is given in (2-7).
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Fig.2.28 Clock signals for the control logic circuit
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P(x) = [Sin (%) (1+ cos (nx)) _ Sin(m) cos? (ch) X }
21X n

27 )% -1

sin* (nx)

- 2
adn® (¢ -1) (1) (2-7)

where x is the normalized frequency f/f;. The power spectral density functions of
ST-ODQPSK, MSK and unfitered QPSK are shown in Fig.2.29. Of the three
schemes, ST-ODQPSK exhibits the fastest spectral rolloff. Its spectral sidelobes
are also lower than unfiltered QPSK and MSK. It can be noted, however, that ST-
ODQPSK requires slightly more bandwidth than the previously described SRC-
ODQPSK. Therefore, SRC-ODQPSK is more suitable than ST-ODQPSK for use

in applications with stringent bandwidth restrictions.

Up to this point, several ODQPSK systems using different baseband pulse
shaping techniques have been described in detail. The advantages and
disadvantages of these schemes have aiso been discussed. The error
performance of these systems in a typical mobile radio channel will be presented

in Chapter 4.

37



-
-
-
-
“u
e’
-
-y
“u
\
’
-
-
X
Y
-

—----.,

cmwmmmaacaatl
- m - b w - ®
A A N A

ot
N
'S

6 8 10
Normalized frequency (f/f)

Fig.2.29 Power spectral density of ST-ODQPSK, QPSK and MSK.
Solid: ST-ODQPSK , dashed: QPSK, dotted & dashed: MSK

2.5 Error control coding techniques

Basically, there are two methods used for error protection, differing in their
inherent error correction mechanisms. One is redundant error correction. These
are the most widely researched and used techniques in practice since they have
powerful error correction capability in any kind of transmission environment.
Another is nonredundant error correction(NEC). Since NEC can achieve error
correction without introducing any redundancy into the data signal, these
techniques appear very useful in applications where the data rate is limited and
good error performance is also required. Recently, NEC techniques have received
much attention, and several different versions of NEC have been applied to n/4-
DQPSK, M-a:iy PSK and MSK modulation schemes. Considerable performance
improvement has been reported in the hardlimited Rician fading channel

encountered in mobile satellite communications[21].

This thesis studies NEC techniques which can be adapted for the

previously described ODQPSK systems. In the following sections, the principles
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of nonredundant error correction are first introduced, and then several error
correction schemes developed for ODQPSK modulation and the associated error

correction algorithms are described in detail.
2.5.1 Principles of nonredundant error correction

Nonredundant error correction(NEC) techniques were first introduced by
P.Chow and D.Ko, for use in binary DPSK systems[18]. Later, several modified
verzions of NEC were developed for many other modulation schemes, including
Div.ssx, M-ary DPSK and, more recently, ©/4-DQPSK. Since these schemes are all
based upon the same principles, M-ary DPSK is chosen as the modulation

method in the following derivation, without loss of generality.

In an M-ary differential PSK system, the carrier phase in the i-th time slot

can be expressed as:

2rn
;=9 1+ (;)'ai (2-8)

where a; and 6; are the transmitted data symbol and carrier phase in the i-th time
slot, respectively. By iterations, it is easy to show that the following relationship

also holds:
k-1
2n
J:

Under noise-free conditions, the phase difference of the received signal

between the present i-th time slot and the k-th previous time slot is therefore:

k-1
O =99, = (Tn—) 8 (2-10)
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As the detected phase difference can only lie between 0 and 2r, (2-10)

may be rewritten as:

e (Brefam) ) e

Therefore, the output symbol dy; of the phase detector with k time slot

delay, i.e., the k-th order phase detector, is given as follows:

k-1
dy = [ a,._‘,}mod(m) (2-12)
j=0

By using L phase detectors, L output symbols can be obtained in the i-th

time slot. Based upon the fact that a k-th order differential detector output can be
linearly generated from k previously output symbols from the first order detector, it
is seer: that the output symbols from the L differential detectors constitute a rate 1/
L convolutional code sequence with a constraint length of (L+1). It is known that
the error correction capability of a convolutional code can be expressed by its
minimum free distance, which is defined as the minimum Hamming distance
among the encoded sequences generated by the transmitted data sequence
having a nonzero starting symbol. Due to the unique property of the differential
detection process, it is intuitively observed that the following data sequence can

satisfy the above condition:

a=f
ai-|»1 =?
a,; = 0 for (j<0)and(j>1) (2-13)

where f = (1,2,..., m-1) and f = -f mod(m) = m-f. The resulting output sequence is

shown in Fig.2-30.



Time Slot i+t 42 - - itk - - il 4t
1st Order ] - . - - 0 0
Detector b1 0 0

2ndOrder | ¢ 0 §f - - 0 - - 0 0
Detector

K-th Order . ) . ) )
Detector fo o - - f - - 0 0

L-th Order - - - . §

Detector t 6 0 0 f 0

Fig.2.30 Output sequence of L. phase detectors

In the i-th time slot, the outputs of all L detectors are the same symbol f. In
the (i+k)-th time slot, only the k-th order detector will have a non-zero output
symbol. Consequently, on a corresponding trellis path emanating from and re-
merging at the all-0 state, the minimum Hamming distance of the resulting
sequence is 2L, which is the minimum distance of the convolutional code.
Interestingly, in this case, the minimum distance is also equal to the minimum free
distance of this convolutional code. If the observation interval is L, the minimum
distance becomes (2L.-1), which indicates that (L-1) errors can be corrected as

long as the number of errors within the L2 symbols in L time slots is less than
(L-1).

When phase noise is present, the received carrier phase can be expressed

as:

r_
0/. = 91'+ € (2-14)
where g; is the phase error.

The difference between 8" and 6, is
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/ =
The received symbol ry; at the k-th order detector output can be expressed

k-1
91(_9;_‘( = |:(7n—) 2 a;_j+ (e,—e,_k)}MOd(Qﬂ) (2-15)

as:
k-1
N = dii+ 8gmod(m) = Y a;_;+e,mod(m) (2-16)
j=0

where ey is the error. The Syndrome Sy is obtained from the received symbol

sequence ry; as follows:
k
Ski =Z ryi-p = ks 1yimod(m)
j=0

k
j=0

(2-17)

As mentioned earlier, this convolutional code has an (L-1) error correction
capability when the observation is limited to L time slots. Correspondingly, there
will be L2 different error symbols existing in the detection process. However, the
combination pattern of the following (L-1)L syndromes differs for every error

symbol if the total number of errors is less than (L-1):

Sy Sii-1 Sy (i-2) Si(i-L+1)
Sai Sa(i-1) Sa(i-2) Sai-L+1)
_S(L—‘ Sit-nd-1n Sw-nd-2 S(L-1)(i—L+1)_
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Therefore, the error symbol e4;..,1) can be detected from the syndrome
pattern, and the correct symbol can be obtained by subtracting ey;._,1) from the

received symbol rq.,1).

If all the error symbols take on a value of sither 1 or -1 mod(m), as in the
case of binary transmission, it has been proved[16] that the number of syndrome

patterns N can be limited to:

N=2. Z(L2—1) ? (2-18)

Fig. 2.31 helps give a better perspective of the error correction mechanism
of the NEC technique. For convenience, assume that a binary differential phase-
modulated system is employed, and that a sequence of 101101110 is transmitted.
Also, two errors, separated by more than two symbol intervals, are assumed to
occur in the first-order differential detector. This system is required to correct a
single error, thus two differential detectors are needed. According to (2-17), it is
not difficult to obtain the output from the syndrome generating circuit and the

correction pulse, as shown in Fig.2.31. As expected, both errors are successfully

eliminated.

Transmitted
Data 1 0 1 1 0 1 1 1 0

de1t:::€rgtenrput ; error error

Delayed by
one bit

2nd order
detect. output

Syndrome S,

|

Syndrome S;.¢

Correction
Pulse —

Corrected
Data

Fig.2.31 lilustration of error correction procedure
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Based upon the above-mentioned principles, we can apply NEC
techniques to ODQPSK modulation schemes. Single, double and triple error
correction can be achieved by increasing the dimension of the syndrome matrix
described earlier. In the following several sections, detailed implementation
methods and the error correction algorithms of single, double and triple error
correction schemes, which can be used for the proposed ODQPSK systems, are

discussed.
2.5.2 Single error correction

Since there exist two kinds of differential encoding/decoding methods for
ODQPSK systems, the derived NEC receivers are slightly different. In the
following several sections, two-bit differential encoding is always assumed in
developing the structure of the NEC receiver. For the case of three-bit differential
encoding, only the final circuit implementations are given. However, the circuit

design follows the same principles.

When applying (2-17) to ODQPSK systems, the specific detection method
employed at the receiver should be taken into consideration. Although ODQPSK
is a quadrature modulation scheme, bit-by-bit detection is taken at the receiver as
in a binary PSK system. For this reason, the modulo constant m used in the
previous section should be chosen as 2, instead of 4. Also, to achieve single error
correction, L should be chosen as 2, i.e., two differential phase detectors are

needed at the receiver.

With this in mind, the received signal at the output of the differential phase

detector can be formulated as follows :

Dj=d;®ep,,;
D,j=d;®d;_®epy (2-19)



where Dy is the k-th order detector output in the i-th time slot. d, is the ideal
noiseless data output in the i-th time slot. epy; indicates the error symbol at the
k-th order detector output in the i-th time slot. The syndrome matrix now contains

only two elements as given below:
S;=Dy;®Dy;_y ® Dy
= 4®d;_®ep,;Bep.1)0dOd;_Depy,;

= 6p1;® 6py(j-1) P epp; (2-20)
The syndrome obtained in the previous interval is:

Si-1=6p1(i-1) ®epa(i-1) D Op1(i-2
= Op13i-1) @ €p2 i~ 1) (2-21)

In the above equation, the effect of epy(.2) is assumed to have been
eliminated in the previous decoding interval. The error symbol epq(.1) can

therefore be detected and corrected by the following operation:

@p1(i-1 = i Si-1
d;_1=Dy4-1)®6py(i-1y (2-22)

The block diagram of single error correction circuit can be developed,

based upon (2-19) - (2-22), and shown in Fig.2.32.

Input
|/—o BPF

Dy
» Decision To XOR or |.2uP
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Fig.2.32 Single NEC circuit for two-bit encoded ODQPSK
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The decision rules employed in the blocks “Decision” and “NEC Decision”
correspond to those of one-bit and two-bit differential detection, respectively, as
has bean explained in Sec. 2.3.2.1. Similarly, the detection circuit for three-bit

differentially encoded ODQPSK system can be derived, and shown in Fig.2.33.

A\ 74 Inpat
BPF ?)—» NEC L ! NOT 2. | xorR Dig2 Output
Decision l ' b I_.. XOR —~h
——_ 21‘.,
NEC Iem(m
Decision » NOT »| XOR A

Ly 4T, T
p= m%éDL,m._l

Fig.2.33 Single NEC circuit for three-bit encoded ODQPSK

2.5.3 Double error correction

For an NEC which can correct up to two errors, one first-order differential
detector, one second-order differential detector, and one third-order differential
detector are employed. Using the same method as in single error correction, the

syndrome matrix is determined as follows:

S1is1 (i-1) S1 (i-2)
S2i S2(i—1) SZ(i-2)

The six syndromes are constructed according to the relationships given in
Equ.(2-23). When generating these equations, it is assumed that the effects of

e1(..3) and ey.4) have been eliminated in the previous decoding interval. These
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@1(-2) is “1” when they are detected and “0" otherwise, and thus error
correction of the received data F1(i-2) can be performed at the i-th decision instant

by adding ©1(i-2) 0 r1(i.2).

The block diagram of the double error correction circuit is given in
Fig.2.34.

2? T o T
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;’) J,
D
foput ! *b T
- ?[E: > DBCIN%ON '\} Si
83 S )

DD NEC o
"L 3T, | *|DECSION ot

3/
;)
-3
Y
]
=

Fig.2.34 Block diagram of double error correction
for two-bit encoded ODQPS'

For three-bit encoded ODQPSK, the circuit diagram is given in Fig.2.35.
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! 6T, DECISION »{

- "'\F T

Fig.2.35 Block diagram of double error correction
for three-bit encoded ODQPSK



S1i=ni®r ), ®n,
= 0,96, _ D6y
Stii-1) = N1y @ iz @ fpivy
= 01(i-1) D0y (j_2 D8y
Siti-2) = Ni-2)®Ni-3)® Ri-g
= 01(j-2)D 6y
Spi=Ni®n-1y®h-2®n
=0,96,;_1)90_y D6y
Sp(i-1)y =Ngi-1) @ N(im2) ® M3y ® iy
= 6y3i-1) @ 61(j-2) ® 83—y
Spic2) = M(i-2) ® Ny (i-3) O M(i-ay @ 32

= 8y(i-2) © 63(i_2
(2-23)

six syndromes are not orthogonal for e4;.5), and therefore, a pattern where only
©1(i-2) is “1” and eight pattems where e,;.;) and one of eight others, ey;, 4(.1),
€2+ 82(-1)» ©2(j-2), ©3i» ©3(;-1) and @3;.2) are “i" should be detected. These patterns

are given as follows:

(011 101] 111}
im 001} 011
s - Jow (001 11
= 1111 1111 111
011! 011 011
noj 101 011
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2.5.4 Triple error correction

Triple error correction can be achieved by using a total of four ditferential
detectors. Because of its triple error correction capability, the obtained receiver
structure is more complicated compared to the previous two NEC receivers. Using
the same procedure, a total of 12 syndromes can be found for triple error
correction case, as shown below. These syndrome patterns are solely dependent

upon the error patterns present at the differential detector outputs.

Si=1i®r -1, ®ry,
= 01,964, D6y,
Syii-1) = M=) ® Ni-2) ® Ricy)
= 01(j-1) @Oy (j_2 D Oy;_y
Siii-2) = M(i-2) ® N (i-3) ® L=
= 04(j-2) ® Oy (j_3 D Ey_y
Sii-3) =Ni-» @ fai-g)
= 04(i-3) D 6y(j_3
Spi=hi® -1 ® . ®ry
=0,;®8,_1)P0y;_5 Doy
Sagi-1) =T1i-1) Moy ® o3 ®r3ioy
=01(j-1) D8y (j_2 DOy (i_3 DOy
Sa(i-2) =M(i=2) ® Ni-3) @ f3(i_2
= 8y(j-2) @Oy (j_3 B ;;_y
Sa(i-3) = N(i-3) @ f3(i-3)
= 6y(j-3 D O3;_3,
S3i=M(i-1)® N2y ®l(i-3 @Oy
=6,®96,;_1,96y;_5 D0 ;_3 D6,
S30i-1) = M- O Mri-2) @ Mgy B ly(iy
= 04(i-1) D 8y (i_2) @ Oy(j_3 DO,y
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Saii-2) = Mi-2)® Mi-3 ®lagi-2
= 6y(j.2) D €1(i-3 P42
Saii-3) = NMi-3)® Tagi-3

= 01i-3) ® €4(i-3
' ' (2-24)

There are a total of 16 distinct error symbols resulting in 118 different
syndrome patterns. The circuit diagram can be easily derived from these
equations. Fig.2.36 shows two-bit differential case, and the circuit block diagram
for three-bit encoding is given in Fig.2.37. The error symbol e4(.3) can always be
corrected if the total number of symbol errors is less than or equal to three. In
these syndrome pattemns, the error symbol e4;.4) , ©1i-5) and ey(i.g) are assumed
to have been corrected through the feedback paths from the output of the pattemn
detectors. If any of these patterns is detected, a “1” is output from the pattern
detector and EX-ORed with dy.3 so that the error symbol can be removed.
Otherwise, a “0” is output from the pattern detector. The syndrome matrix for triple
error correction is shown below. A general summary of these syndrome patterns

can be found in Appendix C.

{SH S1(i—1) S1(i-—2) S1(i-—3)

S2i S2(i-1) s2(i—2) SZ(i—S)
S3i SS(i—1) SS(i—2) S3(i—3)
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CHAPTER3 COMPUTER SIMULATION OF ODQPSK
SYSTEMS

This chapter is concemed with various implementation methods for
ODQPSK systems by means of computer aided design. The systems described
earlier are simulated using a software simulation package called Block Oriented
System Simulator(BOSS) by Comdisco Systems Inc. The major features of this
simulation package are briefly described. Simulation block diagrams developed
for different ODQPSK transceivers and mobile radio fading channels are
explained in detail. Simulation methods for nonredundant error correction circuits
including single, double and triple error correction and their error correction

algorithms are also discussed.
3.1 Block Oriented System Simulator(BCSS) environment

The BOSS simulation package provides a complete interactive
environment for simulation-based analysis and design of any system which can
be represented in block diagram form. The major components of the BOSS
software package are written in LISP and run under the VMS operating system on
DEC VAXstations using VWS or DEC windows or, under the UNIX system on
SUN or SPARC workstations using X-Windows. Although BOSS can perform
waveform level simulation for any system, it is most suitable for communication
system simulation. In BOSS , all systems, whether they are simple tunctional
blocks such as transmitters or entire communicaticn links, are described in a
hierarchical form so that very complex systems can also be studied{34]. On the
other ha:i, this structure considerably simplifies the process of testing and
debugging a functional block or a whole complex system. In addition, BOSS
provides a variety of post processor functions, with which a number of signal

processing operaticris can be performed, such as time domain waveform plots,
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eye diagrams, scatter diagrams, magnitude and phase spectra, correlation
diagrams and histograms. In addition to a large number of modules already
provided in the library along with the package, each user can also create new
primitive modules(new blocks) to meet specific purposes, supported by
corresponding FORTRAN subroutines. All these features of BOSS provide
communication engineers with a very flexible, user friendly and powerful design

and simulation environment.
3.2 General considerations in the simulation

In order to compare the proposed systems with the current second
generation North American system and European systems, it is preferable to use
the same parameters in these systems. Unfortunately, the bit rates in North
American system and European systems are different. In the 1S-54 standard, the
specified data rate is 48.6kb/s, while in the DECT and GSM systems they are
1152kb/s and 27 1kb/s, respectively. This usually does not cause a problem in an
AWGN channel. In a Rayleigh fading channel with large Doppler spread, however,
different bit rates would yield different error performance. Therefore, special care
must be taken to normalize the fading rate with respsect to the signalling rate in
order to obtain a consistent basis for performance comparisons. In addition, to
obtain high computational efficiency and save simulation time, high bit rate
transmission should be avoided in the simulation if an altemative approach is
possible. Another factor which should be taken into consideration is that numeric
values can be stored with only a finite number of binary digits. Thus, any rate or
period should correspond exactly with a binary number. The BOSS manual
recommends that the sampling interval AT be a power of 2, and that the bit rate be
an integral multiple of AT. Hence, the internal binary representation of AT is the
same as the entered value. The sampling interval AT should be small enough to

avoid undue aliasing for the signals being sampled. Ideally, the corresponding
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sampling rate should be greater than twice the highest frequency present in the
signals to be sampled. In practice many waveforms have infinite bandwidth, and
so AT is made small enough such that the aliased power falling into the simulation
bandwidth is small compared to the noise power in the same bandwidth. For the
simulation of a binary NRZ system, a sampling rate of 8 to 16 times the bit rate is

adequate for accurately characterizing the signal processing processes involvec .

With all this in mind, and considering that 1/48.6=0.0205761..., the bit rate
used in the simulation is chosen as 50kb/s, and 16 samples are taken in every bit

interval. Therefore, the sampling interval used in the simulation is:

1 -6
AT = = 1.25x107%s
(50 x 16 x 10%) (3-1)

3.3 Multipath Rayleigh fading channel simulator

As mentioned in Chapter 1, although both Rayleigh fading and Log-normal
fading are present in a typical land mobile radio environment, system error
performance is mainly determined by Rayleigh fading. Therefore, only this kind of
fading is incorporated in the simulation studies. The BOSS simulation block

diagram of a flat Rayleigh fading channel is given in Fig.3.1.

As can be seen, it consists of two Gaussian random generators, two
lowpass pulse shaping filters, an adjustable AWGN source and several multipliers
and adders. Each Gaussian random generator has a different seed so that the
output Gaussian random variables from the twc :enerators are independent of
each other. Both outputs are assumed to have zero mean and unity variance.
Since the output samples from the generators take on discrete values, and

contain hig*: requency r+. .- ~ants, they are fed into two lowpass pulse shaping
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| Gaussian Lowpass
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‘ AWGN [ ™ t+ i >

Fig.3.1 BOSS diagram of a flat Rayleigh fading channel

fiters to obtain required smoothed outputs. In a practical mobile radio
environment, the measured spectrum of the received signal is very close to the
analytical result, provided that an omnidirectional antenna is mounted at the

receiver. It has been proved that the spectrum can be formulated as follows[35]:

S, (f) =

~f_<fsf (3-2)

2 m=
m—f

wher~ Sglf) is the power spectrum of the fading signal. C is a constant depending
upor the antenna gain pattem and medium attenu=tisn factor, and f, is the

maximum Doppler frequency. The fading spectrumis ¢ -~ + -~ {:3.3.2.
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A Ss(f)
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fm 0 fm
Fig.3.2 Spectrum of a typical fading signal

In the simulation, a 10th order lowpass filter has been used to approximate
Sg(f), and the peak frequency of the spectrum is made the same as the Doppler
frequency. The power spectrum at the frequency fr, is about 10dB higher than that
at f=0. The outputs from the two pulse shaping filters are then combined together
to form a complex output with the required fading characteristics. The output bit
stream from the transmitter is then multiplied with this fading signal and added to
the output from a controlled AWGN source. The mean value of this AWGN source
is set to zero and its variance is adjusted according to the strength of the faded
signal so as to provide a specified signal-to-noise ratio over a certain noise
bandwidth. For QPSK signalling, the noise bandwidth is usually set to the channel
signalling rate. Therefore, the noise bandwidth is fixed at half the bit rate for all the

simulations.

The block diagram for a frequency-selective Rayleigh fading channel is

shown in Fig.3.3.

Rayleigh
—
Faderi#1

| Rayleigh
Aﬁen.‘-—b Delay —— Fader#?2

Fig.3.3 Block diagram of a two-ray Rayleigh fading channel
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It should be noied that this model presents a rough approximation of a
practical frequency-selective Rayleigh fading channel, as specified in the I5-54
recommendation. In this model, the attenuation block accounts for practical
reflection losses incurred by surrounding buildings and objects, as compared to
the direct path. The delay block represents the excess propagation delay of the
second ray, as compared to the direct path. The two Rayleigh faders generate
independent signals which have Rayleigh fading envelope and random phase
characteristics. This can be achieved by choosing four distinct seeds for the four
Gaussian random generators in the two faders. According to the 1S-54
specifications, the two paths are of equal strength, and the delay spread ranges
from O to one symbol duration, which is about 40us. To more accurately model a
mobile radio dispersive channel, more than two fading paths are needed, with
variable path attenuations. Usually, the amount of attenuation in each path
increases with the corresponding path delay, and could be as high as 20dB[11].
The BOSS implementation of a 4-ray Rayleigh fading channel in shown in Fig.3.4.
Each path has a variable gain and delay to account for a number of channel
scenarios. By setting some of the gain parameters to zero, a 2-ray channel can be
simulated as well. For the performance study in this project, we still use the two-
ray model as all the results published so far for either n/4-DQPSK or GMSK are

based upon a two-ray channel model with equal strengii:.

3.4 SRC-ODQPSK transceiver

The block diagram for the SRC-ODQPSK system is shown in Fig.3.5. A
pseudo-random binary sequence is generated from a random data source, and
fed to a two-stage differential encoder. The encoded data are then split into two
quadrature channels and oifset modulated. After 4RRC pulse shaping is
performed on each channel, they are recombined to give a complex baseband

representation. This signal is then faded and corrupted by AWGN, as observed in
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a practical mobile radio channel. The receiver filter is another 4RRC filter, which
can achieve |S|-free transmission in a linear AWGN channel. In a fading channel,
this combination can yield sub-optimal results. The filtered signal is then
demodulated using one-bit differential detection. Finally, an ei. or counter is used
to count the bit error rate of this system. If three-bit differential encoding is
required, an additional differential encoding stage has to be inserted at the
transmitter differential encoding stage, and the amount of delay involved in the
receiver block CMPLX MULTI-STAGE DELAY must be doubled. If a Butterworth
filter is used at the front end of the receiver instead of a 4RRC filter, the 4RRC

pulse shaping at the transmitter is replaced by SRRC pulse shaping.

3.5 ST-ODQPSK transceiver

Fig.3.6 shows the block diagram of ST-ODQPSK system. The expansions
of ST-ODQPSK transmitter and pulse shaping blocks are given in Fig.3.7 and
Fig.3.8. In the pulse shaping circuit, a sinusoidal source is synchronized with the
input data stream and used to provide the required transition waveforms. The four
control signals, CLKA, CLKB, CLKC and CLKC, are generated from the input data
stream and the sinusoidal source.They are fed to the multiplexer to select the

correct output waveform, according to the rules formulated in Sec. 2.3.3.



waysAs NSJDAO-IHS oY) jo weibelp ssog §'¢'6id

! _ NGB .
uu&u.m.AJ — < #uuu«*A._ 4 %AJ
AV
<Jd 5<
0BNS NI
| no111504 [

| m—

o g g ﬁ_d

Found q mﬁﬁmA._l :u..:ﬁJ
W nnoA
\
35ond
¥ ] <] @oH __uA.—
)
R L i E
X0
I
sl B S 2o w103893310 < wrAe99aia < 1ol C]

61




waysAs JSdDAO-LS aY1 jo wesbelp SSOg 9'¢'6id

ué AS130

W90 ._..-!A I

|

g NOISIJ3G

62




Jepjwisuesn YSdOAO-LS jo uojsuedxz Le'Bid

mo <

i

< dubagl uj

63



Buideys asjnd seaujgjuou jo uojsuedxy g g 614

A"
q
¥3QIATG
14830
no g < 3G |
AAAA T o 30 | | )
I <4 Su
38N
\4
FURET]
LS - S g
< “gron <
QR M 5] Sodz.... Y
AdWliS <
10N
A¥13aL] - (<] 10N <]
< TR s fe = BT = 4
_ —1q 30X anis1a <H
Y Q1< 1
: o
< WG e _ quj
v A0
g AR THa 1S < Qo
w.u.um 1 4 ave INdNI \_.
1 o <
3 [ 0% TR ¥0123130 “ )
ST < 11w «
v « JWAIOSANIS

64



3.6 Simulation of nonredundant error correction schemes

For the discussion of the NEC receiver structure, only the ST-OQPSK
system is presented here as the same configuration also applies to SRC-
ODQPSK systems. Fig.3.9 shows the BOSS block diagrams of the ST-ODQPSK
system with single error correction in an AWGN channel. As there are only two
syndromes, namely S; and S;.q, involved in the detection of error symbol ey;.1),
only two differential detectors ar» needed and a relatively simple realization can
be achieved. it may also be noted that the de .ision blocks are different for the two
differential detectors; this is not the ca=e for general phase shift keying
modulation. As a matter of fact, this is only true for ODQPSK modulation
schemes. Specifically, the decision strategy employed in the first-order differential
detector is the same as for one-bit differential detection of ODQPSK, while the
detection method used in the second or higher order differential detectors is
actually the same as for two-bit differential detection of ODQPSK, assuming that
three-bit differential encoding is performed at the transmitter. In the BOSS
diagia— these detectors are represente? by blocks DECISION and
NEC_DECISION, followed by a NOT gate. The block diagrams for double and
triple error correction are shown in Fig.3.10 and Fig.3.11, respectively. In tihe case
of multiple error correction, a pattern detector is needed as there are a nurnber of
syndrome pattemns which can be detected from the outputs of the syndrome
generating circuit. For double error correction, there are three paraliel differential
detectors following the receiver filter. In the syndrome generating part, six
syndromes, namely Sy, Sq.1), S1i.2), S2i» Sz(-1) and Sp(i.z) , are created from
nine error symbols e, ©4(i.1), ©1(i.2) ©2i» €2(i-1) €2(i-2): €3i» €3(j-1) ANT 83(;-2), Which
are present at the outputs of the three differentia! detectors. These syndromes
form the inputs to the syndrome detection citcuit. As has been discussed earlier,

although there are as many as 26 distinct patterns which can be formed, only nine
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of them are legal syndrome patterns effective for error correction. These patterns
are stored and detected by the created BOSS primitive modules PATTERN
DETECTOR, as shown in the diagram. If the input noisy pattern matches any one
of these stored patterns, a correction pulse, namely “1", is generated by the
pattern detector and is modulo-2 added to the delayed data stream detected from
the first-order differential detector. The amount of delay is equal to twice the delay
introduced in the first-order differential detector. As long as the number of
simultaneous errors in the nine error symbols is less than or equal to two, any
error can be corrected. For triple error correction, four differential detectors are
employed at the receiver. As many as 12 syndromes can be generated from 16
error symbols, namely, 4j, €1(-1), ©1(i.2), ©1(i-3): ©2is ©2(i-1)» ©2(i-2) ©2(i-3)> €3 ©3(j-
1) €3(i-2) and e3;.3). The syndromes include Sy;, S1(j.1), S1(i-2): S1(i-3)» S2ir S2(i-1),
Sa(i-2): S2(i-3), S3iv Sa(j-1)» S3(i-2) and S3;.3)- A total of 118 legal syndrome patterns
can be found from the 212 possible pattemns. As long as there are no more than
three concurrent errors in the 12 error symbols, these errors can always be
corrected. The data stream from the first-order detector is further delayed by three
times the delay in the previous detection process, and EX-ORed with the
correction pulse to yield the true output. When going through the error correction
procedure, we also have to bear in mind that the illustrated BOSS implementation
diagrams can apply to both two-bit and three-bit differentially encoded ODQPSK
schemes, the only difference being that, for three-bit detection case, the amount

of delay in all the delay elements at the receiver should be doubled.
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3.7 Bit error rate estimation

There are a number of ways to arrive at an estimate of the BER, each with
its own advantages and disadvantages. Some of the popular techniques used in
the computer aided analysis of error performance of communication systems
include Monte Carlo simulation, modified Monte Carlo simulation or importance
sampling, extreme-value theory, tail extrapolation, and a quasi-analytical
approach. The Monte Carlo simulation method has been the most widely «.sed
technique due to its simplicity and intuitiveness. Therefore, this method is adopted
in the evaluation of the BER of ODQPSK systems. It has been proved[44] that, in
order to achieve a confidence level of 95%, the number of bits used in the
simulation run should be at least 10/P,, where Py is the estimated bit error rate.
This produces a confidence interval of approximately (2Pg, 0.5P¢), which is
generally considered an acceptable estimate. This criterion is used in the
simulation of ODQPSK systems in both AWGN and Rayleigh fading channels.
Also, for a given channel signa'-to-noise ratio, three independent simulation runs

are conducted, and then the results are averaged to give the BER.

3.8 Summary

This chapter has presented the romputer simulation models for the
multipath-path Rayleigh fading channel and three ODQPSK systems. As well, a
system simulation package called BOSS developed for communication systeir-
was briefly introduced. The BOSS implementations of single, double and triple
NEC schemes for ODQPSK systems have been discussed. The simulated system

error performance and characteristics will be discussed in the next chapter.
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CHAPTER 4 SIMULATION RESULTS

In this chapter, resuns of simulations described in the previous chapter are
presented and compared with two standard second generation digital cellular
modulaticn schemes, /4-DQPSK and Gaussian MSK, under different channel
conditions. The investigations involve BER performance, envelope variation of the
transmitted signals, and power spectral density characteristics. As has been
mentioned earlier, the simulated land mobile radio channel is characterized by
single path or flat Rayleigh fading, and multi-path or frequency-selective Rayleigh
fading. In order to conform to the 1S-54 recommendation, the two-path Rayleigh
fading cnannel is used for the simulation studies, and the two paths are allowed to
have variable attenuation factors to account for different fading scenarios. The
excess channel delay spread has been chosen to range from 0 to one symbol
duration(Tg=2T},). In order to analyze the effect of nonlinear ampiification of tr.2
transmitter f power amplifier, an ideal hardlimiter is also incorporated in the
simulation model. The effect of channel white noise is simulated by injecting
AWGN at the receiver input, with its noise variance dependent upon the specified
signal-to-noise ratio and the signal strength in the channel. The performance
improvement achieved by single, double and triple NEC techniques used with
different ODQPSK schemes is also discussed in this chapter for both linear and

nonlinear channels.
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4.1 Performance of SRC-ODQPSK with 4RRC filter receiver

The error performance of a SRC-ODQPSK system with 4RRC baseband
pulse shaping is discussed in this section for linear, nonlinear, flat Rayleigh fading
and frequency-selective Rayleigh fading channels. One-bit differential d-- .ction is
assumed at the receiver. Two-bit differential detection will be analyzed, along with

NEC schemss, in a subsequent section.
4.1.1 Linear AWGN channel

Fig.4.1 shows the BER performance of a SRC-ODQPSK system wiin
4RRC transmitter baseband pulse shaping in a linear AWGN channel. The
corresponding error performance of w4-DQPSK and Gaussian DMSK
(premodulation bandwidth BT=0.32) are also plotted in this graph, for comparison.

10° 1
-— SRC(4RRC)
.1 —t—  PVe
10 —e—  GMSK(2b)
8 —o—  GMSK(1bit)
< .2
& 10
| =
o
& 1072
g AN | AY
10°4
10°* B | N— —
0 4 3 12 16 20
Eb/No (dB)

Fig.4.1 BER performance of a SRC-ODQPSK system with
4RRC pulse shaping, ©/4-DQPSK and GMSK in a
linear AWGN channel
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As can be seen, in a linear AWGN channel, r/4-DQPSK can achieve the
best error performance, while Gaussian DMSK has the poorest performance.
SRC-ODQPSK is slightly worse than n/4-DQPSK. For a BER lower than 103, the
performance penalty of SRC-ODQPSK is within 1dB in terms of Ey/N,, as
compared with n/4-DQPSK, and this difference becomes even smaller with
increasing signal energy per bit. One-bit differentially detected Gaussian DMSK is
inferior to SRC-ODQPSK by at least 7dB for a BER below 103, and two-bit
differentially detected Gaussian DMSK by more than 3dB. It should be noted that
two-bit differential detection of Gaussian DMSK requires adaptive optimization of
the decision threshold for each Ey/N,; this necessitates a sophisticated receer
circuit and may not be a practical approach for the detection of Gaussian DMSK

signals.

The reason why SRC-ODQPSK exhibits a slightly poorer error
performance than n/4-DQPSK can be easily observed by referring to the eye
diagram of the pre-detected SRC-ODQPSK signals(Fig.2.17). Athough IS!-free
transmission can be satisfied in a SRC-ODQPSK system by equal partitioning of
the transmitter and receiver filters, the sampled signal levels do not yield the
optimal signal-to-noise ratio, as observed in many other matched filter
transmission systems. In a n/4-DQPSK system, a matched filter and Gray
encoding are usad at the receiver and transmitter, respectively. It can be shown
that the amplitude of SRC-ODQPSK signals, at each sampling instant, is on'y
78.5% of the peak signal amplitude. This translates into a 20Log(0.785)=2dB
penalty in Ep/N,, as compared to ©/4-DQPSK and other matched filter systems.
On the other hand, bit-by-bit detection is employed in the SRC-ODQPSK system.
The minimum phase margin for the detection of bit “1” and “0” is 45 degrees, but
the maximum phase margin for bit “1” is 225 degrees. This is superior to n/4-

DQPSK system, in which both maximum and minimum phase margins are 45
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degrees. Although Gray encoding helps reduce the equivalent bit error rate of a
symbol-based detection system such as the w4-DQPSK system, bit-by-bit
detection still provides a net E,/N, gain over symbol-by-symbol detection.
Therefore, the combined effect of the above receiver sampling and detection
strategies is that the Ey/N, gain of n/4-DQPSK over SRC-ODQPSK can be
reduced from 2dB to within 1dB. At high E,/N,, the detection strategy has a
dominant effect on system error performance. Hence, this penalty will

monotonically decrease with the increase of signal power.
4.1.2 Hardlimited AWGN channel

Fig.4.2 shows the error performance of the SRC-ODQPSK system in a
nonlinearly amplified AWGN channel. As the worst case of nonlinear distortion, a

hardlimiter is used to approximste - “lass C high power transmitter amplifier.

10°
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Fig.4.2 BER performance of SRC-ODQPSK with 4RRC
pulse shaping,n/4-DQPSK and Gaussian DMSK
in a hardlimited AWGN channel
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When nonlinear distortion caused by the hardimiter is taken into account,
the SRC-ODQPSK scheme exhibits much better error performance than both the
m/4-DQPSK and Gaussian DMSK schemes. Specifically, at a BER of 104, the
SRC-ODQPSK system has a gain of more than 3dB nver n/4-DQPSK, of 3dB
over two-bit differentially detected Gaussian DMSK, and of 7dB over one-bit
differentially detected Gaussian DMSK. For the SRC-ODQPSK scheme, the
hardlimiting operation only causes about 0.5dB degradation in performance, even
at high Ep/N,, as compared to the linear channel case. However, for n/4-DQPSK,
the degradation increases dramatically at high E,/N,. Fer example, at a BER of
104, it is already more than 4dB. Gaussian DMSK schemes do not suffer any
deterioration from nonlinear distortion. Therefore, their performance remains the

same as in a linear AWGN channel.

Generally, if the nonlinear device is envelope-driven, the amount of
distortion will depend largely upon the envelope characteristics of the input signal.
Since transmitter nonlinear power amplifiers belong to this type of nonlinear
device, the envelope properties of the modulated signals become very important.
As mentioned earlier, 1/4-DQPSK signals have a 20dB power fluctuation at the
modulator output, so that th= degradation caused by the hardlimiter is severe.
SRC-ODQPSK signals have only a 5dB envelope variation when the 4RRC pulse
shaping technique is used at the transmitter. This explans wry its error
performance is only worse by about 0.5dB. Gaussian DMSK schemes have the
advantage of constant envelope characteristics. Hence hardlimiting has no
deleterious effect on their BER performance. In mobile radio communications,
perfect linearization of transmitter power amplifiars ie very difficult to achiave, and
is subject to many factors. Even linearized powe: arapti*i: . ot meere o sl
amount of inherent nonlinearities. Therefore it is desirable that the moduiated

signals have as small a power variation as possible. Of all the QPSK modulction
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schemes, offset keying modulation produces the smallest envelope fluctuation.
Therefore, they are far less sensitive to channel nonlines* disrtortion than other

QPSK schemes.
4.1.3 Flat Rayleigh fading channel

It the channel is non-dispersive in time or | - a flat Rayleigh fading
characteristic, the system performance depends unon three factors: Rayleigh
fading, Doppler spread and AWGN. Fig.4.3 shows the BER in a flat Rayleigh
fading channel. The simulated Doppler frequency is 90Hz, which corresponds to a

vehicle speed of 114km/h at a carrier frequency of 850MHz.
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Fig.4.3 BER of SRC-ODQPSK with 4RRC pulse shaping
and /4-DQPSK in a flat Raylelgh fading channel

From this graph, it is seen thai both SRC-ODQPSK and n/4-DQPSK
systems have irreducible error floors when the level of signal power is increased

beyond certain values. Any further increment of signal power has no effect of
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reducing the BER. SRC-ODQPSK exhibits a lower irreducible error floor than n/4-
DQPSK.

It is also noted that the error performance of SRC-ODQPSK is essentially
the same as that of /4-DQPSK at relatively small E,/N,. The reason is given as
follows. In a land mobile radio fading environment characterized by severe
Rayleigh fading, the error rate is mainly determined by both the tading and AWGN
effects when the channel SNR is small. Rayleigh fading also makes ISI-free
transmission impossible for both the ©/4-DQPSK and SRC-ODQPSK systems. As
a result, different filtering schemes manifest similar reception effect, although the
SRC-ODQPSK system is slightly inferior to the /. DQPSK system in a linear
channel. On the other hand, the advantage yained by using bit-by-bit detection in
the SRC-ODQPSK system is merely 1dB, as previously discussed. This is
actually negligible when the SNR is small, i.e., the signal itself is in deep fades
and also completely immersed in AWGN. Due to the two-fold factors, n/4-DQPSK
and SRC-ODQPSK have almost the same BER characteristics for E/N, up to
30dB.

For even larger E,/N, values, the fading effects tend to have the major
impact on the BER, which involve both Rayleigh fading and random phase
modulation. Eventually, the effect of increasing signal strength would make the
BER independent of channel AWGN and solely related to the phase disturbance
caused by the fading process. As the characteristics of random phase modulation
are closely associated with the Doppler spread, i.e., the vehicle speed and carrier
frequency, this disturbance can never be eliminat d by increasing the signal
strength, resulting in the so-called irreducible error floor for a system operating in
a mobile radio channel. It is noted that the SRC-ODQPSK system has twice the
sampling frequency as used in the n/4-DQPSK system. Thus it is more robust

against fast random phase modulation than n/4-DQPSK, as verified in the
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simulation. In Fig.4.3, it is shown that SRC-ODQPSK has an error floor around
6x10°5, while the error floor for n/4-DQPSK is about 2x10™4,

4.1.4 Frequency-selective Rayleigh fading channel

The frequency-selective fading channel used for the SRC-ODQPSK
system is the two-ray channel of equal strength, as specified in the 1S-54

recommendation.

Fig.4.4 shows the BER iloor versus channel delay spread characteristic of
the SRC-ODQPSK system. The Ep/N, is fixed at 50dB in order to obtain the
required error floor. The channel delay spread is selected from the following
values: 1/16T, 1/8T, 3/16T, 1/4T, 1/2T and T, where T is the channel signalling
interval equal to 40ps. It can be seen from the graph that the BER floor is very
sensitive to channel delay spread. With the delay spread increasing from 0 to
1/16T, the corresponding BER goes up by more than one order of magnitude. A

BER ceiling appears when the delay spreaii reaches one symbol duration.

Fig.4.5 shows the BER versus channel Ep/N,, curve for a r'elay spread of
1/16T. It is seen that an irreducible error floor exists when the Ep/N, is larger than
40dB. This error floor is mainly caused by the severe intersymbol interference due
to the channel frequency-selectivity. As well, it is observed that a BER of 3x102
requires an Ep/N, of about 15dB. In the IS-54B recommendation(42], it is
specified that, for mobile voice communications, a BER of 3x1072 is required with
a channel Ey/N, of 17dB. Therefore, a delay spread of one sixteenth of a symboi

duration can be tolerated by this system, which is about 3ps.

Fig.4.6 shows the BER versus the channel Ep/N, fora delay spread of
1/4T. The error rate is nearly a constant over the whole range of Ey/N, from 10dB
to 50dB. Therefore, it can be determined that, for a large delay spread, the BER is

actually independent of the channel signal strength as a result of severe I1S!. This
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is different from the case shown in Fig.4.5, where the frequency-selectivity shows

dominant effects only in the error floor region.
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4.2 Performance of SRC-ODQPSK with Butterworth filter receiver

As described in chapter 2, this system is basically the same as the
previous one, except that the transmitter baseband pulse shaping is of square-

root-raised-cosine type, and the receiver filter is a 4th order Butterworth filter.

4.2.1 Linear AWGN channel

Fig.4.7 shows the BER versus Ey/N, curve for a linear AWGN channel. As
for the case where 4RRC pulse shaping is used, its error performance also lies in
between that of n/4-DQPSK and Gaussian DMSK with a premodulation bandwidth
of 0.32. Specifically, for a BER=10"3, it is approximately 1.5dB poorer than n/4-
DQPSK, 2dB better than Gaussian DMSK with two-bit differential detection, and
6dB better than Gaussian DMSK with one-bit difierential detection. For BER=1075,
it is worse than m/4-DQPSK by about 2dB, befter than two-bit differentially
detected Gaussian DMSK by more than 2dB and one-bit differentially detected
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Gaussian DMSK by more than 7dB. It is realized that the receiver fourth or-ler
Butterworth filter will introduce a certain amount of intersymbol interference, which

would contribute to the 1.5dB performance penalty, compared to the /4-DQPSK

system.
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Fig.4.7 BER performance of SRC-ODQPSK with a Butterworth
filter receiver, /4-DQPSK and GMSK in linear AWGN channel

4.2.2 Hardlimited AWGN channel

Fig.4.8 shows the error performance in a hardlimited AWGN channel. It is
seen that this system outperforms both Gaussian DMSK and n/4-DQPSK
systems. For BER=10"3, the nonlinear-distortion-induced degradation is found to
be 0.5dB, which is much less than that of /4-DQPSK. The performance gain is
about 1.5dB over 7/4-DQPSK, 2dB over Gaussian DMSK with two-bit differential

detection and 6dB over Gaussian DMSK with one-bit differential detection.
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Fig.4.8 BER of SRC-ODQPSK with a Butterworth filter receiver,
/4-DQPSK and GMSK in hardlimited AWGN channel

4.2.3 Flat Rayleigh fading channel

The BER versus channel E/N, curve is shown in Fig.4.9. The Doppler
frequency is 90Hz, corresponding to a vehicle speed of 114km/h at a carrier
frequency of 850MHz. As can be seen, when channel Ep/N,, is less than 30dB, the
©/4-DQPSK and SRC-ODQPSK systems almost have the same error
performance. Both systems exhibit irreducible error floors when Ep/N, is large
enough, e.g., 50dB. As with the case of using 4RRC pulse shaping, this SRC-
ODQPSK system' has an error floor of about 6x10°3, which is also lower than that
of the /4-DQPSK system. It is interesting to note that the type of receiver filtering
has little effect on the system error performance in a severe Rayleigh fading
channel. If the system is operating in small signal-to-noise ratio region, the error
performance is predominantly determined by the fading process. Therefore,
although the two SRC-ODQPSK systems and /4-DQPSK system have different

error performance in a linear channel, they tum out to achieve rather similar error
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rates in a Rayleigh fading channel. For a large signal-to-noise ratio, the sampling
frequency and ISl inherent in the system become important. Remember that
moderate IS| always exists for these systems due to the fading effect.
Consequently, a higher sampling frequency is expected to play a major role in
reducing the irreducible error floor. This explains why both 4RRC filtered and
Butterworth filtered SRC-ODQPSK systems have almost the same error floor, and

have better performance than the ©/4-DQPSK system.

Bit Error Rate

10" 54+— r v . ' . v
0 10 20 30 40 50 60 70
Eb/No (dB)

Fig.4.9 BER of SRC-ODQPSK with Butterwoth fiiter receiver
and /4-DQPSK in a flat fast Rayleigh fading channel

4.2.4 Frequency-selective Rayleigh fading channel

As before, the two-ray channel model has been used for performance
evaluation. Fig.4.10 shows the BER versus channel delay spread for an Ep/N, of
100dB. As can be seen, when the delay spread increases from 0 to one symbol

duration(T), the BER goes up from about 5x10™ to 0.28. The most dramatic
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increase in BER corresponds to the change in the delay spread from Ous to about

4ps. When the delay spread exceeds one-bit duration, the BER reaches a c:-/ling.

Fig.4.11 shows the BER versus channel Ep/N, curve for channe! delay
spreads of 1/4T and 3/32T. The delay spread of 1/4T and 3/32T corresponds to
10us and 3.75us, respectively. It is seen that a delay spread of 3 ~ 4us can still be
tolerated for the system to meet the 17dB SNR requirement at a BER of 3x1072,
as stipulated in 1S-54B documents. Also observed is that an increase from 3.75us
to 10us in the delay spread would boost the BER floor by more than one order of

magnitude.

Fig.4.12 shows the BER floor versus direct-path-to-delay-path power
ratio(C/D). The E/N, is chosen as 100dB, and the delay spread is fixed at
3/32T=3.75us. As the ratio increases from 0dB to 50dB, the error floor is reduced
from 9.5x10° to 5x10°5. When the power ratio exceeds 30dB, the channel
actually becomes a flat Rayleigh fading channel. Therefore, the simulated BER
stays around 5x10°5, which is also the BER floor seen in a flat Rayleigh fading

channel.
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Fig.4.10 BER vs. delay spread performance in a two-ray channel
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4.3 Performance of ST-CDQPSK

The following sections present the error performance of the ST-ODQPSK

system in linear, hardlimited, flat Rayleigh fading and frequency-selective fading

channels.
4.3.1 Linear AWGN channel

Fig.4.13 shows the BER versus E/N,, performance. For a BER of 103, the
ST-ODQPSK system is poorer than /4-DQPSK by 2dB. On the other hand, it is
better than Gaussian DMSK with two-bit and one-bit differential detection by 2dB
and 6dB, respectively. The 2dB performance penalty, as compared to the n/4-

DQPSK system is mainly due to the transmitter and receiver Butterworth filtering

operations.
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Fig.4.13 BER vs. channel Ep/N,, in a linear AWGN channel
4.3.2 Hardlimited AWGN channel

Fig.4.14 shows the error performance of the ST-ODQPSK system in a
hardlimited AWGN channel. For a BER of 103, it is superior to ©/4-DQPSK and
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Gaussian DMSK with two-bit differential detection by about 1dB, and better than
Gaussian DMSK with one-bit differential detection by about 5dB. The degradation
incurred by the hardlimiting is only 0.2dB at a BER of 103 and 0.4dB at a BER of
104 in the ST-ODQPSK system. This is due to its sm: 'l envelope fluctuation,
which makes it insensitive to the nonlinear envelope distortion. Therefore,

ST-ODQPSK appears to be very suitable for use with nonlinear power amplifiers.

4.3.3 Flat Rayleigh fading channel

The error performance is shown in Fig.4.15. The simulated Doppler
frequencies are 90Hz and 60Hz, which correspond to vehicle speeds of 114km/h
and 76knvh, respectively. It is observed that, for channel Ep/N, below 36dB, /4-
DQPSK is slightly better than ST-ODQPSK by - 1.6dB. When Ep/N, increases
up to 50dB, the error rates reach the error floor region, which are about 7.5x105
and 3.5x10° for Doppler frequencies of 90Hz and 60Hz, respectively. Like the
previously discussed SRC-ODQPSK systems, the lower BER floor of the ST-
ODQPSK system is attributed to the fact that it has double the sampling frequency
of the n/4-DQPSK system at the receiver.
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Fig.4.14 BER performance of ST-ODQPSK in a hardlimited channel
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4.3.4 Frequency-selective fading channel

The same channel as used in SRC-ODQPSK systems was also used in the
simulation of ST-QDQPSK system. The direct-path-to-delay-path power ratio
(C/D) can vary from 0dB to 60dB. Fig.4.16 shows the BER floor versus channel
delay spread performance of this system. The simulated Doppler frequency is
90Hz. E/N,=100dB and C/D=0dB. It is noted that the BER floor is 7.5x10°° when
no channel delay spread is present. It rises to 0.208 when the delay is one-bit
duration and 0.29 when one-symbol delay is present. When the delay spread
exceeds one bit, the BER approaches a ceiling. The most dramatic degradation of

BER occurs with delay spread changing from 0 to 1/16T(~2.5us).

Fig.4.17 shows the BER floor versus C/D performance for two different
channel delay spread values, 10us and 40us. Again, the channel Ep/N, is 100dB.
The two curves are seen to merge into one with the increase of C/D. This is

because, at very high power ratio, the second path actually has little effect on the
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direct path, i.e., the channel has tumed into a flat Rayleigh fading channel. Hence,
the amount of delay spread does not count at all in this situation. For small C/D,
the channel is charactericed by frequency-selectivity. The more severe the
channel frequency-selectivity, the worse error performance. This is why the error

rate with a delay spread of 10us is much better than that with a delay spread of
40us at the low C/D region.

Fig.4.18 shows the BER versus channel E,/N, for delay spread of 4us and
20us, respectively. The power ratios (C/D) are 0dB and 10dB. It is observed that if
the channel Ey/N, Is increased by 30dB, the BER can be correspondingly
reduced by one order of magnitude for small delay spread. However, in the case
of 20us channel delay, the BER is hardly reduced. Also, if the second path is
attenuated by 10¢B with respect to the direct path, the improvement in BER is
more noticeable for delay spread of 20us than for 4ps. For Ey/N, of 40dB, the
BER is lowered by almost one order of magnitude for 20us delay when C/D
changes from 0dB to 10dB, while it is only reduced from 7.8x10™3 to 3.6x10™ for
the case of 4,8 delay spread
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Fig.4.18 BER vs. channel Eb/No performance
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4.4 Power spectral density

Computer simulated power spectral density functions of SRC-ODQPSK,
ST-ODQPSK, m/4-DQPSK and Gaussian DMSK signals are illustrated in
Fig.4.19(a)-(e). The bit rate is 50kb/s. As shown in the graph, 1/4-DQPSK signals
occupy the smallest transmission channel bandwidth. The single-sided bandwidth
is about 20kHz where the power spectrum drops down to below -60dB. SRC-
ODQPSK systems with 4RRC pulse shaping and SRRC pulse shaping basically
occupy the same amount of bandwidth. For power spectrum below -60dB, the
single-sided frequency bandwidth can be found to be 25kHz. ST-ODQPSK signals
occupy a broader spectrum than SRC-ODQPSK signals because the first side
lobe is still present. Gaussian DMSK signals with a pre-modulation bandwidth of
0.32 have the widest spectrum. Also, there is no zero at 25kHz in the spectrurri of
Gaussian DMSK signals, as seen in the other spectra. Therefore, the bandwidth
efficiencies of the proposed schemes lie between n/4-DQPSK and Gaussian
DMSK schemes. For the current outdoor land mobile radio applications, the
allowed channel bandwidth is only 30kHz. This requires a bandwidth efficiency
slightly larger than that provided by SRC-ODQPSK. However, these modulation
schemes may still find applications in many other scenarios such as indoor mobile

radio communications.
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Fig.4.19 Simulated power spectral density functions

Power variation characteristics of the modulated signals are important
because the transmitter amplifiers used in mobile radio systems are usually
ronlinear, envelope-driven devices. It is always desired for the modulator output
signals to have as little envelope fluctuation as possible. The peak-to-peak power
variation of several kinds of modulated signals has been calculated and is listed in

Table 4.1.

As can be seen, w4-DQPSK has the largest envelope variation, and
Gaussian DMSK has no envelope variation at all. The other three schemes all
have very small power variation. It is therefore reasonable to expect that all these

schemes, except for ©/4-DQPSK, will suffer only a little nonlinear distortion by
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power amplifiers. The spectral spreading due to nonlinear amplification should

also be significantly less than that of the n/4-DQPSK scheme.

Modulation Scheme || Min-Max Power
_ Variation
SRC-ODQPSK 5dB
(4RRC)

SRC-ODQPSK

(Butterworth) 4dB
1/4-DQPSK 20dB

Gaussian DMSK 0dB

Table 4.1 Power fluctuation characteristic

4.6 Performance comparison

The SRC-ODQPSK and ST-ODQPSK systems use different filtering
schemes at the transmitter and receiver. Their error performance in different
channel conditions have been presented in previous sections, and compared to
two standard modulation schemes for digital mobile radio, namely, /4-DQPSK
and Gaussian DMSK. In this section, the comprehensive performance of SRC-
ODQPSK and ST-ODQPSK is summarized.

Fig.4.20 shows the BER performance for the three studied systems in a

linear AWGN channel. SRC-ODQPSK with 4RRC pulse shaping is seen to have

95



the best error performance. At a BER of 1073, it has an Ep/N, gain of 1dB over the
one with SRRC pulse shaping, and 1.5dB over ST-ODQPSK. Therefore, equal
partitioning of a SRRC filter at the transmitter and receiver will yield the best error

rate results for ODQPSK modulation.

Fig.4.21 shows the BER performance in a hardlimited channel. It is noted
that, for the BER of 103, the performance gain of SRC-ODQPSK with 4RRC
pulse shaping over the other two schemes still remains the same as in Fig.19.
Therefore, it is found that the hardlimiting operation causes nearly the same

deterioration of the error rates in each of the three systems.

Fig.4.22 shows the BER performance in the flat Rayleigh channel, where
the Doppler spread is 90Hz. It is found that the two SRC-ODQPSK systems have
almost the same BER performance in such a channel. They are both slightly
better than ST-ODQPSK system. Therefore, equal partitioning of 4RRC filters can
not yield any performance gain over SRRC filtering in association with receiver
Butterworth filtering in a Rayleigh fading channel. However, the use of SRRC
fitering or 4RRC filtering does reduce the system-inherent intersymbol
interference, as compared to ST-ODQPSK. Hence, those systems have lower

error floors.

Table 4.2 gives some important characteristics of the three systems and

comparisons with n/4-DQPSK and Gaussian DMSK systems.
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Modulation Eb/No for BER] Ep/N, for BER] Error floor [ Power
Scheme 103 (linear) =103(nonlin.) | infading | variation
SRC-ODQPSK ‘ 5
SRC-ODQPSK 11dB 11.4dB | 55x105 | 4dB
(Butterworth)
ST-ODQPSK 11.5dB 11.8dB 7.5x10° 3.5dB
n/4-DQPSK 9.5dB 127dB | 2x10"* 20dB
(two-bit detect.)
Gaussian DMSK
. 17.5dB 0dB
(one-bit detect.) 17.5d8

Table 4.2 Summary of performance
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4.7 Error performance of NEC schemes

Using the BOSS simulation models described in Chapter 3, single, double
and triple NEC schemes were evaluated for the ST-ODQPSK system in both
linear AWGN and hardlimited AWGN channels. Two-bit and one-bit differential
detection were used at the receiver, along with NEC schemes, and their error

performance was investigated and compared.

Fig.4.23 shows the error rate improvement for one-bit differentially
detected ST-ODQPSK in a linear channel. With single error correction, 0.6dB
Ey/N, gain can be achieved at a BER of 103, Double and triple error correction
schemes have nearly equal error correcting performance. At the same BER, the
amount of improvement in Ey/N, is about 1.3dB, compared to the case without
NEC. This gives the implication that many of the errors present in the detection

process occur in pairs, but that triple errors occur only rarely.

Fig.4.24 shows the error performance of NEC schemes for two-bit
differential detection. It is seen that, at a BER of 103, single error correction can
produce an E,/N, gain of 1dB. The Double and triple error correction schemes
have almost the same performance. The improvement is 1.8dB for double error
cormection, and 2dB for triple error correction. If we compare Fig.4.23 with
Fig.4.24, it can be noted that, in a linear AWGN channel, the triple error correction
scheme used with two-bit differential detection performs best, while doubie or
triple error correction with one-bit differential detection is second to it. In addition,
It can be seen that, although one-bit differential detection proves to be superior to
two-bit differential detection without NEC schemes, as discussed in Chapter 2, the
reverse tumns out to be true when NEC methods are applied to ST-ODQPSK. The
effect of NEC is particularly noticeable when the system is operating at large

signal-to-noise ratio, and it is almost negligible when the ratio is small.
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The error performance of NEC with two-bit differential detection in a
hardlimited AWGN channel is illustrated in Fig.4.25. As can be seen, if the BER is
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1073, single, double and triple error correction can achieve an improvement in
Ep/N, of 1.2dB, 2dB and 2.5dB, rr-nactively. The most significant improvement is
made by single error correction. an be justified from the fact that the E,/N,
gains from single to double error correction and from double to triple error
correction are only 0.8dB and 0.5dB, while single error correction yields a gain of
1.2dB. Therefore, in a hardlimited channel, single errors occur most frequentiy

when two-bit differential detection is used at the receiver.

Fig.4.26 gives the performance for a one-bit differential detection NEC
receiver. The amount of improvement achieved by single, double and triple error
correction schemes at a BER of 103 is 1dB, 1.5dB and 2dB, respectively. Single
erfors are the most likely errors in one-bit differential detection process.
Comparing Fig.4.25 with Fig.4.26, it is observed that one-bit detection appears to
be better than two-bit detection in any case, and that with triple error correction it
performs best. This is just contrary to the linear channel case where two-bit

detection turns out to be better than one-bit detection with the use of tripie NEC.

Generally speaking, the improvement due to the use of NEC depends upon
several factors. Firstly, the modulation and demodulation schemes have large
effect on the performance of NEC. This is because NEC techniques are mainly
aimed at reducing the intersymbol-interference-induced burst errors. In other
words, they perform best in a system where severe intersymbol interference
exists, which is most likely caused by the transmitter/receiver fitering, cochannel
interference and nonlinear distortion in the transmitter power amplifier. Therefore,
in @ system using matched filter receiver such as the ©/4-DQPSK system and
operating in a linear AWGN channel, there will be little gain obtained from the use
of NEC methods. Secondly, the type of channel we are dealing with is also crucial
to NEC. Since NEC techniques make use of redundant receiver structure and

large syndrome matrices, they tend to be very sensitive to the number of errors in
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the error matrices. For example, if triple error correction is used, there could be 16
error symbols present in each error matrix derived from the receiver. A total of 216
error patterns will result! However, only 121 of them uniquely correspond to
detectable syndrome patterns. In a hostile channel such as a Rayleigh fading
channel, deep fades may cause more than three successive errors to occur. As a
result, the number of errors would be far more than three in the error matrix,
resulting in the output of an erroneous correction pulse. If this kind of severe
condition happens frequently, the use of NEC can only worsen the system error
performance. Thirdly, even though the encountered channel is a linear AWGN
channel, there are still some practical considerations which limit the use of high-
order NEC schemes. On one hand, the use of high-order NEC scheme needs a
more complex receiver. Usually, the number of differential detection branches is
equal to the order of the NEC scheme used. On the other hand, increasing the
order beyond three actually only results in a minor improvement of the error
performance. This is because the number of error symbols increases dramatically
with the square of the order. Fourthly, differential detection methods also affect the
best achievable performance gain, since the differential detection method always
affects the pattem of arror occurrence in the error matrix, which will in tum affect

the detected syndrome pattern.

In this project, NEC methods have been applied to ODQPSK modulation in
linear and hardlimited channels, and have proved to be able to produce
considerable performance gain. They have also been investigated in a Rayleigh
fading channel. Unfortunately, for this case, NEC schemes degrade the system
performance since severe Rayleigh fading disrupts the previously-mentioned
conditions for employing NEC techniques. Hence, the corresponding results are
not included in this thesis. In a Rician fading channel ag encountered in mobile

satellite communications, however, NEC methods have been reported(30] to be
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able to reduce error rates significantly. Since these techniques successfully avoid
introducing redundancy into either bit stream or symbol space, it is felt that they

are still very attractive for bandwidth-limited applications such as mobile radio

communications.
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Chapter 5 CONCLUSIONS AND DISCUSSION

This chapter summarizes the results of the computer simulation and
performance analyses conducted in this project. First, in Section 5.1, SRC-
ODQPSK and ST-ODQPSK systems and NEC techniques are summarized, and
the computer simulation strategies are described. Then, system performance and
improvement obtained by using NEC techniques are discussed in Section 5.2.

Finally, some topics on future research work related to this project are

recommended.
5.1 System and simulation strategies

The simulation tool used in this project to develop the investigated
communication systems is a simulation software package called BOSS by
COMDISCO, SYSTEMS Inc. It provides a complete interactive and user-friendly
environment for communication engineers to conduct simulation-based system
performance analyses. This package has a built-in signal processing
development library. Also, it provides users with a convenient and powerful
approach to build up new basic BOSS modules in order to achieve more
complicated signal processing functions. FORTRAN support programs are used
for all the user-defined modules. For the studied systerns, the complex baseband
equivalents were simulated on a SUN SPARC2 station so as to improve
simulation efficiency. The Monte Carlo error counting technique was adopted to

obtain the bit error rate performance of the simulated systems.

This project investigated two systems, SRC-ODQPSK and ST-ODQPSK,
for lanc mobile radio communications. Currently, two standard modulation
schemes, ©/4-DQPSK and Gaussian DMSK, have been proposed in North

American and Europe respectively, for second generation land mobile radio
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applications. Compared to the first generation FM systems, they have the major
advantage of providing significantly increased channel capacity and diverse
services. Comparing n/4-DQPSK with Gaussian DMSK, it can be found that 7/4-
DQPSK system offers a higher spectral efficiency, while Gaussian DMSK system
has the advantage of constant envelope, which precludes the use of transmitter
linearization techniques. On the contrary, the severe envelope fluctuation of n/4-
DQPSK signals necessitates considerable effort to linearize the transmitter power
amplifier. SRC-ODQPSK and ST-ODQPSK systems are therefore proposed to
achieve the best trade-off between the n/4-DQPSK and Gaussian DMSK
systems. In other word, they should have largely reduced power variation in the
modulated signals compared to n/4-DQPSK modulation, offer high spectral
efficiency as the two standard schemes, and also achieve comparable or better

error performance in all kinds of channel scenarios.

In addtion to modulation/demodulation techniques, error control encoding
techniques are also important for the realization of reliable transmission in mobile
radio channels. Nonredundant error correction(NEC) schemes have the
advantage that they do not need any transmission bandwidth expansion or signal
constellation expansion. This project pursued the application of NEC techniques
to ODQPSK modulation scheme. Single, double and triple error correction
schemes have been developed for ODQPSK modulation. Their performance has

been evaluated in linear, nonlinear and Rayleigh fading channels.

Two types of differential encoding strategies, two-bit and three-bit
differential encoding, have been proposed in this work for ODQPSK modulation.
The performance has been evaluated along with NEC schemes in linear,

nonlinear channels.

In the SRC-ODQPSK system, two kinds of filtering techniques were

investigated. One uses SRRC pulse shaping at the transmitter baseband, and
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Butterworth filtering as the receiver filter. Another uses 4RRC filtering both at the
transmitter and receiver. In the ST-ODQPSK system, transmitter baseband puise
shaping is replaced by sinusoidal waveshaping according to a specific rule. A 4-th
order Butterworth filter was used as the receiver filter. The whole system is
analogous to the SRC-ODQPSK system except for the different filtering

operations used at transmitter and receiver.

The land mobile radio channel used in the simulation was a two-ray
charinel, as recommended in 1S-54 documents. Fast flat Rayleigh fading with a
Doppler frequency of 90Hz and frequency-selective Rayleigh fading were
simulated. By using this channel model, the effects of fast random phase and

frequency modulation phenomenon have been investigated.

5.2 Simulated performance

Power spectral density and envelope variation were simulated for n/4-
DQPSK, Gaussian uMSK, SRC-ODQPSK and ST-ODQPSK schemes. The BER
performance of the proposed systems were also evaluated in linear AWGN,
hardlimited AWGN and flat Rayleigh fading as well as frequency-selective
Rayleigh fading channels. NEC techniques were studied under linear, nonlinear

and Rayleigh fading channel conditions for ST-ODQPSK.

In terms of power variation of the modulated signals, ST-ODQPSK has the
smallest one, which is only about 3.5dB. The SRRC-filtered and 4RRC-filtered
SRC-ODQPSK schemes have 44B and 5dB fluctuation, respectively. This means
that a very small envelope fluctuation is achievable with the ODQPSK modulation
format. This is close to the 0dB power variation achieved by Gaussian DMSK, and

significantly lower than that of n/4-DQPSK, which is 20dB.
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All three schemes have more compact spectra than Gaussian DMSK.
SRC-ODQPSK is more spectrally efficient than ST-ODQPSK as its spectrum has
no sidelobes. The theorstical bandwidth occupied by the n/4-DQPSK signal is
fower than that of SRC-ODQPSK. However, when transmitter nonlinear power
amplifiers are used, spectral spreading will result in a broader occupied bandwidth
even though linearization techniques are employed. SRC-ODQPSK will see much
less spectral spreading, thus easing the amplifier linearization problem. It is
reasonable to expect that the actual spectral efficiencies ot SRC-ODQPSK and n/

4-DQPSK systems will be close to each other.

The error rate of 4RRC-filtered SRC-ODQPSK appears to be the best of
the proposed schemes in a linear AWGN channel. At a BER of 103, it is 0.8dB
poorer than /4-DQPSK, 0.7dB better than SRRC-filtered SRC-ODQPSK, 1.2dB
better than ST-ODQPSK and 3.2dB better than two-bit detected Gaussian DMSK.
Two-bit differentially detected Gaussian DMSK was assumed to have adaptive
threshold adjustment for each Ep/N,, which is not practical. However, one-bit
differentially detected Gaussian DMSK gives a worse error rate. It is inferior to

4RRC-filtered SRC-ODQPSK by 7.2dB.

In a hardlimited AWGN channel, 4RRC-filtered SRC-ODQPSK also
performs best. At a BER of 1073, it is 0.9dB better than SRRC-filtered SRC-
ODQPSK, 1.3dB better than ST-ODQPSK, 2.2dB better than n/4-DQPSK, 3dB
better than two-bit GMSK and 7dB better than one-bit GMSK. From this, it is felt
that SRC-ODQPSK is ver; robust against AM-AM nonlinear distortion.

in a flat fast Rayleigh fading channel, the three schemes exhibit lower
irreducible error floors than n/4-DQPSK. For 4RRC-filtered SRC-ODQPSK,
SRRC-fitered SRC-ODQPSK, ST-ODQPSK and n/4-DQPSK, the error floors
were found to be 5.5x10°, 5.5x10°5, 7.5x10° and 2x104 , respectively. It is

observed that 4RRC and SRRC pulse shaping operations lead to almost the
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same bit error performance in a flat Rayleigh fading channel, and SRC-ODQPSK
is comparable or better than n/4-DQPSK for all Ep/N, values. Therefore, equally
partitioning a SRRC filter into two 4RRC filters does not produce any E,/N, gain
at all in the case of Rayleigh fading. ST-ODQPSK is seen to be slightly worse than
/4-DQPSK for Ep/N,< 35dB, beyond which it enters the lower error floor region.
The reason why ODQPSK systems have lower error floors than n/4-DQPSK
system can be attributed to the fact that the sampling frequency of the former at
the decision circuit is twice as much as that of the latter, which partially offsets the

deleterious effect of fast random phase modulation.

Nonredundant error correction schemes yield different error correcting
capabilities for different differential encoding used at the transmitter. In a linear
AWGN channel, triple error correction performs best with three-bit differential
encoding; it can produce a 2dB gain in Ey/N, at a BER of 103, In a hardlimited
AWGN channel, the reverse appears to be correct. Triple error correction yields
the most gain when used with two-bit differential encoding. For this case, a 2.5dB
gain can be achieved at a BER of 103, It is also found that single and double
errors are the most frequent errors in a linear AWGN channel, while in a
hardlimited AWGN channel, only single errors are dominant. Therefore,
considering the circuit complexity and amount of error rate improvement, there is
no point in using high order NEC schemes in practice. Also, in a system where
intersymbol interference is smali, such as n/4-DQPSK, and operating in a linear
AWGN channel, there is no need for using NEC techniques. In a mobile radio
channel characterized by Rician fading, NEC methods have also been proved to
be able to improve the system error performance. In the author's opinion, NEC
techniques are particularly suitable for use in bandwidth-efficient and reliable

communications, which, of course, also include mobile radio applications.
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In conclusion, SRC-ODQPSK has been found to be a promising
modulation scheme for increased capacity digital mobile radio applications, due to
its small envelope variation, compact power spectrum and excellent error
performance. Besides, the very simple receiver configuration allows cost-effective
implementation of the mobile portable unit. ST-ODQPSK may also find
applications in situations where bandwidth efficiency is less stringent and power
efficiency is of major concern. NEC techniques are powerful means of reducing
error rates caused by cochannel interference and transmitter/receiver filtering.
They may find a variety of applications in cases where cochannel interference
caused by cell-site frequency re-use is strong and the channels are not
characterized by Rayleigh fading, such as those found in indoor and land mobile

satellite communications.
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5.3 Suggested fut:.ire research

As a result of this research work and considering the evolvement of mobile
radio communications, future research emphases may be placed in the following

areas:

Q High-level digital modulation schemes such as M-ary QAM and M-ary
PSK. These schemes can be used to dramatically enhance spectral efficiency.
One of the major disadvantages of employing these schemes is that they need
efficient amplifier linearization since severe power variation is present on the
modulated signal. Their error performance also needs to be improved in a mobile

fading channel.

[ Combined modulation and coding schemes such as TCM. As they
require little or no bandwidth expansion, and can also produce considerable
coding gain to combat the fading effects, these techniques could be usefully

applied to mobile radio and other wireless communication systems.
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APPENDIX A:
Derivation of the PSD function of ST-ODQPSK signals

Since the output of the pulse shaping filter for ST-ODQPSK signals
depends not only upon the current input, but also upon the output in the previous
time slot, the modulated signals can be regarded as being generated from a
Markov chain. Therefore, the power spectral density function can be derived by
the same methods as used in some modulation techniques which have memory
such as Manchester coding and Miller coding. Assuming that the data stream is a
stationary random process and bit “1” and “0” are equally probable, the following

state transition diagram can be easily obtained:

In this diagram, each circled number indicates one state. Therefore, the
process can be represented by a finite state Markov chain model. The transition
from one state to another is also labelled with the corresponding state transition
probability. The four states given in the graph correspond to four unique waveform

transitions. The four transitions are given as follows:

A1
\ 1

T2 \o T2 !
-

116



AV2(t) AV3(t)

T2 [0 T2, ,

-7/7 0 T2 ¢
-1

AVa(®)

T 0 Tt

Vi(t), Va(t), Va(t) and V4(t) indicate four possible waveform transitions
relating to the waveform shaping operation. T is one symbol duration, which is
twice one bit duration. The maximum amplitude of these waveforms is normalized
without loss of generality. The state transition probability matrix Q can be found

according to the state transition diagram shown above:

L
0 5 5 0
1 1
- 0 0 -
a- 11 2
0 5 5 0
1 1
z ° 0 3

It can be easily proved that the n-step state transition matrix is:
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The stationary state probabilities can be calculated using the balance

equations in terms of probability flows:

1 1
(py = 5Pa* 3P2

1 1
Py = §p1 + §P3

1 1
p,= §P1 + §P3

1 1
\P4 = §P4+ §P2

Solving for these equations leads to py=py=pa=p4=1/4. Considering the
four waveform transitions, it is reasonable to formulate the output y(t) from the

waveform shaping circuit as follows:

yt) = 2 V,(t-nT)
n=—oo
The general form of the power spectral density of a signal generated from a
finite state Markov chain model has been derived in [40]. By using the same

procedure, the power spectral density of process y(t) can be found to be:

4 n 2
27(7)
=1

i=

oo 4
1 ny 1 2
=33 8- -T)+—Ti=21p,-lv,-(f>l

4 4
2 .
—7.39{i=21k§,1pivi DV (HVy(-1)}
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where

_ o (n) _-jenfT _ (1) ~jenfT o _(n) _~j2nfT
Vik=" 2, Pik © = Pik @ + Y Pik ©
n=1 n=2
In the above equation, p;k(") is the n-step state transition probability from
state i to k, which can be found from the state transition matrices. Vj(f) is the

Fourier transformation of Vi(t).

Substituting the values of state transition probabilities and stationary state

probabilities into the equation, y(t) can be simplified as follows:

1 2 2 1 1., «
Y(f 57.(|V1(f)| +|V3 (N )+-2—7—.F?e{{§v1 (Hh (V5(Hh-Vi(H)

A AU A EEI A G ACEACY

3 V4" (H (Va(h =V, (h) }e"z"”}

1 2 2, 1 * —jonfT
= (Vi +| vy )+ﬁHe{(V,+V3) (Vo= Ve }

1 * * . * ., *
57_(V1V1 +V,V, +jV,Vy sin(2rfT) - V,V, cos (2rfT))

1 . * . *
—-2—7_(1V1 V,sin (2rfT) + V3V, cos (2rfT))

= %_{vgcos"‘ (RfTy — Im(V,) Vgsin (2nfT) + V, V;’ sin® (nfT)}

The Fourier transformations of V4 and V3 are calculated as follows:

]
Vo = [3 -1t = - Lein (nfT
2
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2n 2n

0 .10 .

_I 7COS (—T— t)cos (wt) dt+jJ'“Tcos (—7—_— t)sun (wt) at
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joe at
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w+—T- —7—_—w uﬁ_(T) w+7
j cos (—Z—T ) 2sin (WT) wT
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= sin =1 -/ cos(-—)
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Substituting the expressions for V4 and V3 into Y(f) yields:

Y(h = {cos2 (rfT) W,Zsm (nfT) + (sinnfT)2cos (nfT) sm'L’(WT)_u?}

_li____“_'__écos (l"zl' )sin2 (rfT) cos (nfT)
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_ 1 [ sin (nfT) T 2(n ) T
= ?{TW(1+cos(nfD) Esm(nfT)cos —_—

4
(™) int (2fT) r

T ) PR AT -1)°

letting fT = x, the power spectral density is thus normalized in the frequency

domain:

B sin (1tx) 1. o TXY) X 2
y(x) = T[ Srx (1+cos (nx)) Esm(nx)cos (—2—))2_1}

T
4n?

;
X Oé-1)

(1) sin* (x) 5

It can be easily verified that y(x) is an even function with respect to x, and
the maximum point corresponds to dc, i.e., x=0. Some particularly important

points of the PSD are given below: ( magnitude of the PSD has been normalized)
y(0) = 0dB, y(0.5) = -4.4dB

y(1.5) =-18.4dB, y(2.5) = -35dB
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y(3.5) = -45dB, y(4.5) = -52dB
y(5.5) = -57dB, y(n) = -infinite dB

n=nonzero integer
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Appendix B:

Computer programs for simulating double and triple
NEC schemes

In this part, some Fortran subroutines, which are used for generating and
detecting the error patterns and synurome patterns in double and triple NEC
schemes, are given. Since there are a relatively small number of detectable
syndrome patterns in double error correction scheme, only one subroutine is
needed to realize the syndrome pattern detection operation. All the corresponding
error patterns leading to these syndrome patterns can be previously calculated.
BOSS supports user-defined primitive modules, provided that their corresponding
subroutines conform to certain constraints. A primitive module called PATTERN
DETECTOR is therefore built up using the subroutine for double error correction.
To achieve triple correction, a large number of syndrome patterns exists. For the
purpose of avoiding time-consuming calculation of numerous error and syndrome
patterns, several computer programs were written to automatically generate all
the required pattemns efficiently. Similar to double error correction, a syndrome
detection subroutine is written to construct a user defined primitive module called
PATTERN DECISION to achieve triple error correction. All these programs are

listed as follows.
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CCCCCCCCCCCCCCCCCCCCeeeerceceeccecececeeccceececececececececceceececece
This program is used to detect all the syndrome C
patterns for double NEC scheme. It can be used C
for either two-bit or three-bit differentially C
encoded ODQPSK modulation schemes. The BOSS C
primitive module PATTERN DETECTOR uses this C
subroutine to decide whether to ouput a correc- C
pulse or not. A total of 9 distinct syndrome C
patterns, each of which contains 6 syndromes, C
can be detected in this subroutine. Cc
CCCCCCCCCCCCCeeeeeeeeeeeececececececeeccccceceeecececeeceecececcece
subroutine pattern(inl,in2,in3,in4,in5,in6,out)
logical*l inl,in2,in3,in4,in5,iné,out

out=.false.

The following each IF block detects one syndrome
pattern

if (inl.eq..false.) then

if (in2.eq..true.) then

if(in3.eq..true.) then

if(in4.eq..true.) then

if(in5.eq..true.) then

if (in6.eq..true.) then

out= .true.

else

endif

else

endif

else .

endif

else

endif

else

endif

else

endif

if(inl.eq..true.) then

if (in2.eq..false.) then

if(in3.eq..true.) then

if(ind4.eq..false.) then

if(in5.eq..false.) then

if(in6.eq..true.) then

out=.true.

else

endif

else

endif

else

endif

else

endif

else

endif

else

endif

if(inl.eq..true.) then

QOOQOO0OO0000
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if(in2.
if(in3.
if(in4g.
if (in5.eq.
if(in6.eq.
out=.true.
else
endif
else
endif
else
endif
else
endif
else
endif
else
endif
if(inl.eq..
if(in2.eq..
if(in3.eq..
if(ind.eq..
if(inS.eq..
if (in6.eq..
out=.true.
else

endif

else

endif

else

endif

else

endif

else

endif

else

endif
if(inl.eq..
if (in2.eq.
if (in3.eq.
if(ind.eq..
if(inS5.eq..
if (in6.eq..
out=.true.
else

endif

else

endif

else

endif

else

endif

else

endif

else

eq.
eq.
eq.

.true.) then
.true.) then
.false.) then
.true.) then
.true.) then

false.) then

true.) then
false.) then
true.) then
true.) then
true.) then
false.) then
.false.) then
.true.) then
true.) then
true.) then
true.) then
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endif

if(inl.eq..true.) then
if(in2.eq..true.) then
if(in3.eq..true.) then
if(ind.eq..true.) then
if(in5.eq..true.) then
if(in6.eqg..true.) then

out=.true.

else

endif

else

endif

else

endif

else

endif

else

endif

else

endif
if(inl.eq..false.) then
if(in2.eq..true.) then
if(in3.eq..true.) then
if(ind4.eq..true.) then
if(in5.eq..true.) then
if(in6.eq..false.) then
out=.true.

else

endif

else

endif

else

endif

else

endif

else

endif

else

endif
if(inl.eq..false.) then
if(in2.eq. .true.) then
if(in3.eqg..true.) then
if(ind4.eq..true.) then
if(in5.eq..false.) then
if(in6.eq..true.) then
out=.true.

else

endif

else

endif

else

endif

else

endif

else

126



endif

else

endif
if(inl.eq..false.) then
if(in2.eq..true.) then
if(in3.eq..true.) then
if(ind4.eq..false.) then
if(in5.eq..true.) then
if(in6.eq..true.) then
out=.true.

else

endif

else

endif

else

endif

else

endif

else

endif

else

endif

return

end
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CCCCCCCCCCCCCCCCCCCCCeCCCcCeeeeecceccececeeece
This program generates all the required C
4x4 error matrices which are used to C
create the correctable syndrome patternsC
for double NEC scheme. There are a totalC
of 121 legal error patterns generated C
from this program. C
CCCCCCCCCCeeeeeeeeeececceeceeeececceeeeeceecece
PROGRAM EMATRIX

INTEGER E(16) ,MOV,REF,I

E(1)=1

REF=2

MOV=2

DATA (E(I),I=2,16)/15*0/

CREATE AN ERROR FILE TO STORE PATTERNS

OPEN (UNIT=6,FILE=’ ERROR’, STATUS=’ NEW')
WRITE ERROR PATTERNS TO FILE

WRITE (6, *) (E(I),I=1,16)

DO 10 I=2,16

E(I)=0

CONTINUE

E (MOV) =1

WRITE ERROR PATTERNS TO FILE

WRITE(6,*) (E(I),I=1,16)

MOV=MOV+1

IF (MOV.GT.16) GO TO 40

GO TO 5

REF=2

MOvV=3

DO 100 I=2,16

E(I)=0

CONTINUE

E (REF) =1

E (MOV) =1

WRITE ERROR PATTERNS TO FILE

WRITE(6,*) (E(I),I=1,16)

MOV=MOV+1

IF (MOV.GT.16) THEN

REF=REF+1

MOV=REF+1

ENDIF

IF (REF.GT.15) GO TO 200

GO TO 50

END

QOO0
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* The following shows a list of error patterns

*

* generated from the program for triple NEC. Each*

* line forms an unique 4x4 error matrix,

* from left to right.
* 121 error matrices

starting*

Therefore, these represent *

*

AAkKAKKAKRKAKRARKAK KA A AR ARk R AA KAk khkkkkkkkkhkhhkhkkhkhikk
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0000001000000000010000000001000000001000000010000001000
0000010000000000100000000010000000010000000100000010000
0000100000000001000000000100000000100000001000000100000
0001000000000010000000001000000001000000010000001000001
0010000000000100000000010000000010000000100000010000010
0100000000001000000000100000000100000001000000100000100
1000000000010000000001000000001000000010000001000000111
0000000000100000000010000000010000000100000001111111000
0000000001000000000100000000100000000111111110000000000
0000000010000000001000000000l11111111000000000000000000
0000000100000000001111111111o00000000000000000000000000
0000000111111111.l_10000000000000000000000000000000000000
1....1111110000000000000000000000O0000000000000000000000000
0000000000000000000000000000000000000000000000000000000
OCOO0OO0O0OD Uooooo0000000000000000000000000000000000000000000

1111111111111111111111111111111111111111111111111111111

130



COAO0O0OO0CO~OOOAOO O

CrAtCOO0OO0OAOOOOAHOOAOAO

O OOOFMOOOAOO~OO~A~AO

OCOO0OOHOOOHFOOOAA~NOOO

OCOO0OHOOOOAMA~AO0O000O0O

OCOO At A 1000 O0COOODO0OO0O

aEaEalejojoNojlojojojoololofloNoloRo)

OO0 OO OO OO TCODOODODOODOOCO

COCC OO OCO OO OCOOODOOOOOOCO

QOO OO0 OOOOOCOOO0O

jolejojejoolofloRoloolololololoRele]

OO OO OO ODO0OODOOOODOOO

QO TODOC OO OO0 OODOODODODODOOO

SO0 CQCOOCODOOO0OOOO0COO0OOO0O

COO0OOOCOOCOOOO0OOOCOOOD 0O

R N N N N e N e R e N N R R I e R N |

131



100

CCCCcCeceeeeeceeceeeeceeececececeececcceeecceeecece
C This program is used to create all the C
C syndrome patterns from the error patterns C
C for triple error correction. A total of 118C
C unique syndrome patterns can be obtained C
C from this progeram. C
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCLrCCCCCCCCCeeeee
PROGRAM SYNMATRX

INTEGER E(121,16),S(12),1,J,K

READ IN ERROR PATTERNS FROM FILE

OPEN (UNIT=S,FILE=’'ERROR’, STATUS=' OLD')

CREATE FILE TO STORE SYNDROME PATTERNS IN

OPEN (UNIT=6,FILE=’SYND’,STATUS='/NEW’)

DO 100 I=1,121

READ (5,*) (E(I,J),J=1,16)

GENERATE SYNDROME PATTERNS
S(1)=MOD(E(I,4)+E(I,3)+E(I,8),2)
S(2)=MOD(E(I,3)+E(I,2)+E(I,7),2)
S(3)=MOD(E(I,2)+E(I,1)+E(I,6),2)
S(4)=MOD(E(I,1)+E(I,5),2)
S(5)=MOD(E(I,4)+E(I,3)+E(I,2)+E(I,12),2)
S(6)=MOD(E(I,3)+E(I,2)+E(I,1)+E(I,11),2)
S(7)=MOD(E(I,2)+E(I,1)+E(I,10),2)
S(8)=MOD(E(I,1)+E(I,9),2)
S(9)=MOD(E(I,4)+E(I,3)+E(I,2)+E(I,1)+E(I,16),2)
S(10)=MOD (E(I,3)+E(I,2)+E(I,1)+E(I,15),2)
S(11)=MOD(E(I,2)+E(I,1)+E(I,14),2)
S(12)=MOD(E(I, 1) +E(I, 13),2)

WRITE (6,*) (S(K),K=1,12)

CONTINUE

END
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**k**************************************

*
*

h *

* The following is a list of all the 118
* distinct syndrome patterns generated

* from the program for triple NEC. Eac

*
*

* ok k k k

* line represents a 3x4 syndrome matrix,

* starting left to right.

Kk hkhhkhkhhkhkhkhkhkkhkkhkhkhkhhkhkkhkkhkkhhhhkhkkx
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OOO0OO0O0O0O00

This program is intended for detecting all C
the legal syndrome patterns for triple NEC C
scheme. It applies to either two-bit or C

three-bit differentially encoded ODQPSK-type C
modulation schemes. The output of a correc- C
tion pulse depends upon the match between theC
detected syndrome pattern and stored patternsC
A total of 119 unique syndrome patterns can C
be detected in this program. C

CCCCCCCCCCCCLeeeeeeeeceeeeeeceeececeececececeececccecce

SUBROUTINE PATTD3 (IN1, IN2,IN3, IN4, INS, IN6, IN7

, IN8, IN9, IN10,IN11,IN12,0UT)

LOGICAL*1 OUT,INPUT(12),LS(121,12),IN1,IN2,IN3,
IN4, INS, IN6, IN7, IN8, IN9,IN10, IN11,IN12

INTEGER COUNT, I, J,K,S(121,12)

INITIALIZE THE DATA AREA STORING SYNDROMES

DATA (S(1,J),J=1,12) /0,0,1,1,0,1,1,1,1,1,1,1/

DATA (S(2,J),J=1,12) /0,1,0,1,1,0,0,1,0,0,0,1/

DATA (S(3,J),J=1,12) /1,,1,1,1,0,1,1,0,0,1,1/

DATA (S(4,J),J=1,12) /1,0,1,1,1,1,1,1,0,1,1,1/

DATA (S(5,J),J=1,12) /0,0,1,0,0,1,1,1,1,1,1,1/

DATA (S(6,J),J=1,12) /0,0,0,1,0,1,1,1,1,1,1,1/

DATA (S(7,J),J=1,12) /0,1,1,1,0,1,1,1,1,1,1,1/

DATA (s(8,J),J=1,12) /1,0,1,1,0,1,1,1,1,1,1,1/

DATA (S(9,J),J=1,12) /0,0,1,1,0,1,1,0,1,1,1,1/

DATA (S(10,J),J=1,1z. ‘0,0,1,1,0,1,0,1,1,1,1,1/
DATA (S(11,J),J=1,12} /0,0,1,1,0,0,1,1,1,1,1,1/
DATA (S(12,J),J=1,12) /0,0,1,1,1,1,1,1,1,1,1,1/
DATA (S(13,J),J=1,12) /0,0,1,1,0,1,1,1,1,1,1,0/
DATA (S(14,J),J=1,12) /0,0,1,1,0,1,1,1,1,1,0,1/
DATA (S(15,J),J=1,12) /0,0,1,1,0,1,1,1,1,0,1,1/
DATA (S(16,J),J=1,12) /0,0,1,1,0,1,1,1,0,1,1,1/
DATA (S(17,J),J=1,12) /1,0,0,%,0,1,0,1,1,1,0,1/
DATA (s(18,J),J=1,12) /1,1,0,1,0,0,0,1,1,0,0,1/
DATA (S(19,J),J=1,12) /0,1,0,0,1,0,0,1,0,0,0,1/
DATA (S(20,J),J=1,12) /0,1,1,1,1,0,0,1,0,0,0,1/
DATA (S(21,J),J=1,12) /90,0,0,1,1,0,0,1,0,0,0,1/
DATA (S(22,J),J=1,12) /1,1,0,1,1,0,0,1,0,0,0,1/
DATA (S(23,J),J=1,12) /0,1,0,1,1,0,0,0,0,0,0,1/
DATA (S(24,J),J=1,12) /0,1,0,1,1,0,1,1,0,0,0,1/
DATA (S(25,J),J=1,12) /0,1,0,1,1,1,0,1,0,0,0,1/
DATA (S(26,J),J=1,12) /0,1,0,1,0,0,0,1,0,0,0,1/
DATA (S(27,J),J=1,12) /0,1,0,1,1,0,0,1,0,0,0,0/
DATA (S(28,J),J=1,12) /0,1,0,1,1,0,0,1,0,0,1,1/
DATA (S(29,J),J=1,12) /0,1,0,1,1,0,0,1,0,1,0,1/
DATA (S(30,J),J=1,12) /0,1,0,1,1,0,0,1,1,0,0,1/
DATA (S(31,J),J=1,12) /0,1,1,1,0,0,1,1,1,0,1,1/
DATA (S(32,J),J=1,12) /1,1,1,0,1,0,1,1,0,0,1,1/
DATA (S(33,J),J=1,12) /1,1,0,1,1,0,1,1,0,0,1,1/
DATA (S(34,J),J=1,12) /1,0,1,1,1,0,1,1,0,0,1,1/
DATA (S(35,J),J=1,12) /0,1,1,1,1,0,1,1,0,0,1,1/
DATA (S(36,J),J=1,12) /1,1,1,1,1,0,1,0,0,0,1,1/
DATA (S(37,J),J=1,12) /i,1,1,1,1,0,0,1,0,0,1,1/
DATA (S(38,J),J=1,12) /1,1,1,1,1,1,1,1,0,0,1,1/
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DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
ouT=

(S¢(9%4,9),3=1,12)

(S(95,J) ,J=1,12)

(S(96,J) ,J=1,12)

($(97,J) ,J=1,12)

(S(98,J),J=1,12)

(5(99,J) ,J=1,12)

($(100,J),J=1,12)
(5(101,J),J=1,12)
(S(102,3),J=1,12)
(S¢103,J3),J=1,12)
(S(104,J),J=1,12)
(5(105,J),J=1,12)
(S(106,J),J=1,12)
(5¢107,J),3=1,12)
(S(108,J),J=1,12)
(S(109,J3),J=1,12)
($(110,J),J=1,12)
($(111,J),J=1,12)
($(112,J),J=1,12)
(S(113,J),J=1,12)
(S(114,J),J=1,12)
(S(115,J),3=1,12)
(S(116,J),J=1,12)
(s(117,J),J=1,12)
(S(118,J),J=1,12)
(S(119,J),J=1,12)
(S(120,J),J=1,12)
(s(121,J),J=1,12)

.FALSE.

COUNT=0

INPUT (1) =IN1
INPUT (2) =IN2
INPUT (3) =IN3
INPUT (4) =IN4
INPUT (5) =INS
INPUT (6) =IN6
INPUT (7) =IN7
INPUT (8) =INS
INPUT (9) =INS
INPUT (10)=IN10
INPUT(11)=IN11
INPUT (12)=IN12
NUMERIC TO LOGIC CONVERSION
DO 10 I=1,121

DO 5 K=1,12

IF (S(I,K).EQ.l1) THEN

ELSE

ENDIF

LS (I,K)=.TRUE.

0,1,1,0,1,0,0,1,1,1,1/
/0,0,1,1,0,0,1,0,1,1,1,1/
/0,0,1,1,1,1,1,0,1,1,1,1/
/0,0,1,1,0,1,1,0,1,1,1,0/
/0,0,1,1,0,1,1,0,1,1,0,1/
/0,0,1,1,0,1,1,0,1,0,1,1/
/0,0,1,1,0,1,1,0,0,1,1,1/
/0,0,1,1,0,0,0,1,1,1,1,1/
/0,0,1,1,1,1,0,1,1,1,1,1/
/0,0,1,1,0,1,0,1,1,1,1,0/
/0,0,1,1,0,1,0,1,1,1,0,1/
/0,0,1,1,0,1,0,1,1,0,1,1/
/0,0,1,1,0,1,0,1,0,1,1,1/
/0,0,1,1,1,0,1,1,1,1,1,1/
/0,0,1,1,0,0,1,1,1,1,1,0/
/0,0,1,1,0,0,1,1,1,1,0,1/
/0,0,1,1,0,0,1,1,1,0,1,1/
/0,0,1,1,0,0,1,1,0,1,1,1/
/0,0,1,1,1,1,1,1,1,1,1,0/
/0,0,1,1,1,1,1,1,1,1,0,1/
/0,0,1,1,1,1,1,1,1,0,1,1/
/0,0,1,1,1,1,1,1,0,1,1,1/
/0,0’1' 1,0'1,1'1'1'1'0'0/
/0,0,1,1,0,1,1,1,1,0,1,0/
/0,0,1,1,0,1,1,1,0,1,1,0/
/0,0,1,1,0,1,1,1,1,0,0,1/
/0,0,1,1,0,1,1,1,0,1,0,1/
/0,0,1,1,0,1,1,1,0,0,1,1/

LS(I,K)=.FALSE.

CONTINUE
CONTINUE
DETECT SYNDROME PATTERNS
DO 100 I=1,121
DO 50 K=1,12
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50

100

200
300

IF (INPUT (K) .EQ.LS(I,K)) THEN
COUNT=COUNT+1
ENDIF
CONTINUE
IF (COUNT.EQ.12) GO TO 200
COUNT=0
CONTINUE
GO TO 300
OUT=.TRUE.
RETURN
END
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Appendix C:
List of syndrome patterns for triple NEC

This appendix lists all the syndrome patterns needed for triple error
correction. As can be seen, each syndrome matrix contains 12 syndromes,
generated from 16 error symbols according to the equations (2-24). A total of 118
distinct syndrome patterns can be obtained from 216 patterns, which are useful for
triple error correction. As has been discussed in chapter 2, as long as the number
of erroneous symbols present at the outputs of the differential detectors is no

larger than three, correct error-correction operations can always be guaranteed.
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(0011
0111
1111]

0001]
0111
1111)

[0011]
0011
1111

0100]
1001
0001}

1010)
0111
1111]

[0010]
0111
1110

1111]
1010
0011,

(0011]
0100
1111]

0011
0110
0111)

0111]
0111

0111

(0101]
1001
0001]

0111]
0111
1111]

(0011]
1111
1111)

1110
1011
0011]

(0010)
0110
1111]

0010)
0111
1101

1011]
1110
0110)

(0011]
0010
[1111]

0011]
0110
1110

1111]
1011

[1111]
1011
0011

1011
0111
1111]

0011
0111
1110)

1010
1111
0111

0010]
0101
1111)

0010
0111
1011

0001]
0110
1111)

0011
1110
1111

(0011]
0110
1101

1011
1011

1011]

0111

1011}
1111
0111]

0011]
0110
1111]

[0011]
0110
1011]

0000]
0111
1111

0010]
0011
1111)

0010]
0111
0111]

0111]
0110
1111]

0011]
0110
1110

[1111
1011
0010)

[1011]
0011
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1111]

0010
0111
1111

0011]
0101
[1111]

0011]
0111
0111

[0110]
0111
1111]

0010
1111
1111]

0101]
1000
0001]

1011]
0110
1111

0011]
0110
1101]

0101]
1001
10000

0011]
1011

(0111]
1011
0011]

[1111]
1111
0011]

[1111]
0011
0011]

[1111]
1011
0111

(1111
1111
0111]

[1111]
0111
1111]

(0111]
0011
1111

(0111]
1111
11111

(0111]
0111
1011

(0011
0011

1111]

1011



1011]
1111
0110

0011]
0011
1110)

1001]
0101
1101]

0101]
1011
0001]

0101]
1001
1001

0001
0101
1111]

0001]
0111
0111]

0011]
0001
1111]

[1111]
1011

" [oo11]

0001]

(0001]
0111
[1110)

0011]
1111
1110)

1101
0001
1001

(0101
1101
0001

1101
1011
0011]

0001
0011
1111

1111
1001
0011]

1101
(1111

1011]
1111
0101]

0011
0111

11001]

(0111]
0111
1110

(0011
0111
1100)

0111
1001
0001]

0101
0001
10001}

1001
1111
0111]

0001
1111
1111

1011
1101
0111]

(0011
0101
1101]

0111
0111
1101]

(0011]
0111

0101
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-

-

1011]
0111
1110)

0011]
0111
1010)

0001
1001
0001]

0101]
1001
0011]

0101]
0111
1111

0001
0111
1101]

0111]
0101
1111

0011
0101
1011]

1011
0111
1101]

0111
0011

1011]

0011
0101
11110)

0011
0111
0110)

1101]
1001
0001]

0101
1001
0101]

1001]
0111
1111

0001]
0111
1011

1011]
0101
11111]

0011]
0101
0111)

0011
0011
1101]

1011]
1011

(0011]
0011
0111]

(1011]
1111
0011

[1011]
0111
1011]

0011]
1111
11011]

0011]
0111
0011]

0011]
1111
0111]

[1011]
0111
0111

1011
1111
1111

0011]
1111

0011

[1101]



APPENDIX D:

BOSS simulation programs

The following Fortran subroutines are used to define some BOSS primitive
modules used in the simulation. During the simulation processes, these
subroutines are called by BOSS as external procedures. Also, BOSS allows users

to modify these programs to realize different signal processing functions.
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100

ccc

QOO0

CCC
sub
c3,
log
if

rou
els
got

CCCCCCCCCCCCeeeececceceececececereeccececececececeeceeee
This subroutine realizes multiplexing C
of four input signals into one output.
The operation is controlled by four C
status signals according to a specific C
Markov process. This program is used in C
the simulation of ST-0DQi 5K system for C
the user-defined primitive module calledC
MULTIPLEXER. C
CCCCCCCCCCCCeceeeecececeeeeeeecceceececcececececececee
routine switch(rinl,rin2,rin3,rindg,c1,c2,
c4, rout, xx)

ical*l c1,c2,c3,c4
(cl.xor.c2.xor.c3.x0r.c4.eq..false.) then
t=-1

e

o 100

endif

ret
if
rou
XX=
els
if

els
if

end

urn

(cl.eq..true.) then

t=rinl

rout

e

(c2.eq..true.) then
rout=rin2
XX=rout

e

(.j.eq..true.) then
rout=rin3
Xx=rout
else

if (cd4.eq..true.) then
rout=rin{g
XXx=rout
else
rout=xx
endif
endif

endif

if

return

end
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CCCCCCCCCCCCeeceeecececeeecccceececcccecceccceccccce
This program realizes one bit differential C
encoding of a input binary data stream. TheC
only parameter needing to be specified is C
INO, the number of samples per input bit. C
This program is intended for the primitive C
module HDIFFERENTIAL ENCODER. Multi-diff. C
encoding operation may be achieved by a C
cascade of several DIFFERENTIAL ENCODER C
modules. C
CCCCCCCCCCCCCCCCCCCCCCeeeeeeecccccecccecccceecee
subroutine encode (input,output,ino,k,out)
integer k,ino

logical*l input,output,out

dimension out (50)

k=k+1

output=input.xor.out (k)

out (k)=output

if(k.eq.ino) k=0

return

end

OO0 O000O00On0
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