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Abstract

Hybrids formed by biological entities and human-made nano-structures have been

intensively studied in recent years due to their very interesting properties and ap-

plications. DNA-carbon nanotube (CNT) hybrid is one such material and the mo-

tivation of this PhD study. The interaction of DNA building blocks (nucleobases

and nucleotides) with CNTs was investigated in this study using atomistic classi-

cal and quantum mechanical simulations. Depending on the size and complexity

of the problem, a pure quantum mechanics (QM), a mixed quantum mechanics

and molecular mechanics (QM:MM), or a classical molecular dynamics (MD)

approach was employed. The interaction of DNA nucleobases with a CNT in vac-

uum was studied using QM with density functional theory (DFT). It was shown

that the potential energy surface for DNA nucleobase-CNT system is relatively

shallow and many local minima corresponding to different configurations can be

found. A QM:MM model was developed in order to study the binding of DNA

nucleotides with CNTs in aqueous solution. The optimized structure, binding en-

ergy, electrostatic potential, and charge transfer for the hybrids were evaluated.

Our results indicated properties of DNA nucleotide-CNT hybrids strongly depend

on the type of nucleotide and CNT. Finally, a classical MD simulation was per-

formed in order to take dynamics into account. Our results showed that DNA
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nucleotides undergo considerable shift along the CNT axis, at a nearly constant

separation distance from the CNT surface. Occasional detachment and reattach-

ment of the nucleotides from the CNT were also observed for some systems. Com-

paring two ways of assigning the partial atomic charges (PAC): (1) PAC obtained

from a quantum mechanical calculation for the same optimized DNA nucleotide-

CNT hybrid, and (2) PAC obtained based on isolated molecules, the former gave

rise to more stable hybrid with less occurrence of detachment and more tightly

bound ions. This series of simulations, at different scales, not only allowed us to

study the properties of the hybrids, but also provided useful information on how

future simulations can be improved to enhance accuracy.
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Preface

This dissertation is an original work by Morteza Chehel Amirani. It includes

seven chapters to study the interactions of DNA nucleobases and nucleotides with

carbon nanotube (CNT). The dissertation was written in the mixed format speci-

fied by the Faculty of Graduate Studies and Research at the University of Alberta:

Chapters 2 to 5 have been separately published before and Chapter 6 will be sub-

mitted for publication soon.

Chapter 1 introduces the physical problem and outlines the structure of the

dissertation. Chapter 2 is a comprehensive literature review which was pub-

lished as "Binding of nucleobases with graphene and carbon nanotube: a review

of computational studies" by Morteza Chehel Amirani and Tian Tang in Journal

of Biomolecular Structure and Dynamics, 2015, Vol. 33, No. 7, 1567–1597.

This review article took nearly two years to finish with many rounds of revisions

suggested by Dr. Tang and journal referees. Chapter 3, concerning the binding

of DNA nucleobases to CNT in vacuum, was published as "Quantum mechani-

cal treatment of binding energy between DNA nucleobases and carbon nanotube:

A DFT analysis" by Morteza Chehel Amirani, Tian Tang, and Javier Cuervo in

Physica E, 2013, 54, 65–71. I designed and preformed the simulations, and pre-

pared the manuscript. Dr. Tang was the supervisory author who checked the
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results and revised the manuscript. Javier Cuervo assisted me in the interpretation

of results and contributed to manuscript edits. Chapter 4, QM:MM simulations

on nucleotide-CNT binding, was published as "A QM:MM model for the inter-

action of DNA nucleotides with carbon nanotubes" by Morteza Chehel Amirani

and Tian Tang in Phys. Chem. Chem. Phys., 2015, 17, 7564-7575. I designed

and preformed the simulations, and prepared the manuscript. Dr. Tang was the

supervisory author who contributed ideas in the investigated problems and data

analysis, and revised the manuscript. Chapter 5, evaluating electrostatic poten-

tial and charge transfer of the DNA nucleotide-CNT hybrids, was published as

“Electrostatics of DNA Nucleotides-Carbon Nanotube Hybrids Evaluated From

QM:MM Simulations” by Morteza Chehel Amirani and Tian Tang in Nanoscale,

2015,7, 19586-19595. I carried out the numerical simulations and data analysis,

and prepared the manuscript. Dr. Tang was the supervisory author who helped

with result interpretation and manuscript revision. Chapter 6, a molecular dy-

namics study of DNA nucleotide-CNT hybrids, will be submitted for publication.

Each chapter has its own bibliography and the reference numbers in each chap-

ter correspond to the list at the end of the corresponding chapter. A complete

bibliography containing all references is also given at the end of the dissertation.
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Chapter 1

Introduction

This dissertation is motivated by experiments where single stranded DNA (ss-

DNA) was found to wrap around single-walled carbon nanotube (CNT) in an

electrolyte solution and generate a hybrid structure [1]. The DNA-CNT hybrid

has been shown to facilitate the dispersion of CNTs and separation of different

CNTs according to their chiralities [1–3]. In addition, many other applications

of DNA-CNT hybrids including cancer detection, bio-sensors, and drug delivery

have also been introduced [4–7]. In order to better understand the experimen-

tal observations and interesting properties of the hybrids, analytical and atomistic

models have been proposed to study the interaction between DNA and CNT. At

the analytical level, continuum models have been used for ssDNA and CNT to

study the hybridization, but they are highly approximate. Atomistic models at

classical (e.g., molecular dynamics (MD)) and quantum mechanical (QM) levels

have been also introduced to more accurately study the hybrids compared with

analytical models. MD provides a fully atomistic description of the system and is

more accurate than analytical models, but the current force fields do not properly

1



1. Introduction

take into account the CNT’s electronic response. Models based on QM overcome

this difficulty, but they are computationally expensive and not feasible for large

systems. In this project, atomistic approaches using classical, quantum mechani-

cal, and a mixed quantum and classical method are employed. The objectives of

this study are as follows:

• Developing molecular models for the hybrids formed by CNT and DNA

building blocks, mainly nucleotides;

• Studying the structure, strength of binding, electrostatic potential, and charge

transfer for the hybrids;

• Studying the effect of CNT chirality as well as the nucleobase type in the

above properties.

In Chapter 2, a comprehensive review is performed in order to review past

studies on the interaction of nucleobases or nucleotides with CNT and graphene.

First, experimental works are briefly introduced. Theoretical studies are then com-

prehensively reviewed and categorized according to the employed approach. A

critical review for each work is provided and discussion on the reported results is

presented.

In Chapter 3, the interaction of DNA nucleobases with a CNT in vacuum was

studied using density functional theory (DFT) as a pure QM approach. From

Chapter 2, it was found that the effect of the initial configuration of DNA nucle-

obase with respect to the CNT is important in the properties of the hybrid and

has not been studied in detail. Therefore, a detailed investigation on the effect

of the initial configuration is performed in Chapter 3. It is found that different
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initial configurations can lead to quite different binding structures with different

stability. The most stable structures are then used in the simulations performed in

Chapter 4.

In Chapter 4, a new computationally-efficient model is introduced in order to

include the electrolyte solution. In this model, a full nucleotide which includes

a nucleobase, a sugar ring, and a phosphate group is considered. Furthermore,

explicit water molecules and ions are added to the systems to make the model

more realistic compared with the past studies. In order to carry out the simula-

tions, a mixed QM:MM approach is introduced. The final structures as well as the

strength of binding for DNA nucleotide-CNT hybrids are obtained and analyzed.

Based on the optimized structures obtained in Chapter 4, the electrostatic po-

tential and charge transfer for the DNA nucleotide-CNT hybrids are evaluated and

discussed in Chapter 5.

Chapter 6 is a molecular dynamics study of the hybrids obtained in Chapter

4. Specifically, structures optimized from QM:MM simulations are taken and a

classical molecular dynamics study is then performed. This allows us to take the

dynamics and thermal effects into account.

Chapter 7 includes the concluding remarks and future perspective of this work.
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Chapter 2

Literature review1

2.1 Introduction

Carbon nanotube (CNT) is among the most interesting nano-materials developed

to date and has attracted growing attention since its discovery [1]. It has been

extensively studied, used and commercialized during the past two decades, and

many unique properties and capabilities have been observed [2–6]. The structure

of a CNT can be described by imagining the process of rolling up graphene lay-

ers. First, a vector named chiral vector is defined between two carbon atoms (A

and B in 2.1(a)) on a graphene. When the graphene is rolled up so that points

A and B superimpose each other, a single-walled CNT (SWCNT) is formed. A

multi-walled CNT (MWCNT) can be constructed in a similar manner, using more

than one graphene layer. The chiral vector, Ch, from point A to point B, can

be described by two integer numbers (m, n) called chirality so that Ch can be

1A modified version of an originally published paper in Journal of Biomolecular Structure and
Dynamics, Volume 33, Issue 7, Pages 1567-1597, 2015, Morteza Chehel Amirani & Tian Tang,
“Binding of nucleobases with graphene and carbon nanotube: a review of computational studies”,
reprinted with permission.
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expressed in terms of the two vectors a1 and a2 as Ch = ma1 + na2. 2.1(b)-(d)

show the structure of three SWCNTs with similar diameter but different chirali-

ties. The chirality determines not only the size of the CNT, but also the alignment

of atoms on the CNT. Chirality is a very important structural parameter for CNT,

and along with its length and number of walls, determines many of CNT’s prop-

erties [7]. Mechanical properties such as Young’s modulus and Poisson’s ratio,

thermal properties such as thermal conductivity were shown to depend on CNT’s

diameter and number of walls [8–14]. Electronic properties were found to have a

strong relation to chirality. For example, for a SWCNT, it was shown that if m−n

is a multiple of 3, the CNT demonstrates metallic behaviors, otherwise the CNT

is a semiconducting material with its band gap depending on the chirality [7].
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A

B

Ch

a1

a2

(a)

(b) (c) (d)

Figure 2.1: Molecular structures of (a) graphene and (b)-(d) three CNTs with
similar diameter but different chiralities: (b) (7,0), (c) (4,4) and (d) (5,3).

In addition to the intriguing properties of CNTs themselves, their functional-

ization has been extensively investigated in recent years [15–58]. Both organic

and inorganic molecules have been employed to functionalize CNTs through co-

valent [15–19] and non-covalent interactions [20, 21]. These functionalizations

have facilitated development in many different areas such as CNT purification

and separation, fabrication of polymer composites, biosensing, drug delivery, etc.

For example, chemically modified CNTs have been introduced to control char-

acteristics of neurite outgrowth [15]. CNTs functionalized with carboxyl groups

have been used as atomic force microscopy (AFM) tips to provide chemical and

7
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biological discrimination [16].

A special class of molecules widely used for CNT functionalization is DNA [17,

21, 22, 42–52, 59]. Hybrid materials formed by DNA and CNT have shown out-

standing potential in drug delivery [53] and biosensing areas [54–57]. For ex-

ample, DNA can be encapsulated inside CNTs [24], which can be potentially

used as a gene delivery vehicle [53]. DNA-SWCNT electrodes have been made

by wrapping single-stranded DNA (ssDNA) around CNTs, which offered elec-

trochemical detection of certain biological molecules with high sensitivity [54].

ssDNA molecules have also been used to disperse bundled CNTs in water and to

separate them according to their different electronic structures [21, 58]. Although

DNA polymers were used in these applications, the interesting properties of the

DNA-CNT hybrids, which often depend on the chirality of the CNT as well as the

sequence of the DNA, have motivated many studies on the interaction between

CNT and nucleobase, nucleoside or nucleotide, the building blocks of DNA poly-

mers (See Figure 2.2 for structure of nucleobases). In those studies, graphene was

frequently used as a reference system, which is a CNT with zero curvature.

(a) (b) (c) (d) (e)

Figure 2.2: Molecular structures of nucleobases: (a) Adenine (A), (b) Cytosine
(C), (c) Guanine (G), (d) Thymine (T), (e) Uracil (U).

Experimentally, adsorption of nucleobases onto graphite has been investigated.

8
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Structural and energetic aspects of the adsorption have been addressed by different

groups [60–76]. On the theoretical front, many modeling and simulation studies

have been performed on CNT or graphene binding with nucleobases, with differ-

ent degrees of complexity and accuracy. The calculations in these studies were

mainly conducted using quantum mechanical (QM) level methods (e.g., Hartree-

Fock (HF), Density Functional Thoery (DFT), etc), with a few recent works adopt-

ing hybrid methods that combine QM and molecular mechanics (MM) computa-

tions. Despite the different systems studied and different methods used, the main

focuses of the past work have been on the nature of the interaction (physisorp-

tion or chemisorptions), structure of the hybridization (alignment of nucleobases

relative to the CNT or graphene) and strength of the interaction (binding energy

(BE)). Most of the studies have attempted to address how the binding is affected

by system parameters such as the type of nucleobase and the chirality of the CNT.

However, a quick examination of the results obtained in the past reveals the clear

discrepancies among them, especially for the BE. Different values for the BE as

well as the order of the BE associated with different nucleobases have been re-

ported, even for the same nucleobase-CNT system. In an attempt to understand

these discrepancies, in this work, we provide a comprehensive review on the bind-

ing of CNT or graphene with nucleic acid (NA) building blocks (nucleobase, nu-

cleoside or nucleotide). Major effort is spent on reviewing simulation work per-

formed in this area, while some experimental data are given at the beginning so

that comparison can be made with the simulation results. By reviewing not only

the simulation results but also the simulation methods, we identify and discuss

several factors that can contribute to the discrepancies existing in literature.

The rest of the chapter is organized as follows. A brief review on experimental

9
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measurements of nucleobase-graphite interaction is presented in Section 2.2. In

Section 2.3, computational studies on the binding of CNT or graphene with nu-

cleic acid building blocks are reviewed in detail. Discussion and conclusions are

given in Sections 2.4 and 2.5.

2.2 Experimental studies

Several experimental studies have been carried out to characterize the binding be-

tween nucelobases and graphite [60–73, 76]. Allen et al. [60] for the first time,

performed scanning tunneling microscopy (STM) experiments and showed that

aqueous-phase A and T strongly bound to a heated graphite surface and formed

ordered surface layers. Heckl et al. [61] used the same STM technique and ob-

served the formation of a two-dimensional ordered structure on graphite after

thermal evaporation of an aqueous solution containing G. Formation of purine and

pyrimidine monolayers on graphite was subsequently reported in several STM ex-

periments performed in Heckl’s group [63, 67, 69–73]. Uchihashi and Okada [74]

provided evidence on the deposition of A monolayer on graphite in an ultrahigh

vacuum (UHV) using non-contact AFM. Srinivasan et al., using STM, reported

the adsorption of G [64] and A [65, 66] on graphite in NaCl solution. In addi-

tion [66], condensed A layer was formed in both NaCl and NaI solutions and its

structure depended on the applied electric potential. Tao and Shi [62] studied the

spontaneous adsorption of G and A monolayers on graphite in NaCl solution. Us-

ing both AFM and STM, they confirmed that both G and A formed ordered lattice

on the graphite surface.

Although most of the experimental studies focused on addressing the structure
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nucleobases form on the graphite, a few works explored quantitative evaluation

of the BE between nucleobases and graphite. The BE for A on graphene in vac-

uum was determined by Freund [77] to be 97.45 kJ/mol using thermal desorption

spectroscopy (TDS). Sowerby et al. [73] studied the adsorption of nucleobases on

graphite in water and for the first time reported the order of the BE for different

nucleobases. Based on adsorption isotherms, the order of the BE was found to be

G>A>T>C>U. In a separate study, Varghese et al. [76] used isothermal titration

calorimetry (ITC) to study the adsorption of nucleobases and nucleosides with

two different samples of graphene in water. Interestingly, they observed different

sequence for the BE of the two samples: A>C>T in one case and A>T>C in

the other case. On the other hand, a single trend (A>C>T) was found for the BE

between nucleosides and both samples. To our knowledge, the only experimental

work that evaluated the BE between nucleobases and CNT was done by Das et

al. [75] in which ITC was used to determined the BE between nucleobases and a

SWCNT in water. The order of the BE was shown to be T>A>C.

2.3 Computational studies

Theoretical studies on the interaction between DNA and CNT have been per-

formed at different levels including QM approaches [78–102], all-atom molecu-

lar dynamics (MD) simulations [103–115], coarse-grained MD simulations [116],

statistical mechanics simulations [117]and continuum level modeling [118–121],

with decreasing computational cost and accuracy. Different methods have dif-

ferent focus and apply different treatment for the molecules. Continuum models

typically consider long strand of DNA interacting with CNT and focus on address-

11
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ing the electric field generated by the DNA-CNT hybrid [118]. Usually the DNA

is modeled as a charged line or cylinder, the CNT as a bulk metallic or dielectric

medium, and the solution is described by the Poisson-Boltzmann equation [122].

While providing some first insights into how the CNT’s electronic response may

affect the electric field of the hybrid, the description of the electronic response is

highly approximate. In addition, other interactions between the DNA and CNT,

leading to the binding of the two, are often neglected. MD simulations utilize force

field (FF) parameters to describe the interactions between CNT and DNA atoms.

These simulations can also handle molecules with moderate length, and were used

to study the binding structure, energy and stability of the hybrid. A main draw-

back in these MD simulations is that the carbon atoms on the CNT are usually

modeled as particles that interact with other atoms only via van der Waals (vdW)

interactions (e.g., Lennard-Jones potential). While the ongoing development of

polarizable FF may improve the accuracy of the simulations, proper description

of the CNT’s electronic response has been missing from past MD simulations.

Aiming at solving for the electron distribution, QM approaches are the most ac-

curate in capturing the electrostatic interactions in the hybrid. However, the great

amount of computation required has limited the QM simulations to CNT binding

with a short piece of DNA, nucleobase, nucleoside or nucleotide. The solution

environment is typically not included. The focuses of these studies have been the

binding structure and BE. More recently, there have also been approaches that

tried to combine methods at different levels (hybrid method) in order to achieve a

balance between accuracy and efficiency.

In the following, a review is conducted for the computational studies. Since

the focus of the review is on the interaction of CNT or graphene with nucleobases,

12
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most studies on this topic were performed using QM approaches. These are re-

viewed in Section 2.3.1. There are also some studies in which MM or semi-

empirical QM approach was used. These are reviewed in Section 2.3.2.

Table 1 summarizes the studies reviewed in this work, which are grouped into

3 categories: (1) first-principles studies based on methods lacking dispersion cor-

rection, (2) first-principles studies based on dispersion-corrected methods and (3)

studies based on semi-empirical and FF methods. For each study, the system sim-

ulated, method used and computational details are given. The BE between the

CNT or graphene with the DNA fragment, which is an indicator of stability of the

formed hybrid, is used to compare these works. Unless otherwise specified, CNTs

referred to in this review are SWCNTs, and the unit of BE is kJ/mol. Detailed de-

scription of these works and comparison among them are given below.
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Table 2.1: Summary of previous computational studies on the binding between nucleobases and CNT or graphene. (Ex-
planation on notation: for example LDA/PW means simulation was performed using LDA approach with plane wave (PW)
basis set; MP2//PW91LYP means geometry optimization was performed using PW91LYP and BE calculation was performed
using MP2)

Reference System Method Calculation details Results on BE

First-principles studies based on methods lacking dispersion correction

Gowtham et al.

[78]

A, C, G, T and U (attached to

a methyl group)-Graphene

LDA/PW and

MP2/6-

311++G(d,p)

LDA geometry optimization;

MP2 BE calculation

LDA: G>A=T=C>U

MP2: G>A>T>C>U

Gowtham et al.

[79]

A, C, G, T and U (attached to

a methyl group)-(5,0)CNT
LDA/PW

LDA geometry optimization;

BE calculation
G>A>T>C>U

Meng et al. [80] A, C, G and T-(10,0)CNT LDA/PW
MM and LDA geometry opti-

mization; LDA BE calculation
T>G>C>A

Meng et al. [81] A, C, G and T-(10,0)CNT

Time dependent

LDA and FF

(CHARMM)

Optical absorbance spectrum

from LDA; FF PES scan and BE

calculation

G>A>T>C

Continued on next page
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Reference System Method Calculation details Results on BE

Shtogun et al. [82]

A-(6,6) CNT

T-(8,0) CNT

A-Radical-(6,6) CNT

T-Radical-(8,0) CNT

LDA/PW
LDA geometry optimization and

BE calculation

A-(6,6)CNT: 34.16

T-(8,0) CNT: 30.49

A-Radical-(6,6) CNT:

49.88

T-Radical-(8,0) CNT:

63.78

Wang and Ceule-

mans [83]

A (2 adenosine

monophosphates)-zigzag

and armchair CNTs

LDA/LCAO
LDA geometry optimization and

BE calculation
[144.73-366.64]

Wang and Bu [84]
C-zigzag and armchair CNT

fragments

PW91LYP/6-

311++G(d,p),

MPWB1K/cc-

pVDZ and MP2/6-

311G(d,p)

DFT (PW91LYP and

MPWB1K) and MP2 ge-

ometry optimization; MP2 BE

calculation

MP2//PW91LYP: 27.97

MP2//MPWB1K: 32.78

MP2//MP2: 39.61

Continued on next page
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Reference System Method Calculation details Results on BE

Wang [85]

A, C, G and T-(5,5) and

(10,0) CNTs; both gas and

aqueous phases

MPWB1K/cc-

pVDZ and MP2/6-

311++G(d,p)

MPWB1K geometry optimiza-

tion; MP2 BE calculation

gas phase: G>A>T>C

for both CNTs

aqueous solution:

A>G>T>C for (10,0)

CNT and G>A>T>C

for (5,5) CNT

First principles studies based on dispersion-corrected methods

Ortmann et al. [86] A-Graphene

LDA, PW91,

PW91+vdW each

with PW basis set

DFT PES scan and BE calcula-

tion

LDA: 44.38

PW91: 6.75

PW91+vdW: 105.17

Berland et al. [87] A-Graphene vdW-DFT/PW
vdW-DFT PES scan and BE cal-

culation
68.6

Panigrahi et al.

[88]
A, C, G, T and U-Graphene

wB97XD/6-

31G(d,p)

wB97XD geometry optimiza-

tion and BE calculation
G>A>C>T>U

Continued on next page
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Reference System Method Calculation details Results on BE

Chandra Shekar

and Swathi [89]
A, C, G, T and U-Graphene

wB97XD with

6-31G(d,p) and

6-311+G(d,p) basis

sets

wB97XD/6-31G(d,p) geometry

optimization; wB97XD/6-

311+G(d,p) BE calculation

G>T>A>C>U

Antony and

Grimme [90]
A, C, G, T and U-Graphene B97-D/TZV(d,p)

B97-D geometry optimization

and BE calculation
G>A>T>C

Lee et al. [91]
A, C, G and T (attached to a

methyl group)-Graphene

LDA, PBE,

PBE+vdW each

with tier2 basis set

DFT geometry optimization and

BE calculation

LDA: G>C>A>T

PW91: G>C>T>A

PW91+vdW:

G>A>T>C

Le et al. [92] A, C, G, T and U-Graphene

TS, sTS, vdW-DF,

vdW-DF2, DFT-D2

and DFT-D3 each

with PW basis set

vdW-DF geometry optimization;

BE calculation with different

methods

G>A>T>C>U

Continued on next page
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Reference System Method Calculation details Results on BE

Cho et al. [93] A, C, G and T-Graphene
optB86b/PW and

PBE+TS/tier2

optB86b and PBE+TS geometry

optimization and BE calculation
G>A>T>C

Vovusha et al. [94] A, C, G, T and U-Graphene

M05-2X and M06-

2X with 6-31G(d),

6-31+G(d,p) and 6-

311++G(d,p) basis

sets

M05-2X/6-31G(d) geometry op-

timization; M05-2X and M06-

2X BE calculation with 6-

31+G(d,p) and 6-311++G(d,p)

basis sets

M05-2X/6-311++G(d,p):

G>C>T>A>U

M06-2X/6-311++G(d,p):

G>T>C>A>U

Enyashin et al. [95]
A, C, G and T nucleotides-

Graphene

Dispersion-

corrected DFT

tight binding

DFT geometry optimization and

BE calculation
G>A>C>T

Continued on next page
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Reference System Method Calculation details Results on BE

Stepanian et al.

[96]
C-zigzag CNT

DFT and MP2

each with 6-

31++G(d,p),

6-31G(d) and

STO-3G basis sets

for different atoms

MPWB1K, M05, M05-2X,

MPW1B95; MP2 geometry

optimization and MP2 BE

calculation

MP2//MP2: 50.3

MP2//M05-2X: 49.6

MP2//M05: 45.2

MP2//MPWB1K: 50.3

MP2//MPW1B95: 49.4

Shukla et al. [97] A, C, G, T and U-(7,0) CNT

M05-2X with

6-31G(d), 6-

31G(d,p), 6-

31+G(d,p) and

cc-PVDZ basis sets

M05-2X/6-31G(d) geometry op-

timization; M05-2X BE cal-

culation with 6-31G(d,p), 6-

31+G(d,p) and cc-PVDZ basis

sets

G>C>A>T>U

Chehel Amirani et

al. [102]
A, C, G and T-(7,0) CNT

M05-2X/6-

31G(d,p)

M05-2X geometry optimization

and BE calculation
G>T>A>C

Continued on next page
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Akdim et al. [98]
A, C, G, T, U-(6,5), (9,1),

(8,3) and (5,0) CNTs

B97-D with 6-

31G(d) and Def2-

TZVP basis sets

and EFP2/6-31G

B97-D/6-31G(d) geometry opti-

mization; BE calculation with

B97-D/6-31G(d), B97-D/Def2-

TZVP and EFP2/6-31G

(6,5) CNT and (9,1)

CNT: G>A>T>C

(8,3) CNT: G>A>C>T

(5,0) CNT: G>T>C>A

Studies based on semi-empirical and force-field methods

Edelwirth [123] A-Graphite
MM (Dreiding II

FF)

MM geometry optimization and

BE calculation
87.86

Ramraj et al. [99]
A, C, G, T and U-Graphene,

(5,0) CNT, (6,6) CNT

PM3-D, and DFT

(B97-D, DFT-D,

M05-2X, M06-2X)

with TZV(2d,2p)

basis set

PM3-D geometry optimization;

PM3-D and DFT BE calculation
G>A>T>C>U

Continued on next page
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Umadevi and Sas-

try [100]

A, C, G, T and U-(3,3), (4,4)

and (5,5) CNT and graphene

DFT (B3LYP-

D/6-31G(d))

and ONIOM

(M06-2X/6-

31G(d):AM1)

ONIOM geometry optimization;

B3LYP-D BE calculation

CNT: G>T∼A>C>U

Graphene:

G>A>T>C>U

Sarmah and

Roy [101]

A, C, G, T and U (attached to

a methyl group)-(7,5), (7,6),

(8,3) and (9,2) CNT

ONIOM

(B3LYP/6-

31G(d):UFF)

ONIOM geometry optimization

and BE calculation

(7,5) CNT:

G>A∼T>C>U

(7,6) CNT:

G>A>T∼C∼U

(8,3) CNT:

A>T>C>G>U

(9,2) CNT:

G>T>C>A>U

Continued on next page
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Varghese et al. [76]
A, C, G and T-Graphene;

both gas and aqueous phases
MM (Amber FF)

MM geometry optimization and

BE calculation; implicit solvent
G>A>T>C

Das et al. [75]
A, C, G, T and U-(5,5) CNT;

both gas and aqueous phases

HF/6-31G(d,p),

MSCFF and AM-

BER FFs

Geometry optimization and BE

calculation using HF and FF ;

implicit solvent

Vacuum: G>A>T>C

Aqueous: G>T>A>C

Frischknecht and

Martin [103]

nucleotide monophospahtes-

(6,0) CNT in solution

MD (CHARMM

FF)

MD simulation at 298 K with

explicit solvent, followed by BE

calculation

No salt: A>T>C∼G>U

With salt:

T>C>U>A>G

Yamazaki and Fen-

niri [117]

A, C, G, and T-(7,0), (11,0)

and (15,0) CNT in solution
3D-RISM

3D-RISM molecular liquid the-

ory and BE calculation
G>A>T>C

Lv [104]
A, C, G, and T-Charged (8,8)

CNT in solution
MD (Amber FF)

MD simulation at 300 K and 1

atm with explicit solvent, fol-

lowed by BE calculation

G>A>T>C
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2.3.1 Studies based on First-Principles approaches

Within the QM framework, there are also different methods with different levels of

complexity and accuracy, including ab initio methods (HF, MP2 and CCSD(T)),

DFT and semi-empirical methods. HF, originally named SCF method, is the

first ab initio method and the basis of post-HF methods. Despite having correct

description for the exchange energy, HF does not treat the electron correlation ex-

actly. Post-HF methods including MP2 [124, 125], CI and CCSD(T) have been

proposed to properly describe the correlation energy. These ab initio methods

are usually used for very small atomic systems due to their high computational

cost. Semi-empirical QM methods are based on ab initio methods but include em-

pirical parameters to speed up the calculations, examples including AM1 [126],

PM3 [127–129] and PM6 [130]. Among the QM methods, DFT has been widely

used in computational quantum physics and chemistry, due to its relatively low

computational cost compared with high level ab initio methods and high accuracy

compared with semi-empirical methods. In 1964, Hohenberg and Kohn [131]

published the first paper on DFT in which they substituted the many electron

wavefunction with the electron density and significantly reduced the number of

variables. One year later, Kohn and Sham [132] improved Hohenberg and Kohn’s

theory by introducing effective potential that included external potential, exchange

and correlation interactions. A difficult step in the advancement of DFT method is

to determine the exchange and correlation functional, since there is not a standard

way to specify it. Local density approximation (LDA) approach, based on the

uniform electron gas model, was the first scheme to represent the exchange and

correlation functional. The functional in LDA depends only on the electron den-
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sity itself but not its gradient. The electron density gradient was later included in

the exchange and correlation functional, and such an approach was named gener-

alized gradient approximation (GGA) [133]. A number of functionals have been

developed since then and many studies have been performed to investigate the

performance of those functionals. Readers are encouraged to look at Refs [134]

and [135] for more detailed information.

It is worth pointing out that dispersion forces, which are universal and among

the most important interactions in molecular systems, were poorly treated in many

DFT approaches. Considerable research efforts are still being spent in the compu-

tational chemistry community [134–154] on how to accurately include dispersion

in the correlation term of DFT. For the system of nucleobase binding to CNT or

graphene, there were studies in which dispersion interaction was not taken into

account. Specially, some early works used the LDA scheme of DFT, which is

well known to lack dispersion correction. More recent studies have adopted ei-

ther classical FF or dispersion corrected DFTs to incorporate dispersion. Since it

is believed that π-π stacking plays a crucial role in the binding of nucleobase to

graphene or CNT, dispersion can be important in determining the binding struc-

ture and BE. Therefore it is expected that different results may be predicted from

different approaches. For this reason, below we separate the past studies into two

categories: those performed with methods that do not consider dispersion, and

those obtained from dispersion-corrected methods.

2.3.1.1 Studies performed with methods lacking dispersion correction

Gowtham et al. studied the adsorption of nucleobases (A, T, C, G and U) on

graphene using LDA and MP2 [78]. Nucleobases in their work were attached to

24



2. Literature review 2.3. Computational studies

a methyl group in order to resemble nucleotides. Supercell approach with plane

wave basis set was used in the LDA calculations, while in the MP2 calculations,

6-311++G(d,p) basis set was used with the graphene modeled by a finite sheet

containing 28 carbon atoms terminated by hydrogen atoms at the edge. For each

nucleobase on the graphene, they first performed a force relaxation to determine

the preferred orientation and optimum separation distance between nucelobases

and the graphene sheet. This was followed by a scan of the potential energy sur-

face (PES) where the nucleobases were kept parallel to the graphene surface at a

fixed distance but laterally translated and rotated relative to the graphene to gen-

erate a series of configurations. At each configuration, a single point energy cal-

culation using LDA was conducted and the configuration that had the minimum

potential energy was determined. This configuration was subjected to a further

optimization step in which all atoms were free to move and the final optimized

structure was identified. The BE was then calculated for the optimized structure

using both LDA and MP2. Table 2.2 shows the values of the obtained BEs. Ac-

cording to their results, MP2 predicted BE values that almost doubled the LDA

values. On the other hand, BEs with respect to the different nucleobases almost

remained the same order: it was G>A=T=C>U using LDA and G>A>T>C>U

using MP2. In all cases, the final optimized nucleobases were found to be parallel

to the graphene sheet with the separation distance being 3.5 Å.
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Table 2.2: BE (kJ/mol) between nucleobases and graphene in Ref. [78]

Nucleobase LDA MP2

G 58.86 103.24

A 47.28 90.70

T 47.28 80.08

C 47.28 77.19

U 42.25 71.40

In a later work, Gowtham et al. extended their study to the adsorption of the

same nucleobases on a (5,0) CNT [79], using the same approach except that the

BE calculation was only done with LDA, but not with MP2. The order of the

BE was found to be the same, i.e., G>A>T>C>U with the values being 47.28,

37.63, 32.81, 27.98 and 27.02 kJ/mol, respectively. Their results showed that the

BEs for CNT were much smaller than those for graphene, which was attributed

to the larger curvature of the CNT and resulting smaller area of contact. Never-

theless the preferred configuration of all the nucleobases was still parallel to the

CNT surface with the separation distance of about 3.2 Å. In both of their works,

Gowtham et al. [78, 79] used a multi-step procedure to determine the final opti-

mized structure. An extensive PES scan was performed in each simulation, and

higher level energy calculations with MP2 was used in the case of graphene to

complement the LDA optimization. Despite these efforts, the inability of LDA to

capture dispersion interaction can lead to errors in the optimization step. In addi-
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tion, it is generally believed that both LDA and MP2 overestimate the energy of

binding driven by vdW-type interactions [84, 140, 155–158] through overestima-

tion of the correlation energy. For example, Hobza et al. [158–160] showed that

compared to CCSD(T), MP2 considerably overestimated the stabilization energy

for benzene dimers.

While the nucleobases in the work of Gowtham et al. [78, 79] were simply

terminated with a methyl group, Meng et al. studied the binding of a (10,0) CNT

with nucleosides each composed of a DNA nucleobase (A, T, C, G), a deoxyri-

bose sugar ring and OH groups at the 3’ and 5’ ends [80]. Both MM and QM

methods were employed. Specifically, the binding structures were first optimized

using CHARMM FF [161, 162] for nucleosides and an adapted graphitic carbon

FF for CNT [163]. They were then re-optimized using LDA with plane wave basis

set. Again, the base plane in the nucleosides was found to be parallel to the CNT,

but its separation distance from the CNT changed from 3.3 Å after the MM opti-

mizations to around 3 Å after LDA optimization. The BEs evaluated with LDA

fell into a narrow range for the different nucleosides (41.49-44.38 kJ/mol), and the

order of the BE was given by T>G>C>A, which is quite different from the work

of Gowtham et al. [79] on nucleobase-CNT binding. In their approach, Meng et

al. [80] initially optimized the structures using CHARMM FF which includes an

empirical description of dispersion interaction, but dispersion was neglected again

during the re-optimization step using LDA.

Using a different approach, namely time-dependent LDA method, Meng et al.

later studied again the binding between DNA nucleosides and a (10,0) CNT [81].

From the simulations, the optical absorbance spectrum for DNA nucleosides were

obtained, which was used to determine the preferred orientation of the nucleo-
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sides on the CNT. Optimized binding structures were also obtained using MM

(CHARMM) calculations, and good agreement was reported between the MM

and LDA results. According to their MM calculations, the order of the BE for the

most stable structures was G>A>T>C with the BE values of 82.01, 78.15, 74.29

and 67.54 kJ/mol, respectively. Compared with their LDA results earlier [80], not

only did the order of the BE change, the BE values were found to be significantly

larger and cover a much larger range.

Shtogun et al., using LDA with plane wave basis set, studied the effect of

charge on nucleobase-CNT interaction [82]. In particular, they simulated the ad-

sorption of A and A-radical (by removing an H atom from the nucleobase) on

a metallic (6,6) CNT, and the adsorption of T and T-radical on a semiconduct-

ing (8,0) CNT. Simulations were first performed for A and T where fifteen initial

configurations (ICs) for A and five ICs for T were considered. For each IC, the

entire system (CNT and nucleobase) was optimized, and the BE was calculated

afterwards. According to their results, different optimized structures could be ob-

tained by starting from different ICs. Furthermore, BEs for the optimized struc-

tures were very close indicating the shallowness of the PES. The first two rows in

Table 2.3 shows the nucleobase-CNT separations for the optimized hybrids that

have the highest BEs and the corresponding BE values. To do the simulations for

radical-CNT binding, the ICs were adopted from the most stable A-(6,6) CNT and

T-(8,0) CNT hybrids, respectively for A-radical and T-radical. Each radical-CNT

system was then subjected to an additional optimization step. The introduction

of a charge did not cause much change in the nucleobase-CNT separation, but

had a profound influence on the BE. Specifically, the BE increased by 46% when

A was replaced by A-radical, and the increase was more significant when T was
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replaced by T-radical, being 109%. While BE for A-(6,6) CNT is higher than

that for T-(8,0) CNT, the value for T-radical-(8,0) CNT is higher than that for A-

radical-(6,6) CNT. The higher BE for A-(6,6) CNT compared with T-(8,0) CNT

was attributed to the larger diameter of the (6,6) CNT, i.e., 0.81 nm as compared

to 0.63 nm for the (8,0) CNT. For the radicals, however, the difference was at-

tributed to the different partial charge distribution, which played a more important

role than curvature, since the Coulombic forces were stronger than the vdW forces

in this case.

Table 2.3: BE (kJ/mol) and equilibrium distance (Å) in Ref.[82]

Hybrid BE Equilibrium distance

A-(6,6) CNT 34.16 3.14

T-(8,0) CNT 30.49 3.10

A-Radical-(6,6) CNT 49.88 3.14

T-Radical-(8,0) CNT 63.78 2.96

The dependence of BE on CNT chirality was investigated by Wang and Ceule-

mans [83] using LDA. In an effort to better resemble real DNA building blocks,

they considered two connected adenosine-monophosphates with the phosphate

groups terminated by H atoms. The resulting molecule was neutral and was

taken to interact with different CNTs, including five (m,0) zigzag tubes with m

= 7,8,9,10,17 and four (n,n) armchair tubes with n = 4,5,6,7. Periodic boundary

condition (PBC) was applied using supercell approach and the linear combination

of numerical atomic orbitals (LCAO) basis set with double-ζ polarizations. Ge-
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ometry optimization for the hybrids was carried out from the initial structure in

which the nucleobases were aligned parallel to the CNT surface with a relatively

large separation distance of 7.5 Å. BEs were then calculated based on the opti-

mized structure. As shown in Figure 2.3, despite the presence of the phosphate

group, the nucleobases were almost parallel to the CNT surface in the optimized

structures, with the separation distances being 3 to 3.2 Å. The reported BE values

varied from 144.73 kJ/mol to 366.64 kJ/mol for different CNT chiralities, which

was much larger than the BE between single nucleobase and CNT reported ear-

lier, likely due to the larger size of the double adenosine-monophosphates. For

armchair tubes, the BE was found to increase with increasing CNT diameter,

i.e., (7,7) CNT>(6,6) CNT>(5,5) CNT>(4,4) CNT. This was attributed to the

increased area of contact between the two entities as the CNT became larger. For

zigzag tubes, however, a different dependence was found. Specifically, the or-

der of the BE was determined to be (7,0) CNT>(9,0) CNT>(8,0) CNT>(17,0)

CNT>(10,0) CNT. The overall decreasing trend of the BE with increasing CNT

diameter (except for (8,0) and (10,0) tubes) was not yet understood.

The above studies all used LDA as the main approach, although some of them

incorporated other QM or MM methods. The simplicity of LDA was one of the

reasons for the wide usage of DFT. However, it is also known for its inaccuracy.

LDA is rarely used nowadays for π-π stacking systems due to availability of many

other functionals that have shown better performance compared to LDA.

Attempting to explore the effect of CNT curvature and electronic property,

Wang and Bu considered C interacting with small fragments, C24H12, of arm-

chair (n,n) (n=5,7,8) and zigzag (m,0) (m=8,10,12) CNTs [84]. The structures

were optimized using DFT with PW91LYP and MPWB1K functionals; the BEs
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(a)

(b)

PHYSICAL REVIEW B 79, 195419 2009

Figure 2.3: Optimized structures of two connected adenosine-monophosphates
on (a) (7,7) CNT, (b) (9,0) CNT in Ref. [83] (reproduced with permission from
Ref. [83]).

were evaluated not only with DFT, but also with MP2. Seven initial placements

of C with respect to the CNT were considered, including two parallel and five

perpendicular configurations. Their results showed that the final configurations

were parallel if optimized from the parallel configurations and perpendicular if

optimized from the perpendicular configurations. For the (5,5) fragment, if both

optimization and BE calculation were carried out at the PW91LYP/6-311++G(d,p)

level, the BSSE-corrected BE ranged from 7.78 to 15.19 kJ/mol, depending on the

initial configuration. In addition, the structures optimized from the perpendicular

configurations had larger BE indicating that they were more stable than the ones

optimized from the parallel configurations, which is quite counterintuitive. How-

ever, results obtained after doing single point energy calculations using MP2 were

completely different: structures optimized from the parallel configurations had

higher BE than the ones optimized from the perpendicular configurations. Also,
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MP2 method predicted much higher BE values. The highest BSSE-corrected BE

between C and the (5,5) CNT fragment computed at MP2/6-311G(d,p) level was

27.95 and 32.76 kJ/mol respectively for the structures optimized at PW91LYP/6-

311++G(d,p) and MPWB1K/cc-pVDZ levels. These values were considerably

larger than those calculated at PW91LYP/6-311++G(d,p) level. The dramatically

different or even opposite results obtained from different methods clearly demon-

strated how sensitive such calculations can be to the choice of simulation method.

The results for other CNT fragments in Wang and Bu’s work showed that in-

creasing CNT diameter in general led to higher BE for the parallel configurations

while it had little effect on the BE for the perpendicular configurations. This is

consistent with the results of Wang and Ceulemans [83] on armchair CNTs, but

not on zigzag CNTs. It should be noted that the C24H12 fragments considered in

this work could not properly reflect the electronic properties of the CNTs, which

was confirmed by their HOMO-LUMO orbital energy calculations. Therefore,

only one of their goals, i.e., the curvature effect, was achieved and the effect of

electronic structure was not captured.

In a later work, Wang considered all four DNA nucleobases interacting with

two types of CNTs: (5,5) and (10,0) [85]. Same as his first work [84], for each

type of CNT, only a small fragment (C24H12) was chosen to interact with the

nucleobases. Both DFT and MP2 methods were adopted in the simulations. In

particular, geometry optimization was carried out at MPWB1K/cc-pVDZ level

where carbon and hydrogen atoms were kept frozen in the C24H12 fragments. The

optimized structures were then subjected to a single point energy calculation at

MP2/6-311++G(d,p) level. Different from the previous work, simulations were

performed in both vacuum and aqueous environment. In the latter case, the con-
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ductor polarized continuum model (CPCM) [164] was used to model the solution.

Table 2.4 shows the values of BEs in all cases. The BSSE-corrected BE for the

C-(5,5) CNT hybrid in vacuum was 46.46 kJ/mol which is quite different from

Wang’s former study [84] in which the BE for the same system was determined

to be 32.76 kJ/mol. The order of the BE between nucleobase and CNT in the

gas phase was found to be G>A>T>C for both CNTs. This is in agreement

with the DFT studies of Gowtham et al. on the interaction of nucleobases with

graphene and (5,0) CNT [78, 79], as well as with the MM results of Meng et al.

for the interaction of nucleosides with a (10,0) CNT. The inclusion of an aqueous

environment was shown to affect the BE. Specifically, in the solution the order

of the BE remained for the (5,5) CNT, but was changed to A>G>T>C for the

(10,0) CNT. In all cases, the BE was found to decrease upon the introduction of

the solution. In some cases, the decrease was significant, for example, for C on

both CNTs. Also, in vacuum the BEs between the nucleobases and the (5,5) CNT

were smaller than those between the nucleobases and the (10,0) CNT, while in the

aqueous environment, BEs for the (5,5) CNT were larger than those for the (10,0)

CNT except for C. The observation in vacuum may be understood by recognizing

that the (5,5) CNT has a smaller radius and hence a small area of contact with the

nucleobases. On the other hand, there was not a clear explanation for the opposite

behavior (except for C) observed in the aqueous environment.

Although the model for the solvent was at continuum level and hence was

approximate, Wang’s work presented an attempt to understand the behavior of

the hybrids in solution and how they might differ from those in vacuum. Sev-

eral limitations do exist in Wang’s study. First, the model for CNT was a small

fragment that contained only 24 carbon atoms, which may not properly represent
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the CNT. Secondly, single neutral DNA nucelobases were simulated without con-

sidering phosphate group or sugar ring, whereas DNAs are charged in aqueous

environment. In addition, MPWB1K was used for geometry optimization, which

is not a dispersion-corrected method, although there was some evidence for its

accuracy [138].

Table 2.4: BE (kJ/mol) between nucleobases and CNT in Ref. [85]

Nucleobase (5,5) CNT (10,0) CNT

Gas Aqueous Gas Aqueous

G 59.86 47.30 61.11 42.28

A 55.67 46.46 57.76 44.79

T 51.90 41.44 52.32 39.77

C 46.46 29.72 47.30 35.58

The simulation works reviewed above are all based on methods that lack cor-

rection for dispersion interaction. With the advancement in computational chem-

istry, more accurate dispersion corrected methods have been introduced, which

have been used in most of the recent studies on π-π interacting systems. Such

studies on nucleobase-CNT/graphene binding are reviewed below.

2.3.1.2 Studies performed with dispersion-corrected methods

A number of dispersion-corrected methods exist in literature and benchmarking

has been performed for some of them [134, 135, 137, 139, 145, 147, 151, 165,
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166]. Among these methods, Minnesota density functionals developed by Truh-

lar’s group, e.g., M05, M05-2X, M06, M06-L, M06-2X and M06-HF, are based

on meta-GGA approximations [167–171]. The exchange-correlation term in all

Minnesota functionals depends on kinetic energy. In the M06 family, M06-2X

has shown good performance in several studies where vdW interaction was im-

portant [137]. Grimme’s method which includes B97-D, DFT-D2 and DFT-D3 is

based on an empirical dispersion correction added to the Kohn–Sham DFT [143,

144, 172]. Dion et al. proposed the vdW-DF method to treat dispersion in-

teraction, which is based on non-local correlation [151]. Lee et al. modified

Dion’s vdW-DF functional and was able to generate more accurate results for

equilibrium separations, strength of hydrogen bond and vdW attractions in non-

covalently bound complexes [173]. Tkatchenko and Scheffler (TS) developed

the TS functional in which the inter-atomic dispersion coefficients were calcu-

lated from rescaled atomic dispersion coefficients and polarizabilities using a

London-type formula [141]. A series of dispersion-corrected potentials (DCPs)

were recently developed by DiLabio’s group to be used in combination with the

PBE0 (PBE0-DCP) and B3LYP (B3LYP-DCP) functionals. Benchmarking was

done for a number of non-covalently interacting systems, which showed excel-

lent performance for predicting the structures and BEs in these systems [174].

M05-2X [168],M06-2X [169], TS [141], vdW-DF [151], vdW-DF2 [173], DFT-

D2 [143] and DFT-D3 [144] are some of the dispersion-corrected methods that

have been used to study the binding of nucleobases with graphene and CNTs.

Ortmann et al. studied the binding between A and graphene using DFT and

plane wave basis set [86]. They employed three different schemes: LDA, GGA

with PW91 functional, and GGA with a modified PW91 functional where a Lon-
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don dispersion term was added. A PES scan was conducted by changing the

position of A with respect to graphene. Based on their investigation, the paral-

lel orientation of A with respect to the graphene surface led to the most stable

structures with highest BE values. The separation distances between A and the

graphene in the most stable structures were reported to be 3.1, 4 and 3.4 Å respec-

tively using LDA, PW91 and dispersion-corrected PW91. The corresponding BE

values were respectively 44.38, 6.75 and 105.17 kJ/mol . Clearly, BE evaluated

using the dispersion-corrected PW91 was much larger than the values obtained

from PW91 and LDA. In fact, the result from dispersion-corrected PW91 was

shown to be in fairly good agreement with the experimental value of 97.45 kJ/mol

obtained from TDS [77]. PW91 [175] is the first functional that includes exchange

and correlation energy via GGA. It does not contain dispersion correction and has

been shown to underestimate the BE for benzene dimers [176]. Therefore it is

not surprising that PW91 predicted BE that was more than one order of mag-

nitude smaller than the result from dispersion-corrected method. While usually

believed to overestimate the energy of binding caused by vdW type interactions,

LDA has also been reported by some studies to underestimate interlayer BE of

graphene [177]. In this work, the BE obtained from LDA was larger than the

value from PW91, but smaller than the value from dispersion-corrected PW91.

Physisorption of A on graphene was also studied by Berland et al. [87] using

vdW-DF [151] with plane wave basis set. A two-step procedure was followed in

order to find the optimal alignment of A on the graphene. Firstly, A was placed

parallel to the graphene surface and the optimal separation distance was deter-

mined via a PES scan. Such distance was found to be 3.5 Å. Then, at this sepa-

ration distance, A was rotated and translated laterally, and the configuration with
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the largest BE was determined to be the final optimal configuration. The BE for

the determined configuration was found to be 68.6 kJ/mol, which was less than

the one obtained by Ortmann et al. [86] using dispersion-corrected PW91. In this

work, a convergence study was also performed for graphenes with different size.

The results showed that graphene model containing 96 carbon atoms was suffi-

cient for calculating its BE with A. The BE of two-dimensional crystal overlayer

of A on graphene was also determined; the value of 97.06 kJ/mol was in agree-

ment with experiments [77].

Panigrahi et al. employed dispersion-corrected DFT using wB97XD func-

tional to study nucleobase-graphene binding [88]. Nucleobases in their work were

attached to a methyl group, similar to the study by Gowtham et al. [78]. Each nu-

cleobase was placed above a square graphene sheet with eight carbon rings in

each direction and H atoms at the edges. The IC of the base plane was parallel

to the graphene surface with a separation distance of 4 Å, which was subjected

to a full optimization at wB97XD/6-31G(d,p) level. The separation distance in

the optimized structures was found to be around 3.5 Å. BSSE corrected BE was

calculated at the same level and found to be 94.16, 85.03, 79.30, 77.04 and 68.41

kJ/mol respectively for G, A, C, T and U, i.e., G>A>C>T>U. Such order is

identical to what was observed by Gowtham et al. [78] on the same system us-

ing LDA optimization accompanied by MP2 energy calculation. The BE values

are also close to the MP2 results of Gowtham et al. [78] but almost double those

obtained using LDA alone.

In another study using the wB97XD functional, Chandra Shekar and Swathi

examined physisorption of nucleobases on coronene (C24H12) as a model of graphene [89].

Different ICs were considered while the separation distance was set to ∼ 3 Å in
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all ICs. Geometry optimization was carried out at wB97XD/6-31G(d,p) level fol-

lowed by a single point energy calculation at wB97XD/6-311+G(d,p). Different

from the results of Panigrahi et al. [88], the order of the BSSE corrected BEs was

determined to be G>T>A>C>U with the values of 75.73, 66.53, 65.27, 64.43

and 56.48 kJ/mol, respectively. BE values in this work were less than the ones

obtained by Panigrahi et al. [88], which may be attributed to the smaller size of

graphene in this study compared to that in Panigrahi et al. The separation distance

in the optimized structures was found to be 3.24, 3.25, 3.30, 3.22 and 3.20 Å,

respectively for G, T, A, C and U. These separation distances were also smaller

than the ones obtained by Panigrahi et al. [88].

Antony and Grimme studied the interaction of nucleobases with graphene

using DFT-D [90]. Four different sizes of graphene were considered, with 24

(C24H12), 54 (C54H18), 96 (C96H24) and 150 (C150H30) carbon atoms respec-

tively. Hybrids were fully optimized at B97-D/TZV(d,p) level. A three dimen-

sional PES scan was also performed for the interaction of nucleobases with the

C96H24 fragment, and no other minima were found except the one obtained from

optimization. Table 2.5 shows the BEs (without counterpoise correction) for the

optimized systems. The order of the BEs for all graphene fragments is generally

G>A>T>C>U, in agreement with the result from Gowtham [78] using coupled

LDA and MP2 method. In addition, it can be seen from Table 2.5 that the BE

associated with C96H24 is quite close to the BE associated with C150H30. This

indicates that C96H24 is sufficiently large to evaluate the BEs, which is consistent

with the convergence test result of Berland et al. [87]. On the other hand, com-

paring the BE of A with C96H24 or C150H30 to the results of Berland et al. and

Ortmann et al., there is considerable discrepancy: the prediction by Antony and
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Grimme (86.67 kJ/mol) is larger than the value obtained by Berland et al.(68.6

kJ/mol) using vdW-DF but smaller than the one (105.17 kJ/mol) obtained by Ort-

mann et al. using dispersion-corrected PW91. Finally, using spin-component

scaled (SCS) MP2 method and a double hybrid density functional that contains

empirical dispersion-correction (B2PLYP-D), additional single point energy cal-

culations were conducted for the B97-D/TZV(d,p) optimized structures involving

C54H18. The results showed that the order of the BE remained the same, as well

there was little change in the absolute values of the BE.

Table 2.5: BE (kJ/mol) between nucleobases and graphene fragments in Ref. [90]

Base C24H12 C54H18 C96H24 C150H30

G 79.13 100.90 105.51 107.60

A 60.71 82.90 86.67 87.50

T 65.31 77.04 81.22 82.48

C 59.03 77.03 80.39 80.81

U 56.52 66.15 69.92 71.18

In a comparative study similar to Ortmann et al. [86], Lee et al. [91] investi-

gated the physisorption of DNA nucleobases on graphene using LDA, GGA and

a dispersion-corrected GGA approach. PBE functional was used in the GGA and

dispersion-corrected GGA approach; in the latter case (PBE+vdW), vdW energy

was added to the PBE energy to account for dispersion. Nucleobases were at-

tached to a methyl group and PBC was applied in their study. Full geometry

optimization for the hybrid structures was performed but no detailed explanations

were given for the ICs. Results for the BE and separation distance obtained using
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the three approaches with tier2 basis set are shown in Table 2.6. Similar to the re-

sults of Ortmann et al., BEs from the dispersion-corrected approach were higher

than the ones obtained using LDA and GGA methods. Also, the order of the BE

was found to be different using different methods: G∼C>A>T, G>C>T>A and

G>A>T>C, respectively using LDA, PBE and PBE+vdW. Compared with the

work of Gowtham et al. [78], the LDA BEs were very close since nucleobases

were capped with methyl group in both studies. Compared with the work of Ort-

mann et al. [86], the LDA BE for A reported by Lee et al. was greater, which

may be argued to arise from the presence of methyl group. This, however, cannot

explain why the PBE+vdW BE was smaller in Lee et al.

Table 2.6: BE (kJ/mol) and separation distance between nucleobases and graphene
in Ref. [91]

Nucleobase LDA PBE PBE+vdW

BE
Separation

distance
BE

Separation

distance
BE

Separation

distance

G 69.47 3.08 13.51 3.95 113.85 3.26

A 53.07 3.17 5.79 4.00 96.49 3.29

T 52.10 3.10 7.72 4.02 91.66 3.29

C 54.03 3.12 12.54 3.97 89.73 3.27

Le et al. evaluated the BE of nucleobases with graphene using several dispersion-

corrected DFT methods [92]: TS [157], simplified TS (sTS) [92], vdW-DF [151],

vdW-DF2 [173], DFT-D2 [143] and DFT-D3 [144], each with plane wave set. The

optimal binding structures were determined through a two-step procedure. First,
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each nucleobase was aligned parallel to the graphene at a separation of 3.2 Å. It

was rotated at an increment of 5◦ and for each configuration a single point en-

ergy calculation was carried out using sTS. The configuration with the highest BE

was then subjected to a geometry optimization using vdW-DF. Finally, BE for the

optimized structure was computed using all of the mentioned methods. Accord-

ing to their results, the separation distance in the optimized structures varied from

3.13 to 3.53 Å for the five nucleobases. Different functionals gave rise to different

BE: the values ranged from 47.86 to 92.53 kJ/mol; the prediction was lowest with

vdW-DF2 and highest with vdW-DF. On the other hand, all methods in this work

resulted in the same order for the BE, being G>A>T>C>U, which is in agree-

ment with the work of Antony and Grimme [90], but differs slightly from result

of Chandra Shekar and Swathi et al. [89]. The two-step optimization procedure

employed in this study allowed more accurate determination for the location of

the potential energy minimum. A systematic comparison was also made among

different methods. However, it is worth noting that although different methods

were used in the BE calculations, the optimization was performed using the same

approach.

Recently, Cho et al. used optB86b [178] and PBE+TS (PBE with Tkatchenko-

Scheffler [157] vdW correction) functionals within DFT to study interaction of

DNA nucleobases with graphene [93]. Plane wave and tier2 basis sets were used,

respectively for optB86b and PBE+TS. PBC was applied and geometry optimiza-

tions based on a basin-hopping procedure were carried out for the nucleobase-

graphene system while the graphene was kept fixed during the optimizations.

Results for the BE values and separation distances are listed in Table 2.7. Ac-

cording to their results, both methods predicted the same order of the BE, being
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G>A>T>C. This trend is in agreement with the ones obtained by Le et al. [92]

and also Antony and Grimme [90]. BE values in Table 2.7 are slightly smaller than

the results from Antony and Grimme (see data for C150H30 in Table 2.5), which

may be due to the lack of BSSE correction in the BE calculations in Antony and

Grimme, 2008. Cho et al. also studied the interaction of DNA nucleobases with

graphene flake (without applying PBC) to investigate the effect of graphene size

on the BE. Three models of graphene, C54H18, C96H24 and C150H30, were consid-

ered and subjected to full geometry optimizations using PBE+TS and BLYP-D3

methods, respectively with tier 2 and aVTZ basis sets. Compared to the case

where PBC was applied, similar optimized geometries were obtained, so was the

order for the BE, but as expected BEs for C150H30 were closest to the ones ob-

tained from PBC.

Table 2.7: BE (kJ/mol) and separation distance between nucleobases and graphene
in Ref. [93]

Nucleobase optB86b PBE+TS

BE
Separation

distance
BE

Separation

distance

G 93.3 3.17 90.8 3.27

A 83.3 3.26 82.8 3.27

T 80.3 3.15 82.4 3.23

C 75.3 3.18 77.0 3.23

In another recent publication, interaction of nucleobases with graphene was

studied by Vovusha et al. [94] using M05-2X and M06-2X fuctionals. Graphene
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model in their study included 54 carbons with 18 hydrogen atoms capping the

edge carbons. Geometry optimizations were all performed at M05-2X/6-31G(d)

level and BEs were evaluated using both M05-2X and M06-2X methods with

6-31+G(d,p) and 6311++G(d,p) basis sets. The separation distance between nu-

cleobases and graphene in the optimized structures was determined to be 3.2-3.5

Å which is close to previously reported results. Table 2.8 shows BEs evaluated

at different levels of theory in their work. Results obtained using M06-2X were

considerably larger than the ones obtained using M05-2X method. More specifi-

cally, in some cases the difference between BEs evaluated using the same basis set

but different methods, i.e., M05-2X and M06-2X, was even greater than the BE

itself obtained using the M05-2X. The order of the BE using M05-2X was deter-

mined to be G>C=T>A>U and G>C>T>A>U respectively with 6-31+G(d,p)

and 6-311++G(d,p) basis sets. When M06-2X was used for the BE calculation,

the order was changed to G>T>A>C>U and G>T>C>A>U respectively using

6-31+G(d,p) and 6-311++G(d,p) basis sets. This demonstrates the great effect of

method and basis set on the value and order of the BE. In most of the previous

results on the BE between nucleobases and graphene, BE of A was only second

to G, while this was not obtained by Vovusha et al. It is worth noting that the IC

of nucleobases with respect to the graphene was not clearly stated in Vovusha et

al.’s work.
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Table 2.8: BE (kJ/mol) between nucleobases and graphene in Ref. [94]

Nucleobase DFT level

M05-2X M06-2X

6-31+G(d,p) 6-311++G(d,p) 6-31+G(d,p) 6-311++G(d,p)

G 37.62 27.23 65.08 57.46

A 27.01 16.70 52.19 44.23

T 27.98 19.64 52.93 46.23

C 27.98 20.50 51.02 45.10

U 22.19 13.93 46.36 35.00

Enyashin et al. explored the binding between neutral monophosphate nu-

cleotides and a graphene sheet [95] using self-consistent-charge density functional

based tight binding method (SCC-DFTB). Dispersion-corrected SCC-DFTB (DC-

SCC-DFTB) was employed to take into account the non-covalent interactions be-

tween nucleotides and the graphene sheet. PBC was applied and full geometry

optimization was performed. The reported BEs were 115.78, 109.99, 93.59 and

89.73 kJ/mol for G, A, C and T nucleotides, respectively. The order of the BE

(G>A>T>C) was the same as the result of Antony and Grimme [90], Le et

al. [92] and Cho et al. [93] although phosphate group and sugar ring were not

included in the work of Antony and Grimme [90]. To our knowledge, the study of

Enyashin et al. was the only one involving binding of nucleotides with graphene,

although the nucleotides were not charged and the systems were simulated in vac-

uum.
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While most of the simulations using dispersion-corrected methods focused on

the interaction of nucleobases with graphene, Stepanian et al. studied the inter-

action between C and fragments of a (10,0) CNT by combining DFT and MP2

approaches [96]. Various DFT functionals including MPWB1K, M05, M05-2X

and MPW1B95 as well as the MP2 method were used. 6-31++G(d,p) for C, 6-

31G(d) for the carbon atoms in CNT and STO-3G for the hydrogen atoms in CNT

were the basis sets used for all methods. A benchmarking study was first per-

formed using the MPWB1K functional for CNT fragments with different sizes:

C38H16, C56H22, C68H22, C66H22, and C120H20. Molecular structures of the CNT

fragments are shown in Figure 2.4. C38H16 was the first simulated CNT fragment.

C was kept parallel to the C38H16 surface at a separation distance of 3.3 Å and

was rotated at the increment of 30◦ to generate six different ICs. Geometry op-

timizations were then performed where all carbon atoms in the C38H16 fragment

were kept frozen, and the BE was calculated for each of the six optimized struc-

tures. Both optimization and BE calculation were conducted using MPWB1K.

The highest BE among the six optimized structures was found to be 39.9 kJ/mol.

The effect of size of the CNT fragment was explored next by calculating the BE

of C with C56H22, C68H22, C66H22 and C120H20, also using MPWB1K, where the

position of C relative to these fragments was adopted from the optimized struc-

ture of C on C38H16 with the highest BE. The BE was found to increase from 39.9

to 41.1 kJ/mol as the fragment changed from C38H16 to C120H20. Such a small

difference led the authors to choose the smallest fragment, C38H16, to study how

different methods may affect the binding results. To perform the optimizations

at DFT as well as MP2 levels, the ICs were adopted from optimized structure

of C on C38H16 obtained using MPWB1K. Table 2.9 shows the highest energies
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for C-C38H16 binding obtained from different methods, where BE (MP2) is the

BSSE corrected BE obtained from a further single point energy calculation us-

ing MP2. Clearly, BEs obtained from MPWB1K, MPW1B95 and M05 are quite

close, and they are much smaller than the values obtained from M05-2X. After

the MP2 energy calculation, BEs increase in all cases, but the increase is smallest

with M05-2X probably because the correlation energy in M05-2X is closer to the

one in MP2 than the other methods.

In the same article, Stepanian et al. also investigated the effect of CNT diame-

ter on the BE. Interaction of C with the C38H16 fragment of different zigzag (n, 0)

CNTs (n = 8-40 ) was studied by doing geometry optimizations using MPWB1K

followed by single point energy calculations using MP2. The ICs were adopted

from the optimized structure of C on C38H16 fragment of (10,0) CNT obtained

from MPWB1K. Their results showed that the BE increased with increasing tube

diameter and approached the BE of C with graphene obtained from the same sim-

ulation method (59.1 kJ/mol).
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(a) (b) (c)

(d) (e)

Figure 2.4: CNT fragments simulated in Ref. [96]. (a) C38H16, (b) C56H22, (c)
C68H22, (d) C66H22, (e) C120H20 (reproduced with permission from Ref. [96]).

Table 2.9: BE (kJ/mol) between cytosine and C38H16 fragment of a (10,0) CNT
in Ref. [96]

MP2 MPWB1K MPW1B95 M05 M05-2X

BE 50.3 38.5 39.9 36.4 48.7

BE (MP2) 50.3 49.4 49.6 45.2 49.6

Shukla et al. used M05-2X functional to calculate the BE of nucleobases with

a (7,0) CNT [97]. The CNT contained seven carbon rings in the longitudinal

direction and was terminated with H atoms at the ends. Geometry optimizations

were performed at M05-2X/6-31G(d) level and single point energy calculations
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were conducted with 6-31G(d,p), 6-31+G(d,p) and cc-pVDZ basis sets. BSSE

corrected BEs are shown in Table 2.10. Different basis sets gave rise to different

BE orders: G>A>C>T>U using cc-PVDZ and 6-31G(d,p) but G>C>A>T>U

using 6-31+G(d,p). The BE values associated with different nucleobases can be

very close. For example, at the M05-2X/6-31G(d) level, the BEs for A and C

differ only by 0.1 kJ/mol. Comparing the data in Table 2.10 with the results of

Stepanian et al. [96], it can be seen that the BEs reported by Shukla et al. are much

smaller. In fact, it was reported that M05-2X functional tend to underestimate the

BE for π-π stacking systems and M06-2X has a better performance in describing

dispersion [165]. It should also be pointed out that the exact IC used for geometry

optimization was not described in this work.

Table 2.10: BE (kJ/mol) between nucleobases and a (7,0) CNT in Ref. [97]

Nucleobase Basis set

6-31G(d,p) 6-31+G(d,p) cc-pVDZ

G 26.5 32.9 31.3

A 18.2 24.0 23.4

C 18.1 25.1 22.6

T 17.6 23.7 21.4

U 17.1 23.0 20.8

Lacking a systematic discussion in the literature on the role of IC in nucleobase-

CNT binding encouraged a detailed study on the effect of IC [102]. A series of

DFT calculations for the BE of nucleobases with the same (7,0) CNT studied by

Shukla et al. [97] was carried out, for each nucleobase twenty-four ICs with differ-
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ent lateral and angular positions relative to the CNT were considered. Geometry

optimization and BE calculation were performed using the same method as in

Shukla et al. (M05-2X/6-31G(d,p)). Comparison of the results with the work of

Shukla et al. showed the importance of IC in the BE calculations. The BE was

shown to be very sensitive to the IC both quantitatively and qualitatively. For

example, two different ICs for the adsorption of A on the (7,0) CNT are shown

in Figure 2.5, along with the optimized structures resulted from these two ICs.

The BE for the structure in Figure 2.5(b) (optimized from the IC shown in Fig-

ure 2.5(a)) was 17.2 kJ/mol, while the BE for the structure in Figure 2.5(d) (opti-

mized from the IC shown in Figure 2.5(c)) was considerably different, being 29.6

kJ/mol. The ranges of the BE obtained for A, C, G, and T were quite large, be-

ing respectively [17.2, 29.6] kJ/mol, [16.4, 27.9] kJ/mol, [24.4, 39.9] kJ/mol and

[15.9, 29.8] kJ/mol. The BEs obtained by Shukla et al. for the same system (but

without a clearly specified IC) fell into the above ranges. The order of the BE with

respect to different nucleobases was shown to change with even small changes in

the IC. These results provided a possible explanation for the discrepancies that

exist in the literature on the nucleobase-CNT BE.
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(a) (b)

(c) (d)

Figure 2.5: Adsorption of A on a (7,0) CNT: (a) IC#1, (b) Optimized structure
obtained from IC#1 with the BE of 17.2 kJ/mol, (c) IC#2, (d) Optimized structure
obtained from IC#2 with the BE of 29.6 kJ/mol.

Akdim et al. calculated BEs for DNA nucleobases with chiral CNTs using

B97-D method [98]. Three CNTs were studied with the same diameter but differ-

ent chiralities of (6,5), (9,1) and (8,3). Each CNT had finite length (∼160 carbon

atoms) and was terminated with H atoms at its ends. To generate the ICs, they first

performed simulations for 1ps at 330 K using DC-SCC-DFTB method. Geome-

try optimizations and BE calculations were then carried out at B97-D/6-31G(d)

level on the structures obtained from the previous dynamic step. The results are

given in Table 2.11, which shows G>A>T>C for both (6,5) CNT and (9,1) CNT

but G>A>C>T for the (8,3) CNT. The BEs for all CNTs in this work are larger

than the ones obtained by Shukla et al. [97], which could be due to the fact that

CNTs modeled by Akdim et al. had larger diameter compared to the (7,0) CNT
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studied by Shukla et al. [97]. The authors also carried out a single point energy

calculation at B97-D/Def2-TZVP level for the optimized structures and showed

that the BEs ranged from 62 to 71 kJ/mol with the same order. In addition, BEs

of nucleobases with a zigzag (5,0) CNT were computed using the effective frag-

ment potential (EFP2) method [179], which expressed the BE as a sum of elec-

trostatic, polarization, exchange repulsion, charge transfer and dispersion terms.

The dispersion term was found to be considerably larger than the other three terms

which shows the importance of dispersion.The values for the BE were found to

be 110.91, 109.23, 90.02 and 72.89 kJ/mol with the order of G>T>C>A. These

values are more than twice the BEs obtaining by Gowtham et al. [79] on the same

CNT, and even larger than the values shown in Table 2.11, although the diameter

of the (5,0) CNT is smaller than the three chiral CNTs. In addition, for the (5,0)

CNT, the BE for A is the lowest among the four nucleobases. The only other

work that reported the same observation was by Meng et al. [80] for nucleosides

binding with a (10,0) CNT.

Table 2.11: BE (kJ/mol) between nucleobases and CNTs in Ref. [98]

Base (6,5) CNT (9,1) CNT (8,3) CNT

G 86.75 85.24 87.76

A 71.13 70.30 69.75

C 61.29 59.45 65.72

T 63.56 61.09 62.17

Compared with the works reviewed in Section 2.3.1, the addition of disper-

sion correction in the above studies is expected to better capture the interaction
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between nucleobases and graphene or CNT and generate more accurate results.

On the other hand, simulations with dispersion corrected methods are usually

computationally more costly. Most of the studies using these methods focused

on binding of nucleobases with graphene. Only a few investigations were car-

ried out for CNT. Several simulations also used fragments of graphene or CNT.

In addition, all simulations were performed in vacuum; no charges or solution en-

vironment were considered. Given the current computing capabilities, in order to

simulate larger and more complex systems, some efforts were spent on conducting

simulations using lower level methods: MM, semi-empirical, or a combination of

MM and QM methods.

2.3.2 Studies based on semi-empirical and force-field methods

Lower level methods used to study the binding of nucleobases with graphene or

CNT typically involve classical MM or semi-empirical QM approaches. AM1 [126],

PM3 [127–129] and PM6 [130] are the widely used semi-empirical methods.

Non-bonded interactions including electrostatic and vdW forces are implemented

in classical FFs such as Amber [180] and CHARMM [162]. It has been shown that

Amber FF can even be more accurate than some of the semi-empirical QM meth-

ods when evaluating the BE for biological systems [136, 137]. These simulation

efforts are summarized below.

To our knowledge, work by Edelwirth et al. was the first computational study

on the interaction a nucleobase with graphite [123]. Adsorption of A on a graphite

composed of 3 layers of 30 × 30 carbon atoms was studied using Dreiding II

FF [181], and PBC was applied on the system. Both A and graphite were consid-
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ered to be rigid and geometry optimization was done for several ICs. All simula-

tions, starting from different ICs, led to the same final configuration in which the

plane of A was parallel to the graphite surface. The separation distance was found

to be 3.40 Å and the BE between A and graphite was determined to be 87.86

kJ/mol which was reported to be close to 97.45 kJ/mol obtained from TDS [77].

Ramraj et al. employed PM3-D, the dispersion-corrected version of the semi-

empirical PM3 method, to study the interaction of nucleobases with graphene

and CNTs in vacuum [99]. C24H12, C54H18 and C96H24 as three fragments of

graphene and two model CNTs with chiralities of (6,6) and (5,0) were considered.

Only one IC was used for each system, and it was generated by placing the center

of the ring, in the case of pyrimidine bases (C, T and U), or the center of the

bridging bond, in the case of purine bases (A and G), above a central carbon

atom. Geometry optimizations and BE calculation were performed from such

configuration. Table 2.12 shows the BE for all systems. For both graphene and

CNT, the order of the BE was determined to be G>A>T>C>U, which is in

agreement with results reported by Antony and Grimme [90] and Le et al. [92]

on graphene, as well as the results of Gowtham et al. [79] on (5,0) CNT. The

effect of curvature is clear from Table 2.12, where the BE is larger for graphene

than for CNT, and the smallest CNT, (5,0), has the lowest BE. Such a trend was

observed in many earlier QM-level studies and was attributed to the smaller area

of contact associated with smaller tubes. In the same work, dispersion-corrected

DFT methods were used for C96H24 to verify the accuracy of the semi-empirical

method. The optimized geometries from the semi-empirical method were used

for the DFT BE calculations. The results are shown in Table 2.13 for the four

different methods used: M05-2X, M06-2X, B97-D/TZ(2d,2p) and DFT-D. Data
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from the PM3-D method were found to be close to those generated using DFT-

D and B97-D/TZ(2d,2p), with the same order of BE and similar magnitude for

the BE values. M05-2X and M06-2X, on the other hand, predicted much smaller

BEs and its order changed to G>T>C>A>U using M05-2X and G>T>A>C>U

using M06-2X.

Table 2.12: BE (kJ/mol) between nucleobases and fragments of graphene and
CNT using PM3-D method in Ref. [99]

Nucleobase C24H12 C54H18 C96H24 (6,6) CNT (5,0) CNT

G 74.94 92.11 95.88 70.34 56.10

A 67.41 84.15 87.92 64.06 54.85

T 66.57 76.20 77.46 56.94 49.40

C 61.55 72.85 72.85 50.24 46.06

U 54.01 61.13 62.80 44.80 39.36

Table 2.13: BE (kJ/mol) between nucleobases and C96H24 fragment of graphene
in Ref. [99], evaluated using different method.

Nucleobase B97-D/TZV(2d,2p) DFT-D M05-2X M06-2X

G 101.32 96.30 52.34 74.11

A 84.57 80.39 37.68 57.78

T 79.55 74.94 41.03 58.62

C 77.46 71.18 40.19 56.94

U 68.24 61.96 36.01 51.50
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Umadevi and Sastry further explored the effect of the curvature by consider-

ing the binding of nucleobases with graphene and a series of armchair (n,n) CNTs

where n=3, 4 and 5 [100]. The graphene and CNTs were all finite with H atoms

used to saturate the dangling bonds at the boundaries. Each system was optimized

using ONIOM method at the (M06-2X/6-31G(d):AM1) level. Atoms in the nu-

cleobases and the “reacting atoms” of CNTs were modeled as the high layer using

M06-2X/6-31G(d), although it was not clearly explained what carbon atoms were

considered to be reacting. The remaining atoms in CNT were considered as the

low layer using semi-empirical AM1. Single point energy calculations were per-

formed for the optimized structures using the dispersion-corrected B3LYP method

(B3LYP-D) with the 6-31G(d) basis set. The BE was found to be graphene>(5,5)

CNT>(4,4) CNT>(3,3) CNT for all nucleobases except T, for which the order

was graphene>(5,5) CNT>(3,3) CNT>(4,4) CNT. The BSSE-corrected BE was

30-51 kJ/mol for CNTs and 50-73 kJ/mol for graphene. The order of the BE

with respect to different nucleobases was determined to be G>T∼A>C>U for

the CNTs and G>A>T>C>U for the graphene. The order for graphene is in

agreement with a number of studies, for example Gowtham et al. [78] using LDA

and Ramraj et al. [99] using semi-empirical PM3. It should be noted that the semi-

empirical AM1 method used to treat non-interacting carbon atoms in the CNT is

not dispersion-corrected. BE between T and (3,3) CNT was found to be greater

than that between T and (4,4) CNT, which is contrary to the effect of curvature

observed for other nucleobases. The only other work that reported decreasing BE

with increasing CNT diameter was by Wang and Ceulemans [83] for the adsorp-

tion of adenosine-monophosphates on CNTs. However, in that study, the opposing

trend was observed for zigzag (n,0) CNTs; for armchair CNTs BE still increased
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with increasing CNT diameter.

In another study performed using ONIOM, Sarmah and Roy [101] studied

the interaction of nucleobases with semiconducting CNTs. Similar to the models

studied by Gowtham et al. [78, 79], nucleobases were capped with a methyl group.

CNTs with different chiralities, (7,5), (7,6), (8,3) and (9,2), were considered, and

each had a finite length. The QM region included nucleobase and four hexagonal

rings of carbon atoms on CNT; the rest of atoms in CNT were considered as the

MM region. Figure 2.6 shows the QM and MM regions on the (7,5) CNT. The

CNTs and nucleobases were first independently optimized at B3LYP/6-31G(d)

level; then the nucleobase-CNT hybrids were optimized at ONIOM (B3LYP/6-

31G(d):UFF) level, after which the BEs were calculated. The optimized binding

structures are shown in Figure 2.6, where it is clear that not all the nucleobases

formed parallel stacking with the CNT surface. On the other hand, the reported

BE values were significantly larger than any other works and covered a range of

38.33 to 2316.30 kJ/mol. The order of the BE with respect to the five nucleobases

is shown in Table 2.14. Similar to most other studies, U was found to have the

smallest BE and G had the largest BE except for the (8,3) CNT in which G had

smaller BE than A, C and T. Among the four types of CNTs, the (8,3) tube was

found to have smallest BEs, which was attributed to its smaller diameter compared

to other CNTs. However, BEs for the (7,6) CNT were also determined to be

smaller than those for (7,5) and (9,2) tubes, although the (7,6) CNT has larger

diameter than the other two. Similar behavior was also reported by Umadevi and

Sastry [100] as well as Wang and Ceulemans [83], but a clear explanation has not

been available. It is worth noting that only a small number of carbon atoms on

the CNTs were included in the QM region. More importantly, the functional used
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for the QM region, B3LYP, is known to predict unphysical binding structure (e.g.,

detachment) for systems involving π-π attractions. Also, UFF [182], which was

used to treat the MM region, has been reported to be inaccurate FF [183].

SWCNT complexes at ON

SWCNT (7,5)-Adenine  

(a)

s at ONIOM (B3LYP/6-31G(d):UFF) level. 

    

   SWCNT (7,5)-Guanine 

(b)

 

SWCNT (7,5)-Cytosine  

(c)

    

  SWCNT (7,5)-Thymine (d)

 

SWCNT (7,5)-Uracil 

(e)

Figure 2.6: Optimized structures in Ref. [101] for the binding of nucleobases to a
(7,5) CNT: (a) A, (b) G, (c) C, (d) T, and (e) U (reproduced with permission from
Ref. [101]). All atoms in the nucleobases are modeled at the QM level and the
CNT atoms in the QM region are highlighted.

57



2. Literature review 2.3. Computational studies

Table 2.14: Order of the BE between nucleobases and CNTs in Ref. [101]

Chirality of SWCNT Order

(7,5) G>A∼T>C∼U

(7,6) G>A>T∼C∼U

(8,3) A>T>C>G>U

(9,2) G>T>C>A>U

The computational efficiency associated with lower level methods has allowed

some studies to be performed in solution. Specifically, Varghese et al. studied the

interaction of DNA nucleobases with graphene in vacuum and in solution [76].

A graphene sheet with 20 hexagons was considered without PBC and all nucle-

obases were aligned parallel to the graphene surface in the ICs. Two completely

different methods were used for optimization and BE calculation: HF with 6-

31G(d,p) basis set (without dispersion correction) vs. Amber FF calculation (with

empirical potential for dispersion). A large difference was observed for the results

from the two methods. For example, the BE of A with graphene was found to be

5.78 kJ/mol using HF and 74.32 kJ/mol using Amber FF. 8212 Due to the large

contribution of vdW interaction to the BE, only the vdW energy, obtained using

Amber, was considered for the BE. The BE calculated this way was found to be

79.97, 74.32, 69.63 and 60.79 kJ/mol respectively for G, A, T and C. The order,

G>A>T>C, is in agreement with the ones obtained by Antony and Grimme [90],

Le et al. [92] and Cho et al. [93] using dispersion corrected DFT approaches. To

evaluate the BEs in solution, no further optimizations were performed. Instead,

the BEs in vacuum were adjusted by adding to them the solvation energies calcu-
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lated using the Amber Generalized Born (GB) model where the solvent is modeled

as a continuum with dielectric properties of water. The BEs in solution were de-

termined to be 63.22, 61.96, 61.76 and 33.20 kJ/mol respectively for G, A, T and

C. Hence the BE values decreased after adding the solution and the reduction was

most significant for C. On the other hand, the same order for the BE was obtained

in solution, i.e., G>A>T>C.

Das et al. calculated the BE between DNA nucleobases and a (5,5) CNT with

the finite length of 10 Å in both vacuum and water [75]. Several different ap-

proaches were used for the simulations in vacuum. To start, they used restricted

open shell Hartree-Fock (ROHF) method with 6-31G(d,p) basis set to perform

geometry optimizations for each nucleobase from two different initial configura-

tions: one with the nucleobase parallel to the CNT and the other with the nucle-

obase perpendicular to the CNT. The final optimized configurations were shown

to be the same, which was different from Wang and Bu’s result [84]. The ROHF

BEs for the optimized structures were 6.75, 3.86, 2.89, 1.93 kJ/mol respectively

for C, G, A and T, with the order of C>G>A>T. These values were at least

one order of magnitude smaller than the ones obtained in other studies reviewed

earlier, proving the inadequate performance of the HF method in modeling π-π

stacking systems due to its lack of dispersion interaction. Also, G was found to

have lower BE to the CNT compared with C, which was not reported elsewhere.

Next, the authors used DFT at B3LYP/6-31G(d,p) level to optimize the structure

and calculate the BE of C to the CNT. The same small BE was obtained, i.e., 6.75

kJ/mol, due to the lack of dispersion correction in B3LYP. To include the vdW

interaction, optimization at MM level were then performed using MSC [184] and

AMBER FFs. The vdW energy was calculated after the optimization and added
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to the BE calculated using HF method. According to their results, both MSC and

AMBER FFs led to the same values for the vdW energy. The order of the BE

obtained using this approach was G>A>T>C with the values of 52.10, 49.21,

45.35 and 37.63 kJ/mol. Comparing these values with those obtained using HF

or DFT (B3LYP) reveals the importance of dispersive vdW forces in the interac-

tion of nucleobases with CNT. This order of BE is in agreement with the results

for the same (5,5) CNT obtained by Wang [85]. To obtain the BEs in water, an

approach similar to that of Varghese et al. was employed. Poisson-Boltzmann

continuum model was used for the solvent. Optimized structures obtained in vac-

uum were adopted without further optimization, and the BE was evaluated at the

HF/6-31G(d,p) level in presence of the implicit solvent. Using this approach, the

order of the BE changed to G>T>A>C with the values of 55.00, 49.21, 47.28

and 28.95 kJ/mol, which differed from the work of Wang [85] but was shown to

be in agreement with their experimental result i.e., T>A>C. The BE for T in-

creased upon the addition of solution, which was opposite to Varghese et al. [76].

For G, A and C, the BE decreased in the aqueous environment, but the extent of

reduction was not as severe as in the work of Varghese et al. [76]. In both studies,

the BEs in solution were calculated based on structures optimized in vacuum. In

addition, the solution was treated using continuum models. Full optimization in

explicit solvent may lead to very different binding structures compared with those

optimized in vacuum, but such simulations are still too time-consuming at the QM

or even semi-empirical level.

In an MD work, Frischknecht and Martin studied the adsorption of nucleotide

monophospahtes (NMPs) on a (6,0) CNT in solution [103]. Two simulations were

performed for each nucleotide-CNT system: one with only two Na+ ions for neu-
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tralization (Case 1) and the other with 10 Na+ and 8 Cl− ions (Case 2). PBC was

applied and CHARMM FF with modified parameters was used in order to more

accurately describe the non-bonded interactions between water molecules and the

CNT [185]. Table 2.15 shows the average BEs. For case 1, the order of the BE

was determined to be A>T>C∼G>U while it was completely different for case 2,

being T>C>U>A>G. This implies that screening ions may have a large impact

on the interactions of charged NMPs with CNT. Interestingly, G was more weakly

bound to the CNT compared to other DNA nucleobases, which is drastically dif-

ferent from the results obtained by Enyashin et al. [95] on nucleotide-graphene

binding in vacuum.

Table 2.15: BE (kJ/mol) between nucleotides and a (6,0) CNT in Ref. [103]

NMP BE

Case 1 Case 2

A 43.10 20.08

C 20.92 23.43

G 20.92 17.99

T 22.18 28.87

U 1.67 19.66

In a study using statistical mechanical theory of molecular liquids (3D-RISM) [186],

Yamazaki and Fenniri evaluated the BEs between nucleobases and CNT in wa-

ter [117]. Three CNTs with the chiralities of (7,0), (11,0) and (15,0) were con-

sidered. Amber FF was employed to model nucleobases. The same order, i.e.,

G>A>T>C was obtained for all three CNTs. This is in agreement with the re-
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sults of Das et al. [75] and Varghese et al. [76] from Amber FF simulations. Not

surprisingly, CNTs with larger diameters were found to bind more strongly to the

nucleobases.

While graphene or CNTs in all studies reviewed so far were neutral, Lv studied

interactions of nucleobases with both neutral and charged (8,8) CNTs in solution

using MD [104]. PBC was applied and Amber FF with a modification on the

carbon-water vdW potential [187] was used to perform the simulations. Both

positively and negatively charged CNTs with charge densities varying from ±0.01

to ±0.05 e/C were considered and localized partial charges were assigned to each

carbon atom. The whole system was then neutralized by adding counterions (Na+

or Cl−) to the solution. For the neutral CNT, the order of the binding free energy

was found to be G>A>T>C, similar to previously reported results obtained using

MM method [75, 76, 117]. For charged CNTs, their results showed that increasing

charge density made the adsorption of nucleobases less stable specially when the

charge density exceeded 0.03 e/C. This was possibly due to the fact that vdW

attractive energy decreased as the charge density of the CNT increased and a sharp

change was observed at the charge density of 0.03 e/C.

2.4 Discussion

Both experimental and computational studies have been carried out on the adsorp-

tion of nucleobases on graphene or CNT. This chapter presents a comprehensive

review of past computational work, where three categories of methods have been

used: (1) first-principles studies based on methods lacking dispersion correction,

(2) first-principles studies based on dispersion-corrected methods and (3) studies
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based on semi-empirical and FF methods. The reviewed efforts are summarized

in Figure 2.7 and categorized based on the method and CNT diameter, where

graphene is considered as a CNT with infinite diameter. Studies that included

aqueous solution are indicated by *. It is clear from Figure 2.7 that most work

has been performed for nucleobase-graphene system using dispersion-corrected

first-principles approaches. In addition, the majority did not include solution and

were performed in vacuum. Those few studies that considered solution were car-

ried out using either first-principles approaches without dispersion correction, FF

or semi-empirical methods.

First-principles studies based 

on methods lacking 

dispersion correction

Studies based on force-field 

and semi-empirical methods

Gowtham et al., 2007 

Lee et al., 2007 

Ortmann et al., 2005 

Wang, 2008 *

Meng et al., 2007a 

Wang and Ceulemans, 2009 

Shtogun et al., 2013

Varghase et al., 2009 *

Umadevi and Sastry, 2011 

Edelwirth et al., 1998 

Lv, 2011 *

Sarmah and Roy, 2013 

Meng et al., 2007b 

Ramraj et al., 2010

Yamazaki and Feniri, 2012 *

Umadevi and Sastry, 2011

Frischknecht and Martin, 2008 *

Das et al., 2008 *

Ramraj et al., 2010

Yamazaki and Feniri, 2012 *

Diameter

   Method

Graphene

 

  0.7-1.4 nm

  < 0.7 nm

First-principles studies based on 

dispersion-corrected methods 

Enyashin et al., 2007 

Vovusha et al., 2013 

Cho et al., 2013 

Le et al., 2012

Lee et al., 2013 

Antony and Grimme, 2008

Chandara Shekar and Swathi, 2014

Panigrahi et al., 2012

Berland et al., 2011

Ortmann et al., 2005

Stepanian et al., 2008

Ramraj et al., 2010

Akdim et al., 2012

Ramraj et al., 2010

Chehel Amirani et al., 2013

Shukla et al., 2009

Stepanian et al., 2008Wang and Bu, 2007 

Gowtham et al., 2008 

Wang and Ceulemans, 2009 

Shtogun et al., 2013

Wang, 2008 *

Figure 2.7: Categorization of past computational studies based on method and
CNT diameter. Graphene can be considered as a CNT with infinite diameter.
Works that involve aqueous solution are indicated by *.

In nearly all studies reviewed above, the nucleobases were found to be paral-
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lel to the graphene or CNT with the separation distance being around 3 Å, which

confirms the π-π stacking nature of the interaction. On the other hand, drastically

different results have been reported for the BE. All calculated BEs for nucleobase-

graphene system are depicted in Figure 2.8. Results obtained using different cat-

egories of methods are shown in different sub-figures. Data reported by the same

authors using the same method are connected to show the trends. With the same

method, G was typically found to have the largest BE while U had the smallest

BE. The order of the BE for the other nucleobases (A, T and C), on the other

hand, is not very clear and a universal trend cannot be determined. Since different

methods were used, the BE values cover a large range, which is [13.51, 115.78]

kJ/mol, [5.79, 109.99] kJ/mol, [7.72, 91.66] kJ/mol, [12.54, 93.59] kJ/mol and

[11.92, 71.4] kJ/mol, respectively for G, A, T, C and U. First principle studies

based on dispersion-corrected methods tend to predict higher BEs compared to

methods in the other two categories.
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Figure 2.8: Reported BEs for nucleobase-graphene systems: (a) First-principles
studies based on methods lacking dispersion correction, (b) First-principles stud-
ies based on dispersion-corrected methods and (c) Studies based on force-field
and semi-empirical methods. Data reported by the same authors using the same
method are connected. There may be multiple curves corresponding to the same
reference because the authors of that reference have used different methods to
evaluate the BE. Works that involve aqueous solution are indicated by *.

Figure 2.9 shows the reported values for the BE between nucleobases and

CNT. Only two references reviewed earlier are excluded from this figure: Wang

and Ceulemans, 2009 where two interconnected nucleotides were simulated lead-

ing to much larger BE than single nucleobases; and Sarmah and Roy, 2013 where
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the reported BEs were significantly higher than other studies. Including these two

references would make other data in Figure 2.9 indistinguishable. The horizontal

axis corresponds to CNT diameter; and results obtained using different categories

of methods are indicted by different symbols. Data from the same work calculated

using the same method but on CNTs with different diameters are connected with

a line. Most past works simulated CNTs with diameters less than 9 Å. As the

CNT diameter increases, higher BEs are usually observed when the same method

is used for the calculation, although the opposite trend was shown by Wang [85]

in solution. Examining the BE obtained using the same method at the same CNT

diameter, again G typically possesses the highest BE among the 5 nucleobases

while U has the smallest BE. Compared to graphene, smaller BEs have been gen-

erally predicted for nucleobase-CNT system. Similar to graphene, considerably

different BEs have been reported. The ranges for the works shown in Figure 2.9

are respectively [3.86, 87.76] kJ/mol, [2.89, 78.15] kJ/mol, [1.93, 74.29] kJ/mol,

[5.02, 67.54] kJ/mol and [1.67, 44.8] kJ/mol for G, A, T, C and U, while includ-

ing the work of Wang and Ceulemans, 2009 as well as Sarmah and Roy, 2013

extended the ranges to [3.86, 2316.30] kJ/mol, [2.89, 1211.44] kJ/mol, [1.93,

1333.65] kJ/mol, [5.02, 1261.35] kJ/mol and [1.67, 1099.72] kJ/mol, respectively

for G, A, T, C and U. Unlike graphene, the studies based on dispersion-corrected

methods (indicated by △) do not necessarily predict higher BEs compared with

methods in the other two categories.

According to the BEs summarized in Table 1 and depicted in Figures 2.8

and 2.9, there are discrepancies among the data both qualitatively and quantita-

tively. Even for the same nucleobase and similar CNTs the BE could be very

different (e.g., [80, 81]). Several factors contribute to such discrepancies, such as
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Figure 2.9: Reported BEs for nucleobase-CNT systems: (a) G, (b) A, (c) T, (d)
C, (e) U; First-principles studies based on methods lacking dispersion correction
are indicated by �; First-principles studies based on dispersion-corrected methods
are indicated by △; Studies based on force-field and semi-empirical methods are
indicated by ©. BEs in the same study and using the same method but for CNTs
with different diameters are connected with lines; works that involve aqueous
solution are indicated by *.
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the difference in simulated systems, method used for the simulations, optimization

procedures, and IC of the nucleobases relative to the graphene or CNT.

The first factor is the difference in simulated systems. In terms of nucle-

obases, in most cases bare neutral nucleobases were considered, while in some

studies a methyl group was attached to the nucleobases [78, 79]. In a few works,

nucleotides, nucleobases attached to a sugar ring and phosphate group, were sim-

ulated. The addition of methyl or phosphate groups results in structures that are

not as flat as nucleobases, which can affect the optimized geometries and BEs. In

terms of CNT, it has been clearly shown in many studies that CNT diameter has a

direct effect on the BE: larger diameter usually results in higher BE value. Even

for CNTs with equal diameter, their BEs can differ due to the different structures

(chiralities) they have [85]. CNT length can also affect BE values. While some

studies employed PBC, others were done for a short CNT terminated with hy-

drogen. Edge effect can play a role in determining the optimized structure and

BE.

Different methods adopted in previous studies have strong influences on the

BE results. Some studies used structures optimized from MM force field to per-

form BE calculations at the QM level. There can be considerable difference be-

tween the structures obtained from MM optimization and those obtained from

QM optimization. Earlier QM simulations on this topic typically used DFT with-

out dispersion correction in the optimization step and/or in the BE calculation.

LDA approach was one of the most frequently used methods, but no dispersion

treatment was done for LDA. B3LYP, as another commonly used functional, has

poor performance in treating π-π stacked systems. In fact, it often predicts re-

pulsive behaviour for π-π systems and nucleobases will detach from graphene or
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CNT instead of being attracted to it if optimization is done using B3LYP. Recent

works using dispersion-corrected DFT also gave rise to different results, possibly

due to the different ways in incorporating dispersion interaction in these methods.

Even with the same method, the choice of basis sets can affect the BE evalu-

ation [97]. In addition, it has been shown that BSSE can be large and has to

be taken into account [188]. Performance of simulation methods and basis set

are still being widely evaluated in the computational chemistry community. For

instance, GMTKN30 database for general main group thermochemistry, kinet-

ics and noncovalent interactions is being used to carry out benchmarking studies

and compare performance of different dispersion-corrected methods [189]. Other

methods are also being explored, for example, long-range correction schemes in

DFT (LC functional) [190] and joint DFT (JDFT) [191].

Optimization procedure also plays an important role in BE calculations for

these weakly bound systems where the PES is expected to be quite flat with many

local minima [80, 81]. Direct optimization may lead the system to a nearby local

minimum, but not necessarily the global minimum. Therefore, the optimization

can be very sensitive to the IC chosen to do the simulation. In fact, it has been

shown that different ICs result in very different BE values and can even change

the order of the BE corresponding to different nucleobases [102]. On the other

hand, the effect of IC was not carefully considered in most of the past works. A

majority of them used a single IC to do the optimization, and ICs in many previous

studies were not clearly specified or explained. There were only a few works that

explored the effect of the ICs by examining the BE associated with different ICs.

One way to reduce the effect of IC is to perform a PES scan, which was done in

some past studies. In particular, the PES was scanned by placing the nucleobases
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at different positions relative to the graphene or CNT, and the position that resulted

in the highest BE was considered the optimal position. Definition of these relative

positions is crucial in achieving good quality for the PES scan. Also, in such PES

scan, the nucleobases and graphene or CNT are essentially treated as rigid bodies,

i.e., the internal degrees of freedom are neglected. This may not be appropriate

for larger molecules such as nucleotides and long CNTs. An additional optimiza-

tion step after the PES scan can help relaxing the internal structures. To reduce

computational cost, selected atoms were frozen in some studies (e.g., the CNT),

which can introduce error in the optimization.

With the growth in computing power and the development in computing method-

ology, it is expected that many limitations that we are facing now can be removed

or reduced, bringing the simulated DNA-CNT system closer to reality. Of partic-

ular interest is the effect of CNT chirality on the properties of the hybrid. Previous

QM calculations on BE already showed some effects of CNT chirality [98], how-

ever it is not yet clear whether such effects are correlated with the electronic struc-

ture of the CNT. When a finite CNT is simulated instead of PBC, the electronic

structure of the CNT may not be properly captured.

Another extension of the past studies is the inclusion of electrolytic solution.

Due to the high computational cost associated with simulating water, the majority

of theoretical studies have been done in vacuum. Solution was only considered in

a few works, but with very approximate continuum models. In addition, usually no

further optimization was done in solution, structures optimized in vacuum were

simply adopted to do BE calculations in solution [75]. Including explicit water

and ions in the QM optimization is still a challenge.

All studies reviewed in this work simulated only one or two nucleobases, while
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practically it is more interesting to consider the hybridization of DNA polymer

with CNT or graphene. When DNA polymer rather than monomer is considered,

additional effects can play role in its binding. For example, in the case of homo-

polymer DNA binding to CNT, the backbone elasticity can influence the wrapping

of DNA around CNT. Such elasticity may arise from the intrinsic bending and tor-

sion rigidity of the backbone as well as from the electrostatic repulsion among the

charges located on the backbone [21, 58, 108, 119, 192]. Homopolymer-graphene

binding can also be affected by backbone elasticity, as well as steric interaction

among the nucleobases [193, 194]. In the situation where CNT or graphene binds

to a DNA polymer with certain sequence, the hydrogen bonding between com-

plementary nucleobases is an additional factor that can contribute to the stability

of the hybridization [113, 195, 196]. Past DNA polymer simulations were almost

exclusively based on MD, which included some of the factors mentioned, but at

the same time lacked important considerations such as the proper treatment of

CNT’s electronic structure. More accurate models that represent the DNA-CNT

or DNA-graphene systems are still in demand.

Furthermore, it is important to point out that the binding of DNA with CNT or

graphene under room temperature is a dynamic process. The thermal motion was

completed neglected in QM optimization performed at 0 K. The BE difference

between different nucleobases was sometimes found to be on the order of the

thermal energy at room temperature (2.5 kJ/mol). Therefore, including dynamics

can lead to quite different answers to the relative binding strength, and is worth

exploring.

In parallel to theoretical efforts that aim at modeling larger and more realistic

systems, it is also important to continue experimental development that can allow
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more direct comparison with simulation results. Currently, little such comparison

can be made between theoretical and experimental works due to the large discrep-

ancies between the systems studied using the two approaches. Since the majority

of reviewed computational works was on nucleobases, it would be helpful to have

more experiments on the binding of single nucleobases rather than DNA poly-

mers. Also, considering the computational limitations in simulating binding in

solution, it would be favorable to have some experiments performed in vacuum to

facilitate the comparison. In addition, as it is more feasible to simulate graphene in

the theoretical work, experimental measurement on a single layer graphene sheet

instead of graphite would be beneficial.

Finally, we mention that BE has been used as the main parameter for compar-

isons made in this review. Other properties such as charge transfer and density

of states have only been reported in some (<50%) of the cited works and hence

are not suitable for systematic comparison. Also, the calculation of charge trans-

fer does not only depend on the QM method (e.g., choice of functional and basis

set in DFT analysis), but also on the charge distribution scheme (e.g., Mulliken,

ESP, RESP, etc) [197], which makes the comparison among different studies more

complicated. Exploring the method-dependence of charge evaluation is interest-

ing, but is out of the scope of this review.

2.5 Conclusion

In this work, we performed a thorough review on the theoretical studies, mainly at

the QM level, on the binding of nucleobases (and in a few cases, nucleosides or nu-

cleotides) with graphene or CNT. BE, as an indicator for the stability of the bind-
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ing, was used to compare different studies. Due to the difference in simulated sys-

tems, simulation method and procedure, a large range of BE values were reported,

and considerable discrepancies exist among the past investigations. Through the

review, we highlight the importance of using dispersion-corrected method and

proper design of the optimization procedure to account for the shallow PES wells.

Care should always be taken in interpreting the simulations results. In the next

chapter, the effect of the initial configuration as one of the reasons of discrepan-

cies in binding structures and energy will be studied in detail.
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Chapter 3

Binding Energy of DNA

Nucleobases-Carbon Nanotube

Hybrid1

3.1 Introduction

Carbon nanotubes (CNTs) are among the most interesting nano-materials and

have attracted a growing attention since their discovery [1]. Their intriguing phys-

ical properties have made CNT a useful material for many novel applications [2–

5]. Several techniques can be used to synthesize CNTs including for example arc

discharge, laser ablation and chemical vapor deposition [2, 4, 5]. As-produced

CNTs form bundles due to the strong adhesion between them. Therefore, dis-

1Reprinted from Physica E: Low-dimensional Systems and Nanostructures Volume 54, De-
cember 2013, Pages 65–71, Morteza Chehel Amirani, Tian Tang, and Javier Cuervo, “Quantum
mechanical treatment of binding energy between DNA nucleobases and carbon nanotube: A DFT
analysis”, with permission.
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persion, separation and purification of CNTs are often needed before they can be

employed in practical applications. This is especially important in electronic ap-

plications where the CNT’s chirality plays an important role. In an experiment by

Zheng et al. [6], it was discovered that single-stranded DNA (ssDNA) can bind

to CNT and form a hybrid structure where the ssDNA helically wraps around the

CNT. The hybrids can be dispersed in an aqueous solution and subsequently be

subjected to ion exchange chromatography, leading to the separation of the CNTs

into metallic and semiconducting types. More recently, such a method has been

shown to be able to separate semiconducting CNTs with only slight difference in

their chiralities [7]. Particular ssDNA sequences have been shown to have better

capacity in separating the CNTs [8, 9], indicating that the ssDNA-assisted CNT

separation is a sequence-dependent process.

Theoretical efforts have been put forward in order to understand the inter-

esting interaction between ssDNA and CNT. Some of these studies were at the

continuum level where the spaces inside and outside the DNA/CNT hybrid were

simplified and modeled as continuum media [10–13]. Some works used molec-

ular dynamics simulations based on molecular mechanics force fields, and the

interaction between the DNA and the CNT was described using empirical van der

Waals potentials [14, 15]. While providing useful information on the wrapping

geometry, these approaches lack an accurate description of the CNT’s electronic

structure and therefore cannot distinguish CNTs according to their chiralities. To

capture CNT’s electronic properties and their effect on ssDNA/CNT hybridiza-

tion, it is necessary to introduce models at the quantum mechanical (QM) level.

Due to the limited computational capacity, the QM simulations performed to date

have focused on addressing the interaction of nucleobases (adenine (A), cytosine
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(C), guanine (G) and thymine (T)) as the building blocks of DNA with CNT. In

particular, the majority of these QM studies are centered around evaluating the

binding energy (BE) of nucleobases to graphene or CNT.

Gowtham et al. [16] studied the adsorption of nucleobases on graphene us-

ing DFT(LDA) and MP2 methods. The BE values that they obtained followed

the order of G>A=T=C>U using DFT(LDA) and G>A>T>C>U using MP2

method. Antony and Grimme [17] performed similar study but used the disper-

sion corrected B97-D method. The order of the BE between nucleobases and

graphene was found to be consistent with the results of Gowtham et al., i.e.,

G>A>T>C>U. Panigrahi et al. [18] used wB97XD method and obtained a dif-

ferent result, with the order of the BE following G>A>C>T>U for the nucle-

obase/graphene hybrid. Gowtham et al. [19] later studied the adsorption of nu-

cleobases on a (5,0) metallic CNT using DFT(LDA) method, and found that the

BE was in the same order as in the case of a graphene, i.e., G>A>T>C>U, but

the absolute values of the BE are smaller for CNT than for graphene. Wang [20]

investigated the interaction of nucleobases with (5,5) and (10,0) CNT fragments

using DFT and MP2 methods. Simulations were carried out in both vacuum and

aqueous environment. The order of the BE in the gas phase was G>A>T>C

for both CNTs, and in the aqueous solution it remained to be the same for (5,5)

CNT but was changed to A>G>T>C for (10,0) CNT. Das et al. [21] calculated

the BE between nucleobases and a (5,5) CNT in both vacuum and aqueous envi-

ronments using restricted open shell Hartree-Fock (ROHF) method and classical

force fields. Different from Wang [20], the order of the BE was found to be

G>A>T>C in vacuum but changed to G>T>A>C in aqueous solution. Shukla

et al. [22] used the M05-2X functional to calculate the BE of nucleobases with
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a (7,0) zigzag CNT. The order of the BE was determined to be G>A>C>T>U

using the 6-31G(d,p) basis set. Ramraj et al. [23] employed dispersion corrected

PM3 method (PM3-D) as a semi-empirical method to study the interaction of

nucleobases with graphene and CNTs. According to their results, the order of

the BE was G>A>T>C>U for both graphene and CNTs. Umadevi and Sastry

[24] calculated the BE of nucleobases with graphene and CNT using an ONIOM

method at the M06-2X/6-31G*:AM1 level and reported G>T∼A>C>U for CNT

and G>A>T>C>U for graphene. Akdim et al. [25] calculated the BE for the

hybridization of G, A, T and C with chiral CNTs using B97-D method. They

studied three chiral CNTs (chiralities being (6,5), (9,1) and (8,3)) which all have

the same diameter. According to their results, the order of the BE for both (6,5)

and (9,1) CNTs was G>A>T>C and it was G>A>C>T for (8,3) CNT. They

also computed the BE for a zigzag (5,0) CNT using effective fragment potential

(EFP2) method and obtained G>T>C>A for the order of the BE. Clearly, even

for the same CNT, discrepancies exist in the order of the BE associated with dif-

ferent nucleobases. G has the largest BE and U has the lowest BE in most cases

but there is no agreement on how the BE for the other nucleobases is ordered. The

discrepancies become more significant quantitatively, if the absolute values of the

BE are compared. Values of the reported BE cover a large range, varying from

about less than 10 to higher than 100 kJ/mol [16–25].

Several factors can contribute to the observed discrepancies among previous

studies. The first is the method used to conduct the calculations. Many works

used DFT without dispersion correction in the optimization step and/or in the BE

calculation. LDA approach is the easiest DFT approach and has been used in

some works to optimize the nucleobase/CNT hybrid. No dispersion treatment has
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been done for the LDA method and BE calculated at this level are usually overes-

timated [26]. Moreover, recent works using dispersion-corrected DFT also gave

rise to different results. For example, Le et al. [27] evaluated the BE of nucle-

obases with graphene using several dispersion-corrected DFT methods, including

TS [28], simplified TS (sTS) [27], vdW-DF [29], vdW-DF2 [30], DFT-D2 [31]

and DFT-D3 [32]. Although all the methods in that study predicted the same or-

der for the BE, i.e., G>A>T>C>U, the actual BE values were shown to strongly

depend on the specific method used. The discrepancy may be because of the dif-

ferent treatments employed in these methods to incorporate dispersion interaction.

Performance of these dispersion corrected methods is yet to be examined [33, 34].

Another reason for such discrepancies is the different initial configurations (ICs)

used for the geometry optimization of the hybrids. In most of the previous studies,

either the initial configuration was not clearly specified or a single initial configu-

ration was adopted for the optimization. Very few works have explored the effect

of the ICs by examining the BE associated with different ICs.

In this study, we performed a series of DFT calculations for the BE of the nu-

cleobases with a model CNT and systematically examined the effect of the IC by

adopting 24 different ICs with different lateral and angular position of nucleobases

with respect to the CNT. M05-2X, a recently developed dispersion corrected DFT

method [35], was employed for both the geometry optimization and the BE calcu-

lation. Comparison of our results with an earlier work by Shukla et al.[22] shows

the importance of considering the IC in the BE calculation at the QM level. The

rest of the chapter is organized as follows. In Section 3.2, computational details,

especially on how the ICs are systematically changed, are described. Results and

discussion are presented in Section 3.3 and conclusions are given in Section 3.4.
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3.2 Computational details

The model system that we chose to simulate here was adopted from the work of

Shukla et al. [22], where the M05-2X functional was used to calculate the BE. In

their work, the IC used to perform the optimization was not clearly specified. By

examining the same system but with a series of different ICs, the effect of IC on

the BE can be clearly demonstrated. Specifically, individual DNA nucleobases,

i.e. A, C, G and T shown in Figs. 1(a) to 1(d) respectively, are considered to

interact with a semiconducting single-walled carbon nanotube with the chirality

of (7,0) and length of 15.57 Å shown in Fig. 1(e). Hydrogen atoms are used at

both ends of the tube to saturate the dangling bonds.

Because the nucleobases and the CNT considered here are small, when speci-

fying the ICs, the internal degrees of freedom (DOF) do not need to be considered,

i.e., the CNT can be treated as a cylinder and the nucleobase can be treated as a

plane. The relative position of the nucleobase to the CNT can therefore be speci-

fied by three translational DOF and three rotational DOF. In this work, we focus

on varying the ICs using two of the six DOF. One of them is the translational DOF

of the nucleobase along the CNT axis and the other is the rotational DOF about

the axis perpendicular to the base plane. In all ICs, the nucleobase was placed

directly on top of the CNT with its plane being tangential to the CNT surface.

The separation distance between the nucleobase and the CNT was set to be 3.3 Å

which is close to the separation distance in the optimized configurations reported

in the literature [20, 23, 36, 37]. The translational DOF in the lateral direction

with respect to the tube was not considered since the tube diameter is small and

laterally moving the nucleobase away from the CNT surface will decrease the
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contact area, which is energetically unfavored. Similarly, the two other rotational

DOF were not considered since parallel orientation of the bases with respect to

the tube is preferred in the optimized structures [21, 25, 37]. By varying these two

rotational DOF, the orientation of the base will deviate from the favorable parallel

configuration, leading to more computation time in the optimization process.

The positions associated with the chosen two DOF were systematically varied

according the following procedure to generate different ICs. First, as shown in

Figs. 3.1 (a)-(d), we labelled two carbon atoms (C2 and C5) and two nitrogen

atoms (N1 and N3) on each base. Using these atoms, two vectors were defined

on the base. They are respectively V1 pointing from C2 to C5 and V1 pointing

from N3 to N1. Similarly, four carbon atoms C1, C2, C3 and C4 in the middle

of the tube were used to define two vectors R1 (from C1 to C2) and R2 (from C3

to C4), as shown in Fig. 1(e). The first IC was prepared such that atom C2 on

each base was above atom C2 on the tube at a separation distance of 3.3 Å and

the vectors V1 and V2 were parallel to R1 and R2, respectively. Subsequently,

different ICs were generated by performing the two translational and rotational

moves for each base as specified above. For the translational move, four sites

were defined on the tube surface (see Site 1 - Site 4 in Fig. 3.1e and the carbon

atom C2 on the base was placed above one of those four sites. For the rotational

move, each base was rotated about the axis perpendicular to the base plane at an

increment of 60 degrees after being placed above one of those four sites. With the

four translational positions and six rotational positions, 24 ICs were generated for

each base.
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(a) Side view (b) Top view (c) Front view

Figure 3.2: IC-4-180 for C

Even though only two DOF were chosen to vary the IC, with each IC the

nucleobase/CNT hybrid was fully optimized, i.e., all atoms in the base and in

the CNT were allowed to move freely in the optimization process. The M05-

2X functional was employed for all the calculations. Specifically, the geometry

optimization was done at M05-2X/6-31G(d) level and for the optimized structure a

single point energy calculation was performed using the 6-31G(d,p) basis set. The

basis set superposition error (BSSE) correction was done for all BE calculations.

M0 family functionals are dispersion corrected methods which have shown good

performance in treating π-π stacking interactions [38]. It should be noted that

even though M06-2X has shown better performance compared to M05-2X [38,

39], M05-2X was used so that comparison can be made between results obtained

in this work and those in Ref. [22] to show the effect of IC. All calculations were

carried out using Gaussian 09 program [40].
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3.3 Results and discussion

Figs. 3.3(a)-3.3(d) show the optimized structures associated with IC-4-240 for A,

IC-1-240 for C, IC-1-60 for G and IC-3-120 for T. These are respectively the most

stable structures for each base, gauged by the greatest BE (calculation shown later)

among the structures optimized from all ICs. In all cases, the parallel orientation

of the bases with respect to the CNT in the optimized structures confirm the stack-

ing interaction between the nucleobases and the CNT which has been reported in

previous theoretical studies [20, 21, 25, 36] and experiments [41, 42]. The sepa-

ration distance between the nucleobase and the CNT in the optimized structures is

3.11, 3.09, 3.00 and 2.82 Å respectively for A, C, G and T. Therefore, compared

with the initial separation of 3.3 Å the bases have been slightly attracted to the

CNT.
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(a) Side View (b) Top view (c) Front view

(a)

(d) Side View (e) Top view (f) Front view

(b)

(g) Side View (h) Top view (i) Front view

(c)

(j) Side View (k) Top view (l) Front view

(d)

Figure 3.3: Optimized Nucleobase/CNT structures: (a) A optimized from IC-4-
240, (b) C optimized from IC-1-240, (c) G optimized from IC-1-60 and (d) T
optimized from IC-3-120
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The separation distance in all optimized structures is shown in Fig. 3.4. Each

subfigure corresponds to a particular base, and it contains four curves that are

respectively associated with the four site numbers. It can be seen that depending

on the IC (site number and rotation angle), the separation distance in the final

optimized structure can be different. In fact, the separation distance covers a

range of [3.06, 3.18], [2.88, 3.11], [3.00, 3.11] and [2.82, 3.16] for A, C, G and T,

respectively. Such variation suggest that the BE between the nucleobases and the

CNT can also change with the ICs, which is demonstrated below.
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Figure 3.4: Separation distance between (a) A, (b) C, (c) G, (d) T and CNT in the
optimized structures obtained from different ICs
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The BE of the hybrid is calculated as follows:

BE = E Hybrid −E Base −E CNT (3.1)

where E Hybrid is the BSSE corrected energy of the optimized hybrid, E Base is the

energy of the relaxed base and E CNT is the energy of the relaxed CNT. Because

the binding of the nucleobase with the CNT is an energetically favored process,

BE calculated from Eq. 3.1 is a negative number. The absolute value of the BE is

an indicator of the strength of binding. The larger the absolute value, the stronger

the nucleobase binds to the CNT. Therefore the absolute value of the quantity

calculated from Eq. 3.1 will be reported throughout this work and referred to as

the BE. Fig. 3.5 shows the obtained BE for all bases as a function of rotation angle.

(BEs for all 24 simulations are also provided in Figure A.1 of the Appendix A)

Each subfigure corresponds to a particular base, and four curves associated with

the four site numbers are presented in each subfigure. As shown in these graphs,

different BEs can be obtained if the optimization starts from different ICs, and

the BE value generally exhibits a non-monotonic change with the translational

and rotational positions. Quantitatively, the ranges of the BE for A, C, G and T

are respectively [17.2, 29.6] kJ/mol, [16.4, 27.9] kJ/mol, [24.4, 39.9] kJ/mol and

[15.9, 29.8] kJ/mol. In other words, the variation of the BE with respect to the IC

is large and equals 72%, 70%, 64% and 87% respectively for A, C, G and T. The

difference between the minimum BE and the maximum BE is 12.4, 11.5, 15.5 and

13.9 kJ/mol for A, C, G and T respectively, indicating that the magnitude of the

change in BE with IC is comparable with the magnitude of the BE itself.
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Figure 3.5: Binding energy for (a)A, (b)C, (c)G and (d)T obtained from different
initial configurations

Our results also show that performing geometry optimization from different

ICs not only leads to different BE values, but also changes the order of the BE

associated with the four bases. This is illustrated in Table 3.1, where the order

of the BE is listed for all 24 ICs. Here, the notations of IC-1 to IC-4 refer to the

ICs in which C2 from a base was placed on top of sites No.1 to 4, respectively.

Except for four cases, G displays the highest BE regardless of the ICs, which is

in agreement with previous theoretical studies [16–19, 21, 23, 25]. Among all the

ICs, the one that results in the highest BE is IC-4-240 for A (29.6 kJ/mol), IC-

117



3. DNA Nucleobases-CNT Hybrid: Binding Energy 3.3. Results and discussion

Table 3.1: Order of BE for nucleobase-CNT interaction obtained from different
ICs

Angle IC-1 IC-2 IC-3 IC-4

0 G>C>T>A G>C>A>T G>C>T>A G>C>A>T

60 G>A>C>T G>A>C>T G>A>C>T A>G>C>T

120 T>G>C>A G>C>T>A T>G>A>C G>T>A>C

180 G>C>A>T G>C>T>A G>C>T>A G>C>A>T

240 G>A>C>T G>A>C>T G>A>C>T G>A>T>C

300 A>G>C>T G>C>A>T G>C>T>A G>T>A>C

1-240 for C (27.9 kJ/mol), IC-1-60 for G (39.9 kJ/mol) and IC-3-120 for T (29.8

kJ/mol). The structures optimized from these ICs correspond to the most stable

hybrids (shown in Fig. 3.3). Taking the optimized hybrids with the highest BEs,

the order of the BE is found to be G>T>A>C.

It is of particular interest to compare our results with those in Ref. [22] where

the same system was simulated using the same functional and the single point

energy calculations were also performed at the M05-2X/6-31G(d,p) level. The

comparison is shown in Table 3.2. The BEs in Ref. [22] fall into the range of

BEs obtained in this study. This implies that the optimized structure obtained in

Ref. [22] corresponds to one of the many local minima in the potential energy

surface (PES), which is not necessarily the one with the highest BE. It should

also be noted that in Ref. [22] the difference between the BEs for A/CNT and

C/CNT hybrids is only 0.1 kJ/mol while our results show that a small change in

the IC cause changes in the BE larger than 0.1 kJ/mol. Therefore, care should

be exercised in the calculation and interpretation of the BE, and it may be more

appropriate to report a range of BE values rather than reporting a single one.

It is important to point out the limitations of this study. First of all, the CNT
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Table 3.2: BE (kJ/mol) between nucleobases and CNT: A comparison with Ref.
[22]

Hybrid Ref. [22] Our Results

CNT-A 18.2 17.2-29.6

CNT-C 18.1 16.4-27.9

CNT-G 26.5 24.4-39.9

CNT-T 17.6 15.9-29.8

simulated here is a short one with hydrogen atoms at the two ends. The free edges

can introduce some effects on the BE values. Secondly, only single nucleobases

were considered in this work. It will be an interesting study to include the ribose

sugar and phosphate group in the system, as it has been shown that the inclusion

of ribose-sugar backbone can change the order of the BE [43]. Also, our simula-

tions were done in vacuum whereas experiments on the adsorption of nucleobases

to CNT or graphite are typically performed in solution. For instance, based on ad-

sorption isotherms, Sowerby et al. [44] reported G>A>T>C>U for the order of

the BE with graphite in water. Using isothermal titration calorimetry, Varghese et

al. [45] observed A>C>T and A>T>C for the binding of nucleobases with two

different samples of graphene in water. Including solution and hence the solva-

tion energy can change the order of the BE [21]. In addition, only two DOF are

considered to generate the 24 ICs. Changing other DOF or varying the currently

considered DOF with smaller increment can result in other optimized structures

and hence other BE values. Also, M05-2X was chosen to perform the calcula-

tions, which is not the best among the available methods. For example, M06-2X

has shown better performance compared to M05-2X and some other dispersion

corrected methods for π-π stacking systems [46]. Despite these limitations, it
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should be noted that the main purpose of this study is to demonstrate the impor-

tance of IC in optimizing nucleobase/CNT hybrid systems and calculating their

BEs, which have been missing in many past works. Such purpose is best served

by considering a system and method identical to those in a previous work.

3.4 Conclusion

We evaluated the binding energy of DNA nucleobases with a (7,0) CNT using

DFT method and examined the effect of the initial configuration on the binding

energy. The binding energy is shown to be very sensitive to the initial configura-

tion both quantitatively and qualitatively. Specifically, the ranges of the binding

energy obtained for A, C, G, and T are respectively [17.2, 29.6] kJ/mol, [16.4,

27.9] kJ/mol, [24.4, 39.9] kJ/mol and [15.9, 29.8] kJ/mol. That is, the variation

of the binding energy with respect to the initial configuration is large, being 72%,

70%, 64% and 87% respectively for A, C, G and T. In addition, the order of the

binding energy can change with even small changes in the initial configuration.

Binding energy values obtained in a previous study for the same system (but with-

out a clearly specified initial configuration) fall into the range reported here. Our

results show that the potential energy surface between the nucleobase and the CNT

can have many local minima and reporting a range for the binding energy is more

appropriate than reporting a single value.
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Chapter 4

A QM:MM Model for the

Interaction of DNA Nucleotides with

Carbon Nanotube1

4.1 Introduction

Since the discovery of carbon nanotube (CNT) in 1991 [1], extensive studies have

been performed to uncover its interesting properties. Theoretical and experimen-

tal investigations have shown strong dependence of CNT’s properties on its struc-

ture [2]. For example, electronic properties of CNT depend strongly on its chiral-

ity (n,m): if n = m, the CNT has metallic properties and if n−m is a multiple of

3, the CNT is a semi-conducting material with a small band gap [2].

Functionalization of CNT has introduced an exciting area of research and var-

ious functional groups have been investigated in recent years. DNA is one type

1Reproduced by permission of the PCCP Owner Societies.
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of molecule that has exhibited interesting properties when used to functionalize a

CNT [3]. The intriguing properties of the hybrids formed by DNA and CNT have

led to potential applications such as drug delivery [3–13], biosensing [4–7], CNT

dispersion and separation [8, 9] and DNA sequencing [10–13]. Understanding the

process of hybrid formation and the properties of these hybrids are essential to

the realization and wide usage of such applications. Theoretically, interaction of a

DNA polymer with CNT has been widely studied mostly using classical molecular

mechanics (MM) simulations. A Classical MM approach is suitable to study these

large molecular systems, however, it is inaccurate in describing the electronic re-

sponse of CNTs because in those simulations, CNTs were completely neutral and

only interacted with the DNA through van der Waals (vdW) interactions [14–21].

Quantum mechanics (QM) approaches can precisely model electronic behavior of

materials based on the Shrödinger equation. On the other hand, QM approaches

are limited to very small systems (typically less than one hundred atoms) due to

their high computational cost. Therefore, most QM simulations have been re-

stricted to the interaction of CNT or graphite with small building blocks of DNA

including nucleobase, nucleoside or nucleotide. More specifically, binding of in-

dividual nucleobases to CNT or graphite constitutes the majority of past studies

with QM methods [22–40]. In addition, most studies using QM methods have

been carried out in vacuum while in experiments DNA-CNT hybrids have been

formed in an electrolyte solution. Only very few studies considered solution, but

in those studies the hybrid structures were still optimized in vacuum, and the sol-

vation energy was simply added using a continuum solvent model. A comprehen-

sive review on the interaction of nucleobases with graphene or CNT can be found

in Chehel Amirani and Tang[41].
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While the dominant majority of the past work focused on the interaction of

nucleobases with CNT, there are a few works on nucleotide-CNT interactions.

Compared with nucleobases, nucleotides are larger molecules that consist of a

nucleobase (base), a sugar ring, and a phosphate group. When residing in a so-

lution, the phosphate group in the nucleotide becomes negatively charged and

its electric field may be affected if a CNT (electronically responsive) is nearby.

Therefore, to resemble the experimental conditions, it is more appropriate to con-

sider the interaction of nucleotide with CNT in solution at the QM level. Wang

and Ceulemans employed density functional theory (DFT) with local density ap-

proximation (LDA) to study the interaction of adenosine monophosphates with

different CNTs in vacuum and evaluated the binding energy (BE) and charge

transfer upon hybridization [42]. In another study also in vacuum, Enyashin et

al [43] explored the binding between monophosphate nucleotides and a graphene

sheet using dispersion-corrected self-consistent-charge density functional based

tight binding method (DC-SCC-DFTB) and reported BEs. While attempting to

include sugar ring and phosphate group into their simulation, the nucleotides in

both works above were kept neutral and no solution was involved. Charged nu-

cleotides were studied by Frischknecht and Martin in an MD work [14]. In their

work, the adsorption of nucleotide monophosphates (NMPs) on a (6,0) CNT in so-

lution was studied and BEs were evaluated. Although their model was relatively

large, electronic response of the CNT was still lacking. To date, a comprehensive

model that takes into account charged nucleotides, solution, and the electronic

response of CNT is still missing.

In this study, our goal is to present a more complete model to study the interac-

tion of nucleotides with CNT. Charged nucleotides as well as explicit representa-
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tion for water and ion are to be considered, which makes our model considerably

larger than what has been simulated before at QM level. Since the electronic

structure of CNT is important, a proper QM method should be employed to model

CNT and nucleotides. The large number of water molecules can be simulated

using classical MM approach in order for the simulation time to be manageable.

Hence, a hybrid QM:MM model is developed for the nucleotide-CNT interaction.

The rest of the chapter is organized as follows. In Section 4.2, model development

and computational details are described. The structural analysis and BE calcula-

tions are presented in Section 4.3. Conclusions are given in Section 4.4.

4.2 The QM:MM Model

4.2.1 Simulated systems

Four DNA nucleotides in the form of monophosphates i.e., nucleoside monophos-

phate (NMP), were considered in this study: adenosine 5’-monophosphates (AMP),

cytidine 5’-monophosphates (CMP) , guanosine 5’-monophosphates (GMP) and

thymidine 5’-monophosphates (TMP). Figure 4.1(a)-(d) shows the corresponding

molecular structure of the NMPs. It has been reported in a number of experi-

mental and theoretical works that under physiological conditions each of the two

singly-bond oxygen atoms carries one negative charge and hence each NMP has

a net charge of -2 at neutral pH [14, 44–49].

Two CNTs were chosen to interact with NMPs: a zigzag CNT with the chi-

rality of (7,0) and an armchair CNT with the chirality of (4,4). These two CNTs

have similar diameters (5.48 and 5.42 Å) and hence the effect of their curvature in
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the binding with NMPs is negligible; however, the arrangements of carbon atoms

in the two CNTs are different. Figure 4.1(e) and 4.1(f) shows the molecular struc-

tures of the two CNTs. The dangling bonds at the CNT ends were saturated with

hydrogen atoms, giving rise to the length of 15.6 Å and 14.8 Å for the (7,0) CNT

and (4,4) CNT, respectively. The CNTs lengths are reasonably large to provide a

sufficient contact area with NMPs. The numbers of each type of atoms in each

structure are listed in Table 4.1.
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(a) AMP (b) CMP

(c) GMP (d) TMP

(e) (7,0) CNT (f) (4,4) CNT

Figure 4.1: Molecular structures of NMPs and CNTs simulated in this work.
Atoms in the NMPs are numbered in (a)-(d) to facilitate later discussion on bind-
ing structure.
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Table 4.1: Numbers of each type of atoms in NMPs and CNTs

C H N O P

AMP 10 12 5 6 1

CMP 9 12 3 7 1

GMP 10 12 5 7 1

TMP 10 13 2 8 1

(4,4) CNT 104 16 - - -

(7,0) CNT 112 14 - - -

NMP-CNT hybrids were assembled by placing the NMPs above the CNT sur-

face. In each system, the nucleobase in the NMP was placed above the CNT

surface so that the plane of pyrimidine ring was parallel to a plane defined from

a hexagonal ring of carbon atoms on the CNT. Such an orientation was chosen

based on previous studies where nucleobases were shown to prefer parallel ori-

entation with respect to the CNT surface in order to maximize the π-π stacking

interactions [36, 38, 40, 50, 51]. The separation between NMP and CNT in the

initial configuration was set to be 3.2 Å which is close to the optimal distance

between nucleobases and CNT reported in previous studies [26, 28, 36, 40, 52].

It is recognized that even with the nucleobase placed parallel to the CNT surface,

many initial configurations can be defined, and different initial configurations may

result in different optimized structures and BEs. Unfortunately, since our simu-

lated systems are quite large, it is not practical to perform an extensive search

to determine the configuration that leads to the most stable structure. Therefore,

one initial configuration was chosen for each NMP-CNT system based on our

knowledge of what structure might be close to an energy minimum. For the (7,0)

CNT, the initial configuration was based on our previous work [40] where a sys-

135



4. DNA Nucleotide-CNT Hybrid: Binding Energy 4.2. The QM:MM Model

tematic search was performed to determine the initial configurations that lead to

the most stable structures for the corresponding nucleobase-CNT system. For the

(4,4) CNT, each NMP was placed above the CNT surface such that the pyrimidine

ring in the NMP was aligned with a hexagonal carbon ring on the CNT. The initial

configurations for all eight systems are presented in the Appendix B (Figures B.1

and B.2).

To include the effect of an electrolyte solution, the NMP-CNT hybrids were

solvated in explicit water and placed in the center of a box with dimensions of

3× 2.4× 2 nm3 generated using Gromacs [53, 54]. Each of the eight systems

simulated in this work include 386 water molecules, which makes the density of

water in those model systems to be close to the density of bulk water i.e., 1 g/cm3.

Due to the net negative charge on NMPs, two Na+ cations were added to the

solution to neutralize the system. The location of ions was chosen randomly.

4.2.2 QM:MM method

QM:MM scheme is a relatively new class of methods in which different regions

of a molecular system are modelled using different levels of theory i.e., QM and

MM levels. ONIOM (our own n-layered integrated molecular orbital and molec-

ular mechanics) is one of the QM:MM methods which can be used to simulate a

molecular system with a reasonable computational cost. In an ONIOM simula-

tion, the molecular system is partitioned into different regions and the energy of

the entire system can be expressed as Equation 4.1 in which "Real" and "Model"

refers to the entire system and the QM region, respectively. ”High” and ”low”

refer to the level of theory which are respectively QM and MM.
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E ONIOM = EModel,High +EReal,low −EModel,low (4.1)

The ONIOM method as implemented in Gaussian 09 [55] was used to carry

out our simulations. Each system consists of a QM layer and a MM layer. Because

there may be charge transfer between the NMP and CNT and this may play an

important role in their interaction, both entities were considered in the QM region.

Due to the large number of water molecules and the unlikely charge transfer with

the NMP and CNT, all water molecules and two cations were treated classically in

the MM layer. Therefore, there is no covalent bond between QM and MM regions.

Figure 4.2 shows the AMP-(7,0) CNT hybrid in the solution.

137



4. DNA Nucleotide-CNT Hybrid: Binding Energy 4.2. The QM:MM Model

Figure 4.2: The ONIOM representation of the solvated AMP-(7,0) CNT hybrid.
The two Na+ ions are colored purple.

To perform the ONIOM simulation, appropriate methods need to be chosen

for the MM and QM regions. For the MM calculations, the Amber force-field

(FF) which is widely used to study the biological systems at an atomistic level

was employed. It has been shown that the Amber FF can be even more accurate

than some of the semi-empirical QM methods for such systems [56, 57]. The

TIP3P model for water molecules was used.

For the QM calculation, a wide variety of methods with different levels of

complexity and accuracy have been used to study molecular interactions involv-

ing nucleobases and nucleotides [22–40, 42, 43, 52, 58–60]. These methods
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include ab initio methods (HF, MP2 and CCSD(T)), DFT and semi-empirical

methods, among which DFT has been most widely used due to its relatively low

computational cost compared with high level ab initio methods and high accu-

racy compared with semi-empirical methods. It is worth pointing out that dis-

persion forces, which are universal and among the most important interactions

in molecular systems, were poorly treated in many DFT approaches. For the

binding of nucleotides to CNT, dispersion can be important in determining the

binding structure and BE since it is believed that π −π stacking plays a crucial

role in the binding. A number of dispersion-corrected methods has been proposed

[57, 61–68]. Minnesota density functionals (including M05, M05-2X, M06, M06-

L, M06-2X, and M06-HF), Grimme’s functionals (B97-D, DFT-D2, and DFT-

D3) [69–71], TS [72], vdW-DF [62], vdW-DF2 [73], and B3LYP-DCP [74] are

among the dispersion-corrected methods within DFT that have been used to study

π −π interacting systems. M06-2X functional developed by Truhlar’s group has

shown good performance in several studies where vdW interaction was impor-

tant [35, 52, 57, 60]. To evaluate the suitability of M06-2X functional in modeling

our system, we performed a benchmark study with different basis sets. Individual

nucleobases, i.e. adenine (A), cytosine (C), guanine (G), thymine (T) and uracil

(U), shown respectively in Figure 4.3(a) to Figure 4.3(e), are considered to interact

with a benzene ring shown in 4.3(f). We chose the nucleobase-benzene systems

for two reasons: first, it is similar to nucleotide-CNT systems in the sense that

the interaction is governed by π −π stacking; and second, results of BE obtained

from high level calculations (CCSD(T) method) are available in literature for the

nucleobase-benzene system [57] which allows for the assessment of the M06-2X

results.
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(a) A (b) C (c) G

(d) T (e) U (f) Benzene

Figure 4.3: Molecular structures of the nucleobases and benzene for the bench-
marking study.

Configurations for the nucleobase-benzene systems were adopted from the

work of [57]. Single-point energy calculations were performed for the individual

nucleobases and benzene as well as their hybrids. The BE between nucleobases

and benzene is then calculated as follows:

BE = |E Nucleobase−Benzene −E Nucleobase −E Benzene| (4.2)

where E Nucleobase−Benzene is the energy of the hybrid, E Nucleobase is the energy of

the nucleobase and E Benzene is the energy of the benzene. Several different basis
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sets were used to test their accuracy. These calculations were conducted using

the default “fine grid” in Gaussian. Since it has been reported that M0-family

functionals may have grid size dependency, we examined the effect of grid size by

evaluating the BEs at M06-2X/6-31G(d) and M06-2X/6-31+G(d,p) levels using

ultra fine grid. Table 4.2 shows the BE values obtained using M06-2X and the

corresponding relative errors (in the parenthesis) compared to the BEs obtained

using CCSD(T).

Table 4.2: BEs (kJ/mol) and relative errors (% in the parenthesis) obtained using
M06-2X method compared with CCSD(T) [57] results

Basis Set A G C T U

6-31G(d) 24.8 (6.4) 25.6 (1.2) 20.6 (0.0) 24.6 (0.4) 21.4 (1.0)

6-31G(d)
(Ultra fine grid)

24.7 (6.0) 25.6 (1.2) 20.6 (0.0) 24.6 (0.4) 21.5 (0.9)

6-31G(d,p) 24.8 (6.4) 25.7 (1.6) 20.7 (0.5) 24.7 (0.8) 21.5 (0.9)

6-31+G(d,p) 24.4 (4.7) 26.2 (3.6) 21.3 (3.3) 25.0 (2.0) 21.6 (0.5)

6-31+G(d,p)
(Ultra fine grid)

24.2 (3.9) 26.2 (3.6) 21.3 (3.3) 25.0 (2.0) 21.6 (0.5)

cc-pVDZ 26.3 (12.9) 27.3 (7.9) 21.5 (4.4) 25.0 (2.0) 21.8 (0.5)

It can be seen that the relative errors are quite small except for A-benzene

evaluated using cc-pVDZ. In addition, the 6-31G(d) basis set performs well com-

pared with the other basis sets we tested. Our results also show that except for

A-benzene and U-benzene systems, grid size has no effect on BEs. Even for

those two systems, using ultra fine grid only made a slight difference to the BE.

Therefore, to achieve a balance between accuracy and computational efficiency,

we chose M06-2X/6-31G(d) with fine grid to perform the QM calculation for our

NMP-CNT systems.
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4.2.3 Simulation Procedure

All individual NMPs and CNTs were first optimized at M06-2X/6-31G(d) level in

vacuum. All atoms were free to relax during this optimization. This step provides

appropriate initial structures for the QM:MM simulation in solution. After the op-

timization in vacuum, Resp charges [75] were evaluated for each NMP and CNT.

This was done by single-point energy calculations at HF/6-31G(d) level using

Gaussian, followed by Resp charge calculation using AmberTools [76]. Partial

atomic charges for the two CNTs are presented in Appendix B (Figure B.3). It

should be pointed out that the initial atomic charges in the NMPs and CNTs are

different from those in the final optimized structures since the NMPs and CNTs

were treated at the QM level in the QM:MM simulations.

The individually relaxed NMP and CNT were assembled and solvated to con-

struct the initial configuration for the QM: MM simulation, as described in Sec-

tion 4.2.1. Each solvated NMP-CNT hybrids was subjected to a two-step geom-

etry optimization. First, a pure MM optimization was performed in which all

atoms were free to move, with the purpose of relaxing atoms especially water

molecules and reducing large forces in the system. Amber FF and Resp charges

determined from the simulation in vacuum were used in this step. The structure

obtained from the MM optimization was then subjected to an ONIOM optimiza-

tion at M06-2X/6-31G(d):Amber level, where carbon atoms in CNTs were frozen

to reduce the computation time.

In order to evaluate the BE between the NMPs and CNTs, two additional sim-

ulations were performed, one in which individual CNTs were optimized in water,

and the other where individual NMPs were optimized in water in presence of the
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two ions. The same two-step optimization procedure was followed for these two

simulations. The numbers of water molecules in these two simulations were cho-

sen such that they add up to the same as the number of water molecules in the

NMP-CNT hybrid simulation (see details below).

4.2.4 Data analysis

The BE between NMP and CNT was calculated for each of the QM:MM model

simulated above, according to the following equation:

BE = |E NMP−CNT −E NMP −E CNT | (4.3)

where E NMP−CNT is the energy of the optimized hybrid, E NMP is the energy of

the relaxed NMPs and E CNT is the energy of the relaxed CNT, all evaluated in

presence of solution. Unlike past simulations in vacuum, the BE calculation in

the presence of solution is not trivial because of the solute-solvent interactions.

In addition, due to the limitations of the ONIOM simulation, applying periodic

boundary condition (PBC) was not possible [55], and hence free surfaces exist on

the periphery of the simulation box. To include the solute-solvent interactions in

the calculation of all energy terms in Equation 4.3, the 386 water molecules in the

NMP-CNT hybrid simulation were partitioned into the individual NMP and CNT

systems: each CNT was solvated in pure water while each NMP was solvated in

water along with the two Na+ ions.

As pointed out earlier, the lack of PBC introduces free surfaces around the

water box, and the surface area of the box in the NMP-CNT hybrid simulation
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is not equal to the sum of surface areas of the boxes in the individual NMP and

CNT simulations. It is well known that water molecules on the surface have dif-

ferent properties compared with the interior ones, due to the different hydrogen

bonding network around surface and interior molecules. It has been shown that

at room temperature, on average each bulk water molecule forms 3.59 hydrogen

bonds [77], while each surface water molecule forms ∼2 hydrogen bonds [78, 79].

One result of this is the high surface tension water possesses. Therefore, the

change in surface area can contribute an artificial term in the BE calculated from

Equation 4.3. To correct this, the BE from Equation 4.3 was modified to eliminate

the effect of the free exterior surfaces. Specifically, the changes in surface energy

was calculated in Equation 4.4.

∆E = |γ∆S| (4.4)

where γ is the surface tension of water (0.072 N/m [80]) and ∆S is the change in

exterior surface area calculated from

∆S = S NMP−CNT −S NMP −S CNT (4.5)

where S NMP−CNT is the surface area of water box of the optimized hybrid, S NMP

and S CNT are respectively the surface areas of the water boxes for the optimized

NMPs and CNT. To determine those surface areas, all oxygen atoms of water

molecules were used to define a set of points, and a tetrahedral 3 dimensional mesh
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was created based on those points (see Figure B.4 of the Appendix B). The exterior

surface of the meshed region was defined to be S and subsequently calculated. The

energy correction evaluated in Equation 4.4 was deducted from the BE calculated

in Equation 4.3 and presented in the results section for the BEs between NMPs and

CNT. It should be pointed out upon binding, some water molecules are released

from around the solutes into the bulk. As a result, the water surface surrounding

the NMP-CNT hybrid also has a different area compared with the total surface

area around the individual NMPs and CNTs. However, the energy associated with

water release should be considered in the BE, as water release provides one driving

force for the binding process. Hence, correction of BE was only performed for

water molecules on the outer surface of the simulation boxes.

4.3 Results

4.3.1 Structural analysis

Figure 4.4 shows the optimized structures for the eight systems simulated in this

study (with water and ion removed for clarity; images with water and ion are given

in Figure B.3 of the Appendix B). In almost all cases (except the GMP-(7,0) CNT

system), the nucleobases tend to have parallel orientation with respect to the CNT

surface, which was observed in almost all past simulations on nucleobase-CNT

binding [26, 28, 38, 42, 51]. Therefore, the presence of phosphate group and sugar

ring does not cause strong interruption to the parallel orientation of nucleobases

relative to CNT surface, which has also been reported by Wang and Ceulemans in

their simulation for the physisorption of DNA nucleoside on zigzag and armchair
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CNTs [42]. In Figure 4.4, the sugar ring in all NMPs exhibits a perpendicular

orientation relative to the nucleobase; which was observed in the relaxed NMPs

in vacuum and such configuration did not change upon binding to CNT. Overall,

little deformation of the internal structure was found during the binding process.
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(a) AMP-(4,4) CNT (b) AMP-(7,0) CNT

(c) CMP-(4,4) CNT (d) CMP-(7,0) CNT

(e) GMP-(4,4) CNT (f) GMP-(7,0) CNT

(g) TMP-(4,4) CNT (h) TMP-(7,0) CNT

Figure 4.4: Optimized NMP-CNT structures: (a) AMP-(4,4) CNT, (b) AMP-(7,0)
CNT, (c) CMP-(4,4) CNT, (d) CMP-(7,0) CNT, (e) GMP-(4,4) CNT, (f) GMP-
(7,0) CNT, (g) TMP-(4,4) CNT, (h) TMP-(7,0) CNT; water molecules and ions
are not shown for clarity.
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To further explore the location of NMP atoms relative to the CNT, the sep-

aration distance between each atom of NMPs and CNT surface in all optimized

structures was calculated and shown in Figure 4.5. In each subfigure, the hori-

zontal axis shows the atom number in the NMP and the vertical axis shows the

separation distance of the atoms from the CNT surface. The separation was ob-

tained by first calculating the distance from each atom to the CNT axis and then

subtracting from it the radius of the CNT. The two series of data in each plot,

presented with different symbols, correspond to the two CNTs. The ranges of the

separation distance obtained for AMP, CMP, GMP and TMP adsorbed on the (4,4)

CNT are respectively [2.30, 7.66] Å, [2.07, 6.08] Å, [2.09, 7.00] Å, and [2.22,

6.05] Å. The corresponding ranges for the (7,0) CNT are respectively [1.73, 4.95]

Å, [1.98, 6.06] Å, [2.12, 5.00] Å, and [1.95, 5.55] Å.

In each NMP, No. 1-5 refer to the atoms in the phosphate group (1: phosphorous;

2 to 5: the four oxygens connected to phosphorous), No. 6 to 20 represent atoms

on sugar ring, and the rest of the atoms belong to nucleobases, with the last six

being the six atoms in the pyrimidine ring). The detailed numbering can be found

in Figure 4.1. It can be seen from Figure 4.5 that atoms in the phosphate groups

are generally located farther from the CNT surface. This is consistent with the

hydrophilic properties of phosphate groups in DNA, namely that the DNA back-

bone tends to expose itself to the solution to maximize contact with water [81].

On the other hand, the six atoms in the pyrimidine ring of NMPs (29-34 in AMP

and TMP, 27-32 in CMP, and 30-35 in GMP) are generally located at a distance

of ∼3 Å from the CNT, which confirms the parallel orientation of nucleobases in

NMPs relative to the CNT surface.
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Figure 4.5: Separation distance between NMP atoms and CNT surface: (a) AMP-
CNT, (b) CMP-CNT, (c) GMP-CNT, (d) TMP-CNT; results for NMP-(4,4) CNT
and NMP-(7,0) CNT hybrids are respectively indicated by △ and � symbols.

4.3.2 Binding Energy

BEs between the NMPs and CNTs evaluated based on the method described in

Section 4.2.4 are presented in Table 4.3. It is recognized that there may be an in-

accuracy associated with the calculation of surface area S in Equation 4.5. Using

the initial structure of the NMP-CNT systems as a benchmark, the error was esti-

mated to be around 2-17%. This may result in 2-25 kJ/mol error in the BEs, which
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is still much smaller than the values of the BE in Table 4.3 and hence acceptable.

The BE values vary from 146.60 to 503.43 kJ/mol, which are relatively larger

than past reported energy of binding of nucleobase or nucleotide with CNT or

graphene. For the nucleobase-CNT systems, a wide range of BE values covering

5.79 to 115.78 kJ/mol have been reported, depending on the specific system stud-

ied and the method chosen to do the optimization and calculation [41]. Compared

with the many works on nucleobase-CNT binding, there are only a few studies on

the binding of nucleotides with CNT. For instance, the BE between two connected

AMPs on CNTs with the chiralities of (7,0) and (4,4) in vacuum was determined

to be respectively 337.70 and 303.93 kJ/mol by Wang and Ceulemans [42]. Given

the fact that two connected AMPs were modelled in that work, the BE for a single

AMP physisorbed on the CNTs is expected to be around 150-170 kJ/mol, which

is comparable to our result for AMP on (4,4) CNT, but smaller than our result for

AMP on (7,0) CNT. To the best of our knowledge, the only work on the binding

of NMPs with CNT in solution was performed by Frischknecht and Martin, in

which the BE was evaluated using molecular dynamics. The BE for a NMP-(6,0)

CNT system was determined to vary from 17.99 to 28.87 kJ/mol, depending on

the type of NMP and salt concentration, which is considerably smaller compared

with our results [14]. Even for the binding of NMPs with graphene which usually

possess larger BE compared with CNTs due to larger contact area, smaller BEs

(89.73-115.78 kJ/mol) have been reported in vacuum [43].
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Table 4.3: BE (kJ/mol) between NMP and CNT in solution and contribution of
water release (kJ/mol) (in parenthesis)

NMP (4,4) CNT (7,0) CNT

AMP 146.60 (27.91) 459.99 (104.58)

CMP 249.13 (163.98) 406.58 (112.81)

GMP 410.96 (118.17) 448.96 (126.46)

TMP 332.43 (153.77) 503.43 (99.87)

Several reasons might have contributed to the relatively large BEs found in

our study. The first is the inclusion of solution and the energy associated with

water release. Before binding, the CNT and the NMP are each solvated with cer-

tain number of water molecules around it. Upon the physisorption, some water

molecules are released into the bulk. As each water molecule forms more hydro-

gen bonds in the bulk, such water release can contribute to lowering the energy

of the system. In fact, water release has been recognized as an important mecha-

nism in the biomolecular binding [82–84]. Using the same approach employed to

evaluate the energy due to change in exterior surface area (See Section 4.2.4), we

estimated the contribution of water release in the BE and presented it in Table 4.3.

Clearly, this contribution is large and is on the order of the BE values. Even

though solution was included in some of the previous studies on nucleobase-CNT

binding [14, 17, 28, 51, 85], a continuum model for the solution was typically

adopted to estimate the solvation energy, which is probably unable to accurately

predict the contribution of water release in the BE.
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Secondly, NMPs are charged in this study while all past studies except the

work of Frischknecht and Martin [14] studied neutral nucelobases or nucleotides.

It has been shown that charged molecules can bind stronger compared with their

neutral counterparts [86–89]. For instance, the adsorption of CO2, CH4, and H2

on Boron Nitride (BN) nanosheets and nanotubes with neutral, 1e−, and 2e−

charged states was investigated [86]. The BE between the negatively charged

BN nanostructures and the three molecules was reported to be higher compared

with the neutral ones, especially for CO2 molecule. Also, the BE of the hydrogen

molecule, H2, on a doubly charged fullerene, C2+
60 , was shown to be higher than

the value for neutral and singly charged fullerenes [88, 89]. In addition, compared

with the past works on nucleobase-CNT binding, the presence of sugar ring and

phosphate group can considerably enhance the vdW interactions between NMPs

and CNT. According to the results for the separation distance in Figure 4.5, al-

though the phosphate group tends to be solvated in solution, some atoms in the

sugar ring and phosphate groups do have similar separation from the CNT surface

compared to the nucleobase atoms. These atoms contribute to the vdW attraction

between NMP and CNT, leading to larger BE than nucleobase-CNT binding. As

for the work of Frischknecht and Martin, even though the study was performed in

solution with the presence of charged NMP and ions, CHARMM force-field was

used which could not capture the redistribution of electronic charges upon bind-

ing. More importantly, the BE calculation was based on the difference between

NMP-CNT energy when they are close and the corresponding energy when the

NMP and CNT are separated with a spring force. This force was not excluded

from their calculations and might be the source of the relatively low BEs com-

pared with results of Wang and Ceulemans [42] and our results.
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According to the results in Table 4.3, for the (4,4) CNT the BEs of the four

different NMPs follow the order of GMP>TMP>CMP>AMP, while the order

for the (7,0) CNT is different, being TMP>AMP>GMP>CMP. Two important

factors in determining the order of the BE for π −π interaction systems are the

size and orientation of the molecule. In our study, GMP has the largest size since

it contains the highest number of atoms (35) while CMP possess smallest (32).

AMP and TMP each contains 34 atoms. The BE results show that GMP has high-

est BE among the four NMPs for the (4,4) CNT, but it is not the case for the (7,0)

CNT. The optimized structure for the GMP-(7,0) CNT (Figure 4(f)) indicates that

the nucleobase in GMP is not as parallel as in the other systems which is likely

the reason for its smaller BE to the (7,0) CNT compared with TMP and AMP.

Although AMP and TMP have the same number of atoms, TMP tends to have

higher BE to the CNTs. For the interaction with the (4,4) CNT, the adsorbed

TMP is closer to the CNT surface than the adsorbed AMP: the range of separa-

tion distance between TMP and the (4,4) CNT is [2.22, 6.05] Å while it is [2.30,

7.66] Å for the AMP. This explains why AMP has smaller BE than TMP and even

CMP ([2.07, 6.08] Å from the CNT). For the interaction with the (7,0) CNT, no

visible difference in the nucleotide-CNT separation can be observed for AMP and

TMP, the cause for the small difference (<10%) in their BE requires further in-

vestigation. It is worth mentioning that very different orders for the BE have been

reported in the past studies, where the dominant majority focusing on the inter-

action of nucleobases with CNT in vacuum (See Ref. [41]), although G has been

mostly found to bind to CNT more strongly compared with the other nucleobases

possibly due to its larger size. For example, Umadevi and Sastry used ONIOM ap-

proach at M06-2X:AM1 level to study interactions between nucleobases and arm-
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chair CNTs in vacuum [60]. Atoms in the nucleobases and the "reacting atoms"

of CNTs were modeled as the high layer using M06-2X/6-31G(d), although it

was not clearly explained what carbon atoms were considered to be reacting. The

remaining atoms in CNT were considered as the low layer using semi-empirical

AM1. The order of the BE between nucleobases and a (4,4) CNT was determined

to be T>G∼C>A, but it changed to G>T>A>C when an additional single-point

energy calculation using B3LYP-D method was performed.

Comparing the two different CNTs, BEs for NMP-(7,0) CNT hybrids are in

general found to be larger than the ones for the NMP-(4,4) CNT hybrids. This

difference shows that two CNTs with very similar diameter and hence similar

contact areas may interact differently with the same NMP, due to their different

chiralities. Chirality dependence of CNT properties has been previously shown

to be important in the dispersion and separation of CNTs [8, 9]. Specifically, in

the experiment by Zheng et al. [8], it was discovered that single-stranded DNA

(ssDNA) can bind to CNT in an aqueous environment and form a hybrid struc-

ture where the ssDNA helically wraps around the CNT. The hybrids can be easily

dispersed and subsequently separated, using ion exchange chromatography, ac-

cording to the chirality of the CNT. In addition, both dispersion and separation of

CNTs was found to depend on the sequence of the DNA. Our model showed that

different nucleobases and CNT chiralities give rise to different BEs, which may

affect the stability of the ssDNA-CNT hybrids in the experiments.
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4.3.3 Limitation and future perspective

The present work is an attempt to more appropriately model the interactions be-

tween NMPs and CNT by combining QM and MM approaches. The model has

several merits compared with past studies. Firstly, unlike past studies which fo-

cused on nucleobase-CNT binding, the current model includes the charged phos-

phate group and sugar ring, present in real DNA polymer binding with CNT. Sec-

ondly, while past studies usually consider nucleobase-CNT hybrids in vacuum,

the current model contains an explicit solution and ions, which does exist in prac-

tical applications [8, 9] and can play an important role in the binding. Further-

more, the QM:MM scheme adopted to simulate the binding provides a balance

between computational efficiency and accuracy in capturing electronic distribu-

tion. In fact, our model contains the largest number of atoms among all available

QM and QM:MM simulations on nucleobase/nulceotide-CNT binding. On the

other hand, it is important to point out the limitations of this study. First of all,

CNTs simulated in this work are short with hydrogen atoms at the two ends. The

free edges can introduce some effects on the BE values as well as separation dis-

tances. The non-zero partial charges at the edge carbons and hydrogens may also

lead to stronger interaction with water compared with infinitely long tube. Appli-

cation of PBC not only can remove the influence of free edges, but can also more

precisely describe electronic properties of CNT. To the best of our knowledge,

there is no hybrid QM:MM method available that can include PBC in charged

systems. One way to overcome this problem might be using QM approaches with

plane wave basis sets in the QM:MM framework. This area of research is being

explored to improve the simulation of charged systems using QM:MM methods.
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Secondly, each geometry optimization in this study was started with a single initial

configuration. It has been shown that initial configuration can affect the optimized

structures and results of BE [40]. Performing a potential energy scan (PES) and

geometry optimization together can be a solution, however it needs more compu-

tational time and resources. Furthermore, only neutral pH was considered in the

simulations. Different pH value can lead to different deprotonation states of the

phosphate group, which can in turn affect the binding. This is an interesting area

to be explored in the future. Lastly, only two neutralizing cations were included

in our simulations. Different salt concentrations (number of ions) may also affect

the results, which was shown by Frischknecht and Martin [14]. It is worth study-

ing the effect of screening ions, which is especially important if one is to better

understanding how the DNA-CNT interaction changes upon addition of salt under

the experimental conditions [8].

4.4 Conclusion

A QM:MM model was developed to study the physisorption of nucleotides on

CNT surfaces in solution. The nucleotides and CNTs were modeled at the QM

level, while the aqueous environment was modelled at the MM level through ex-

plicit water molecules and ions. Optimized binding structures were obtained from

ONIOM simulations and BEs were calculated from the optimized structures. Our

results revealed strong physisorption of nucleotides on CNTs, with the BE in the

range of 146.60 to 503.43 kJ/mol for the (4,4) and (7,0) CNTs. The relatively large

BE, compared with past studies on nucleobase-CNT binding in vacuum, could be

due to the larger size of nucleotides compared with nucleobase, the charges on
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the nucleotides, and the inclusion of solution which causes the release of water

molecules upon hybridization.
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Chapter 5

Electrostatics of DNA

Nucleotides-Carbon Nanotube

Hybrids1

5.1 Introduction

Hybrids formed by DNA and carbon nanotubes (CNTs) have attracted much atten-

tion in recent years due to their interesting properties and useful applications [1–

7]. Dispersion and separation of CNTs using single stranded DNA (ssDNA) is

one such application. Due to the hydrophobic nature of CNT, its dispersion in

water is difficult and bundled CNTs are usually formed in aqueous solution [8].

Some methods have been proposed to increase the solubility, but they may alter

some of CNT’s properties at the same time. For example, shortening CNTs using

1Reprinted from Nanoscale, Morteza Chehel Amirani & Tian Tang “Electrostatics of DNA
Nucleotides-Carbon Nanotube Hybrids Evaluated From QM:MM Simulations”, Reproduced by
permission of The Royal Society of Chemistry. DOI: 10.1039/C5NR03665H
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acids can increase their solubility, but meanwhile this reduces the aspect ratio of

the CNTs [9, 10]. In addition to the poor solubility, separation of CNTs according

to their chirality is another challenge in their synthesis, which is critical in elec-

tronic applications where the CNT’s electric properties play an important role. In

an experiment by Zheng et al. [1], ssDNA was found to helically wrap around

the CNT and form a hybrid structure in an electrolyte solution. The negatively

charged phosphate groups in the ssDNA backbone caused the hybrids to repel,

leading to a stable solution of dispersed hybrids. Separation of the CNTs into

metallic and semiconducting types was subsequently achieved using the method

of ion exchange chromatography (IEC). In the IEC, the negatively charged hy-

brids were adsorbed on the positively charged IEC column. With increasing salt

concentration, it was found the ssDNA-metallic CNT hybrids generally desorb

earlier from the column than the ssDNA-semiconducting CNT hybrids, allowing

for their separation. The separation was shown to strongly depend on the ssDNA

sequence [11, 12]. More recently, separation of semiconducting CNTs with the

same diameter but different chiralities (e.g. (9,1) and (6,5)) has been successfully

carried out [13, 14].

Several attempts have been put forward in order to understand the mechanism

of the separation phenomenon. Zheng et al. proposed that ssDNA sequence and

electronic properties of the CNT influence the surface charge of the CNT hy-

brid [1]. Based on a free energy formulation [15], they predicted ssDNA-metallic

CNT to possess less surface charge and hence less binding strength to the IEC col-

umn than the ssDNA-semiconducting CNT, if the same ssDNA is used. Khripin et

al. evaluated the mobility of poly(GT)30 ssDNA-CNT hybrids using capillary

electrophoresis (CE) technique [16]. With the measured mobility and making
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use of the Poisson-Boltzmann (PB) equation and electric double layer formula-

tion [17], they obtained different average charge densities for ssDNA-(6,5) CNT

and ssDNA-CNT (7,5) hybrids: -6.0 e/nm for the former and -6.8 e/nm for the

latter. They also performed molecular dynamics (MD) simulations to obtain opti-

mized structure of the ssDNA on different CNTs. Based on the wrapping angle,

the charge of the hybrid per unit length of the CNT was determined to be -5.8 e/nm

and -6.2 e/nm, respectively for ssDNA-(6,5) CNT and ssDNA-CNT (7,5) hybrids.

Although these values were in good agreement with those calculated based on CE

experiments, due to the nature of the MD simulation (fixed atomic partial charges)

the charge transfer between DNA and CNT upon hybridization was not taken into

account. In another study using replica exchange MD (REMD), Roxbury et al.

determined the charge density to be 4.5-6.0 e/nm for a hybrid in which the same

(6,5) CNT was wrapped by an ssDNA with the sequence being (TAT)4 [18]; the

reported range, instead of a single value, was due to different number of strands

(1 to 4) simulated in their work .

While the above studies focused on determining the charge of the hybrid, oth-

ers attempted to understand the mechanism of separation by examining the electric

field of the hybrid. The observation that ssDNA-CNT hybrids with different CNT

chiralities elute at different time implies that the strength of electrostatic interac-

tion between the hybrid and the IEC column depends on the electronic response

of the CNT. Motivated by this, several studies have been performed to explore the

electric field of a charged entity near an electronically responsive media [15, 19–

23]. The electrostatic potential of a line of charges in an electrolyte solution near

a metallic, dielectric or semiconducting half space was analytically solved using

PB theory by Tang et al. [19], which was shown to strongly depend on the nature
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of the half-space. Malysheva et al. presented an analytical solution for the elec-

trostatic potential of a more complicated system which contained a charged wall

(representing IEC) and a hybrid consisting of a charged polyelectrolyte (repre-

senting DNA) and an electronically responsive cylinder (representing CNT), both

embedded in an electrolyte solution [21]. Using the electrostatic potential, they

determined the binding force between the wall and the hybrid and showed that the

presence of a grounded metallic cylinder reduced the magnitude of the electric

field of the polyelectrolyte and resulted in a smaller binding force compared with

the polyelectrolyte hybridized with a neutral dielectric cylinder. More recently,

Malysheva et al. employed the one-dimensional density of state of CNT [24]

and the Debye-Hückel equation [25] to evaluate the electrostatic potential of the

hybrid [26]. As an approximation, the DNA charges were smeared out onto a

cylindrical surface with the same axis as the CNT. The metallic CNT was shown

to possess larger induced charge compared with the semiconducting one which

resulted in smaller magnitudes of total charge and electrostatic potential for the

hybrid, consistent with their previous work. Using a semi-empirical tight binding

method, Rotkin and Snyder indicated that DNA charges induced an electron den-

sity on CNT surface and changed its electronic structure [27]. They showed that

the electrostatic potential of an ssDNA on a (7,0) CNT surface was approximately

half of the corresponding value if no CNT was involved [28]. Although the above

studies were useful in qualitatively describing the electric field of the hybrid, they

were based on several assumptions including simplified geometries to represent

DNA and CNT. Furthermore, the DNA sequence which was shown to be very

important in the experiments was not taken into account in those studies.

At a much smaller scale, a series of quantum mechanics (QM) simulations
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have been also performed to model the DNA-CNT hybrids; however, the focus of

those studies was mainly on the structure and energy of binding [29–54]. To the

best of our knowledge, there has not been any work at the atomistic level (using

QM or even classical molecular mechanics (MM) simulations) to study the elec-

trostatics of the DNA-CNT hybrids due to the complexity of the problem. Classi-

cal MM approaches can be used to simulate relatively large DNA-CNT hybrids in

solution, however they can neither accurately describe the CNT’s electronic struc-

ture nor distinguish the CNTs according to their chiralities. To capture CNT’s

electronic properties as well as the charge transfer upon hybridization, using QM

approaches to model DNA and CNT is inevitable; however, the usability of atom-

istic QM methods is limited by the size of the system.

As the first attempt to study electrostatics of the ssDNA-CNT hybrid at the

atomistic level, in this work, we perform a simulation to determine the electro-

static potential of a DNA nucleotide hybridized with a CNT in presence of ex-

plicit water and ions. The nucleotide, as a building block of DNA, is expected to

capture the charged nature of the DNA backbone, while keeping the amount of

computation manageable. A combined QM:MM approach was employed in order

to take into account the electron redistribution upon nucleotide-CNT binding, as

well as to include the effect of electrolyte solution. In Section 5.2, computational

details are described. Results of the electrostatic potential and charge transfer

calculations are presented in Section 5.3 and conclusions are given Section 5.4.
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5.2 Simulation details

In total, eight systems were simulated in this work, using a QM:MM scheme

developed in our previous work [55]. Readers can refer to Ref. [55] for details

of the method. Four DNA nucleoside monophosphates (NMPs) were considered

in this study: adenosine 5’-monophosphates (AMP), cytidine 5’-monophosphates

(CMP), guanosine 5’-monophosphates (GMP), and thymidine 5’-monophosphates

(TMP). The corresponding molecular structure of the NMPs is shown in Fig. 5.1(a)-

(d). Each NMP carries a charge of -2 due to the presence of two negatively charged

oxygen atoms in its phosphate group [56–58]. Two CNTs (Fig. 5.1(e) and 5.1(f))

with different chiralities, (7,0) and (4,4), but similar length (respectively 15.6 and

14.8 Å) and diameter (respectively 5.48 and 5.42 Å) were considered to interact

with the NMPs. Since applying periodic boundary condition (PBC) was not pos-

sible due to the limitations of the QM:MM approach [59], hydrogen atoms were

used to saturate the dangling bonds at the CNT ends. For each system, using Gro-

macs [60], a water box with dimensions of 3× 2.4× 2 nm3 was created and the

NMP-CNT hybrid was solvated inside the box. In addition, we added two Na+

cations, by random placement, to the solution so that each simulation system is

charge neutral.
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Figure 5.1: Molecular structures of NMPs and CNTs simulated in this work.

The simulations were performed using ONIOM approach in Gaussian 09 [59].

A QM region and an MM region were defined for each simulated systems. The

QM region contains all atoms in the CNT and NMP while the rest of the atoms
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i.e., all water molecules and the two cations were considered in the MM region.

To perform the ONIOM simulation, we chose density functional theory (DFT)

along with M06-2X functional for the QM calculations and Amber force-field

for the MM calculations. Each system was optimized according to the following

procedures, as described in detail in Ref. [55]:

1. Individual NMP and CNT were optimized in vacuum using DFT with M06-

2X functional and the basis set of 6-31G(d). Partial atomic charges (based of

restrained electrostatic potential (Resp) [61] method) were calculated for the indi-

vidually optimized NMP and CNT using AmberTools [62].

2. The simulation system was constructed using the relaxed NMP and CNT

as well as water and Na+ cations. It was then subjected to an MM optimization,

using the partial charges obtained from step 1.

3. An ONIOM optimization was performed for the relaxed structures obtained

from step 2.

4. Electrostatic potential and charge transfer were evaluated for the optimized

hybrids obtained from step 3. The details of the calculations are explained below.

Electrostatic potential, φ , was obtained directly from the QM:MM simula-

tions and evaluated at three dimensional grid points in the space surrounding the

NMP-CNT hybrid. As pointed out in the introduction, ssDNA-CNT hybrids with

different CNT chiralities appear to have different strengths of attraction to the

IEC, that is, they likely have different electrostatic potential at the location of the

IEC. Therefore, we are interested in the electrostatic potential of the hybrid in its

encompassing cylindrical region and will use the cylindrical coordinate shown in

Fig. 5.2 (optimized AMP-(4,4) CNT hybrid as an example) to analyze the results.

In this coordinate, the CNT axis is set to be the Z-axis. The origin of the coor-
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dinate system is defined as the projection of the NMP’s center of mass (COM)

onto the Z-axis. Y -axis is set to be the axis passing through the NMP’s COM and

the origin, and X-axis is perpendicular to both Y and Z axes (See Fig. 5.2(b)).

The polar coordinates, r and θ , are defined in the X −Y plane where r is the ra-

dial distance from the origin and θ is the counterclockwise angle measured from

the X-axis. In addition, it was found that the largest separation distance between

all NMP atoms and the CNT axis was ∼10 Å. Since in the IEC experiment, the

surface of the IEC column is expected be located near the hybrid, the range of

the radial coordinate, r, was chosen to be between 12 Å and 15 Å throughout the

chapter. The Z coordinate was varied from -20 Å to 20 Å which is large enough

to cover the length of the CNT. Finally, θ is varied from 0◦ to 360◦.

For the charge transfer, we first employed the Resp approach to calculate the

atomic partial charges on the NMP and CNT atoms, as well as on the two Na+

ions. The Resp scheme was chosen because it generates atomic partial charges at

atom centers to reproduce the electrostatic potential, hence is consistent with the

electrostatic potential calculations in this work. Water molecules were removed

from the molecular model in the charge transfer calculation due to computational

limitations [62]. Instead, we used the conductor-like polarizable continuum model

(CPCM) [63] which is the most commonly employed implicit model for the so-

lution. Since the initial net charge in each NMP is -2, the charge transfer was

determined as the δ = q− (−2), where q is the final net charge of the NMP. Posi-

tive δ corresponds to electron transfer from NMP to CNT.
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C.1 of the Appendix C). In these plots, the electrostatic potential is depicted ver-

sus Z (CNT axis) and θ axes, and its magnitude is highlighted by the color. While

all values are negative due to the negative charges on the NMPs, the blue and red

regions respectively correspond to the most and least negative values.

For all systems, a valley-shaped distribution for the electrostatic potential, φ ,

is obtained. The minimum value of φ present in each system (located in the val-

ley and colored blue), φmin, corresponds to the lowest electrostatic potential at the

radial distance of r =15 Å. The θ and Z coordinates at φmin are about 90◦ and 0,

respectively. In other words, at r =15 Å, φmin = φ(θ =∼ 90◦,Z =∼ 0), which

is a location on this cylindrical surface relatively close to the phosphate group

of NMPs (see Fig. 5.2). This is expected due to the concentration of the nega-

tive charge in the phosphate group. The location of φmin is important because if

an external charged entity (such as the IEC column) is present, it will have the

strongest interaction with the hybrid where the minimum electrostatic potential is

found. The magnitude of φmin is also of significance since it measures the strength

of interaction, and more generally is an indication for the molecular reactivity in

biological systems [64–66].
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Figure 5.3: Distribution of the electrostatic potential (φ ) for AMP-(4,4) CNT hy-
brid as a function of Z and θ . The radial distance is fixed at r=15 Å.

Similar distributions of φ for smaller radial distances, i.e., 12 Å < r <15 Å ,

was also obtained. More specifically, at a given r a minimum was found in the

vicinity of the phosphate group in all eight systems. To examine φmin in detail,

we obtain φmin at each radial distance and plot it as a function of r in Fig. 5.4.

Different curves in Fig. 5.4 correspond to different simulated systems, and they

all show a similar trend of φmin versus r. Specifically, each curve starts with the

most negative value of φmin at r =12 Å , gradually increases with r, and shows

the trend of converging to zero as r tends to infinity. More negative φmin is ob-

tained for smaller values of r because the potential is evaluated at points closer

to the negatively charged zone of the NMP. The minimum value of the electro-

static potential on the molecular surface of the isolated nucleobases in vacuum
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was determined by Pullman et al. to be -2.25, -1.34, -1.99, and -1.23 V, respec-

tively for guanine, adenine, cytosine, and thymine [65]. For the nucleotides, more

negative values for the minimum electrostatic potential was reported due to the

inclusion of the negatively charged phosphate group [66]. Pullman and Pullman

studied the electrostatic potential of dimethylphosphate (with a net charge of -1)

as a model to represent the phosphate group in DNA. The minimum electrostatic

potential was reported to be -8.67 V at a distance of 1.05 Å from the anionic

oxygen bound to the phosphors in a plane defined by the phosphorous and two

anionic oxygen atoms [64]. Considering all NMP-CNT systems, the range of φmin

is [-10.30,-4.28] V at r =12 Å and [-4.90, -2.95] V at r =15 Å, which is similar

in magnitude to the φmin of dimethylphosphate. More direct comparison cannot

be made between the electrostatic potential of the NMP-CNT hybrids and that of

the dimethylphosphate for several reasons. Firstly, the dimethylphosphate had a

net charge of -1 while each of the NMPs we simulated has a net charge of -2.

Secondly, the dimethylphosphate was isolated while our NMPs are under the in-

fluence of the CNT. In addition, the dimethylphosphate was located in vacuum

while our hybrids were solvated. The highly polar solvent (water) and the ions

can create a screening effect for the electrostatic field. Also, the electrostatic po-

tential in Ref. [64] was evaluated at a distance of 1.05 Å from the anionic oxygen,

while the electrostatic potential in our systems was evaluated at larger distances

from the two anionic oxygen atoms.

Despite the qualitative similarity in the dependence of φmin on r, quantita-

tively, φmin is quite different for different NMP-CNT hybrids. At any given r, the

absolute value of φmin follows the order, from small to large, of TMP-(7,0) CNT,

AMP-(7,0) CNT, GMP-(7,0) CNT, CMP-(4,4) CNT, TMP-(4,4) CNT, CMP-(7,0)
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CNT, GMP-(4,4) CNT, and AMP-(4,4) CNT. Clearly, the electrostatic potential

of the hybrids strongly depends on the chirality of the CNT as well as the type of

nucleobase in the NMP.

First let us consider the effect of CNT. Except for CMP, NMP-(4,4) CNT

hybrids generates stronger electrostatic potential compared with the NMP-(7,0)

CNT hybrids. For example, φmin at r = 12 is -4.39, -7.10, -4.79, and -4.28 V,

respectively for AMP, CMP, GMP, and TMP adsorbed to the (7,0) CNT. For the

hybrids formed by NMPs and the (4,4) CNT, φmin(r=12 Å) is -10.30, -5.41, -

8.93, and -6.13 V, respectively for AMP, CMP, GMP, and TMP. Although the

two CNTs possess similar length and diameter, their different chiralities lead to

very different electrostatic potentials when they interact with the NMPs. To the

best of our knowledge, there is no work at an atomistic level to study the electro-

static potential of the hybrid. In the continuum-based study of Malysheva et al.,

it was shown that a ssDNA-metallic CNT hybrid generates smaller magnitudes of

electrostatic potential compared with a ssDNA-semiconducting CNT hybrid [26]

which would predict easier elution of ssDNA-metallic CNT hybrids observed in

early IEC experiments [1, 11]. The stronger electrostatic potential we found from

our simulations for (4,4) CNT, which is seemingly contradicting to the earlier

studies [1, 11], may be first due to the fact that the CNTs in this study have fi-

nite lengths (caused by the incapability of including PBC within the QM:MM

scheme [59]) and hence may not truly reflect the metallic/semiconducting prop-

erties of long CNTs. To explore why NMP-(4,4) CNT hybrids generates stronger

electrostatic potential, we calculated the separation distance between the NMP

atoms and the CNT surface. It was found that except for CMP, the phosphate

group in the NMP-(7,0) CNT hybrids is located closer to the CNT compared with
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that in the NMP-(4,4) CNT hybrids [55]. In other words, the (7,0) CNT binds

more tightly with the NMPs compared with the (4,4) CNT (with the exception of

CMP), which is also confirmed by examining the atomic separations and binding

energy (see Ref. [55] for detailed results of the binding energy calculations as well

as binding structures). The stronger binding can lead to stronger charge transfer

(as will be demonstrated in the next section) from the NMP to the CNT, and the

wider distribution of charges in space (as compared to concentrated charge at the

phosphate group) can cause reduction in the magnitude of electrostatic potential.

In other words, the electrostatic field of the hybrid may not be only influenced by

the electronic property of the CNT, but also by their binding strength and struc-

ture. It should be mentioned that some experiments revealed that semiconducting

CNTs were more weakly adsorbed to the IEC and eluted earlier compared with

metallic CNTs [14] which implied the complexity of the DNA-CNT interactions.
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Figure 5.4: Minimum of the electrostatic potential, φmin(r), for different simulated
systems. At each radial distance r, the electrostatic potential is calculated as a
function of Z and θ (e.g. see Figure 3), and the minimum value is reported as
φmin(r).

In addition to the influence from the CNTs, the electrostatic potential of the

hybrid is also affected by the type of nucleobase in the NMP. When the absolute

value of φmin is ranked according to the NMP, the order is CMP>GMP∼AMP∼TMP

for the NMP-(7,0) CNT hybrids and AMP>GMP>TMP>CMP for the NMP-

(4,4) CNT hybrids. The different orders of φmin for the two CNTs suggests that

the types of CNT and NMP have coupled roles in determining the electrostatic

potential of the hybrids. To further explore this, we defined the difference in min-

imum electrostatic potential, ∆φmin, presented in equation 5.1.

∆φmin(r) = |φ
(7,0) CNT
min (r)−φ

(4,4) CNT
min (r)| (5.1)
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For each NMP, ∆φmin was evaluated at each r in the range of 12 Å to 15 Å and

is shown in Fig. 5.5. According to the figure, ∆φmin decays as r becomes larger

and is expected to converge to zero as r tends to infinity, since φmin approaches

zero in all systems (see Fig. 5.4). Interestingly, for all values of r, ∆φmin for

AMP and GMP are considerably larger than that for CMP and TMP. For instance,

for almost all r, ∆φmin of GMP is more than twice that of TMP and CMP, and

∆φmin from AMP is more than three times larger. This implies that the type of

nucleobase in the NMPs remarkably influence the electrostatic potential of the

hybrid, although all NMPs carry the same amount of negative charge and have the

sugar ring and phosphate group in common. Quantitatively, ∆φmin is a measure

on the easiness of distinguishing the two types of CNTs. The significantly larger

∆φmin caused by AMP and GMP suggests that the two CNTs can be more easily

differentiated and potentially separated with these two types of NMPs. In the

separation of CNT using ssDNA in the IEC, it has been shown that the separation

is very sensitive to the DNA sequence [11]. Although the simulations here do not

involve DNA polymer, our results for ∆φmin can provide some clues on why the

separation depends on the type and sequence of nucleotides.
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Figure 5.5: Difference in the minimum electrostatic potential between NMP-(4,4)
CNT hybrid and NMP-(7,0) CNT hybrid. Each minimum electrostatic potential
is evaluated at a given distance r from the CNT axis.

5.3.2 Charge Transfer

Final partial atomic charges of the nucleotides and CNTs for all eight systems are

presented in the Appendix C (Figure C.2 and Figure C.3). The charge transfer, δ ,

between each NMP and CNT was calculated and is presented in Table 5.1. For two

of the hybrids, AMP-(4,4) CNT and GMP-(4,4) CNT, the adsorption took place

without noticeable charge transfer. In the other six hybrids, a partial electronic

charge was transferred from the NMP to the CNT and hence the CNT became

negatively charged upon the hybridization. In these six systems, δ ranges from

0.08 to 0.65 e: it is similar (around 0.1 e) for the CMP-(4,4) CNT, TMP-(4,4)

CNT, AMP-(7,0) CNT, and CMP-(7,0) CNT; while for GMP and TMP adsorbed

on the (4,4) CNT, δ is considerably large (around 0.6 e).

Unlike the lack of reports on the electrostatic potential in the literature, the
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charge transfer between the nucleotide/nucleobase and CNT has been reported

in some of the past studies, all based on using QM approaches. For instance,

Shukla et al. determined the charge transfer to be 0.02-0.04 e from DNA nucle-

obases to a (7,0) CNT using DFT (M05-2X functional) and Mulliken approach [49].

Using DFT(LDA) and Bader analysis, Gowtham et al. showed that a small amount

of electric charge, 0.05 and 0.08 e, was transferred respectively from adenine and

guanine to a (5,0) CNT [31]. Das et al. studied the adsorption of DNA nucle-

obases onto a (5,5) CNT using Mulliken population and showed that the charges

were only redistributed among the atoms without any net charge transfer between

nucleobases and the CNT [67]. Clearly, the charge transfer between DNA nu-

cleobases and CNT are essentially negligible, due to the absence of the charged

phosphate group. Enyashin et al., using self consistent charge density-functional

based tight-binding method (SCC-DFTB), reported 0.2-0.4 e charge transfer from

a PolyC-DNA to CNTs with the chiralities of (8,2) and (7,4), and less than 0.05

e for CNTs with the chiraliteis of (5,5), (7,3), (8,0), and (10,0) [47].Considering

that the hybrids involved polymer DNA, the charge transfer is still insignificant.

This is because although the phosphate groups were included, they were not de-

protonated and hence the DNAs simulated were neutral. The only work where

the charge transfer was found to be significant is by Wang and Ceulemans, who

evaluated the charge transfer for two connected AMPs adsorbed on CNTs using

Mulliken approach [35]. The simulations were also performed in vacuum and the

two connected AMPs were charge neutral. Charge transfer of 0.85 and 0.56 e was

found, respectively for (7,0) and (4,4) CNTs, but in contrast to all other studies,

the direction of the transfer was from the CNT to the AMPs, which is not yet

understood.
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It should be pointed out that the charge transfer calculations are quite sensitive

to the choice of the QM approach as well as the charge calculation scheme. It

has been shown that very different results for the charge transfer in the biological

systems may be obtained based on different selections of the QM and charge cal-

culation methods [68]. It is well known that the Mulliken charge scheme, although

most widely used due to its simplicity, poorly describes the molecular properties

especially the electrostatic potential [69]. On the other hand, Resp approach, em-

ployed in our study, is known to accurately reproduce the electrostatic potential

of the molecular systems. Our finding that hybrids with (7,0) CNT generally have

larger charge transfer compared with the (4,4) CNT is consistent with the elec-

trostatic potential results discussed in Section 5.3.1, and both can be explained in

terms of the tightness of the binding. As mentioned earlier, the NMPs are more

tightly bound to the (7,0) CNT compared with the (4,4) CNT [55], which may

facilitate the charge transfer between the two entities, and this is evidence by the

data shown in Table 5.1. The correlation between binding strength and charge

transfer was also reported by Lu et al., who showed that the physisorption of

naphthalene, anthracene, and tetracyanoquinodimethane (TCNQ) on a (6,6) CNT

was in general stronger compared with those on a (10,0) CNT, which was accom-

panied by higher charge transfer to the (6,6) CNT [70]. On the other hand, for the

NMPs adsorbed onto the same CNT, the order of the charge transfer is more com-

plex, and cannot be explained by the tightness of binding alone. For example, for

the (4,4) CNT, the energy of binding for the four NMPs was found to follow the

order of GMP>TMP>CMP>AMP [55]. The corresponding order for the charge

transfer is CMP>TMP>GMP∼AMP. For the (7,0) CNT, the order of the energy

of binding was shown to be TMP>AMP>GMP>CMP [55] while the order for
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the charge transfer is GMP>TMP>CMP>AMP. One possible explanation might

be the position and orientation of the NMPs relative to the CNT. It is well known

that the potential energy surface (PES) for nucleobase-CNT hybrids is shallow

with many possible local minima [32, 33, 54], which is likely also true for the

NMP-CNT hybrids. These local minima can correspond to the similar binding

energy but different configurations of the NMPs relative to the CNT, which can

result in different charge transfers. Leenaerts et al. evaluated the energy of bind-

ing and charge transfer upon the adsorption of H2O, NH3, CO, NO2, and NO on

graphene. They showed that different relative configurations (adsorption site and

orientation) of the adsorbed molecules may result in the same energy of binding,

but completely different values of the charge transfer [71].

Table 5.1: Charge transfer (e) between NMPs and CNTs

AMP CMP GMP TMP

(4,4) CNT ∼ 0 0.10 ∼ 0 0.08

(7,0) CNT 0.12 0.15 0.65 0.54

Compared with past works in literature, the present work adopted an atom-

istic QM:MM approach and evaluated the electrostatic potential generated by the

NMP-CNT hybrid for the first time. An electrolytic environment was introduced,

which has two consequences: the charged NMPs as well as the polar medium

around the hybrids. This was never done in previous QM studies, but is essen-

tial and better mimics the conditions in most experiments involving these hybrids

(e.g., the CNT separation experiments using IEC). The presence of solution is im-
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portant to the properties of the hybrids including binding structure and strength,

as well as electrostatic potential. For instance, the contribution of water release

to the binding energy between NMPs and CNTs has been shown to be consider-

able [55]. The polarization of the CNT by the NMPs and the solution was taken

into account so as to produce accurate electron density, which is not possible with

classical MM or continuum approaches. Therefore, our work is an important step

toward more comprehensive modeling of the DNA-CNT hybrids.

Despite these merits, several limitations, caused by the current limitations in

computational capacity and methodology, should be addressed. First, applying

PBC or simulating a relatively long CNT is essential in order to precisely resemble

the electronic properties of the bulk CNT. Second, a larger number of nucleotides

should be included in order to resemble a long DNA interacting with the CNT.

Presence of a longer piece of DNA may introduce other influential factors in its

interactions with CNTs. For instance, it has been shown that the wrapping angle

which is affected by the length of the ssDNA plays an important role in the prop-

erties of the hybrid [15]. In addition, only two Na+ cations were considered in

this work to just neutralize the system. Different type and concentrations of salt

may affect the properties of the hybrids, as it has been shown that the number of

ions affects the energy of binding between NMPs and a (6,0) CNT [56]. The ef-

fect on the electrostatic potential and charge transfer requires a series of separate

simulations with different salt types and concentrations. Last, the explicit water

molecules were replaced by a continuum model in the charge transfer calcula-

tions which may reduce the accuracy of the partial atomic charge calculation. It is

important to develop computationally affordable QM:MM methods to reduce the

aforementioned limitations in order to more precisely study the properties of the
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ssDNA-CNT hybrids.

5.4 Conclusions

Using a QM:MM method, the electrostatic potential and charge transfer was eval-

uated for the hybrids formed by DNA nucleotides and CNTs in aqueous solution.

It is the first model that included QM description of the CNT and nucleotide un-

der the influence of the electrolytic environment, and explicitly calculated electro-

static potential from atomic simulations. It is shown that the electrostatic potential

of the hybrid in its vicinity strongly depends on the type of nucleotide and the chi-

rality of the CNT. At the same distance from the CNT axis, the NMP-(4,4) CNT

hybrids were found to generate stronger electrostatic potential compared with the

NMP-(7,0) CNT hybrids. Atomic charge calculations also showed stronger charge

transfer from the NMP to the CNT in the case of (7,0) CNT. Compared with our

previous findings where NMPs were shown to generally bind tighter to the (7,0)

CNT compared with the (4,4) CNT, these results suggest the electrostatics of the

DNA-CNT hybrids may be influenced by the tightness of the binding. AMP and

GMP were found to produce larger difference in electrostatic potential when they

bind to the two types of tubes, indicating their better capability of distinguishing

the two CNTs.
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Chapter 6

Interactions between DNA

Nucleotides and Carbon Nanotube:

A Molecular Dynamics Study1

6.1 Introduction

DNA-Carbon nanotube (CNT) hybrid structure has attracted immense attention

in the last ten years. This hybrid structure has shown very interesting properties

and potential applications including drug delivery [1–4], cancer detection [5], and

CNT processing technologies [6]. Many theoretical studies including molecular

dynamics (MD) simulations have been performed to study the role of important

parameters including CNT chirality, DNA length and sequence, and solution en-

vironment on the interactions of DNA and CNT. However, quantum effects were

neglected in those studies. In particular, the partial atomic charges (PAC) on the

1A version of this chapter is in preparation for publication.
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DNA and the CNT in these MD simulations were based on isolated DNA and CNT

optimized in vacuum. Further interactions between DNA and CNT are assumed

not to alter these PACs. In Chapter 5, it has been shown that the charge transfer

between DNA nucleotides and CNT can be considerable, and the distribution of

the PAC on the nucleotides and CNT optimized in an aqueous environment can be

very different from the PAC obtained using an individually optimized molecule in

vacuum. It is therefore interesting to explore the effect of the redistributed PAC

on the behaviors of the nucleotide-CNT hybrids in a dynamic environment, which

is the main objective of this Chapter.

The same nucleotide monophosphate (NMP)-CNT hybrids studied in Chapter

4 and 5 are simulated here using classical MD at room temperature. Computa-

tional details are described in Section 6.2. Results of NMP-(4,4) CNT and NMP-

(7,0) CNT hybrids are presented in Section 6.3 and conclusions are given Section

6.4.

In this study, the adsorption of negatively charged NMPs to two different

CNTs with chiralities of (4,4) and (7,7) in solution is investigated. We are mainly

interested to determine how the partial atomic charge assignment methods, CNT’s

chirality, and nucleobase type affect the structural properties of the NMP-CNT

system. Computational details are described in Section 6.2. Results of NMP-(4,4)

CNT and NMP-(7,0) CNT hybrids are presented in Section 6.3 and conclusions

are given Section 6.4.
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6. DNA Nucleotide-CNT Hybrid: MD Simulation 6.2. Simulation details

6.2 Simulation details

Figure 6.1 shows four DNA nucleotides and two CNTs considered in this study.

Nucleotides in the form of monophosphates i.e., nucleoside monophosphate (NMP)

include adenosine 5’-monophosphates (AMP), cytidine 5’-monophosphates (CMP)

, guanosine 5’-monophosphates (GMP) and thymidine 5’-monophosphates (TMP).

The two CNTs with the chiralities of (7,0) and (4,4) possess similar diameters

(5.48 Å and 5.42 Å) and lengths (15.6 Å and 14.8 Å). The starting geometry for

all eight NMP-CNT hybrids were adopted from our previous work [7] where the

same hybrids were optimized using a QM:MM approach. The hybrids were then

immersed in a 60×60×60 nm3 water box. Two Na+ cations were also added to

the simulation box to neutralize the system since each NMP carries a charge of

-2 [8–10].

Two sets of simulations were performed which differ by the way the partial

atomic charges were assigned. More specifically, two schemes, namely original

charges scheme (OCS) and redistributed charges scheme (RCS) were considered.

In OCS, the partial atomic charges are the ones obtained for each isolated NMP

and CNT in vacuum. Each of isolated NMPs and CNTs was optimized using a

QM approach. The partial atomic charges were then evaluated based on Resp

approach using Gaussian [11] and AmberTools [12]. This method is the typical

way of assigning atomic partial charges in most MD simulations. On the other

hand, in the RCS, the Resp partial atomic charges were obtained after a geome-

try optimization for the NMP-CNT hybrid using a QM:MM approach in Ref. [7].

Specifically, partial atomic charges are redistributed in both CNT and NMP upon

hybridization. Therefore, redistributed partial charges are more realistic to per-

208



6. DNA Nucleotide-CNT Hybrid: MD Simulation 6.2. Simulation details

form the MD simulation. Partial atomic charges based on OCS and RCS are

respectively presented in Fig. B.3 and Fig. C.2-3.
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6. DNA Nucleotide-CNT Hybrid: MD Simulation 6.2. Simulation details

Molecular dynamics simulations were carried out based on general Amber

force field (GAFF) [13] using Amber 14 package [14]. Each of the eight NMP-

CNT systems was simulated in the isothermal-isobaric (NPT) ensemble. The

pressure was controlled at 1 bar with the isotropic position scaling scheme. The

Langevin dynamics with the collision frequency 1.0 ps−1 was employed to con-

trol the temperature at 300 K. Periodic boundary conditions (PBC) were applied

in all three directions. Particle Mesh Ewald (PME) method with a non-bonded

cut off distance of 12 Å for treating long-range electrostatics was used. SHAKE

algorithm was applied to constrain bonds involving hydrogen atom. The time step

was set to be 2 femtoseconds (fs). Initially, each NMP-CNT hybrid was subjected

to an initial energy minimization step where NMP and CNT were kept fixed. A

second energy minimization step was performed where all atoms were free to re-

lax. An equilibration step for 200 picoseconds (ps) was then carried out in which

the temperature was increased from 0 to 300 K. Finally, the production phase was

run for 100 ns. The trajectories were saved at 2 ps intervals for further analysis

using AmberTools 14 [12].

To investigate the displacement and orientation of the NMPs with respect to

CNTs, three degrees of freedom are chosen to study: the separation distance (d),

the horizontal position (h), and the tilting angle (θ ). Fig. 6.2 shows a schematic

description for d, h, and θ . d is defined as the distance between the nucleobase’s

center of mass (COM) and the CNT surface and was obtained by first calculating

the distance from COM of nucleobase to the CNT axis and then subtracting from

it the radius of the CNT. h is defined as the relative position of each NMP with

respect to the CNT. To evaluate h, the projection of the nucleobase’s COM onto

the CNT axis at each time (Ot) was obtained. h is then defined as the position of
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6.3 Results and discussion

6.3.1 NMP-(4,4) CNT hybrids

Fig. 6.3 shows the separation distance, d, and horizontal position, h, for the NMP-

(4,4) CNT hybrids. Sub-figures in the left and right panels were obtained respec-

tively based on the RCS and OCS.

Let us first look at the results of d, based on the RCS. For AMP, CMP, and

GMP, d slightly fluctuates around an average value of ∼3 Å for most of the sim-

ulation time, indicating those NMPs remain adsorbed to the CNT throughout the

simulation course. Only for TMP large fluctuations are found during the time be-

tween ∼ 30 to 40 ns, with d reaching up to 40 Å. This indicates that the TMP

detaches from the CNT surface for approximately 10 ns, reattaches to the CNT

and remains adsorbed afterwards. Based on the OCS (see right sub-figures in

Fig. 6.3), the variation of d is different since except GMP, all NMPs detaches

from the CNT surface for some periods of time. For instance, AMP detaches

from the CNT at ∼7 ns for a very short period of time and reattaches. At the time

of ∼35 ns, AMP detaches again for ∼5 ns. CMP detaches from the CNT from

∼75 ns to ∼85 ns while the detachment for TMP occurs at the time between ∼76

ns to ∼80 ns.
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Figure 6.3: Separation distance and horizontal position between NMPs and (4,4)
CNT: (a) AMP-(4,4) CNT, (b) CMP-(4,4) CNT, (c) GMP-(4,4) CNT, and (d)
TMP-(4,4) CNT; results for separation distance and horizontal position respec-
tively coloured red and blue. Figures in the left and right panels were obtained
respectively based on the RCS and OCS.
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The probability distribution of d for all four NMPs based on the RCS and OCS

is presented in Fig. 6.4. In all hybrids, the highest peak is present at d ∼ 3 Å, in-

dicating that the nucleobase in each NMP tends to be located at that separation

distance from the CNT surface. Based on the RCS, except for TMP, the probabil-

ity of d being larger than ∼ 5 Å is zero. For TMP, the probability of d being larger

than ∼ 5 Å is non zero due to the detachment of the TMP from the CNT between

30 ns and 40 ns . Based on the OCS, the probability of d being larger than ∼ 5

Å is only zero for GMP. Such probability is also negligible for AMP and TMP

compared with that for CMP, since the detachment for AMP and TMP occurs for

a much shorter time.
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Figure 6.4: Probability distribution for the separation distance between NMPs and
(4,4) CNT: (a) AMP-(4,4) CNT, (b) CMP-(4,4) CNT, (c) GMP-(4,4) CNT, and (d)
TMP-(4,4) CNT. Figures in the left and right panels were obtained respectively
based on the RCS and OCS.
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Compared with the separation distance, the horizontal position exhibits a much

more dynamic behaviour in Fig. 6.3. Based on both RCS and OCS, larger fluc-

tuations in h are observed compared with that in d. Furthermore, fluctuations

become much larger at the time intervals during which largest fluctuations in d

are seen, corresponding to the detachment of NMPs. To investigate the horizontal

position of NMPs in more detail, the probability distributions of h is depicted in

Fig. 6.5. Sub-figures in the left and right panels were obtained respectively based

on the RCS and OCS. Compared with Fig. 6.4, the distribution of h is clearly much

wider, consistent with the larger fluctuation in h compared to d (Fig. 6.3). This

also indicate that horizontal shift along the CNT axis is a more dominant mode of

motion compared with displacement away from the CNT axis. h is mostly found

to be between ∼ −7.5 Å and 7.5 Å. According to the definition of h presented

in Section 6.2, Fig. 6.5 suggests that the nucleobases’s COM is mainly located

within the length of the CNT while each NMP displaces from one CNT end to

the other. In all cases, the highest peak is found at h = 0 i.e., the probability of

nucleobases’s COM to be located in the middle of the CNT is highest while the

corresponding probability is lowest near the two CNT ends. In addition, the dis-

tribution is nearly symmetric with similar magnitudes in both left and right panels

in Fig. 6.5. This implies that there is no preferred direction in which NMPs shift

relative to the CNT.

Based on the RCS, the probability of h to be less than -10 Å or greater than 10

Å is zero, except for TMP which is due to its detachment from the CNT at 30 ns

to 40 ns. Based on the OCS, the probability of h to be less than -10 Å or greater

than 10 Å is non zero for AMP, CMP, and TMP. Such probability is large for CMP

compared with AMP and TMP since CMP detaches from the CNT for a longer
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time compared with the two NMPs.
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Figure 6.5: Probability distribution for the horizontal position between NMP and
(4,4) CNT: (a) AMP-(4,4) CNT, (b) CMP-(4,4) CNT, (c) GMP-(4,4) CNT, and (d)
TMP-(4,4) CNT. Figures in the left and right panels were obtained respectively
based on RCS and OCS.
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In order to analyze the orientation of the NMPs with respect to the CNT, the

probability of cosθ for NMP-(4,4) CNT hybrids is presented in Fig. 6.6. Sub-

figures in the left and right panels present the results respectively for the RCS

and OCS. For all NMPs, the highest peak is found at cosθ being ∼ 1, which

corresponds to the cases where the nucleobase plane in each NMP is parallel with

respect to the CNT surface. Based on the RCS, the probability of finding cosθ

to be negative is zero for all NMPs, except for TMP in which case a secondary

peak is found at the probability of cosθ being between ∼ −0.9 to −1. Such

negative values of cosθ indicates that the nucleobase plane is flipped with respect

to its initial configuration. This is consistent with the results in Fig. 6.3 in which

TMP was found to detach from the CNT for ∼ 10 ns (Also see plots of cosθ

versus d in Appendix D.). Based on the OCS, except for GMP, the probability

of negative values for cosθ is non-zero for all NMPs. Specifically, nucleobases

in NMPs (except GMP) flip for some period of time due to the detachment from

the CNT, consistent with results in Fig. 6.3. A secondary peak is seen at cosθ

being between ∼ −0.9 to −1 for AMP, CMP, and TMP which is relatively high

compared with the results obtained based on the RCS.
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Figure 6.6: Probability distribution of cosθ for: (a) AMP-(4,4) CNT, (b) CMP-
(4,4) CNT, (c) GMP-(4,4) CNT, and (d) TMP-(4,4) CNT hybrids. Figures in the
left and right panels were obtained respectively based on the RCS and OCS.
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The distance between each Na+ ion and the phosphorous atom (P) in each

NMP was also calculated in order to track the displacements of ions in the solu-

tion. Fig. 6.7 shows the Na+-P distance for the NMP-(4,4) CNT hybrids. Results

based on the RCS and OCS are respectively shown in the left and right panels.

Based on RCS, at each simulation time, at least one of the Na+ ions was found

to be located at a distance of ∼ 3 Å from the P atom. For each hybrid, there are

instants at which the two ions exchange, namely the attached one is released to

the solution while the other ion attaches to the phosphate group. However, results

obtained based on the OCS are different as there is ∼ 50% of time during which

both ions are found at the distance greater than 3 Å. For instance, both ions are far

from the TMP for most of the simulation time in the TMP-(4,4) CNT hybrid and

one of ions is found bound to the phosphate group only for some short periods of

time.
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Figure 6.7: Distance between Na+ ions and P atom for: (a) AMP-(4,4) CNT, (b)
CMP-(4,4) CNT, (c) GMP-(4,4) CNT, and (d) TMP-(4,4) CNT hybrids. Figures
in the left and right panels were obtained respectively based on the RCS and OCS.

223



6. DNA Nucleotide-CNT Hybrid: MD Simulation 6.3. Results and discussion

The three DOFs (d, h, and θ ) correspond to the relative motion of NMPs with

respect to the CNT. The horizontal displacement, h, was found to be the most

significant mode of NMPs’ displacement. The probability distribution of h was

symmetric i.e., each NMP displaces within the length of the CNT with no pre-

ferred direction. NMPs were found to located in the vicinity of the CNT surface;

however few transient detachments from were also observed. The orientation of

the nucleobase is parallel to the CNT surface (stacked) for the most time, but asso-

ciated with the transient detachment, unstacking or even flipping for some of the

NMPs were present. The dynamic detachments of NMPs from the CNT surface

involve large fluctuations in all three DOFs.

The three DOFs were shown to depend on the charge assignment scheme.

Specifically, compared with the RCS, more frequent large fluctuations in d and h

are found based on the OCS. Furthermore, the probability of finding cosθ being

negative is higher using the OCS. Such findings implies that NMP-CNT systems

are more dynamic if the OCS is employed. One possible reason for such dif-

ference caused from different charge schemes is that the charge transfer between

NMP and CNT could be large [15]. Hence, the original and redistributed partial

atomic charges could be very different, leading to different structural properties

of the hybrid. The charge transfer from NMP to the CNT contributes to the higher

stability of binding between the two [7]. Therefore, NMP-CNT hybrids are likely

more stable based on the RCS compared with the OCS in which the charge trans-

fer was not take into account.

Different charge schemes were also found to have a significant influence on

the dynamics of ions in the solution (see Fig.6.7). Specifically, ions were found to

be more weakly bound to the NMPs using the OCS. Our charge analysis showed
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that the total charge of the phosphate group is more negative (approximately 20%)

based on the RCS compared with that based on the OCS [15]. Higher concentra-

tion of negative charges on the phosphate group may lead to stronger electrostatic

attraction with the positively charged sodium ions and hence less dynamic mo-

tions for the ions, as seen in Fig.6.7.

For further discussion below, only the results based on the RCS are consid-

ered, as it is more accurate compared with the OCS. NMP-(4,4) CNT hybrids are

found to be relatively stable as each NMP remains adsorbed on the CNT surface

for most of the simulation time. Only TMP detaches for a short period of time

which could be due to relatively smaller molecular mass compared with AMP

and GMP. CMP possess smaller molecular mass compared with TMP, however

the charge transfer from that to the CNT is slightly larger which may facilitate its

stability on a CNT. It should be pointed out that the stability of NMPs on CNT

surface depend on several factors including the orientation of NMPs with respect

to the CNT, NMP’s molecular mass, and charge transfer between NMP and the

CNT. Parallel orientation of nucleobase plane with respect to the CNT surface

maximizes the non-bonded van der Waals interaction between them and hence

the hybrid becomes more stable. In addition, the adsorption of heavier NMPs is

less likely disturbed by the thermal fluctuations of the system in MD simulations.

For instance, no detachment is observed for GMP which has the largest molecular

mass among the four NMPs.
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6.3.2 NMP-(7,0) CNT hybrids

Results of d and h for NMP-(7,0) CNT hybrids are shown in Fig. 6.8. Sub-figures

in the left and right panels were obtained respectively based on the RCS and OCS.

Overall, results are similar to the ones obtained and discussed for the NMP-(4,4)

CNT hybrids in the previous section. However, non of the NMPs detaches from

the (7,0) CNT surface based on the RCS. The detachment occurs only for two

cases: AMP and CMP, if the OCS is employed. AMP is found to detach for

∼ 5 ns, while CMP detaches for a shorter period of time. Fig. 6.9 shows the

probability distribution of d. Similar to the NMP-(4,4) CNT hybrids, the highest

peak is present at d ∼ 3 Å.

Fig. 6.10 shows the probability distribution of h with the highest peak in the

middle, similar to the ones in Fig. 6.5. Probability of h for AMP and CMP based

on the OCS differ from the other distributions as non-zero probability is seen for

h being less than ∼ −10 Å and greater than ∼ 10 Å. This is due the detachment

of AMP and CMP from the CNT for some period of time.

Probability of cosθ is presented in Fig. 6.11. Large peaks of cosθ at ∼ 1 are

indication of the parallel orientation of nucleobases in NMPs with respect to the

CNT surface. Distributions for AMP and CMP based on the OCS are different as

peaks of cosθ at ∼−1 are relatively large due to high probability of those NMPs

to detach from the CNT surface for a considerable simulation time.
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Figure 6.8: Separation distance and horizontal position between NMPs and (7,0)
CNT: (a) AMP-(7,0) CNT, (b) CMP-(7,0) CNT, (c) GMP-(7,0) CNT, and (d)
TMP-(7,0) CNT; results for separation distance and horizontal position respec-
tively coloured red and blue. Figures in the left and right panels were obtained
respectively based on the RCS and OCS.
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Figure 6.9: Probability distribution for the separation distance between NMPs and
(7,0) CNT: (a) AMP-(7,0) CNT, (b) CMP-(7,0) CNT, (c) GMP-(7,0) CNT, and (d)
TMP-(7,0) CNT. Figures in the left and right panels were obtained respectively
based on the RCS and OCS.
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Figure 6.10: Probability distribution for the horizontal position between NMP and
(7,0) CNT: (a) AMP-(7,0) CNT, (b) CMP-(7,0) CNT, (c) GMP-(7,0) CNT, and (d)
TMP-(7,0) CNT. Figures in the left and right panels were obtained respectively
based on the RCS and OCS.
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Figure 6.11: Probability distribution of cosθ for: (a) AMP-(7,0) CNT, (b) CMP-
(7,0) CNT, (c) GMP-(7,0) CNT, and (d) TMP-(7,0) CNT hybrids. Figures in the
left and right panels were obtained respectively based on the RCS and OCS.
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Fig. 6.7 shows the distance between each Na+ ion and the phosphorous atom

(P) in each NMP. Based on the RCS, at least one of the ions is located within

the distance of ∼ 3 Å from the P atom in AMP-(7,0) CNT and TMP-(7,0) CNT

hybrids. For CMP-(7,0) CNT and GMP-(7,0) CNT hybrids, there are instants that

both ions are located far from the NMP. Based on the OCS, no ions are found near

the NMP for some periods of time for all hybrids. Overall, ions are found to be

more dynamic based on the OCS, similar to NMP-(4,4) CNT hybrids.
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Figure 6.12: Distance between Na+ ions and P atom for: (a) AMP-(7,0) CNT, (b)
CMP-(7,0) CNT, (c) GMP-(7,0) CNT, and (d) TMP-(7,0) CNT hybrids. Figures
in the left and right panels were obtained respectively based on the RCS and OCS.
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It is important to study the effect of CNT’s chirality on the properties of NMP-

CNT hybrids. We only consider the results obtained based on the RCS to compare

the results of the NMP-(4,4) CNT and NMP-(7,0) CNT hybrids hereafter. Similar

bahavior in d was found for both CNTs indicating NMPs adsorb on both CNTs

within similar separation distance. In addition, the probability of h being approxi-

mately zero was highest for all NMPs adsorbed on the CNTs indicating that NMPs

are mainly found in the middle of each of CNTs. Furthermore, NMPs preferred a

parallel orientation with respect to the CNT surface, regardless of the chirality of

the CNT.

Despite the above similarities, there are considerable differences due to the

difference in CNTs’ chiralities. First of all, TMP was found to detach from the

(4,4) CNT while it remains adsorbed on the (7,0) CNT. It has been shown that

TMP adsorbs more weekly to the (4,4) CNT surface in the absence of dynamics

motions [7] i.e., TMP-(4,4) hybrid is less stable compared with TMP-(7,0) CNT

hybrid and hence the the detachment from the (4,4) CNT is more likely to take

place. Secondly, more frequent exchange of ions are seen in the NMP-(7,0) CNT

hybrids especially for CMP and GMP. Also, different from GMP-(4,4) CNT hy-

brids, no ion is bound to the phosphate group during a considerable simulation

time for the GMP-(7,0) CNT hybrid. Except for GMP, the concentration of nega-

tive charge in the phosphate group is higher in all NMP-(7,0) CNT hybrids com-

pared with that in NMP-(4,4) CNT hybrids, which may explain why positively

charged ions are less likely bound to the GMP in the GMP-(7,0) CNT hybrid.

It should be pointed out that several limitations were present in this study.

First of all, although the PACs in the RCS are expected to be more accurate when

the NMP and CNT are near their optimized structures, they were assumed to be
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fixed during MD simulations in both charge assignment schemes. In reality, PAC

can further vary upon displacement of NMPs with respect to CNTs due to the

possible charge transfer between them. Future advances in ab initio molecular dy-

namics [16] and polarizable force fields [17] can eliminate such limitation. Sec-

ondly, only two types of CNTs were considered in this study. It is interesting to

systematically explore the effect of CNT’s chirality by investigating a series of

CNTs with different chiralities. In addition, only two Na+ cations were present

in the systems. Different salt type and concentration may affect the properties of

NMP-CNT hybrids; for instance Frischknecht and Martin showed that the bind-

ing energy between NMP and CNT depends on the salt concentration [9]. Despite

those limitations, the findings of this study will shed a light in future attempts to

simulate interactions between DNA and CNTs.

6.4 Conclusions

A series of classical molecular dynamics simulations was performed to study the

adsorption of DNA nucleotides on two CNTs with different chiralities of (4,4) and

(7,0). Our results showed that nucleotides undergoes considerable horizontal shift

along the CNTs’ axis subjected to a constant separation distance between them.

In addition, the nucleobase plane in each NMP tends to posses a parallel orienta-

tion with respect to the CNTs surface. Occasional detachment and reattachment

of NMPs from CNTs were observed. It was also found that the configurational

properties of NMP-CNT hybrids depend on partial atomic charges. Specifically,

each NMP-CNT hybrid was more stable if the partial atomic charges were ob-

tained from a quantum mechanical calculation on the same optimized NMP-CNT
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hybrid, compared with the typical way of assigning partial charges in molecular

dynamics simulations in which the partial charges are determined based on iso-

lated molecules.
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Chapter 7

Conclusions and Future work

7.1 Conclusions

Recent studies on the DNA-CNT hybrid have revealed it as a very promising nano

hybrid structure with many appealing applications. Those applications include

bio-sensors for cancer detection, CNT dispersion and purification, and drug de-

livery [1–7]. While experimental studies on this subject are expanding, accurate

theoretical models are needed in order to describe the properties of these com-

plicated DNA-CNT hybrids. Such models can be used to predict and customize

the chemo-physical properties of the hybrids and facilitate future experimental

efforts.

This study is an attempt to improve past theoretical efforts on studying DNA-

CNT hybrids in an electrolyte solution. There has been a large gap between theo-

retical models and experiments due to several limitations in the theoretical studies.

Even though simulations at quantum mechanical level can accurately capture the

electron distribution in the hybrid, the molecular models were very small and the
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hybrids were simulated in vacuum, which lacked the important electrolytic envi-

ronment present in experiments. Molecular mechanics simulations allowed the

increase in length and time scales, but description of the interactions between

DNA and CNT was inaccurate. In particular, the electronic structure of the CNT

was missing, which is crucial in DNA-assisted CNT separation. The main goal

of this study is to reduce those deficiencies by introducing a mixed quantum me-

chanics:molecular mechanics model along with employing suitable computational

methods for such model.

To build the model, a comprehensive critical review of relevant past studies

on the interactions of DNA building blocks (nucleobase and nucleotide) with

CNT/graphene was first performed. It was shown that there are discrepancies

in the theoretical results for the structural properties and strength of binding of

DNA nucleobase/nucleotide to CNT/graphene, due to the difference in simulated

systems, simulation method and procedure. Important factors and limitations in

simulation of DNA-CNT hybrids leading to the existing discrepancies were dis-

cussed.

Based on the review study, we adopted the systems and methods of Ref. [8]

and studied the binding of DNA nucleobases to a CNT with the chirality of (7,0).

Specifically, we calculated the binding energy and separation distance between

DNA nucleobases and the CNT in vacuum from the geometry optimization of the

hybrid using DFT. It was shown in detail that the initial configuration of nucle-

obase with respect to the CNT is an important factor and considerably influences

the results.

In order to include the electrolyte solution so as to present a more realistic

model, mixed quantum mechanics and classical molecular mechanics (QM:MM)
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were employed to study the binding of DNA nucleotides with CNTs. To make

the problem computationally manageable, explicit water molecules and ions were

treated classically using the Amber force field. The DNA nucleotides (all four

types) and CNT (two chiralities: (4,4) and (7,0)) were modeled with a validated

dispersion-corrected DFT approach, which is essential to accurately describe the

interactions between nucleotides and CNT. Optimized binding structures for the

hybrids were obtained and binding energies were calculated. Our results showed

a strong physisorption of nucleotides on CNTs, compared with past studies on

nucleobase-CNT binding in a vacuum. It was pointed out that the contribution

from the release of water molecules upon hybridization to the binding energy

could be considerable, facilitating the adsorption. Furthermore, dependency of the

binding structure and energy on the chirality of the CNT as well as the nucleobase

type was shown.

The electrostatic potential and charge transfer for the optimized DNA nucleotide-

CNT hybrids were also evaluated. The results suggested that the electrostatic po-

tential of the hybrids depends on the chirality of the CNT which can be used to

distinguish CNTs with different chiralities. Also, it was shown that charge transfer

from the nucleotides to the (7,0) CNT is larger compared with that for the (4,4)

CNT, which correlates with the stronger nucleotide-CNT binding found for the

(7,0) CNT.

Finally, a series of classical molecular dynamics simulations were performed

for the DNA nucleotide-CNT hybrids. It was revealed that nucleotides adsorb on

CNT surface with a nearly constant separation distance while the relative hori-

zontal displacement along the CNTs’ axis was considerable. Occasional attach-

ment/reattachment from the CNT surface was also observed. NMP-(7,0) CNT
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hybrids were found to be more stable compared with NMP-(4,4) CNT hybrids,

consistent with previous findings. In addition, the stability of NMP-CNT hybrids

was shown to depend on partial atomic charges. Specifically, atomic charges ob-

tained from our QM:MM simulations for the same NMP-CNT hybrids resulted in

more sable hybrids compared with those obtained for isolated NMPs and CNTs.

7.2 Future Work

Our goals in this thesis were to build atomistic-scale models for hybrids formed

by DNA nucleobases or nucleotides with CNT using classical and quantum me-

chanical approaches, to study the properties of such hybrids, and to investigate the

effect of nucleobase type, CNT chirality, and inclusion of solution.

Although the work presented here is the first attempt to provide a compre-

hensive model for the DNA nucleotide-CNT hybrids, there are clear limitations,

as mentioned throughout the previous Chapters. Future efforts can be spent to

eliminate these limitations and here we point out a few directions in which im-

provement can be made.

1- It would be more realistic if a piece of DNA is modelled instead on a single

nucleotide. It has been shown that the wrapping angle, which will be present

only if a relatively large DNA is modelled, has considerable effects on DNA-CNT

properties [9]. Although a larger DNA piece requires much more computational

resources, it is an essential step in studying DNA-CNT hybrids. Larger DNA will

also allow the study on the effect of DNA sequence, which has been shown to

influence the structural configuration of DNA on CNT surface [3, 10].

2- It would be very useful to consider longer CNTs. Long CNTs will first
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eliminate the edge effects; secondly, more accurate description of the electronic

properties of CNT will be provided, if a QM approach is used to simulate the long

CNT. Despite notable advances in the computational methods and facilities, simu-

lation of long CNTs is still very challenging. An alternative would be developing

QM:MM approaches for periodic systems.

3- Considering a variety of CNTs with different chiralities and hence differ-

ent electronic properties will be an interesting direction to pursue, as it has been

shown that the electronic properties of the CNT are among the most important

factors in the separation of CNTs according to their chiralities [9, 11].

4- Effects of salt type and concentration need to be addressed. The increase in

salt concentration can not only provide screening for the electric field generated by

the DNA-CNT hybrids, but also can affect the binding. Different types of salt have

been shown to have different performance in the separation of CNTs according

to their chiralities [9, 12], so it would be interesting to explore the mechanisms

behind this observation

5- Another extension to this study would be performing a dynamic QM:MM

simulation instead of a geometry optimization. Dynamic effects including tem-

perature, pressure, entropy, and other thermodynamic quantities are important to

consider in order to make comparison with experiments. Currently, it is not com-

putationally feasible to perform such simulation for large systems, however, it

might be doable to employ semi-empirical approaches for DNA-CNT hybrids.

6- Beside the theoretical points mentioned above, on the experimental side,

it would be beneficial to perform experiments so that more direct comparison

with theoretical results can be made. For instance, instead of DNA polymers, it

would be helpful to have experiments on the binding of single nucleobases and
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nucleotides to CNT. In addition, experiments on the binding of single DNA nu-

cleotides to different CNTs with different chiralities seem to be necessary to find

out how the CNT chirality affect the properties of the hybrids.
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Figure A.1: Binding energies for: (a) A-CNT, (b) C-CNT, (c) G-CNT, and (d) T-CNT

obtained from 24 simulations for each hybrid. Horizontal axis in each subfigure

represents the indices for the 24 initial configurations.
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(a)

(b)
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(c)

(d)

Figure B.1: Initial configuration of NMP-CNT systems in solution: (a) AMP-(7,0)
CNT, (b) CMP-(7,0) CNT, (c) GMP-(7,0) CNT, and (d) TMP-(7,0) CNT; left and
right figures are receptively front and side view.
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(a)

(b)
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(c)

(d)

Figure B.2: Initial configuration of NMP-CNT systems in solution: (a) AMP-(4,4)
CNT, (b) CMP-(4,4) CNT, (c) GMP-(4,4) CNT, and (d) TMP-(4,4) CNT; left and
right figures are receptively front and side view.

323



Appendix B

(a) (b)

(c) (d)
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(e)

(f)

Figure B.3: Atomic partial charges: (a) AMP, (b) CMP, (c) GMP, (d) TMP, (e)
(4,4) CNT, and (f) (7,0) CNT.
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Figure B.4: Interior points, 3D mesh (Tetrahedral mesh), exterior mesh (Convex
hull), and exterior surface for AMP-(4,4) CNT hybrid.
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(a)

(b)
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(c)

(d)

Figure B.5: Final optimized configuration of NMP-CNT systems in solution: (a)
AMP-(7,0) CNT, (b) CMP-(7,0) CNT, (c) GMP-(7,0) CNT, and (d) TMP-(7,0)
CNT; left and right figures are respectively front and side view.
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(a)

(b)
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(c)

(d)

Figure B.6: Final optimized configuration of NMP-CNT systems in solution: (a)
AMP-(4,4) CNT, (b) CMP-(4,4) CNT, (c) GMP-(4,4) CNT, and (d) TMP-(4,4)
CNT; left and right figures are respectively front and side view.
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Supplementary figures for Chapter 5

(a) AMP-(7,0) CNT (b) AMP-(4,4)CNT

(c) CMP-(7,0) CNT (d) CMP-(4,4)CNT
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(e) GMP-(7,0) CNT (f) GMP-(4,4) CNT

(g) TMP-(7,0) CNT (h) TMP-(4,4) CNT

Figure C.1: Distribution of the electrostatic potential φ as a function of Z and θ .
The radial distance is fixed at r=15 Å.
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(a)

(b)
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(c)

(d)
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(e)

(f)
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(g)

(h)

Figure C.2: Atomic partial charges for: (a) AMP in AMP-(4,4) CNT hybrid, (b)
(4,4) CNT in AMP-(4,4) CNT hybrid, (c) CMP in CMP-(4,4) CNT hybrid, (d)
(4,4) CNT in CMP-(4,4) CNT hybrid, (e) GMP in GMP-(4,4) CNT hybrid, (f)
(4,4) CNT in GMP-(4,4) CNT hybrid, (g) TMP in TMP-(4,4) CNT hybrid, and (h)
(4,4) CNT in TMP-(4,4) CNT hybrid. Charges were calculated for the optimized
structures using resp approach. 337
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(a)

(b)
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(c)

(d)
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(e)

(f)
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(g)

(h)

Figure C.3: Atomic partial charges for: (a) AMP in AMP-(7,0) CNT hybrid, (b)
(7,0) CNT in AMP-(7,0) CNT hybrid, (c) CMP in CMP-(7,0) CNT hybrid, (d)
(7,0) CNT in CMP-(7,0) CNT hybrid, (e) GMP in GMP-(7,0) CNT hybrid, (f)
(7,0) CNT in GMP-(7,0) CNT hybrid, (g) TMP in TMP-(7,0) CNT hybrid, and (h)
(7,0) CNT in TMP-(7,0) CNT hybrid. Charges were calculated for the optimized
structures using resp approach. 341
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co
s(
θ
)

−5 0 5 10 15 20 25 30 35 40
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Separation (Å)
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Figure D.1: Tilting angle versus separation distance for NMP-(4,4) CNT hybrids:
(a) AMP-(4,4) CNT, (b) CMP-(4,4) CNT, (c) GMP-(4,4) CNT, and (d) TMP-(4,4)
CNT. Color ranging from blue to red represents the time evolution from 0 to ∼
100 ns. Figures in the left and right panels were obtained respectively based on
the RCS and OCS.
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Figure D.2: Tilting angle versus separation distance for NMP-(7,0) CNT hybrids:
(a) AMP-(7,0) CNT, (b) CMP-(7,0) CNT, (c) GMP-(7,0) CNT, and (d) TMP-(7,0)
CNT. Color ranging from blue to red represents the time evolution from 0 to ∼
100 ns. Figures in the left and right panels were obtained respectively based on
the RCS and OCS.
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