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Abstract—This paper presents a brief review of techniques
available for reducing large systems to smaller equivalents. This
paper is divided into high frequency equivalents, low frequency
equivalents, and wideband equivalents. Numerical examples are
presented to demonstrate selected methods of high frequency
equivalencing.
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I. INTRODUCTION

T HERE are two commonly used power system simulation
models: 1) electromagnetic transient (EMT) models,

and 2) transient stability models or “phasor models.” In EMT
programs, power system components are adequately modelled
to simulate high-frequency transients in power systems. This
makes EMT programs very valuable in studies of lightning
and switching overvoltages, and the effects of power-electronic
devices on system behavior. In order to cover the necessary
bandwidth, these programs use small integration time steps of
the order of 50 s or less, making EMT programs much slower
than transient stability programs. On the other hand, stability
programs, based on ”phasor models” of transmission lines and
simplified rotating machine models use a much larger integra-
tion time step (typically half a cycle) enabling such programs
to solve large power systems in excess of 50 000 buses.

The common practice in dealing with large systems in EMT
programs is to divide the system into a study zone where
transient phenomena occur and an external system encom-
passing the rest of the system, in order to reduce computational
burden. The generators in the external system are represented
by power frequency voltage sources. This simplification elimi-
nates electromechanical type low-frequency behavior from the
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model, and the resulting model is suitable for the simulation
of lightning and switching overvoltages. In situations where
power-electronic devices are used to mitigate low-frequency
electromechanical oscillation problems in a power system,
the high-frequency equivalent network representation for the
external system is inadequate. Therefore, there is a need for de-
veloping suitable techniques to determine dynamic equivalent
models that accurately represent the relevant low frequency as
well as the high-frequency behavior of the external system.

The adequacy of the power system model depends on the
transient or dynamic phenomena to be studied. This could
be broadly classified into three categories: To investigate 1)
high-frequency transients, where the transmission lines must be
properly modelled to reflect the frequency-dependent effects; 2)
for low-frequency electromechanical oscillation studies, where
the transmission lines can be modelled as constant impedances
and the generators can be modelled without stator winding
transients; and 3) studies that involve subsynchronous oscilla-
tions, where both the turbine-generator dynamics and network
transients must be adequately modelled. These three types of
studies need three types of equivalents: high-frequency equiv-
alents (HFE), low-frequency equivalents (LFE), and wideband
equivalents, respectively. This paper is divided according to
this classification. The discussion on the LFE is limited to the
methods that are relevant to EMT analysis.

II. HIGH-FREQUENCY EQUIVALENTS (HFE)

A. Introduction

The HFEs can be further classified into frequency-dependent
network equivalents (FDNE), and two-layer network equiva-
lents (TLNE). Both of these methods attempt to model the fre-
quency-dependent terminal admittance of a network using either
a lumped parameter circuit model or a rational function model.

The modeling, which assumes linearity of the considered sub-
system, is normally based on an admittance formulation which
defines the relation between voltage and currents on the
ports (terminals) of the equivalent

(1)
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B. Frequency-Dependent Network Equivalent (FDNE)

The known frequency response admittance characteristic of
the external system can be estimated by fitting it to a function
of the appropriate order

(2)

or the equivalent form

(3)

As measured or calculated values of are known
at an arbitrarily large number of frequency points, (3) (or
equivalently, (2)) can be expressed as an overdetermined
fitting problem in the variables , and

. However, this is a nonlinear problem that
cannot be solved by well-known linear regression methods.

An early work reported in the literature used frequency do-
main computed data to fit parameters to the model in (2)[1].

References [2] and [3] overcome ill-conditioning problems of
FDNE, by dividing the frequency response into sections. Other
techniques, such as column scaling, adaptive weighting, and it-
erations step adjustment are also utilized in these references.

A time domain approach to obtain the fitted function (3) using
Prony Analysis is presented in [4]. Time domain approaches
have also been applied to identify the external system as a digital
filter in [5] and [6]. In [7], [10], and [11], the external system is
modelled using lumped parameters.

Recently, a more powerful vector fitting technique has been
employed [12]–[14], [19], [20]. Vector fitting converts the
problem in (2) into a linear problem as will be described. An
unknown rational function of the form (4) is introduced with
an initial pole set

(4)

The function with yet-to-be-determined residues is
required to satisfy the condition (5) where the right side has
the same poles as . Since the poles in (5) are known, the
equation is linear in its unknown residues and can therefore be
solved as an overdetermined linear problem in the least-squares
sense

(5)

An improved pole set for the approximation of is calcu-
lated as the zeros of , which are obtained by solving an eigen-
value problem (6)[12]. In (6), is a diagonal matrix holding the
initial poles { }, is a column vector of ones, and is a row
vector holding the residues { }

(6)

Fig. 1. Topology of the distribution test system (lengths in kilometers).

This procedure is applied in an iterative manner where (5) and
(6) are solved repeatedly with the new poles replacing the pre-
vious poles { }. This pole relocation procedure usually con-
verges in 3–5 iterations. After the poles have been identified,
the residues of (3) are finally calculated by solving the corre-
sponding least-squares problem with known poles.

The fitting process works better when the arbitrarily assigned
poles of are close to the poles of . Hence, al-
though one pass through the procedure should be sufficient,
using the values of determined through an earlier iteration
as seed values for the next iteration can yield improved fit-
ting. Additional care is required to ensure that the fitted function
is stable and passive.

Most practical applications involve one or more three-phase
buses. In such multiport cases, the same modeling procedure is
applicable as vector fitting can be applied to several elements
simultaneously. In practice, one stacks the elements of into a
single vector and subjects it to vector fitting which produces a ra-
tional model with a common pole set, which after rearrangement
of fitting parameters, gives the pole-residue model (7). A sym-
metrical model is obtained by fitting only the upper (or lower)
triangle of

(7)

1) Example on High-Frequency FDNE:
Modeling: This example taken from [8] demonstrates how

to calculate a high-frequency FDNE (HFDNE) for the distribu-
tion system in Fig. 1 with respect to the two three-phase buses
A and B. The admittance matrix with respect to these buses is
established via the nodal admittance matrix where each branch
(line/cable) is represented by its exact PI-equivalent in phase
domain coordinates. Using vector fitting and passivity enforce-
ment, a rational model is obtained in the frequency range 10 Hz
to 100 kHz, see Fig. 2. The model has 60 pole-residue terms.

Time Domain Simulation: The model is included in the
PSCAD/EMTDC circuit simulator via a user-defined compo-
nent. In a time domain simulation, bus A is energized from a
three-phase voltage source with bus B being open. At 20
ms, a ground fault occurs at A3, see Fig. 3. The voltage response
at B3 is simulated in PSCAD/EMTDC in two alternative ways:

1) using HFDNE;
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Fig. 2. Rational fitting of � (6?6) (depicted from [8]).

Fig. 3. Energization and ground fault initiation (depicted from [8]).

2) standard simulation with all lines/cables explicitly repre-
sented by the universal line model [9] .

Figs. 4 and 5 show the voltage response on B3 with the two
alternative simulation procedures. The responses by the two ap-
proaches are seen to match very closely. The computation time
by the HFDNE can be made much smaller than that by the
full model [8]. With the full model, the time step must be kept
smaller than 0.2 s due to the presence of small stub lines, since
the traveling-wave method requires the time step to be smaller
than the time delay of all lines. With the HFDNE, however, a
larger time step is permissible. This gives large savings in com-
putation time [8].

Partitioning the Frequency Response: This example was
taken from [2] to demonstrate the effectiveness of partitioning
the frequency response. The test system shown in Fig. 6 is a
three-phase, 500-kV transmission network. Fig. 7(a) shows the
equivalent circuit for the generators G 1–4. The electromotive
forces (emfs) are represented by the three-phase sinusoidal
voltage source E, and the subtransient impedance by the circuit
block consisting of , , and . Fig. 7(b) is the equivalent
circuit used to represent the transformers TR 1–4, consisting

Fig. 4. Transient voltage on B3 (depicted from [8]). FDTF stands for the fre-
quency-dependent transfer function model and FDTE stands for the frequency-
dependent terminal equivalent.

Fig. 5. Transient voltage on B3 (expanded view) (depicted from [8]), FDTF
stands for frequency-dependent transfer function model and FDTE stands for
frequency-dependent terminal equivalent.

of the – ideal transformer and the – – circuit
block. This circuit block represents the frequency dependence
of the leakage impedances of the transformers. The loads LD
1–6 are modeled by the simple – circuit in Fig. 7(c). As
in Fig. 7(d), the capacitor bank consists of the delta-connected
capacitors and the step-down transformer. The step-down
transformer is represented in the same way as TR 1–4, and
the stray capacitance to the ground is considered by the 1-nF
capacitances. Refer to [2] for details of the transmission-line
model.

The admittance matrix of the test network’s external
zone is calculated at equidistant 2000 frequency points between
0 Hz and 10 kHz. The trace of is then calculated and parti-
tioned into ten frequency sections as shown in Fig. 8 Each parti-
tion of the trace is fitted by the rational fitting method described
in [2]. Fig. 9 shows the fitted result, where only some elements
of the admittance matrix are shown, but the other elements are
also fitted with the same degree of accuracy. The responses have
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Fig. 6. The 500-kV test network.

many resonance peaks mainly due to the transmission lines, and
all of those peaks are fitted accurately.

The switching transient due to closing the CB 1 at 7.09 ms is
shown in Fig. 10. It compares the calculated voltages at CB 2
obtained by the full system representation and by the identified
equivalent, where these results are practically the same.

C. Two-Layer Network Equivalent (TLNE)

In large systems, the complexities of an external system result
in a high-order rational function (matrix), which requires exces-
sive computations in transient simulations. This is not only an
obstacle in offline simulation, but also the main bottleneck in
achieving real-time simulation of realistic size power systems.
The TLNE [22]–[24] in which the external system is further par-
titioned (Fig. 11) into a surface layer comprised of low-order
frequency-dependent transmission lines and a deep region com-
posed of low-order FDNE model, overcomes this obstacle. The
contribution of the surface layer and deep region on the external
system input admittance varies with frequency. In particular, the
surface layer and deep region have effects on the admittance at
low frequency. However, since transients in the study zone do
not travel very far in external systems, the deep region mainly
contributes to the lower frequency range, while the high-fre-
quency characteristics of the external system are predominantly
determined by the surface-layer transmission lines immediately

Fig. 7. Representations of the network components. (a) Generator representa-
tion. (b) Transformer representation. (c) Load representation. (d) Capacitor bank
representation.

connected to the study zone. Both the surface layer and deep
region parameters can be further optimized in terms of their ac-
curacy and efficiency in order to achieve a Robust TLNE [24]
for real-time simulation. An application of the Robust TLNE
for real-time transient simulation of large-scale systems on a
PC-cluster-based real-time simulator is shown in [31]. The con-
cept similar to this has been applied in [30] where the time delay
in a transmission line, which connects the external system and
the study zone, is used to perform the necessary calculations to
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Fig. 8. Frequency response (magnitude) of the trace of the test network’s ad-
mittance matrix and its partitioning. The response is partitioned into ten fre-
quency sections, and the boundaries are marked as by the “+” symbols.

Fig. 9. Fitted result for some elements of the admittance matrix. (a) (1,1) ele-
ment. (b) (1,2) element. The given responses are shown by the solid lines. The
fitted responses are superimposed with the dashed lines and the difference from
the solid lines cannot be observed.

interface the frequency domain model of the external system to
the study zone. The frequency domain model of the external
system is obtained by performing Fourier transform over the
time domain data collected over a period of , where is the
wave travel delay in the transmission line.

The passivity criterion has a strong impact on the stability
of time-domain simulations; an electric network with passivity
violations will result in unstable and erroneous simulations. For
a network represented by the nodal (1), the passivity criterion

Fig. 10. Switching transient simulation results by (a) the full system represen-
tation and (b) the identified equivalent. (Solid line: phase a, dashed line: phase
b, and dahs-dot line: phase c).

Fig. 11. Two-layer network equivalent (TLNE) concept [24].

requires that the real part of the input admittance be positive
at all frequencies for a single-port network, or all eigenvalues of
the real part of the input admittance matrix be positive in the
entire frequency range for a multiport network.

In the TLNE method, the approximations of surface layer ad-
mittance and deep region admittance
are obtained from low-order vector fitting [12]. Then, the input
admittance of the external system is obtained by
combining and as shown in Fig. 12.

In the robust TLNE, GAs are used to find out the best low-
order deep region approximation which can minimize
the deviation of external system input admittance
approximation. Further improvement is achieved by the con-
strained nonlinear least-square optimization with the inclusion
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Fig. 12. Admittance matrix construction for the TLNE external system [24].

of frequency response at dc and the optimal deep region order
determination feature.

1) Surface Layer: The surface layer consists of reduced-
order frequency-dependent transmission-line models. In the ro-
bust TLNE model, Marti’s frequency-dependent line model [32]
is employed for real-time implementation. It is based on the
well-known line model equations in the frequency domain

(8a)

(8b)

where , , , and are the voltages and
currents corresponding to the sending end ( ) and receiving end
( ), respectively; is the line length; and and are
the frequency-dependent characteristic impedance and propaga-
tion function, respectively.

From individual lines, which have the nodal equations (8a)
and (8b), the admittance matrix of the reduced-order surface-
layer network can be constructed as follows:

(9)

where subscript stands for the ports connected to the study
zone, subscript stands for the ports connected to the deep
region (Fig. 12), and designates an approximation.

2) Deep Region: The fitting of the external system by vector
fitting is stressed on a relatively lower frequency range since
high-frequency transients do not travel very far in the external
system. In the TLNE, the deep region is further insulated from
the study zone by the surface layer. Thus, the order of the deep
region can be significantly reduced.

The first approximation of external system input admit-
tance is the initial mathematical combination of
admittance matrix of the surface layer constituting
reduced-order line models and of the Deep Region
comprising low-order FDNE

(10)

where the superscript denotes “first” since the subsequent
optimizations are to be carried out, and , ,

, and correspond to the blocks of the first
approximation of surface layer admittance in (9).
The ultimate goal of building the robust TLNE is to match

with the original external system input admittance

as close as possible while ensuring stability and
passivity of the model, and accurate frequency response at dc
and power frequency.

Since genetic algorithms try to find out the best low-order
deep region that minimizes the difference between

and while ensuring is positive-
real, the objective function for a -port external system is de-
fined as follows:

(11)

where is the th element of the matrix ; denotes
a penalty term when the passivity criterion violation occurs in
the deep region. If the criterion is violated, will be a large
positive number, or else 0. This ensures that the outputs
from GAs are the best-fitted deep regions, which are both stable
and positive-real.

The complete flowchart of the robust TLNE procedure is
given in [24]. This method was employed to derive an accu-
rate frequency-dependent network equivalent of the 240-kV
backbone network of the Alberta Interconnected Electric
System (AIES), and used in real-time transient simulations
which were validated using offline simulations with full system
representation.

D. Modified Two-Layer Network Equivalent (M-TLNE)

The modified TLNE (M-TLNE) developed in [25] is an effort
to further enhance the computational efficiency of the TLNE.
The M-TLNE focuses on the surface region of the TLNE and
significantly reduces its order. The model for the transmission
lines in the surface layer is further simplified by representing
the characteristic impedance as a constant resistance rather than
by a frequency-dependent rational function. The adverse impact
of this simplification, which mainly shows up in the frequency
response of the equivalent, approximately within 0–150 Hz, is
overcome by adding a first-order rational function to the input
port of the M-TLNE. Thus, in the M-TLNE, the surface layer
is approximated with a set of low-order transmission lines and
a first-order rational function connected at the interface port of
the equivalent, whereas the deep region is approximated with
a low-order rational function. Fig. 13 shows a schematic of the
proposed M-TLNE equivalent.

Although the schematic of the proposed M-TLNE (Fig. 13)
appears more complicated than that of the original TLNE, the
transmission-line model used in the M-TLNE is significantly
simpler than the one used in the original TLNE.

A transmission line is characterized by two frequency-depen-
dent functions: a propagation function and a characteristic
impedance [26]–[28]. The propagation function defines
the relationship between the reflected wave at one end of the
line and the incident wave at the other end

(12)
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Fig. 13. Conceptual representation of the M-TLNE.

Fig. 14. Frequency-dependent transmission-line model.

where is the propagation constant and is the line length.
can be decomposed into a delay component and a shaping
component

(13)

where is extracted from the propagation function through
its multiplication by , and approximated by a low-order ra-
tional function (e.g., using vector fitting (VF) [13]). The shaping
function is approximated as a strictly proper rational function.

The characteristic impedance is approximated as the sum of
partial fractions in the form of

(14)

Usually, a 4th- to 6th-order rational function is used to model
the frequency dependence of .

Fig. 14 shows the transmission-line model, including the fre-
quency dependence of the characteristic impedance [28]. The
frequency dependence of can only be neglected if the trans-
mission line is open ended; otherwise, it results in deviation in
the frequency response [28]. The deviation caused by neglecting
the frequency dependence of is mainly in the low-frequency
region (i.e., 0 to 150 Hz). In the M-TLNE, this deviation is effec-
tively compensated by a first-order rational function connected
at the input port of the transmission-line model. Thus, in the
time domain model of the proposed M-TLNE, these RC blocks
are discarded and only a fixed resistance is used to represent
at each segment of the line model.

The merits of such a simplification are more pronounced
when a multiphase multiport system is considered and the sur-
face layer has a number of transmission lines. Thus, elimination

of the RC blocks (Fig. 14) significantly reduces the number of
equations required for the time-domain simulation model and,
thus, noticeably reduces the computation time, particularly
when the model is intended for real-time simulation.

The first approximation of the M-TLNE is constructed by
connecting the approximated surface layer and the approxi-
mated deep region together. The input admittance of the first
approximation is close to the original input admittance. How-
ever, the parameters of the equivalent need to be fine tuned to
minimize deviations between the M-TLNE and the original
network input admittance. The initial approximation provides
a starting point to initiate the optimization process. The opti-
mization can be achieved based on a least square process, with
the objective function

(15)

All of the parameters of the equivalent, either in the surface layer
or in the deep region, are subject to optimization.

In comparison with the conventional TLNE, the M-TLNE
adopts a simpler surface-layer model and, thus, reduces com-
putation time. This is a salient feature when real-time and
statistical time-domain simulation studies are of interest. The
generalized methodology for developing the M-TLNE, along
with several case studies of single- and multi-port systems,
are presented in [25]. Reference [29] presents an implemen-
tation methodology for the M-TLNE in a field-programmable
gate-array (FPGA)-based real-time power system simulator.

E. Other Methods

In [33] and [34], the time delay in a transmission line is used
to interface the EMT model of the study zone with the transient
stability model (low-frequency model) of the external system.

Different approaches have also been proposed that try to find
a compromise for the dichotomy between time and frequency
analysis. The concept of dynamic phasors has been applied in
[35] and [36] to allow the use of a larger time step of integration
than that used in EMT simulations. Basically, dynamic phasors
provide a dynamic model for the dominant Fourier components
of a signal assuming a sliding window of time. The resulting
model is a state-space model representation where the state vari-
ables are time-variant Fourier components of the signal.

F. Numerical Issues

1) Accuracy Issues: When the terminals of the HFE include
more than a single three-phase bus, the modeling becomes more
challenging as error magnification problems may arise. When
applying a voltage source to one bus, the model is required to
produce large short-circuit currents with a short circuit applied
to the other bus, and small currents if the second bus is open
(charging currents). This behavior is reflected in the admittance
matrix by large and small eigenvalues, respectively. Direct
fitting of the elements of may easily result in corruption of
its small eigenvalues, which may lead to error magnification
with certain terminal conditions [21]. Some approaches, such as
modal vector fitting [21], overcome this problem by assigning
high weights to the small eigenvalues of in the least-squares
fitting process.

READ O
NLY



418 IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 27, NO. 1, JANUARY 2012

2) Passivity: One major difficulty with rational function-
based models is unstable simulation results due to passivity vi-
olations. Loss of passivity implies that the model can generate
power under certain terminal conditions. A model is passive iff
its nodal admittance matrix satisfies the passivity criterion [15].

(16)

The passivity of the model can be checked by assessing the
eigenvalues in (16) over a set of discrete frequency samples. In
the case of rational models, the boundary frequencies of pas-
sivity violations can be checked by assessing the eigenvalues
of a Hamiltonian matrix that is established directly from the
models’ state-space matrices [16]. In the case of symmetrical
models, half-size matrices can be applied. The passivity can then
be enforced by perturbing parameters of the model. Most com-
monly, this is done by perturbing the residues [17]–[19].

3) Transmission-Line Delay Effects: In many applications,
the FDNE contains long transmission lines. The representation
of time delays in the FDNE may require using an excessively
high order with a pure rational model if the fitting has to be done
over a wide frequency band. In these cases, the two-layer FDNE
is particularly useful since it can greatly reduce the required
order of the inner layer.

III. LOW-FREQUENCY EQUIVALENTS

A. Introduction

These models are used in simulating transient rotor-angle
stability of synchronous machines (transient stability simula-
tion). Most of the research efforts in this area were in the 1970s
and 1980s when the computing power was dramatically less
than today. The current industry practice is to simulate the full
model due to the availability of fast computers. Despite the
availability of fast computers, the need for low-frequency equiv-
alents is still relevant when the influence of power-electronics
devices on low-frequency oscillations is simulated using EMT-
type simulations.

A vast amount of research has been done on the topic of LFEs.
There is no intention to cover this topic in depth in this paper.
Instead, the major branches of the research that are relevant to
EMT analysis are briefly outlined.

For transient stability simulation, the dynamics of the genera-
tors and their auxiliary controllers are modelled as nonlinear dif-
ferential equations. The transients in the network are typically at
high frequency and highly damped. Therefore, the voltage and
current relationships are modelled by using algebraic equations.
This allows the currents and voltages and to be modelled
in rms quantities and the network to be modelled with the ad-
mittance matrix calculated at constant frequency. This gives
differential and algebraic equations (DAE) for the th generator
(including auxiliary controllers) in the form given as

(17)

(18)

and the network equations in the form of nodal equations (1).
The main interest in low-frequency equivalents is to model

the electromechanical oscillation modes which are typically
in the range of 0–2 Hz. These oscillations are relatively less

damped. The purpose of equivalencing is to reduce the com-
puting time. This can be achieved by reducing the number of
generators and the network nodes. Alternatively, the dimension
of the problem can be reduced by extracting only the relevant
modes of oscillation from the dynamic model.

There are three main approaches reported in the literature:
1) modal methods where the external system is represented

by an approximate linear model;
2) coherency methods where coherent groups of generators

are identified and the generators in coherent groups are
represented by an equivalent generator;

3) measurement or simulation-based methods where the ex-
ternal system response is either measured or simulated and
curve-fitting techniques are used to determine the model
parameters.

Some methods are combinations of the three.

B. Modal Methods

Modal methods are based on the linearized state-space model
(19), derived from (1), (17), and (18)

(19)

Eigenvalues of the system matrix give the modes of the
dynamic system. The complex conjugate eigenvalues give os-
cillatory modes, and the real eigenvalues give nonoscillatory
modes.

When a system undergoes a transient subsequent to a dis-
turbance, the oscillation modes with high damping decay
faster than the modes with lower damping. Modal methods try
to extract the relatively less damped modes (represented by
eigenvalues of which are closer to the origin) and remove
the highly damped modes (represented by eigenvalues of
which are the farthest away from the origin). The relatively
less damped modes are present in the responses over a longer
period and, hence, determine the overall response [37]–[45].

A comprehensive framework known as selective modal anal-
ysis (SMA) for the analysis of selected parts of linear dynamic
systems is presented in [40]–[42]. The method employs the
eigenvalues, eigenvectors, and participation factors of the linear
system to reduce the less relevant part of the network.

Modal methods have also been used to supplement the co-
herency methods where coherent groups are identified using
modal methods [46]. A special class of modal methods is the
structure preserving techniques where the zero entries of the de-
vice matrices are still retained as zero entries in the equivalent
system matrix [47], [48].

C. Coherency Methods

In coherency methods [49]–[52], coherent groupings of
machines are obtained by analyzing the system response to
a perturbation. An equivalent of the external system is then
obtained by replacing each such coherent group of machines
by a large equivalent machine. Unlike the modal method,
this approach retains the physical models of the generators
in an equivalent form. The equivalent generator models are
nonlinear. Coherency methods involve the following steps:
Step 1) identification of the groups of coherent generators;
Step 2) aggregation of the generator busses;
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Step 3) aggregation of generator models and their associated
control devices. [48], [49], [53];

Step 4) reduction of load buses.
An application of coherency-based dynamic reduction to a

large power system using the DYNRED program developed by
EPRI [54] is reported in [55]. In [56], coherency identification is
performed by using the eigenvectors of the system matrix in
(19). The method is based on the identification of a slow eigen-
basis matrix corresponding to the electromechanical model of
the power system (i.e., only the swing equations are modelled
in (19)). The number of the most linearly independent rows of
the eigenbasis matrix become the corresponding reference gen-
erators. A grouping algorithm is then applied to group nonrefer-
ence generators to reference generators. Finally, an eigenvector
method is used to include load buses into coherent areas. This
approach is referred to as the two time scale method because it
is based on the separation of system dynamics to fast and slow
modes [39]. A combination of a modal and coherency methods
is presented in [57] and [58].

D. Measurement or Simulation-Based Methods

Measurement or simulation-based techniques use either real-
time measurements or simulated responses of the power system.
System identification techniques are used to identify the param-
eters of an equivalent model [59]–[62].

In [59], parameter identification is carried out using a least-
squares algorithm with an adaptive step-size scheme. To start
with, an equivalent model is first estimated. It is re-evaluated
against the original system until the cost function has reached
the minimum and all equivalent parameters have been identi-
fied. A similar principle is suggested in [60] and [61]. The main
attempt here is to search for the best parameter vector which
minimizes an error index that is taken to be a square function
of the difference between the measured output and the calcu-
lated output. In [62], recorded disturbances are analyzed, equiv-
alent parameters are identified, and then applied in dynamic
simulations.

IV. WIDEBAND EQUIVALENTS

Unlike the high-frequency and low-frequency equivalent
models, which are valid in specific frequency ranges, wideband
system equivalents model the behavior of the equivalenced
external system over the entire frequency spectrum ranging
from sub-Hertz electromechanical phenomena to several tens or
hundreds of kilohertz electromagnetic phenomena. These tools
are particularly of interest in real-time simulators. Real-time
digital simulators are real-time implementations of EMT-type
simulation on a parallel computation platform. Using these
tools, a wideband EMT model of a power system with up to
several hundred buses can be simulated in real time [63]. Since
the simulation can be kept running continuously (over hours or
days), in real time, it becomes possible to use the same tool for
the study of very low- and high-frequency system behaviors.
However, the size of the real-time hardware (counted in terms
of processor racks) and, subsequently, its monetary cost is pro-
portional to the size of the modelled system. Hence, it makes
economic sense to model in full nonlinear detail only that part
of the network which is of great interest (referred to as the
internal system), and formulate the remainder (external system)

of the network into an appropriately accurate equivalent. It
should be noted that the equivalent must be able to properly
represent the high-frequency electromagnetic as well as the
low-frequency electromechanical transient behavior.

The implementation of wideband equivalents in a real-time
environment has been reported in [63] and [64]. This method
uses a multiport FDNE to represent the high-frequency behavior
and uses a specially adapted real-time transient stability (TSA)
simulator to calculate the lower frequency behavior.

V. CONCLUSIONS

A brief review of techniques available for obtaining dynamic
system equivalents has been presented in this paper. The need
for equivalent models has been driven by the demand for fast and
accurate simulation tools. For EMT simulations, large networks
need to be modelled using equivalent network models that accu-
rately represent the high-frequency response of the original net-
work. The generators are represented by voltage sources in these
studies. For transient stability simulations, the high-frequency
response is not important. The system reduction is achieved by
grouping the generators together and eliminating the load buses
to reduce the size of the network. The transmission network is
modelled as constant impedances calculated at the power fre-
quency. Wideband models that accurately model the high-fre-
quency as well as low-frequency response are required in some
applications of real-time simulation.
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