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#### Abstract

In stereo imaging the depth of a 3D point is estimated based on the position of its projections on the left and right images. The imaging sensors of cameras, such as charge coupled devices (CCD), consist of discrete picture elements (pixels). The discretization of images generates uncertainty in estimation of the depth for each 3D point in the scene. In this thesis, the variation of depth estimation error in a typical stereo imaging system, where two cameras have uniform discretization, is studied. This study found surprisingly, that vergence movements toward an object in the 3D scene cause an increase in the depth estimation error.

In order to address this issue, we investigate two possible solutions. First we study a stereo imaging system built using cameras similar to the human eye with high resolution in the center and decreasing resolution toward the periphery. The depth estimation error in such a stereo imaging system is studied and the result is compared with the uniform resolution case. As well the optimal non-uniform resolution leading to lowest depth estimation error is studied.

Then we study a stereo imaging system built using cameras with cylindrical sensors. In this system, there is no vergence movement of the cameras, and the effect of vergence movements on depth estimation error is eliminated. The findings of this research can be used to design optimal stereo imaging systems.
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## Chapter 1

## Introduction

This chapter presents the main theme of this thesis. Section 1.1 describes the purpose of the thesis and the main idea and motivation behind this research. Section 1.2 provides an overview of the remaining chapters.

### 1.1 Purpose

A significant amount of research has been directed towards the development of systems that are able to perceive the three dimensional (3D) structure of objects. This 3D information is essential in many applications including geoscience, robot vision, military surveillance, autonomous navigation, and medical imaging. Stereo vision is an important method for obtaining depth information from a 3D scene. In stereo, a pair of cameras provides left and right images of a scene. The depth of each 3D point can be estimated based on the position of its projections in the two images.

Three major steps are involved in the process of deriving depth information from stereo images. First, the left and right images are pre-processed to identify well-defined features in each image. Second, correspondence is established between
features that are projections of the same physical entity in the two images. Many algorithms have been proposed to establish correspondence $[1,16,17,19,21,24,25,29-$ 31,38]. The algorithms are classified, based on the matching primitives, into areabased and feature-based techniques. Area-based techniques correspond brightness patterns in the two images [19,30]; these algorithms have well-known drawbacks [ 16,22 ]. Feature-based techniques match features such as edges $[3,13,15,17,20,23,25]$ and linear edge segments $[1,29]$. In the final step of the stereopsis process, the depth of each point is obtained using triangulation.

Digital cameras have an image plane which consists of a number of discrete picture elements (pixels). In general, these pixels are uniformly arranged in a two dimensional array according to industrial standards. The projection of each 3D point in the scene is approximated to the nearest pixel. Because of this approximation the depth of each 3D point is not precise. The resulting error is known as the discretization error.

In stereo imaging, the discretization error generates uncertainty in estimating the depth of each 3D point. In order to model such uncertainty different approaches have been used, such as discrete tolerance limits [2,11] and multidimensional probability distribution [26]. Figure 1.1 illustrates this depth estimation error; for all the points-lying in each diamond, the same depth is estimated. Therefore estimated depth of all the points lying in a diamond boundary will have an error. The upper bound of error in depth estimation is directly proportional to the size of diamonds. The diamond plots are used throughout the thesis as a tool to gain understanding of the behavior of depth estimation error upper bound. This model was first introduced by Matthies [26]. As this figure illustrates, the depth estimation error grows with distance. However, the error is not a simple function of distance - the diamonds in
the Figure 1.1 are also skewed and have different orientations.


Figure 1.1: Depth estimation error in stereo imaging

In this thesis we primarily study the depth estimation uncertainty due to the discretization error. We do not consider depth estimation error due to other factors, such as matching process errors. In our study we use an active stereo imaging system. Such a system uses a dynamic pair of cameras that can be tilted (rotated about the horizontal axis) or panned (rotated about the vertical axis) independently [ 14,32 ]. The objective of our study is to determine if the depth estimation error changes with stereo imaging system geometrical characteristics (such as vergence angle) and camera specification (such as resolution and geometrical shape of the image plane).

First we study the effect of vergence movements in a typical stereo imaging system with cameras having uniform resolution in both horizontal and vertical directions. Vergence movements of the cameras are defined as pan rotation of cameras. Cameras are typically designed with uniform resolution in both horizontal and vertical directions. Optimal vertical and horizontal resolution of stereo cameras with uniform resolution for minimizing the depth estimation error has been studied by Basu [4].

Then we present the idea of having cameras with non-uniform resolution and
examine their benefits for depth estimation error reduction. These cameras are similar to human eye, with high resolution in the center (foveal region) and decreasing resolution toward the periphery $[7,35]$. We also study the optimal non-uniform pixel arrangement on the camera's image plane [8].

We also explore the use of cameras with cylindrical sensors [9]. Cylindrical sensors due to the form of the image plane provide a unique feature in stereo imaging which makes vergence movements pointless. In this new approach, the negative effect of vergence movements on depth estimation error is completely eliminated.

### 1.2 Document Overview

Chapter 2 discusses the stereopsis process in more detail, including some well known matching algorithms. The chapter also examines the work of other researchers in the area of stereo depth estimation error.

Chapter 3 describes a typical stereo imaging system used to acquire depth information. This chapter examines the trigonometry of depth estimation and how the stereo imaging system is considered to be limited when each camera can have only horizontal (pan) vergence movements. An upper bound on depth estimation error is obtained. This upper bound is studied for variation with vergence angles of the cameras.

Chapter 4 studies a similar stereo system with cameras having non-uniform discretization in the horizontal direction and uniform resolution in vertical direction. The upper bound on the depth estimation error is studied with vergence movements of the cameras in such a stereo imaging system.

Chapter 5 describes the optimal non-uniform discretization in the horizontal
direction. Two different non-uniform discretization models (linear and exponential) are investigated.

Chapter 6 investigates a stereo imaging system that is similar to the human eye, with cameras having independent pan and tilt movements. The depth of each 3D point in the scene is formulated based on the projections of the point in the cameras as well as the system configuration. An upper bound on the depth estimation error is calculated and studied with various cameras movements.

Chapter 7 studies the stereo system described in Chapter 6 with cameras having non-uniform discretization. As well, optimal non-uniform discretization in the both horizontal and vertical directions is studied.

Chapter 8 explores a stereo imaging system that uses cameras with cylindrical sensors. The depth of each 3D point in the scene is formulated based on the coordinates of its projections in the left and right cameras. Then the upper bound on depth estimation error is calculated and studied.

Chapter 9 provides the results of experiments conducted to study the theoretical results obtained.

Chapter 10 reviews the work done and the results obtained. It discusses future work and finishes with conclusions about the project and its potential usage.

## Chapter 2

## Background

Stereo imaging is a widely adopted technique for obtaining 3D data. The human vision system is able to extract 3 D information from two 2 D images through the stereoscopic fusion of images. The process used by the human vision is not clearly understood even though much research has been devoted to developing stereo imaging systems that are able to obtain 3D information and mimic human visual system.

In this chapter, we describe some of the previous research on stereo pertaining to the thesis. Section 2.1 provides a general overview of stereo vision and how depth information is obtained from a scene using a stereopsis process. We discuss a number of different stereo matching algorithms in the literature. In section 2.2, we discuss a number of stereo error analyses which have been carried out by other researchers.

### 2.1 3D Structure from Stereo Imaging

In an imaging system, all the points in the viewable space are mapped into the two dimensional sensor plane of the camera. This mapping is not one-to-one; depth information can not be extracted from a single image. In order to acquire depth
information, stereo images taken from two slightly different angles are required. The depth of an object can be determined by the relative displacement between two resulting projections of the object. This displacement is referred to as the disparity between the projections.

The process of analyzing stereo images involves three main stages as follows: 1) pre-processing, 2) establishing correspondence, and 3) calculating depth.

In the preprocessing stage, the images from left and right cameras are processed independently. The objective of this step is to identify locations of some well-defined entities in two images. The entities which are identified in this step should be clearly and carefully chosen, otherwise the whole stereopsis process may lead to unsatisfactory results.

The second stage in stereopsis is establishing correspondence between images. The objective of this step is to find the entities in the two images corresponding to the same physical identity in the scene.

The third stage of stereopsis process is calculating the depth. Triangulation techniques are used to estimate depth from the disparity of matches and imaging systems geometry.

### 2.1.1 Stereo Matching Algorithms

There is a considerable body of computer vision literature devoted to stereo matching algorithms [16]. This section discusses only a few of the most well known techniques.

Matching algorithms are categorized based on the primitives used for matching as well as the imaging geometry. Based on the matching primitives, matching algorithms can be categorized as area-based and feature-based matching algorithms.

Area-based algorithms use brightness patterns in the vicinity of each pixel to
correlate the two images. The performance of these algorithrms can be poor, because they use the intensity values at each pixel directly to correlate the two images and the intensity can vary as a result of changing viewing position and illumination.

Feature-based stereo algorithms use features in the two images, not the intensity values. They are less sensitive to changes in ambient light and perspective. Commonly used features are edge points and edge segments that can be located with subpixel precision.

Stereo matching algorithms can also be categorized based on imaging geometry. Factors that can be changed are the viewing angle of each camera and adding a third camera. In a conventional stereo system, illustrated in Figure 3.1, the optical axes of the two cameras are parallel and they are separated by a horizontal distance. We can change the imaging geometry by changing the viewing angle to have vergence in the two cameras. When there is vergence, greater overlap exists between the images from the two cameras.

The trinocular (three-cameras) approach to stereo matching problem has been proposed by a number of researchers, including Ohta and Kanade [31]. The third camera can be particularly useful if the focal centers of the cameras do not lie on a straight line. In this case the third camera can provide extra information to resolve ambiguities of the multiple candidate matches.

Due to the clear advantages of feature-based algorithms over area-based algorithms, most of the matching algorithms are devised as feature-based. A typical feature-based matching algorithm consists of two phases. First, a particular feature from an image is selected. Then a search is carried out in the other image to find a match. In order to be more successful in this search, various local properties of features to be matched are used. There is the possibility of having several matches
or false matches. Therefore matching will be followed by a global consistency check to eliminate multiple and/or false matches. Two constraints are used for this phase. The first is a regional disparity continuity constraint, meaning that the objects are assumed to have smooth surfaces and this smoothness leads to smooth disparities. The second constraint is figural continuity, meaning that the contours of objects in the space map to continuous curves in the images.

### 2.1.2 Marr-Pogio Computational Theory of Stereopsis

Marr and Pogio proposed a computational model of stereopsis based on the study of the human and other biological vision systems [25]. Marr and Pogio established two rules for matching left and right images: 1) uniqueness: only one disparity value is allowed to be assigned to any feature in each image. 2) continuity: only a small fraction of the area of an image consists of boundaries that are discontinuous in depth, and therefore the disparity in the images should vary smoothly almost everywhere.

According to this model, the human visual system uses a five-stage algorithm to solve the stereo matching problem:

1. The left and right images are spatially filtered with bar masks of four sizes and at twelve different orientations around each pixel in the images. This operation can be assumed to be approximately linear for a given intensity and contrast. These masks perform a second directional derivative after low pass filtering and smoothing and can be used to detect changes in intensity at different scales. This stage is the result of biological evidence regarding existence of independent spatial-frequency tuned channels in the human visual system.
2. For matching the left and right images, the raw data from the first stage cannot
be used because they do not directly correspond to physical features of the objects in the scene. The result of applying the filter on the image is a function with positive values in the center and negative in the skirts. Therefore zerocrossings in the filtered images resulting from the first stage are found, and these specify the position of edges in the original images.
3. For each mask size, the zero-crossings of the same sign and approximately the same orientations along corresponding horizontal lines in the two images are compared. A false match may occur in situations where zero-crossings of the same size and orientations lie very close together along horizontal lines in an image. Hence, the distance between adjacent zero-crossings of the same sign is an important parameter in this stage.
4. The human eye has some vergence movements and Marr and Pogio used biological data to make an assumption that these movements are accurately controlled by matches obtained through the various channels. To obtain fine resolution, disparity information of matches should be obtained in the smallest channels. Therefore disparity information from larger channels is used to make vergence movement in the human eye and bring the smaller channels into their disparity range.
5. When masks with certain sizes are used for the process of stereopsis, the resulting matches are stored in a temporary buffer. Two types of reasons support the existence of a memory in the human visual system. First are reasons arising from general considerations about early visual processing. Second are reasons concerning the specific problems of stereopsis. Marr and Pogio proposed the use of a dynamic memory named $2 \frac{1}{2}$ dimensional sketch. This memory has
considerable computing power and belongs to early visual processing. The full $2 \frac{1}{2}$ dimensional sketch contain approximate distances to the surfaces, as well as their orientations, contours where surface orientation changes sharply, and contours where depth is discontinuous.

### 2.1.3 Grimson's Modifications of Marr-Pogio Theory

The Marr-Pogio model is only a computational theory and not an explicit algorithm. Grimson designed and implemented an explicit algorithm based on the Marr-Pogio theory with particular emphasis on the matching process [17]. As well, Grimson tested the performance of the theory and an implementation on various images, and made changes to the Marr Poggio theory.

Grimson's algorithm is divided into five modules that correspond closely to the five steps in the Marr-Pogio theory. The two most important parts of Grimson's algorithm are:

- Convolution: The left and right images must be filtered to transform them into a form that the matcher may operate. Marr and Pogio proposed convolving images at twelve different orientations with special bar masks for which the cross section was the difference of two gaussians. Grimson used the Marr-Hildreth approach, and found that the intensity changes that occur at all orientations may be detected by using a single non-oriented Laplacian operator. Therefore the left and right images are convolved with a series of two-dimensional operators in the form of a Laplacian of a Gaussian or by an approximation to this operator.
- Matching: The matching process proposed by Grimson proceeds in a coarse to
fine manner. The algorithm starts with images filtered by the largest filters, and by reducing the resolution of points greatly reduces the search space and makes matching easier. The matches obtained from coarser details are used to restrict the matching in finer details. For each size of filter, matching consists of six steps:

1. Fix the eye position and get the right and left images.
2. Locate a zero-crossing in one image.
3. Partition the region around the same location in the other image into three pools or subregions consisting of two convergent and divergent pools and a smaller pool between them. These pools are the areas to be searched for matching zero-crossings.
4. Assign a match to the selected zero-crossing that come from convolutions with the same size filter, and of the same sign and orientation. If exactly one match with the above conditions is found in a pool, the location of that match is transformed to the matcher. If two matches are found within the same pool, the matcher is informed and no match will be assigned for the point. If just one match in only one pool is located, that match is accepted and the disparity is recorded in the buffer.
5. If multiple candidates for matching were obtained in step 4, resolve the ambiguity in matching. This is carried out by scanning the neighborhood around the point which is considered and studying the sign of disparity (sign of the disparity is the sign of pool that the match comes from, such as convergent, divergent, and zero) of ambiguous matches within that neighborhood. Then the right match is selected as the one with the same
disparity sign.
6. Store the disparity value in a buffer.

Grimson made modifications to the Marr-Pogio theory [18]. Two of these modifications are:

- Continuity: Grimson's implementation uses a figural continuity in disparity to check the regions to validate the matches. Because surfaces are smooth, there should be a continuity in disparity; however, Grimson observed that most matching errors occur along discontinuities in depth, for instance occluding objects on the scene. He proposed to impose continuity in disparity along the contours in the image, rather than disparity continuity over an area of the image. This is the figural continuity constraint proposed by Mayhew and Frisby [27].
- Vertical Disparity: In the Marr-Pogio theory, searches for matches are carried out along the same horizontal line. However, local distortions due to perspective effects of noise and discretization error cause difficulty in finer resolutions. Therefore Grimson proposed searching for matching points in two images, not only along the same horizontal line, but also along a number of lines above and below the horizontal line.


### 2.2 Error Analysis in Stereo

The depth calculation stage in stereopsis relies on the location of matches found in the matching stage. Discretization error as a result of discrete pixels in the camera's image plane is the major source of error in stereo imaging. In this section, we discuss the work of other researchers' in modeling this error.

### 2.2.1 McVey and Lee Error Analysis



Figure 2.1: McVey and Lee stereo imaging system

McVey and Lee [28] have performed a worst case error analysis on the image plane resolution required to achieve depth estimation of a given accuracy. Figure 2.1 illustrates the stereo imaging system that they used for their analysis. McVey and Lee simplified their analysis by assuming that the upper image can be approximated by the shifted lower image and the shift $\tau$ can be obtained by appropriate signal processing techniques. According to their analysis, the depth measurement error can be obtained as follows:

$$
\begin{equation*}
e=\frac{|\vec{D}-D|}{D}=\frac{100 l_{p}}{f L} D \tag{2.1}
\end{equation*}
$$

where $l_{p}$ is the length of each pixel, $f$ is the focal length, $L$ is the separation of the two cameras, $D$ is the depth, and 100 is for the percentage error. McVey and Lee then used their analysis of the resulting error to provide a synthesis approach to determine stereo imaging system parameters from a number of specifications, including maximum absolute distance measurement error, and distance extremes $D_{\min }$ and $D_{\max }$.

### 2.2.2 Blostein and Huang Error Analysis

A number of other researchers considered another alternative to the worst case error analysis, which would be to determine the probability that a certain position estimate is within a specified position tolerance given the specifications of the stereo imaging system. Blostein and Huang [10] performed an error analysis in a stereo imaging system with parallel cameras as illustrated in Figure 2.2. In this figure $P_{1} P_{2} P_{3} P_{4}$ defines the region of uncertainty.


Figure 2.2: Horizontal Projection of a triangulation

Let us assume 3D point $S$ has projections $\left(I_{l}, J_{l}\right)$ and ( $I_{r}, J_{r}$ ) in the left and right cameras, respectively. For a parallel stereo imaging system $I_{l}=I_{r}$. The focal length of the cameras is denoted by $f$, the baseline of two cameras is denoted by $\Delta$, and the pixel dimension is represented by $d v$. The following equations provide an approximation to the length of the segment $\overline{P_{5} P_{6}}$

$$
\begin{equation*}
\left\|P_{5}-P_{6}\right\| \approx \frac{\Delta}{\left(J_{l}-J_{\tau}+n_{l}\right)\left(J_{l}-J_{\tau}+n_{l}-1\right)}\left[\frac{f^{2}}{d v^{2}}+J_{l}^{2}\right]^{1 / 2} \tag{2.2}
\end{equation*}
$$

Similarly the following equation provides the length of the segment $\overline{P_{7} P_{8}}$.

$$
\begin{equation*}
\left\|P_{7}-P_{8}\right\| \approx \frac{\Delta d n_{\tau}}{\left(J_{l}-J_{\tau}+n_{l}-n_{\tau}\right)^{2}}\left[\frac{f^{2}}{d v^{2}}+J_{l}^{2}\right]^{1 / 2} \tag{2.3}
\end{equation*}
$$

In these equations $n_{l}$ and $n_{r}$ are real numbers between 0 and 1 representing the quantization uncertainty.

Assuming a point is uniformly distributed in the region of uncertainty, the joint density of the distribution on the two image planes is obtained from the following equation:

$$
\begin{equation*}
f_{N_{l}, N_{r}}\left(n_{l}, n_{r}\right)=\frac{1}{-\ln \left(\left|1-\left(J_{\tau}-J_{l}\right)^{-2}\right|\left(J_{l}-J_{r}+n_{l}-n_{\tau}\right)^{2}\right.} \tag{2.4}
\end{equation*}
$$

where $N_{l}$ and $N_{\tau}$ are the random variables representing probablistic interpretation of $n_{l}$ and $n_{T}$. From this distribution function, the probabilities of error in three dimensions $X, Y$ and $Z$ are less than a certain limit $\tau_{z}$ can be obtained. For the depth ( $Z$ component) we have:

$$
P\left(\epsilon_{z}<\tau_{z}\right)=\left\{\begin{array}{ll}
1-\left(1-\tau_{z} D\right)^{2} & \tau_{z}<\frac{1}{D}  \tag{2.5}\\
1 & \tau_{z}>=\frac{1}{D}
\end{array}\right\}
$$

where $D$ represents the horizontal disparity between left and right image.

### 2.2.3 Rodriguez and Aggarwal Error Analysis

Rodriguez and Aggarwal [34] carried out a stochastic analysis of the depth estimation error. They calculated the expected value of the absolute depth estimation error $\Delta Z$ as follows:

$$
\begin{equation*}
E[|\Delta Z|] \approx \frac{\delta}{9 b f}\left[z_{\min }^{2}+z_{\min } z_{\max }+z_{\max }^{2}\right] \tag{2.6}
\end{equation*}
$$

When measuring error, the relative depth estimation error is more meaningful than the absolute error. Rodriguez and Aggarwal defined the relative depth estimation error $\epsilon$ as follows:

$$
\begin{equation*}
\epsilon=\frac{|\Delta Z|}{z_{\max }-z_{\min }} \tag{2.7}
\end{equation*}
$$

where $z_{\max }$ and $z_{\min }$ define the range of the $Z$ coordinate. They believe that $\epsilon$ describes the depth resolution better than the percentage error $|\Delta Z| / Z$ does. The expected value of $\epsilon$ is given by:

$$
\begin{equation*}
E[\epsilon]=\frac{E(|\Delta Z|)}{z_{\max }-z_{\min }} \tag{2.8}
\end{equation*}
$$

### 2.2.4 Matthies and Schafer Error Analysis

Matthies and Schafer [26] used a 3D gaussian distribution to model the quantization error in stereo imaging. They assumed that the error in the measured image coordinates is normally distributed (i.e. Gaussian). Then they defined a 3D gaussian distribution for 3D coordinates. For the 3D coordinates, the true distribution will not be Gaussian because of the non-linear nature of the triangulation process. Figure 2.3 illustrates the normal approximation of the error. In the figure, the ellipse represents the contour of the error model and the diamond represents the actual quantization error. For nearby points, the contour will be close to spherical and therefore the approximation is adequate; for points further away, the more eccentric they become, the approximation becomes less accurate.


Figure 2.3: Quantization error with normal approximation

### 2.2.5 Yang and Wang Error Analysis

Yang and Wang [39] have studied sources of errors in 3D shape reconstruction from structured lighting. In the structured lighting technique, a spatially modulated pattern (typically a grid pattern) is projected onto the scene to encode the image object for analysis. Yang and Wang identified three type of errors: system modeling error, image processing error, and experimental error. System modeling error is the error introduced in the calculations due to cameras not behaving according to an ideal parallel projection model where projection rays make an angle with respect to the optical access. Image processing errors which are categorized according to quantization error and error due to mislocating features in the image plane. Finally, experimental errors are errors due to calibration and operation of the imaging equipments. Yang and Wang studied the error in inferring 3D surface orientation and analyzed the principle surface curvature. Upper bounds on the error were established in each case.

## Chapter 3

## Vergence in Stereo Imaging

In this chapter we study the effects of vergence in stereo imaging on depth measurement error. Section 3.1 introduces the terminology and assumptions that we have adopted in our analysis. These assumptions, as well as terms, are generally valid through the whole thesis unless stated otherwise. Section 3.2 presents the depth of a 3 D point as a function of the coordinates of its projections in the left and right cameras and the vergence angle. In section 3.3 we study the optimal vergence angle in the stereo system leading to minimal depth estimation error, if there is any. Section 3.4 discusses how the depth estimation error behaves with changes in the focal length of the cameras, as well as their baseline separation. Section 3.5 presents the depth estimation error behavior with changes in focal length. Section 3.6 discusses the depth estimation error behavior with changes in $d X$.

### 3.1 Terminology and Assumptions

In this section, we define a number of terms that are used for our analysis. Figure 3.1 illustrates the configuration of a simple stereo imaging system, where two cameras


Figure 3.1: Stereo imaging system
have parallel image planes (no vergence ) and are merely separated in the $X$ direction. The focal point of each camera is in fact in front of its image plane; we use the symmetry of the real focal point with respect to the image plane to simplify our analysis. Assuming that the two cameras have the same focal length, the focal length of each camera is denoted by $f$. The separation distance between the cameras is denoted by $d X$. It is assumed that the origin of the 3 D world coordinates is at the focal point of the right camera. Each camera has a uniform pixel arrangement in both vertical and horizontal directions. The distance between two adjacent pixels along the x-direction is denoted by $e_{x}$, and similarly the distance between two adjacent pixels along the $y$-direction is denoted by $e_{y}$. The projection of the 3D point $P(X, Y, Z)$ in the right and left cameras is represented by $\left(x_{\tau}, y_{\tau}\right)$ and $\left(x_{l}, y_{l}\right)$, respectively. Because of the discrete placement of pixels, these two projections are approximated by ( $\hat{x}_{r}, \hat{y}_{r}$ ) and ( $\hat{x}_{l}, \hat{y}_{l}$ ). The discretization error in turn leads to an estimate ( $\hat{X}, \hat{Y}, \hat{Z}$ ) of the coordinates of point $P$.


Figure 3.2: Stereo imaging system with vergence

The major assumption throughout this thesis is the only source of error is image plane quantization. A pinhole camera model is used and we ignore the lens distortion and the other forms of lens imperfections. In the pinhole camera model, lens is considered to be a point through which all incoming rays of light passes. In reality a lens with a finite aperture size is used, and the finite aperture size allows only one range to be focused on. However it is a valid assumption that under well lighted conditions and with proper geometry setup the aperture size is small enough such that the effect of blurring is small and the pinhole model holds across the scene. In addition to that in our analysis throughout this thesis we assume matching between points in the left and right cameras has already been performed and correct matches have been identified without any error.

### 3.2 Depth of a 3D point

Figure 3.2 illustrates a two-dimensional view of a stereo system along the $Y$ axis toward the origin. The left and right cameras have vergence angles $\alpha_{L}$ and $\alpha_{R}$, respectively. In this chapter we ignore the noise and the effect of $Y$ coordinate in the depth estimation error. Theorem 1 provides a formula for the calculation of depth ( $Z$ coordinate) of the point $P$ in Figure 3.2.

Theorem 1 The depth of point $P$ is given by the equation below. For definition of parameters refer to Section 3.1 and List of Symbols.

$$
\begin{array}{r}
Z=d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right) / \\
\\
\left(\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \sin \alpha_{R}+x_{r} \cos \alpha_{R}\right)\right.  \tag{3.1}\\
+ \\
\left.\left(f \sin \alpha_{L}-x_{l} \cos \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)\right)
\end{array}
$$

Proof: In order to prove this theorem, a new coordinate system for each camera is defined, as illustrated in Figure 3.2. The origin of the new coordinate system is located in the focal point of the camera and its $Z$ axis is perpendicular to the image plane. Let ( $X_{R}, Y_{R}, Z_{R}$ ) and ( $X_{L}, Y_{L}, Z_{L}$ ) be the coordinates of $P$ in the new coordinate systems, which correspond to the right and left cameras, respectively. The following relations exist between the projection of $P$ and its coordinates in each of these systems:

$$
\begin{equation*}
x_{r}=\frac{f X_{R}}{Z_{R}} \quad x_{l}=\frac{f X_{L}}{Z_{L}} \tag{3.2}
\end{equation*}
$$

$X_{R}, Z_{R}, X_{L}$ and $Z_{L}$ can be converted to $X$ and $Z$ (the main 3D world coordinate system) using the following equations:

$$
\begin{array}{cr}
Z_{R}=Z \cos \alpha_{R}+X \sin \alpha_{R} & X_{R}=X \cos \alpha_{R}-Z \sin \alpha_{R}(3.3) \\
Z_{L}=Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L} & X_{L}=(X-d X) \cos \alpha_{L}+Z \sin \alpha_{L}(3.4) \tag{3.4}
\end{array}
$$

Note that $\alpha_{L}$ is the rotation of the main 3D coordinate system in the clockwise direction, and $\alpha_{R}$ is the rotation of main 3D coordinate system in the counterclockwise direction. Using these relationships, Equation 3.2 is rewritten as:

$$
\begin{equation*}
x_{r}=\frac{f\left(X \cos \alpha_{R}-Z \sin \alpha_{R}\right)}{\left(Z \cos \alpha_{R}+X \sin \alpha_{R}\right)} \quad x_{l}=\frac{\left.f\left((X-d X) \cos \alpha_{L}+Z \sin \alpha_{L}\right)\right)}{\left(Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}\right)} \tag{3.5}
\end{equation*}
$$

By eliminating $X$ from these equations, equation 3.1 is obtained.

It should be noted that this theorem does not consider the size of the image plane of the cameras. In reality the size of the image plane is limited and, for certain vergence angles, point $P$ may not lie in the field of view of the cameras.

### 3.3 Optimal Vergence for a 3D Point

In order to study the effect of vergence on the depth estimation error for a single 3D point, we would like to obtain an upper bound on the maximum error in depth estimation. Theorem 2 provides such an upper bound.

Theorem 2 An upper bound on the relative error in depth of point $P(X, Y, Z)$ is given by the equation below. For definition of parameters refer to Section 3.1 and

List of Symbols.

$$
\begin{array}{r}
E_{Z}=\left|\frac{\hat{Z}-Z}{Z}\right| \leq \frac{e_{x} \sin \alpha_{L}}{2 f} \frac{Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}}{Z}+  \tag{3.6}\\
\frac{e_{x} \sin \alpha_{R}}{2 f} \frac{Z \cos \alpha_{R}+X \sin \alpha_{R}}{Z}+ \\
\frac{e_{x} \sin \alpha_{L}}{2 f d X} \frac{X\left(Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}\right)}{Z}+ \\
\frac{e_{x} \cos \alpha_{R}}{2 f d X}\left(Z \cos \alpha_{R}+X \sin \alpha_{R}\right)+ \\
\\
\frac{e_{x} \cos \alpha_{L}}{2 f d X}\left(Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}\right)- \\
\frac{e_{x} \sin \alpha_{R}}{2 f d X} \frac{(X-d X)\left(Z \cos \alpha_{R}+X \sin \alpha_{R}\right)}{Z}
\end{array}
$$

Proof: The projection of point $P$ in each camera has at most $e_{x} / 2$ discretization error. We have:

$$
\begin{equation*}
\hat{x}_{r}=x_{r} \pm e_{x} / 2 \quad \hat{x}_{l}=x_{l} \pm e_{x} / 2 \tag{3.7}
\end{equation*}
$$

Using Theorem 1, the depth of point $P$ is estimated as:

$$
\begin{array}{r}
\hat{Z}=d X\left(f \cos \alpha_{L}+\hat{x}_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-\hat{x}_{r} \sin \alpha_{R}\right) / \\
\left(\left(f \cos \alpha_{L}+\hat{x}_{l} \sin \alpha_{L}\right)\left(f \sin \alpha_{R}+\hat{x}_{r} \cos \alpha_{R}\right)+\right. \\
\left.\left(f \sin \alpha_{L}-\hat{x}_{l} \cos \alpha_{L}\right)\left(f \cos \alpha_{R}-\hat{x}_{r} \sin \alpha_{R}\right)\right) \tag{3.8}
\end{array}
$$

By substituting for $\hat{x}_{r}$ and $\hat{x}_{l}$ in the above equation, we have:

$$
\begin{array}{r}
\hat{Z}=  \tag{3.9}\\
d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L} \pm \frac{e_{x} \sin \alpha_{L}}{2}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R} \pm \frac{e_{x} \sin \alpha_{R}}{2}\right) / \\
\\
{\left[\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L} \pm \frac{e_{x} \sin \alpha_{L}}{2}\right)\left(f \sin \alpha_{R}+x_{r} \cos \alpha_{R} \pm \frac{e_{x} \cos \alpha_{R}}{2}\right)+\right.} \\
\\
\left.\left(f \sin \alpha_{L}-x_{l} \cos \alpha_{L} \mp \frac{e_{x} \cos \alpha_{L}}{2}\right)\left(f \cos \alpha_{R}-x_{\tau} \sin \alpha_{R} \mp \frac{e_{x} \sin \alpha_{R}}{2}\right)\right] \\
= \\
\operatorname{Num}(Z)\left(1 \pm \frac{e_{x} \sin \alpha_{L}}{2\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)}\right)\left(1 \pm \frac{e_{x} \sin \alpha_{R}}{2\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right) / \\
(\operatorname{Den}(Z) \pm G(Z))
\end{array}
$$

where $N u m(Z)$ and $\operatorname{Den}(Z)$ represent the numerator and denominator of the right hand side of equation 3.1, and $G(Z)$ is:

$$
\begin{array}{r}
G(Z)=\frac{e_{x} \sin \alpha_{R}}{2}\left(f \sin \alpha_{R}+x_{\mathrm{T}} \cos \alpha_{R}\right)+\frac{e_{x} \cos \alpha_{L}}{2}\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)+  \tag{3.10}\\
\frac{e_{x} \cos \alpha_{R}}{2}\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)+\frac{e_{x} \sin \alpha_{L}}{2}\left(f \sin \alpha_{L}-x_{l} \cos \alpha_{L}\right)
\end{array}
$$

By replacing $Z / N u m(Z)$ for $\operatorname{Den}(Z)$, Equation 3.9 is simplified to:

$$
\begin{array}{r}
\hat{Z}=Z\left(1 \pm \frac{e_{x} \sin \alpha_{L}}{2\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)}\right)\left(1 \pm \frac{e_{x} \sin \alpha_{R}}{2\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right) /  \tag{3.11}\\
\left(1 \pm Z \frac{G(Z)}{d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right)
\end{array}
$$

For many practical situations, such as a room environment where $Z$ is not very large, $Z \frac{G(Z)}{d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}$ is small and the above equation can be rewritten into the following form:

$$
\begin{array}{r}
\hat{Z} \cong Z\left(1 \pm \frac{e_{x} \sin \alpha_{L}}{2\left(f \cos \alpha+x_{l} \sin \alpha_{L}\right)}\right)\left(1 \pm \frac{e_{x} \sin \alpha_{R}}{2\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right)  \tag{3.12}\\
\left(1 \mp Z \frac{G(Z)}{d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right)
\end{array}
$$

By expanding the right hand side of the above equation, some of the terms that are the result of multiplying two or three fractional terms in the parentheses are negligible. Thus:

$$
\begin{array}{r}
\hat{Z} \cong Z\left(1 \pm \frac{e_{x} \sin \alpha_{L}}{2\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)} \pm \frac{e_{x} \sin \alpha_{R}}{2\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right.  \tag{3.13}\\
\left.\mp Z \frac{G(Z)}{d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right)
\end{array}
$$

By substituting $G(Z)$ from Equation 3.10 the worst case relative error of $Z$ is given by:

$$
\begin{gather*}
\left|\frac{\hat{Z}-Z}{Z}\right| \leq\left\{\frac{e_{x} \sin \alpha_{L}}{2\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)}+\frac{e_{x} \sin \alpha_{R}}{2\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}+(f\right.  \tag{3.14}\\
\frac{e_{x} \sin \alpha_{R} Z\left(f \sin \alpha_{R}+x_{r} \cos \alpha_{R}\right)}{2 d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}+\frac{e_{x} \cos \alpha_{R} Z}{2 d X\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}+ \\
\left.\frac{e_{x} \cos \alpha_{L} Z}{2 d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)}+\frac{e_{x} \sin \alpha_{L} Z\left(f \sin \alpha_{L}-x_{l} \cos \alpha_{L}\right)}{2 d X\left(f \cos \alpha_{L}+x_{l} \sin \alpha_{L}\right)\left(f \cos \alpha_{R}-x_{r} \sin \alpha_{R}\right)}\right\}
\end{gather*}
$$

Using Equation 3.5, the above equation is rewritten as:

$$
\begin{array}{r}
E_{Z}=\left|\frac{\hat{Z}-Z}{Z}\right| \leq \frac{e_{x} \sin \alpha_{L}}{2 f} \frac{Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}}{Z}+ \\
\frac{e_{x} \sin \alpha_{R}}{2 f} \frac{Z \cos \alpha_{R}+X \sin \alpha_{R}}{Z}+ \\
2 f d X \\
\frac{e_{x} \sin \alpha_{L}}{\left.2 f \cos \alpha_{L}-(X-d X) \sin \alpha_{L}\right)} \\
\frac{e_{x} \cos \alpha_{R}}{2 f d X}\left(Z \cos \alpha_{R}+X \sin \alpha_{R}\right)+ \\
 \tag{3.15}\\
\frac{e_{x} \cos \alpha_{L}}{2 f d X}\left(Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}\right)- \\
\frac{e_{x} \sin \alpha_{R}}{2 f d X} \frac{(X-d X)\left(Z \cos \alpha_{R}+X \sin \alpha_{R}\right)}{Z}
\end{array}
$$

According to this theorem, the upper bound on relative error is directly proportional to $e_{x}$, as was expected. In other words, the higher the resolution of the cameras, the lower the error. Furthermore, the upper bound of error is inversely proportional to the focal length. Therefore, if the cameras zoom into a point, the error is likely to be reduced.

Now let us consider the behavior of the error upper bound with respect to changes in the vergence angle. For this purpose we use a numeric example. Suppose $f$ is 10 mm , the size of image plane is $40 \mathrm{~mm} \times 40 \mathrm{~mm}, d X$ is 100 mm , and $e_{x}$ is 0.05 mm . Figure 3.3 illustrates the changes in the upper bound of relative depth


Figure 3.3: Upper bound on the relative error in depth estimation versus the vergence angle for $P(50, Y, 300)$


Figure 3.4: Variation of depth measurement uncertainty with vergence using uniform resolution images
estimation error for a point $P$ located at $X=50 \mathrm{~mm}$ and $Z=300 \mathrm{~mm}$, with changes in $\alpha_{L}$ and $\alpha_{R}$. Point $P$ in this example is situated symmetrically with respect to the two cameras. The error upper bound increases with vergence and it is at its maximum when both $\alpha_{L}$ and $\alpha_{R}$ are roughly 10 degrees. The results illustrated in Figure 3.3 are remarkable due to the fact that, unlike common perception, vergence likely increases the depth estimation error.

Figure 3.4 illustrates the variation of depth uncertainty of a point $P$ for three different vergence angles graphically; the size of the diamond that covers the point $P$ changes according to the plot of Figure 3.3. Figure 3.4 demonstrates that the maximum depth estimation error occurs when the projection of the point $P$ is at the center of the image plane of both cameras.

Lemma 1 Suppose point $P$ is located symmetrically with respect to two cameras. The vergence angle corresponding to the maximum error for this point is obtained from the equation below. For definition of parameters refer to Section 3.1 and List of Symbols.

$$
\begin{equation*}
\alpha_{\max }=\arctan \left(\frac{d X / 2}{Z}\right) \tag{3.16}
\end{equation*}
$$

Using this lemma with the system in the above example, we have:

$$
\begin{array}{r}
\alpha_{\max }=\arctan \left(\frac{100 / 2}{300}\right)  \tag{3.17}\\
=9.46
\end{array}
$$

which is consistent with the graph in Figure 3.3.

Figure 3.5 gives isoresolution plots for our stereo imaging system. Each curve represents the points in the scene that have the same upper bound value for error in depth estimation. For the zero vergence angle, the isoresolution plots for the points


Figure 3.5: Isoresolution plots for stereo cameras with uniform discretization
whose depths are not very large compared to $d x$ are almost straight lines. When the vergence angle is increased, the plots become curved. The resolution of the cameras directly affects the distance between the curves in the isoresolution plots. The higher the resolution of the cameras, the denser the isoresolution plots. The isoresolution curve's density around the fixed point $P$ in the scene changes depending on the vergence angle - the density of the curves around $P$ increases when the cameras turn toward point $P$. Figure 3.6 illustrates the variation of depth estimation error when point $P$ is not located symmetrically with respect to two cameras. The upper bound of error in depth estimation is maximum when projection of point $P$ in both cameras is in the center of the image plane. The result is also graphically confirmed in Figure 3.7 (diamond plots) and in Figure 3.8 (isoresolution plots).

### 3.4 Optimal Vergence for an Object

The upper bound on the relative error in depth estimation that we obtained in the previous section may have little practical value. Due to the randomness of the position


Figure 3.6: Upper bound on relative error in depth estimation with non-symmetrical vergence angles for $P(25, Y, 300)$


Figure 3.7: Variation of depth uncertainty for stereo cameras with uniform discretization, and non-symmetrical vergence angles


Figure 3.8: Isoresolution plots Eor stereo cameras with uniform discretization, and non-symmetrical vergence angles
of an arbitrary 3D point in the scene, the actual error is not necessarily equal to the upper bound. In this section we use our upper bound for a single point to obtain upper bound on the average error in depth estimation for all the points lying in a region in the scene. This is esp ecially important when an object of interest in the scene with finite dimensions is considered.

Figure 3.9 illustrates a region in the scene representing the bounding box of an arbitrary object in the scene defined by the following constraints:

$$
Z \min <Z<Z \max \quad X \min <X<X \max
$$



Figure 3.9: Stereo system with an object in the scene

The average depth estimation error for all of the points lying in this area is calculated as follows:

$$
\begin{equation*}
\overline{E_{Z}}=\frac{\int_{X \min }^{X} \int_{Z \min }^{Z \max } E_{Z} d X d Z}{\int_{X \min }^{X \max } \int_{Z \min }^{Z \max } d X d Z} \tag{3.18}
\end{equation*}
$$

Due to the complexity of the upper bound of the $E_{Z}$ equation, we use numerical methods for obtaining $\overline{E_{Z}}$.

Suppose an object of interest (in a system with $f=10 \mathrm{~mm}, 40 \mathrm{~mm} \times 40$ mm imaging area, $e_{x}=0.05 \mathrm{~mm}$ and $d X=100 \mathrm{~mm}$ ) is located in the region of $280<Z<320$ and $35<X<65$. For simplicity we assume that $\alpha_{L}$ and $\alpha_{R}$ are equal. Figure 3.10 shows the average error for this object as a function of vergence angle. The upper bound is at a maximum when the center of the object region is projected onto the centers of the cameras. For small objects the upper bound on the


Figure 3.10: The upper bound on the average depth estimation error versus vergence angle for symmetrical movements
average error is close to the upper bound on the error for the center of the object.

### 3.5 Depth Estimation Error versus $f$

The results from the previous sections indicate that the average depth estimation error is inversely proportional to the focal length $f$. Therefore we attempt to reduce the depth estimation error by altering both the vergence and focal lengths. Figure 3.11 plots the upper bound on the average depth estimation error of the previous section object when both cameras' focal length is increased to 50 mm ; the upper bound is sharply decreased compared to $\mathrm{f}=10 \mathrm{~mm}$. By increasing the focal length the projection of the object covers a greater area of the image plane. The minimum upper bound on depth estimation error is attained when the projection of the object covers the whole image plane of the cameras. Such a situation for an object placed symmetrically with respect to two cameras occurs for unique values of focal length and vergence angle.


Figure 3.11: The upper bound on the average depth estimation error for $f=50$

### 3.6 Error versus dx

The upper bound on depth estimation error is also dependent on the stereo cameras' separation $d x$. Figure 3.12 illustrates the behavior of the upper bound with changes in $d x$. In order to draw this plot for each value of $d x$, both cameras' vergence angles were changed to keep both cameras panned toward the object at all times; for each new configuration based on the value of $d X$ the peak upper bound is always obtained. As Figure 3.12 illustrates, the upper bound decreases with wider separations between two cameras. Note that $d X=0$ illustrated in the figure is obviously meaningless.


Figure 3.12: The upper bound on average depth estimation error versus camera separation

## Chapter 4

## Vergence and Spatially-varying

## Sensing

In Chapter 3 we analyzed the effect of vergence on depth estimation error in a stereo imaging system with cameras having uniform discretization. With uniform discretization, the depth estimation error can be reduced but the minimum upper bound only occurs when the object of interest is in the edge of the image. In other words, there is no optimal vergence angle which leads to minimum error while maintaining a good coverage of the background scene.

In order to solve this problem, we investigate the use of cameras with nonuniform discretization. In fact, we investigate a stereo imaging system similar to the human visual system. In the human eye, there is a high resolution foveal region in the center and the resolution decreases towards the periphery.

Spatially-varying sensing is an important technique for reducing the processing required on images. For instance in the human visual system due to high resolution, a large amount of processing is required for the foveal region. If the human visual system
resolution was uniform, the brain processing power must have been considerably higher to cover all the visual field.

Several approaches for modeling variable resolution images have been proposed $[5,12,36]$. In this chapter we present two different models of non-uniform discretization: linear and exponential. It is assumed that our cameras have a uniform pixel arrangement in the vertical $(Y)$ direction and non-uniform linear or exponential pixel arrangement in the horizontal $(X)$ direction. Section 4.1 describes the non-uniform discretization models. Section 4.2 explores the upper bound of depth estimation error for a point and a 3D object.

### 4.1 Non-uniform Discretization Model

We consider two models of non-uniform discretization: exponential and linear. We only study the exponential model in depth; the linear model is skipped because it is very similar.

1. Exponential Discretization: The non-uniform exponential pixel arrangement is essentially based on the fish-eye transform [6]. The fish-eye transform, which is based on the characteristics of fish-eye lenses, describes a variable resolution mapping of a uniform resolution image to an image with high resolution in the center and non-linearly decreasing resolution towards the periphery. Based on this transform, any point with coordinates ( $\hat{x}, \hat{y}$ ) in the variable resolution plane
is mapped to the point $(x, y)$ in the uniform resolution plane as follows:

$$
\begin{array}{r}
\rho=\sqrt{\hat{x}^{2}+\hat{y}^{2}} \quad \hat{\theta}=\arctan \left(\frac{\hat{y}}{\hat{x}}\right) \\
r=\frac{e^{\frac{\rho}{3}-1}}{\lambda} \quad \hat{\theta}=\theta \\
x=r \cos \theta \quad y=r \sin \theta \tag{4.1}
\end{array}
$$

In the above equations, $s$ is a simple scaling factor and $\lambda$ controls the amount of distortion over the entire range.

Based on the idea of the fish-eye transform, we define the pixel separation as:

$$
\begin{equation*}
e_{x}(i)=E_{\min } e^{\gamma i} \tag{4.2}
\end{equation*}
$$

where $E_{\min }$ is the smallest pixel separation in the center of the camera, $\gamma$ is the factor that determines the rate of increase in pixel separation, and $i$ is the pixel count in the $X$ direction from the center of image plane. Figure 4.1 illustrates the pixel distribution for $\gamma=0.03$. Note that the pixel separation is merely non-uniform in the $X$ direction.
2. Linear Discretization: The non-uniform linear discretization model is based on the following equation:

$$
\begin{equation*}
e_{x}(i)=E_{\min }+\nu i \tag{4.3}
\end{equation*}
$$

where $E_{\text {min }}$ is the pixel separation in the center of the image plane and $\nu$ is a constant coefficient which controls the rate of increasing pixel separation.

### 4.2 Upper Bound of Depth Estimation Error

We use Lemma 2 In order to compute the depth estimation error in a stereo system with non-uniform discretization.


Figure 4.1: Exponential pixel distribution in the image plane for $\gamma=0.03$

Lemma 2 Suppose we have a single $3 D$ point $P(X, Y, Z)$ which has projections $x_{r}$ and $x_{l}$ on the right and left cameras, respectively. Each camera has a non-uniform discretization; such a discretization is specified by a function $e_{x}(i)$ which defines the separation of pixels based on their location. The upper bound on the relative error in the depth estimation of $P$ is then given from the equation below. For definition of parameters refer to Section 3.1 and List of Symbols.

$$
\begin{array}{r}
E_{Z}=\left|\frac{\hat{Z}-Z}{Z}\right| \leq \frac{e_{x}\left(x_{l}\right) \sin \alpha_{L}}{2 f} \frac{Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}}{Z}+  \tag{4.4}\\
\frac{e_{x}\left(x_{r}\right) \sin \alpha_{R}}{2 f} \frac{Z \cos \alpha_{R}+X \sin \alpha_{R}}{Z}+ \\
\frac{e_{x}\left(x_{l}\right) \sin \alpha_{L}}{2 f d X} \frac{X\left(Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}\right)}{Z}+ \\
\frac{e_{x}\left(x_{r}\right) \cos \alpha_{R}}{2 f d X}\left(Z \cos \alpha_{R}+X \sin \alpha_{R}\right)+ \\
\\
\frac{e_{x}\left(x_{l}\right) \cos \alpha_{L}}{2 f d X}\left(Z \cos \alpha_{L}-(X-d X) \sin \alpha_{L}\right)- \\
\\
\frac{e_{x}\left(x_{r}\right) \sin \alpha_{R}}{2 f d X} \frac{(X-d X)\left(Z \cos \alpha_{R}+X \sin \alpha_{R}\right)}{Z}
\end{array}
$$

Proof: The proof of this lemma is similar to that of Theorem 2 in Chapter 3.


Figure 4.2: Upper bound of depth estimation error with non-uniform images for point $P(50, Y, 300)$


Figure 4.3: Upper bound of depth estimation error with non-uniform images for point $P(25, Y, 300)$


Figure 4.4: Variation of depth uncertainty with vergence using non-uniform image planes

Suppose in the system described in Chapter 3, we use cameras with an exponential pixel arrangement ( $E_{\text {min }}=0.025, \gamma=0.01$ ) instead of cameras with uniform discretization. Using Lemma 2, the depth estimation error of point $P$ located at $X=50 \mathrm{~mm}$ and $\mathrm{Z}=300 \mathrm{~mm}$ is illustrated in Figure 4.2. The upper bound on the depth estimation error of $P$ is minimum for the same vergence angle at which the error in the uniform resolution system was maximum; this is the vergence angle for which the projection of $P$ lies on the center of the image plane of the cameras. Figure 4.4 illustrates the variation of depth uncertainty of a point $P$ for three different vergence angles when cameras having non-uniform discretization. The plot of Figure 4.2 is graphically verified in terms of the size of diamonds in Figure 4.4.


Figure 4.5: Isoresolution plots for stereo cameras with non-uniform discretization

Figure 4.5 gives isoresolution plots for stereo cameras with non-uniform exponential resolution when the point $P$ is located symmetrically respect to two cameras. The density of the plots changes with vergence, in accordance with the theoretical results and the diamond plots.

We calculate the average depth estimation error for an object of interest in the scene using the same constraints on the $X$ and $Z$ dimensions of the object used in Chapter 3. The average depth estimation error for all the points lying on an object is calculated as:

$$
\begin{equation*}
\overline{E_{Z}}=\frac{\int_{X \min }^{X \max } \int_{Z \min }^{Z \max } E_{Z} d X d Z}{\int_{X \min }^{X} \int_{Z \min }^{Z \max } d X d Z} \tag{4.5}
\end{equation*}
$$

where $E_{Z}$ is obtained from Equation 4.4.
Suppose the object of interest (in a system with $\mathrm{f}=10 \mathrm{~mm}, 40 \mathrm{~mm} \times 40$ mm imaging area, $e_{x}=0.025 \mathrm{~mm}$ and $d X=100 \mathrm{~mm}$ ) is located in the region $280<Z<320$ and $35<X<65$. Figure 4.6 shows the average error for this object as a function of vergence angle. The minimum error occurs when the center of the object region is projected into the center of the image plane. The error of depth perception is obviously higher for peripherally visible targets.


Figure 4.6: Average depth estimation error using non-uniform images

Figure 4.7 illustrates the variation of depth uncertainty when stereo cameras have non-symmetrical vergence angle with point $P$ located non-symmetrically respect to the two cameras. The error in depth perception will be minimum when the pro-


Figure 4.7: Variation of depth uncertainty for stereo cameras with non-uniform discretization and non-symmetrical vergence angles


Figure 4.8: Isoresolution plots for stereo cameras with uniform discretization, and non-symmetrical vergence angles
jections of the point $P$ in the scene are in the center of the image plane. The result is also verified by the isoresolution plots illustrated in Figure 4.8.

An issue that needs investigation is how the upper bound on error changes with changes in parameter $\gamma$ in a non-uniform exponential system. In order to do so, we must first define the focal angle of a pixel. If each of the left and right boundaries of a pixel is connected by a line to the focal point of the camera, the two resulting lines create the focal angle of the pixel. These angles are illustrated in the diamond plots in this thesis. By studying the diamond plots from the uniform resolution system, we
observe that the behavior of depth perception error with vergence is directly related to the focal angles of the pixels. For the uniform resolution cameras, the focal angles of the pixels in the center of the image plane are larger than the focal angle of pixels in the periphery. This is why the depth perception error is larger when a vergence angle is selected such that the projection of the 3 D point is in the center of the camera. For the non-uniform exponential resolution, there is no value for parameter $\gamma$ that results in equal focal angles for all the pixels, and therefore the error plot versus vergence is never flat. However, the parameter $\gamma$ should be chosen such that the focal angle of pixels increases monotonically, going from the center of an image plane towards the periphery. For small values of $\gamma$, although the pixel separation increases monotonically from the center toward the periphery, the focal angles may initially decrease and then increase - resulting in depth perception error changing in a non-monotonic fashion. Lemma 3 provides the minimum value of $\gamma$ that results in a monotonic increase of focal angles from the center toward the periphery. The important point to note here is that the value of $\gamma$ is derived from the geometry of the camera and not from the characteristics of the scene.

Lemma 3 The minimum value of $\gamma$ that ensures a monotonic increase in focal angles of pixels from the center of the image plane toward the periphery is:

$$
\begin{equation*}
\gamma_{\min }=\ln \left(\frac{2 f^{2}}{f^{2}-E_{\min }^{2}}-1\right) \tag{4.6}
\end{equation*}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: Lemma 3 can be proved by finding the formula for focal angle as a function of the stereo imaging system parameters and studying it from elementary calculus.

## Chapter 5

## Optimal Non-uniform

## Discretization

In Chapter 4 we demonstrated that non-uniform discretization has a desirable effect on the depth estimation error with stereo camera's vergence movements. In this chapter, we study the optimal non-uniform discretization for stereo reconstruction. Once again, we assume that our cameras have uniform discretization in the $Y$ direction and non-uniform discretization only along the $X$ direction. Section 5.1 describes the error in estimation of $X$ and $Y$ coordinates an arbitrary 3D point in the scene. The errors in the $X$ and $Y$ coordinates are used to obtain the optimal non-uniform discretization. Section 5.2 and 5.3 present the optimal non-uniform exponential and linear discretization, respectively. Section 5.4 compares the resulting error from the optimal exponential case as an example with the error in a stereo system built using cameras with a uniform discretization.

### 5.1 Error in Estimation of $X$ and $Y$ Coordinates

In order to obtain optimal non-uniform discretization, we study the error in estimating the $X$ and $Y$ coordinates of an arbitrary point $P$ as well as its $\operatorname{depth}(Z)$. Also, for the sake of simplicity, we restrict our study to the symmetrical vergence angles which can always be achieved by moving the stereo head toward the object rather than individual cameras separately. Lemma 4 provides equations for calculating the $X$ and $Y$ coordinates of the point $P$ in Figure 3.2 from the coordinates of its projections in the right and left cameras and the vergence angle.

Lemma 4 The $X$ and $Y$ coordinates of the point $P$ are calculated from the following equations:

$$
\begin{array}{r}
X=Z \frac{\left(x_{r} \cos \alpha+f \sin \alpha\right)}{\left(f \cos \alpha-x_{r} \sin \alpha\right)} \\
Y=\frac{y_{r}(Z \cos \alpha+X \sin \alpha)}{f}  \tag{5.2}\\
=\frac{y_{l}(Z \cos \alpha-(X-d X) \sin \alpha)}{f}
\end{array}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: Lemma 4 is proved based on the method of Theorem 1, where a new coordinate system for each camera is defined, as illustrated in Figure 3.2. The origin of the new coordinate system is located in the focal point of the camera and its Z axis is perpendicular to the image plane. Let $\left(X_{R}, Y_{R}, Z_{R}\right)$ and $\left(X_{L}, Y_{L}, Z_{L}\right)$ be the coordinates of $P$ in the new coordinate system that correspond to the right and left cameras, respectively. From equation $3.5, X$ can be obtained as a function of $x_{r}$ and Z. Thus we have:

$$
\begin{equation*}
X=Z \frac{\left(x_{r} \cos \alpha+f \sin \alpha\right)}{\left(f \cos \alpha-x_{r} \sin \alpha\right)} \tag{5.3}
\end{equation*}
$$

Finally, from trigonometry we have:

$$
\begin{equation*}
Y=\frac{Z_{R} y_{r}}{f}=\frac{Z_{L} y_{l}}{f} \tag{5.4}
\end{equation*}
$$

By substituting for $Z_{R}$ and $Z_{L}$ in the above equation, equation 5.2 is obtained.

Because of the discretization error in approximating the location of projection of point $P$ in the left and right cameras, there would be an error in estimating the coordinates of point $P$. In this study, we assume that the stereo cameras have nonuniform resolution in the $X$ direction, and the resolution is uniform for both cameras in the $Y$ direction. Theorem 3 demonstrates the relationship of the error in each of the coordinates with the pixel separation $e_{x}$ and $e_{y}$. In this theorem, $e_{x}$ is a function of location of projection and $e_{y}$ is a constant.

Theorem 3 An upper bound on the relative error in the $X$ and $Y$ coordinates of point $P(X, Y, Z)$ is given by the following equations:

$$
\left.\begin{array}{r}
E_{X}=\left|\frac{\hat{X}-X}{X}\right| \leq E_{Z}+\frac{e_{x}\left(x_{r}\right) \cos \alpha(Z \cos \alpha+X \sin \alpha)}{2 f X}+ \\
E_{Y}=\left\lvert\, \frac{e_{x}\left(x_{r}\right) \sin \alpha(Z \cos \alpha+X \sin \alpha)}{2 f Z}\right. \\
Y \tag{5.6}
\end{array} \right\rvert\, \leq \frac{Z E_{Z} \cos \alpha+X E_{X} \sin \alpha}{Z \cos \alpha+X \sin \alpha}+, ~\left(\frac{e_{y}}{2 y_{r}}+\frac{e_{y}\left(Z E_{Z} \cos \alpha+X E_{X} \sin \alpha\right)}{2 y_{r}(Z \cos \alpha+X \sin \alpha)} .\right.
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: In order to obtain the maximum relative error in $X$, we use equation 5.1 from lemma 3. We have:

$$
\begin{equation*}
\hat{X}=\hat{Z} \frac{\hat{x}_{r} \cos \alpha+f \sin \alpha}{f \cos \alpha-\hat{x}_{r} \sin \alpha} \tag{5.7}
\end{equation*}
$$

By substituting for $\hat{Z}$ and $\hat{x}_{r}$ in the above equation we have:

$$
\begin{array}{r}
\hat{X}=Z\left(1 \pm E_{Z}\right)\left[\frac{x_{r} \cos \alpha+f \sin \alpha \pm e_{x}\left(x_{r}\right) / 2 \cos \alpha}{f \cos \alpha-x_{r} \sin \alpha \pm e_{x}\left(x_{r}\right) / 2 \sin \alpha}\right] \\
=Z\left[\frac{x_{r} \cos \alpha+f \sin \alpha}{f \cos \alpha-x_{r} \sin \alpha}\right]\left[\frac{1 \pm e_{x}\left(x_{r}\right) / 2 \cos \alpha /\left(x_{r} \cos \alpha+f \sin \alpha\right)}{1 \pm e_{x}\left(x_{r}\right) / 2 \sin \alpha /\left(f \cos \alpha-x_{r} \sin \alpha\right)}\right] \tag{5.8}
\end{array}
$$

Therefore the upper bound of the relative error of $X$ can be obtained as follows:

$$
E_{X}=\left|\frac{\hat{X}-X}{X}\right| \leq\left(1 \pm E_{Z}\right)\left(1 \pm \frac{e_{x}\left(x_{r}\right) \cos \alpha}{2\left(x_{r} \cos \alpha+f \sin \alpha\right)}\right)\left(1 \pm \frac{e_{x}\left(x_{r}\right) \sin \alpha}{2\left(f \cos \alpha-x_{r} \sin \alpha\right)}\right)-1
$$

By substituting for $x_{r}$ in the above equation, we have:

$$
\begin{array}{r}
E_{X}=\left|\frac{\hat{X}-X}{X}\right| \leq\left(1 \pm E_{Z}\right)\left(1 \pm \frac{e_{x}\left(x_{r}\right) \cos \alpha(Z \cos \alpha+X \sin \alpha)}{2 f X}\right) \\
\left(1 \pm \frac{e_{x}\left(x_{r}\right) \sin \alpha(Z \cos \alpha+X \sin \alpha)}{2 f X}\right)-1 \tag{5.9}
\end{array}
$$

By expanding the right hand side of the above equation the upper bound on the relative error in $X$ is obtained. Some of the terms are significantly smaller and can be ignored yielding equation 5.5.

In order to obtain the upper bound on the relative error in $Y$, we use equation 5.2. We use the equation that involves $y_{r}$, therefore we have:

$$
\begin{equation*}
\hat{Y}=\frac{\hat{y}_{\tau}(\hat{Z} \cos \alpha+\hat{X} \sin \alpha)}{f} \tag{5.10}
\end{equation*}
$$

The projection of point $P$ in each camera has at most $e_{y} / 2$ discretization error. Since, the discretization in the $Y$ direction is uniform, $e_{y}$ is independent of the position of projection on the camera. We have:

$$
\begin{equation*}
\hat{y}_{r}=y_{r} \pm e_{y} / 2 \quad \hat{y}_{l}=y_{i} \pm e_{y} / 2 \tag{5.11}
\end{equation*}
$$

By substituting for $\hat{Z}$ and $\hat{y}_{r}$ in equation 5.10, we have:

$$
\begin{equation*}
\hat{Y}=\frac{Z\left(1 \pm E_{Z}\right) \cos \alpha+X\left(1 \pm E_{X}\right) \sin \alpha}{f}\left(y_{\tau} \pm e_{y} / 2\right) \tag{5.12}
\end{equation*}
$$

Thus the upper bound on the relative error in $Y$ can be obtained as follows:

$$
\begin{array}{r}
E_{Y}=\left|\frac{\hat{Y}-Y}{Y}\right| \leq \frac{Z E_{Z} \cos \alpha+X E_{X} \sin \alpha}{Z \cos \alpha+X \sin \alpha}+  \tag{5.13}\\
\frac{e_{y}}{2 y_{\tau}}+\frac{e_{y}\left(Z E_{Z} \cos \alpha+X E_{X} \sin \alpha\right)}{2 y_{\tau}(Z \cos \alpha+X \sin \alpha)}
\end{array}
$$

Now let us define the goal for obtaining optimal non-uniform discretization. The objective of the study is to find how to arrange pixels in the image plane to have a minimum upper bound on error of $X, Y$, and $Z$ while resolution remains constant.

Let us assume that $R$ denotes the resolution (the number of pixels) in a camera's image plane, which for simplicity, we consider to lie in a unit area. In the case of cameras with uniform resolution the following relationship between $R, e_{x}$ and $e_{y}$ exists:

$$
\begin{equation*}
\left(\frac{1}{e_{x}}\right)\left(\frac{1}{e_{y}}\right)=R \tag{5.14}
\end{equation*}
$$

If the resolution is non-uniform in the $X$ direction, then the following relationship exists:

$$
\begin{equation*}
N\left(\frac{1}{e_{y}}\right)=R \tag{5.15}
\end{equation*}
$$

where $N$ is the number of pixels in the $X$ direction in a unit length and we have:

$$
\begin{equation*}
1=\sum_{i=0}^{N} e_{x}(i) \tag{5.16}
\end{equation*}
$$

In order to obtain optimal vertical and horizontal pixel distribution in a nonuniform resolution stereo imaging system, the equations for $E_{X}, E_{Y}$ and $E_{Z}$ from

Theorem 2 and 3 must be considered. An obvious solution to minimize error in all directions is to reduce $e_{x}$ and $e_{y}$ together. However reducing $e_{x}$ and $e_{y}$ together leads to higher resolution, and that does not satisfy our objective; comparing the resulting error from two cameras with different resolution is not a fair comparison. To achieve minimum $E_{X}$ and $E_{Z}$ requires $e_{x}$ in both cameras to be as small as possible. However when considering fixed resolution for the cameras, reducing $e_{x}$ makes $e_{y}$ larger and this is the worst possible solution for $E_{Y}$. Therefore in this study we turn our attention to a solution for minimization of $E_{Y}$. The solution will be optimal for $E_{Y}$; furthermore, $E_{X}$ and $E_{Z}$ will be less than what they would be if the cameras had simply followed industrial standards.

### 5.2 Optimal Exponential Discretization

In this section we study optimal non-uniform discretization modeled by equation 4.2; the pixel separation increases exponentially from the center of image plane toward the periphery. In order to calculate the upper bounds $E_{X}, E_{Y}$, and $E_{Z}$, the values of $e_{x}$ and $e_{y}$ are required. Theorem 4 provides us with the equations for $e_{x}$ and $e_{y}$ based on the resolution $R$, model parameters $E_{\min }$ and $\gamma$, and the coordinates of point $P(X, Y, Z)$. The value of $e_{x}$ is different for the left and right cameras due to the difference in the location of the projections of point $P$, and non-uniform discretization in $X$ direction. The value of $e_{y}$ is independent of projection location due to uniform discretization.

Theorem 4 The pixel separations $e_{x}$ and $e_{y}$ for projections of point $P$ onto the left and right cameras with non-uniform exponential discretization modeled by equation

## 4.2 are obtained from the following equations:

$$
\begin{array}{r}
e_{x}\left(x_{\tau}\right)=\frac{E_{\min }}{e^{\gamma}}\left[1+\frac{f(X \cos \alpha-Z \sin \alpha)\left(e^{\gamma}-1\right)}{(Z \cos \alpha+X \sin \alpha) E_{\min }}\right] \\
e_{x}\left(x_{l}\right)=\frac{E_{\min }}{e^{\gamma}}\left[1+\frac{f((X-d X) \cos \alpha+Z \sin \alpha)\left(e^{\gamma}-1\right)}{(Z \cos \alpha-(X-d X) \sin \alpha) E_{\min }}\right] \\
e_{y}=\frac{1}{R}\left[\frac{1}{\gamma} \ln \left(1+\frac{e^{\gamma}-1}{E_{\min }}\right)-1\right] \tag{5.19}
\end{array}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.
Proof: Let us consider the right camera; we assume that there are $m$ pixels between the center of the image plane and the projection of point $P$ along the $X$ direction. Therefore the following equation exists:

$$
\begin{equation*}
x_{r}=\sum_{i=0}^{m}\left(E_{\min } e^{\gamma i}\right) \tag{5.20}
\end{equation*}
$$

Computing the summation on the right hand side we have:

$$
\begin{equation*}
x_{r}=E_{\min } \frac{\left(e^{\gamma(m+1)}-1\right)}{e^{\gamma}-1} \tag{5.21}
\end{equation*}
$$

from which $m$ can be obtained as:

$$
\begin{equation*}
m=\frac{1}{\gamma} \ln \left(1+\frac{x_{\tau}\left(e^{\gamma}-1\right)}{E_{\min }}\right)-1 \tag{5.22}
\end{equation*}
$$

Substituting $m$ from the above equation and $x_{r}$ into equation 4.2 we have:

$$
\begin{array}{r}
e_{x}\left(x_{r}\right)=E_{\min } e^{\ln \left(1+\frac{x_{r}\left(e^{\gamma}-1\right)}{E_{\min }}\right)-\gamma} \\
=E_{\min } e^{\ln \left(1+\frac{f(X \cos \alpha-Z \sin \alpha)\left(e^{\gamma}-1\right)}{(Z \cos \alpha+X \sin \alpha) E_{\min }}\right)-\gamma} \\
=\frac{E_{\min }}{e^{\gamma}}\left[1+\frac{f(X \cos \alpha-Z \sin \alpha)\left(e^{\gamma}-1\right)}{(Z \cos \alpha+X \sin \alpha) E_{\min }}\right] \tag{5.25}
\end{array}
$$

Similarly for $e_{x}\left(x_{l}\right)$ we have:

$$
\begin{array}{r}
e_{x}\left(x_{l}\right)=E_{\min } e^{\ln \left(1+\frac{x_{1}\left(e^{\gamma}-1\right)}{E_{\min }}\right)-\gamma} \\
=E_{\min } e^{\ln \left(1+\frac{f(X-d X) \cos \alpha+Z \sin \alpha)\left(e^{\gamma}-1\right)}{(Z \cos \alpha-(X-\alpha X) \sin \alpha) E_{\min }}\right)-\gamma} \\
=\frac{E_{\min }}{e^{\gamma}}\left[1+\frac{f((X-d X) \cos \alpha+Z \sin \alpha)\left(e^{\gamma}-1\right)}{(Z \cos \alpha-(X-d X) \sin \alpha) E_{\min }}\right] \tag{5.28}
\end{array}
$$

The number of pixels in the $x$ direction of image plane in unit length $(N)$ is obtained as follows:

$$
\begin{equation*}
N=\frac{1}{\gamma} \ln \left(1+\frac{1 \times\left(e^{\gamma}-1\right)}{E_{\min }}\right)-1 \tag{5.29}
\end{equation*}
$$

Subsequently we have:

$$
\begin{equation*}
e_{y}=\frac{1}{R}\left[\frac{1}{\gamma} \ln \left(1+\frac{1 \times\left(e^{\gamma}-1\right)}{E_{\min }}\right)-1\right] \tag{5.30}
\end{equation*}
$$



Figure 5.1: The error $E Y$ (left) and $E Z$ (right) for an object using stereo cameras with non-uniform exponential discretization.

By substituting equations 5.17, 5.18, 5.19 into equation 5.6, the value of $E_{Y}$ for the point $P(X, Y, Z)$ is obtained. The average error for an object in the scene located within $Z \min <Z<Z \max$ and $X \min <X<X \max$ is obtained from the following equation:

$$
\begin{equation*}
\overline{E_{Y}}=\frac{\int_{X \min }^{X \max } \int_{Z \min }^{Z \max } E_{Y} d X d Z}{\int_{X \min }^{X} \int_{Z \min }^{Z \max } d X d Z} \tag{5.31}
\end{equation*}
$$

Let us assume a stereo system where $f$ is $20 \mathrm{~mm}, d x$ is $100 \mathrm{~mm}, E_{\min }$ is 0.05 mm and resolution $R$ is 1000 , the average error $\overline{E_{Y}}$ for the object located within $350<Z<400$ and $25<X<75$ boundaries is plotted in Figure 5.1. The value of $\gamma$ corresponding to minimum $\overline{E_{Y}}$ is derived from this plot.

### 5.3 Optimal Linear Discretization

In this section we study optimal non-uniform discretization modeled by equation 4.3; the pixel separation increases linearly from the center of the image plane toward the periphery. Theorem 5 provides us with the equations for $e_{x}$ and $e_{y}$ for the projection of a point $P(X, Y, Z)$ in both cameras, based on the resolution $R$, model parameters $E_{m i n}$ and $\nu$, and the coordinates of point $P$.


Figure 5.2: The error $E Y$ (left) and $E Z$ (right) for an object using stereo cameras with non-uniform linear discretization

Theorem 5 The pixel separation $e_{x}$ and $e_{y}$ for the projection of point $P$ onto the left and right cameras with non-uniform discretization modeled by equation 4.3 are obtained from the following equations:

$$
\begin{gathered}
e_{x}\left(x_{r}\right)=E_{\min }+\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-f\left(\frac{(X \cos \alpha-Z \sin \alpha)}{(Z \cos \alpha+X \sin \alpha)}\right)\right.}-\left(\nu+2 E_{\min }\right)}{2} \text { (0.32) } \\
e_{x}\left(x_{l}\right)=E_{\min }+\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-f \frac{((X-d X) \cos \alpha+Z \sin \alpha)}{(Z \cos \alpha-(X-d X) \sin \alpha)}\right)}-\left(\nu+2 E_{\min }\right)}{2}(0.33) \\
e_{y}=\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-1\right)}}{2 \nu R}\left(\nu+2 E_{\min n}\right)
\end{gathered}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: Let us first consider the righ camera. We assume there are $m$ pixels between the center of the image plane and the projection of point $P$ along the $X$ direction. We have:

$$
\begin{equation*}
x_{r}=\sum_{i=0}^{m}\left(E_{\min }+\nu i\right) \tag{5.35}
\end{equation*}
$$

Computing the summation on the right hand side we have:

$$
\begin{equation*}
x_{r}=(m+\mathbb{E}) E_{\min }+\frac{m(m+1) \nu}{2} \tag{5.36}
\end{equation*}
$$

which can be expressed as:

$$
\begin{equation*}
\nu m^{2}+\left(\nu+2 E_{\min }\right) m+2\left(E_{\min }-x_{r}\right)=0 \tag{5.37}
\end{equation*}
$$

The positive root of this equation is:

$$
\begin{equation*}
m=\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-x_{\tau}\right)}-\left(\nu+2 E_{\min }\right)}{2 \nu} \tag{5.38}
\end{equation*}
$$

Substituting $m$ from the above equation and $x_{r}$ into equation 4.3, we have:

$$
\begin{align*}
& \quad e_{x}\left(x_{r}\right)=E_{\min }+\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-x_{r}\right)}-\left(\nu+2 E_{\min }\right)}{2}  \tag{5.39}\\
&=E_{\min }+\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-f \frac{(X \cos \alpha-Z \sin \alpha)}{(Z \cos \alpha+X \sin \alpha)}\right)}-\left(\nu+2 E_{\min }\right)}{2} \tag{5.40}
\end{align*}
$$

Similarly for $e_{x}\left(x_{l}\right)$ :

$$
\begin{array}{r}
e_{x}\left(x_{l}\right)=E_{\min }+\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-x_{l}\right)}}{2}-\left(\nu+2 E_{\min }\right) \\
=E_{\min }+\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-f \frac{((X-d X) \cos \alpha+Z \sin \alpha)}{(Z \cos \alpha-(X-d X) \sin \alpha)}\right)}-\left(\nu+2 E_{m i n}\right)}{2} \tag{5.42}
\end{array}
$$

Let us denote the number of pixels in the unit length in the $x$ direction as $N$; it is obtained from the following equation:

$$
\begin{equation*}
N=\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-1\right)}-\left(\nu+2 E_{\min }\right)}{2 \nu} \tag{5.43}
\end{equation*}
$$

The following relationship exists between $N$ and the resolution $R$ (which is assumed to be constant).

$$
\begin{equation*}
R=N \frac{1}{e_{y}} \tag{5.44}
\end{equation*}
$$

$e_{y}$ can be obtained from the equations 5.44 and 5.43 as follows:

$$
\begin{equation*}
e_{y}=\frac{\sqrt{\left(\nu+2 E_{\min }\right)^{2}-8 \nu\left(E_{\min }-1\right)}-\left(\nu+2 E_{\min }\right)}{2 \nu R} \tag{5.45}
\end{equation*}
$$

By substituting equations $5.32,5.33,5.34$ into equation 5.6 , the value of $E_{Y}$ for a point $P(X, Y, Z)$ is obtained. Suppose that $f$ is $20 \mathrm{~mm}, d x$ is $100 \mathrm{~mm}, E_{\text {min }}$ is 0.05 mm and the resolution $R$ is 1000 . Figure 5.2 (left) illustrates the graph of $E_{Y}$ versus $\nu$ for a small object located within the $350<Z<400$ and $25<X<75$ boundaries when two cameras are tilted toward the object.

By substituting equations $5.32,5.33,5.34$ into equation 4.4, we obtain the $E_{Z}$ value for a point $P(X, Y, Z)$. For the example in the previous section, the variation of $\overline{E_{Z}}$ with $\nu$ is illustrated in Figure $\overline{5} .2$ (right) $\overline{E_{Z}}$ increases directly with the increase in $\nu$, as expected.

### 5.4 Comparison of Uniform and Non-Uniform Discretization

In the previous sections, we found the optimal non-uniform discretization in the $X$ direction. The significance of these results is only understood when the error is compared with the uniform resolution case. For non-uniform exponential discretization, the optimal value of $E Y$ is obtained for $\gamma=0.2$. For this value of $\gamma, E Y=5.85 \%$
and $E Z=3.17 \%$. Figure 5.3 illustrates the upper bound on average error $E Y$ as a function of pixel separation $e_{x}$ for the example system in this chapter when both stereo cameras have uniform resolution. The error $E Y$ in the best case is above $8.5 \%$, which is well above the values obtained by non-uniform resolution case. This best value of $E Y$ is obtained for $e_{x}=0.22$. Figure 5.4 illustrates the error $E Z$ for this value of $e_{x}$ as a function of vergence angle. The value of $E Z$ is maximum for the vergence angle where both cameras are tilted toward the object. For this vergence angle, its value $E Z=3.82$ is still more than the values obtained by the non-uniform resolution. In other words the optimal non-uniform discretization not only improves $E Y$ over the uniform resolution, but also $E Z$ is improved.


Figure 5.3: $E Y$ for using stereo cameras with uniform discretization.


Figure 5.4: $E Z$ for using stereo cameras with uniform discretization for $e_{x}=0.22$.

## Chapter 6

## Stereo Cameras with Tilt

## Movements

In this chapter we examine a stereo imaging system with a less restricted configuration, where cameras have independent tilt as well as pan movements similar to the human eye. The object of interest can be located anywhere in 3D space with respect to the cameras and not necessarily symmetrically located before the two cameras.

Section 6.1 illustrates the configuration of the stereo system which is studied in this chapter. The depth of an arbitrary 3D point in the scene will be calculated based on the stereo imaging system parameters. In Section 6.2, we study the error in depth estimation. Section 6.3 discusses the epipolar lines computation in this stereo imaging system which is used for stereo matching.

### 6.1 Depth of A 3D Point

Figure 6.1 illustrates the configuration of the stereo imaging system with cameras having independent pan and tilt movements. The pan angle, which is the angle of
rotation of the camera's coordinate system along the Y axis, is denoted by $\beta$ and $\theta$ for the left and right cameras respectively. The tilt angle which is the angle of rotation of the camera's coordinate system along the X axis, is denoted by $\alpha$ and $\gamma$ for the left and right cameras respectively.


Figure 6.1: Stereo imaging system with tilt movements

Theorem 6 provides the equation for depth of a point $P$ in Figure 6.1 based on the physical geometry of the stereo imaging system and the projection of point $P$ in the left and right cameras.

Theorem 6 The depth of a $3 D$ point $P(X, Y, Z)$ in the stereo imaging system of Figure 6.1 can be obtained from the following equation:

$$
\begin{equation*}
Z=\frac{Z_{R} Y_{L} d X}{Y_{L} X_{R}-\left(X_{L}-d X\right) Y_{R}} \tag{6.1}
\end{equation*}
$$

in which:

$$
\begin{array}{r}
Z_{R}=-y_{\tau} \sin \beta+\cos \beta\left(-x_{r} \sin \alpha+f \cos \alpha\right) \\
Z_{L}=-y_{l} \sin \theta+\cos \theta\left(-x_{l} \sin \gamma+f \cos \gamma\right) \\
X_{R}=x_{r} \cos \alpha+f \sin \alpha \\
X_{L}=x_{l} \cos \gamma+f \sin \gamma+d X \\
Y_{R}=y_{\tau} \cos \beta+\sin \beta\left(-x_{r} \sin \alpha+f \cos \alpha\right) \\
Y_{L}=y_{l} \cos \theta+\sin \theta\left(-x_{l} \sin \gamma+f \cos \gamma\right) \tag{6.3}
\end{array}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: In order to find the depth $(Z)$ of point $P(X, Y, Z)$ from the coordinates of its projections in the left and right cameras, we use the matrix form of the rotation, translation and projection transformations. The matrix form of the transformations is easily accomplished by using a homogeneous coordinate system. The homogeneous coordinates of a point with coordinates $(X, Y, Z)$ are defined by $(k X, k Y, k Z, k)$ where $k$ is an arbitrary nonzero constant.

Let us consider a point $P_{R}\left(x_{r}, y_{r}\right)$ in the right camera's image plane. Assuming that the right camera pan and tilt angle is zero, point $P_{R}$ has 3D coordinates ( $x_{r}, y_{r}, f$ ) in the world 3D coordinate system with its origin in the right camera's focal point. Using the matrix form of the rotation and homogeneous coordinates of point $P_{R}$, if the right camera has nonzero pan and tilt angles, then the 3D coordinates of point $P_{R}$ are obtained as follows:

$$
\begin{equation*}
C_{h R}=R_{\beta} R_{\alpha} W_{h R} \tag{6.4}
\end{equation*}
$$

where $W_{h R}$ denotes the homogeneous coordinate of point $P_{R}$, and $C_{h R}$ represents the resulting point homogeneous coordinate after transformation. $R_{\alpha}$ is the rotation matrix along the $Y$ axis, and $R_{\beta}$ is the rotation matrix along the $X$ axis as follows:

$$
R_{\alpha}=\left(\begin{array}{cccc}
\cos \alpha & 0 & \sin \alpha & 0  \tag{6.5}\\
0 & 1 & 0 & 0 \\
-\sin \alpha & 0 & \cos \alpha & 0 \\
0 & 0 & 0 & 1
\end{array}\right) R_{\beta}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \beta & \sin \beta & 0 \\
0 & -\sin \beta & \cos \beta & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

Similarly, we have the following equation for the point $P_{L}$ in the left camera's image plane:

$$
\begin{equation*}
C_{h L}=R_{\theta} R_{\gamma} C W_{h L} \tag{6.6}
\end{equation*}
$$

where, similar to $P_{R}, W_{h L}$ denotes the homogeneous coordinate of point $P_{L}$, and $C_{h L}$ represents the resulting point homogeneous coordinate after transformation. $C$ is the displacement matrix, $R_{\gamma}$ is the rotation matrix along the $Y$ axis, and $R_{\theta}$ is the rotation matrix along the $X$ axis as follows:

$$
\begin{gather*}
C=\left(\begin{array}{cccc}
1 & 0 & 0 & d X \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)  \tag{6.7}\\
R_{\gamma}=\left(\begin{array}{cccc}
\cos \gamma & 0 & \sin \gamma & 0 \\
0 & 1 & 0 & 0 \\
-\sin \gamma & 0 & \cos \gamma & 0 \\
0 & 0 & 0 & 1
\end{array}\right) R_{\theta}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \theta & \sin \theta & 0 \\
0 & -\sin \theta & \cos \theta & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \tag{6.8}
\end{gather*}
$$

Let us assume point $P(X, Y, Z)$ has projections $P_{R}\left(X_{R}, Y_{R}, Z_{R}\right)$ and $P_{L}\left(X_{L}, Y_{L}, Z_{L}\right)$ in the right and left cameras, respectively. Equation 6.10 describes all the 3D lines passing from $P_{R}$ and the origin (which happens to be the focal point of the right camera) in parametric form:

$$
\begin{align*}
X & =X_{R} t  \tag{6.9}\\
Y & =Y_{R} t \\
Z & =Z_{R} t
\end{align*}
$$

Similarly, Equation 6.11 demonstrates all the 3D lines passing from $P_{L}$ and the focal point of the left camera, which is located at $(d X, 0,0)$ in parametric form:

$$
\begin{array}{r}
X=d X+\left(X_{L}-d X\right) t^{\prime}  \tag{6.10}\\
Y=Y_{L} t^{\prime} \\
Z=Z_{L} t^{\prime}
\end{array}
$$

The point $P$ projection line into the right camera passing from point $P_{R}$ and $P$, and the projection line passing from point $P_{L}$ and $P$ have point $P$ in common. Therefore point $P$ should satisfy both equations, and we have:

$$
\begin{align*}
t & =\frac{Y_{L} d X}{Y_{L} X_{R}-\left(X_{L}-d X\right) Y_{R}}  \tag{6.11}\\
t^{\prime} & =\frac{Y_{R} d X}{Y_{L} X_{R}-\left(X_{L}-d X\right) Y_{R}} \tag{6.12}
\end{align*}
$$

By substituting for the $t$ in equation 6.10, we have:

$$
\begin{equation*}
Z=\frac{Z_{R} Y_{L} d X}{Y_{L} X_{R}-\left(X_{L}-d X\right) Y_{R}} \tag{6.13}
\end{equation*}
$$

In order to obtain the relationship between the 3D coordinates of $P_{R}$ and $P_{L}$ with the coordinates of the projection on the image plane (e.g. $X_{R}, Y_{R}, Z_{R}$ and $x_{r}, y_{\tau}$ ),
we use the matrix form of the projection transformation $T_{P}$ as follows:

$$
T_{P}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{6.14}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 / f & 0
\end{array}\right)
$$

Let us denote the homogeneous coordinate of point $P$ with vector $W_{h}$ and the resulting point homogeneous coordinate with vector $C_{h}$. Equation 6.15 provides the projection of point $P$ in the projection plane defined by the equation $Z=f$, which coincides with our right camera's image plane with zero pan and tilt angles.

$$
\begin{equation*}
C_{h}=T_{P} W_{h} \tag{6.15}
\end{equation*}
$$

The projection of point $P$ in the cameras with nonzero $\alpha$ pan and $\beta$ tilt angles can be calculated by first rotating point $P$ by $-\alpha$ and $-\beta$ along the $Y$ and $X$ axes, respectively, and then finding the projection using the equation 6.15. This leads to the following equations for the right and left cameras:

$$
\begin{gather*}
C_{h R}=T_{P} R_{-\beta} R_{-\alpha} W_{h}  \tag{6.16}\\
C_{h L}=T_{P} R_{-\theta} R_{-\gamma} C W_{h} \tag{6.17}
\end{gather*}
$$

The projection point $P_{R}$ with ( $x_{r}, y_{r}$ ) in the right camera's image plane has coordinates $\left(x_{r}, y_{r}, f\right)$ in the 3D world coordinate system, and similarly the projection point $P_{L}$ with coordinates $\left(x_{l}, y_{l}\right)$ in the left camera's image plane has coordinates ( $x_{l}, y_{l}, f$ ) in the 3D world coordinate system. Considering these facts and expanding the above equations, the equation 6.1 for depth ( $Z$ coordinate) of point $P$ is obtained.

### 6.2 Depth Estimation Error

Because of discretization error in approximating of the location of projection of point $P$ in the left and right cameras, there is an error estimating the coordinates of point $P$. In this study, we assume that the stereo cameras have uniform discretization in the $x$ and $y$ direction, and each camera can have independent pan and tilt movements. Theorem 7 demonstrates the relationship of the error in the depth coordinate $Z$ with pixel separation $e$.

Theorem 7 The upper bound on relative error in depth of a $3 D$ point $P(X, Y, Z)$ is obtained from the following equation:

$$
\begin{array}{r}
E_{Z}=\left|\frac{\hat{Z}-Z}{Z}\right| \leq\left|\frac{\Delta Z_{R}}{Z}\right|+ \\
\left|\frac{\Delta Y_{L}}{Y_{L}}+\frac{X_{R} \Delta Y_{L}+Y_{L} \Delta X_{R}-Y_{R} \Delta X_{L}-\left(X_{L}-d X\right) \Delta Y_{R}}{Y_{L} X_{R}-\left(X_{L}-d X\right) Y_{R}}\right| \tag{6.18}
\end{array}
$$

in which equations 6.3 hold and we have:

$$
\begin{array}{r}
\Delta Z_{R}= \pm e / 2(\sin \beta+\cos \beta \sin \alpha)  \tag{6.19}\\
\Delta Z_{L}= \pm e / 2(\sin \theta+\cos \theta \sin \gamma) \\
\Delta X_{R}= \pm e / 2 \cos \alpha \\
\Delta X_{L}= \pm e / 2 \cos \gamma \\
\Delta Y_{R}= \pm e / 2(\cos \beta+\sin \beta \sin \alpha) \\
\Delta Y_{L}= \pm e / 2(\cos \theta+\sin \theta \sin \gamma)
\end{array}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: In order to prove this theorem we use the following equation:

$$
\begin{equation*}
Z=Z_{R} t \tag{6.20}
\end{equation*}
$$

in which $t$ is obtained from equation 6.11. Due to discretization error, we have:

$$
\begin{equation*}
\hat{Z}=\hat{Z}_{R} \hat{t} \tag{6.21}
\end{equation*}
$$

By expanding the right hand side, we have:

$$
\begin{equation*}
\hat{Z}=Z_{R} t\left(1 \pm \frac{\Delta t}{t}\right)\left(1 \pm \frac{\Delta Z_{R}}{Z_{R}}\right) \tag{6.22}
\end{equation*}
$$

By multiplying two terms together and ignoring the second order error terms we have:

$$
\begin{equation*}
E_{Z}=\left|\frac{\hat{Z}-Z}{Z}\right| \leq\left|\frac{\Delta Z_{R}}{Z}\right|+\left|\frac{\Delta t}{t}\right| \tag{6.23}
\end{equation*}
$$

In this equation, $\Delta Z_{R}$ and $\Delta Z_{L}$ are unknowns. First we find the error in coordinates of the projection of the point $P(X, Y, Z)$ in the right and left camera $P_{R}\left(X_{R}, Y_{R}, Z_{R}\right)$ and $P_{L}\left(X_{L}, Y_{L}, Z_{L}\right)$ due to discretization. For the $\mathcal{Z}_{R}$ coordinate, we have:

$$
\begin{equation*}
Z_{R}=-y_{r} \sin \beta+\cos \beta\left(-x_{r} \sin \alpha+f \cos \alpha\right) \tag{6.24}
\end{equation*}
$$

Due to discretization we have:

$$
\begin{align*}
& \hat{x_{r}}=x_{r} \pm e / 2  \tag{6.25}\\
& \hat{y_{r}}=y_{r} \pm e / 2 \tag{6.26}
\end{align*}
$$

Since the cameras have uniform resolution, $e$ is constant and we only need to consider the case where pixel separation is the same in both directions. We have:

$$
\begin{equation*}
\hat{Z_{R}}=-\sin \beta\left(y_{r} \pm e / 2\right)+\cos \beta\left(-\left(x_{r} \pm e / 2\right) \sin \alpha+f \cos \alpha\right) \tag{6.27}
\end{equation*}
$$

Therefore we have:

$$
\begin{equation*}
\left.\Delta Z_{R}= \pm e / 2(\sin \beta+\cos \beta \sin \alpha)\right) \tag{6.28}
\end{equation*}
$$

Similarly, for the rest of the coordinates we have:

$$
\begin{array}{r}
\Delta Z_{L}= \pm e / 2(\sin \theta+\cos \theta \sin \gamma)  \tag{6.29}\\
\Delta X_{R}= \pm e / 2 \cos \alpha \\
\Delta X_{L}= \pm e / 2 \cos \gamma \\
\Delta Y_{R}= \pm e / 2(\cos \beta+\sin \beta \sin \alpha) \\
\Delta Y_{L}= \pm e / 2(\cos \theta+\sin \theta \sin \gamma)
\end{array}
$$

The other unknown in the equation 6.23 is the $\Delta t$, which we calculate here:

$$
\begin{equation*}
t=\frac{Y_{L} d X}{Y_{L} X_{R}-\left(X_{L}-d X\right) Y_{R}} \tag{6.30}
\end{equation*}
$$

Then we have:

$$
\begin{equation*}
\hat{t}=\frac{\left(Y_{L}+\Delta Y_{L}\right) d X}{\left(Y_{L}+\Delta Y_{L}\right)\left(X_{R}+\Delta X_{R}\right)-\left(X_{L}+\Delta X_{L}-d X\right) Y_{R}} \tag{6.31}
\end{equation*}
$$

By expanding the right hand side of the above equation and ignoring the second order error terms and assuming error in denominator is small we have:

$$
\begin{equation*}
\Delta t \simeq t\left(\frac{\Delta Y_{L}}{Y_{L}}+\frac{X_{R} \Delta Y_{L}+Y_{L} \Delta X_{R}-Y_{R} \Delta X_{L}-\left(X_{L}-d X\right) \Delta Y_{R}}{D E N(t)}\right) \tag{6.32}
\end{equation*}
$$

By substituting the above equation in equation 6.23 , the equation 6.18 is obtained.

Theorem 7 presents an upper bound on the depth estimation error for a single point. We are interested in the average error for an object. The average depth estimation error for an object within the boundaries of $X_{\min }<X<X_{\max }, Y_{\min }<$ $Y<Y_{\max }, Z_{\min }<Z<Z_{\max }$ is obtained as follows:

$$
\begin{equation*}
\bar{E}=\frac{\int_{X_{\min }}^{X_{\max }} \int_{Y_{\min }}^{Y_{\max }} \int_{Z_{\min }}^{Z_{\max }} E_{Z} d x d y d z}{\int_{X_{\min }}^{X_{\max }} \int_{Y_{\min }}^{Y_{\max }} \int_{Z_{\min }}^{Z_{\max }} d x d y d z} \tag{6.33}
\end{equation*}
$$

Now let us consider a stereo imaging system consisting of two cameras which are separated by $100 \mathrm{~mm}(d X=100)$. Two cameras are identical with focal length of 10 mm , and the distance between centers of two adjacent pixels is 0.05 mm . Figure 6.2 illustrates the upper bound on the average relative error in depth estimation of an object situated within the following boundaries: $25<X<75,275<Z<325$, $25<Y<75$. This figure plots the error when the two cameras have a fixed 10 degree tilt angle toward the object, and the pan angles of both cameras varies towards the object. Figure 6.2 clearly illustrates that depth estimation error is maximum when the cameras are panned and tilted toward the object in the scene.

### 6.3 Epipolar Lines

In this thesis we are not directly concerned with the matching process in stereo images. However, most of the matching algorithms in literature are restricted to a simple parallel stereo imaging system. A stereo imaging system which each camera can have independent pan and tilt movements has not been fully studied. Theorem 8 derives the epipolar line equation in the left image for an arbitrary point in the right image - the match for the selected point resides on the derived epipolar line.

Theorem 8 For the 3D point $P(X, Y, Z)$ with projection point $P_{R}\left(x_{r}, y_{\tau}\right)$ in the right image, the following equation is the epipolar line equation in the left camera's image plane corresponding to point $P_{R}$ :

$$
\begin{array}{r}
x_{l}\left(\sin \gamma \cos \gamma-C_{Y} \sin \theta \sin \gamma\right)+  \tag{6.34}\\
y_{l}\left(C_{Y} \cos \theta+f \sin ^{2} \gamma-f\right)+ \\
C_{Y} f \sin \theta \cos \gamma=0
\end{array}
$$



Figure 6.2: Upper bound of depth estimation error of location of a 3D object in stereo imaging
in which

$$
\begin{equation*}
C_{Y}=\cos \gamma \sin \theta-\cos \gamma \cos \theta \frac{Z_{R}}{Y_{R}} \tag{6.35}
\end{equation*}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: Figure 6.3 illustrates the epipolar lines in our stereo configuration. Epipolar lines are derived from the intersection of the epipolar plane, which is the plane passing through the focal points of the right and left cameras and the 3D point $P$, and the image plane of the cameras.

Point $P_{R}\left(x_{r}, y_{r}\right)$ and the projection of point $P(X, Y, Z)$ have the following coordinates in the 3D coordinate system:

$$
\begin{array}{r}
X_{R}=x_{\tau} \cos (\alpha)+f \sin (\alpha)  \tag{6.36}\\
Y_{R}=y_{\tau} \cos (\beta)+\sin (\beta)\left(-x_{\tau} \sin (\alpha)+f \cos (\alpha)\right) \\
Z_{R}=-y_{\tau} \sin (\beta)+\cos (\beta)\left(-x_{\tau} \sin (\alpha)+f \cos (\alpha)\right)
\end{array}
$$

The epipolar plane equation which passes focal points of left and right cameras and $P_{R}$ is defined by the following equation:

$$
\begin{equation*}
d x\left(Z_{R} Y+Y_{R} Z\right)=0 \tag{6.37}
\end{equation*}
$$

The equation for the left camera's image plane is obtained by calculating the normal vector of the plane considering its pan and tilt movements, and selecting an arbitrary point on the plane. We have:

$$
\begin{align*}
\sin (\gamma)(X-f \sin (\gamma)-d x) & +  \tag{6.38}\\
\cos (\gamma) \sin (\theta)(Y-f \cos (\gamma) \sin (\theta)) & + \\
\cos (\gamma) \cos (\theta)(Z-f \cos (\gamma) \cos (\theta)) & =0
\end{align*}
$$

The epipolar line equation is obtained from the intersection of the two planes described by equations 6.37 and 6.38 as follows:

$$
X \sin (\gamma)-f-d x \sin (\gamma)+\left(\cos (\gamma) \sin (\theta)-\cos (\gamma) \cos (\theta) Z_{R} / Y_{R}\right) Y=0(6.39)
$$

in which $X$ and $Y$ are the 3D coordinates of projection points onto the left image plane. By substituting equation 6.3 into the above equation, the epipolar line equation 6.35 is obtained.


Figure 6.3: Epipolar lines in a stereo system with vergence

## Chapter 7

## Spatially-Varying Stereo Cameras

## with Tilt Movements

In this chapter we study the idea of non-uniform discretization presented in Chapter 4, for the stereo system described in Chapter 6. However, unlike Chapter 4, the cameras will have non-uniform discretization in both the horizontal and vertical directions.

Section 7.1 describes the upper bound of the error in the stereo system of Chapter 6 built using cameras with non-uniform exponential discretization. Section 7.2 discusses the optimal non-uniform discretization in the stereo imaging system of Chapter 6.

### 7.1 Upper Bound of Error in $Z$

Theorem 7 in Chapter 6 provides the upper bound for the depth estimation error when two cameras have uniform resolution. For the cameras with non-uniform resolution, Theorem 7 is still valid based on the values for $\Delta X_{R}, \Delta X_{L}, \Delta Y_{R}, \Delta Y_{L}, \Delta Z_{R}, \Delta Z_{L}$ provided by the following lemma:

Lemma 5 The absolute error for the $3 D$ coordinates of projection of point $P$ in the left and right cameras is obtained from the following equations:

$$
\begin{array}{r}
\Delta Z_{R}= \pm 1 / 2\left(e\left(y_{r}\right) \sin \beta+e\left(x_{r}\right) \cos \beta \sin \alpha\right)  \tag{7.1}\\
\Delta Z_{L}= \pm 1 / 2\left(e\left(y_{l}\right) \sin \theta+e\left(x_{l}\right) \cos \theta \sin \gamma\right) \\
\Delta X_{R}= \pm 1 / 2 e\left(x_{r}\right) \cos \alpha \\
\Delta X_{L}= \pm 1 / 2 e\left(x_{l}\right) \cos \gamma \\
\Delta Y_{R}= \pm 1 / 2\left(e\left(y_{r}\right) \cos \beta-e\left(x_{r}\right) \sin \beta \sin \alpha\right) \\
\Delta Y_{L}= \pm 1 / 2\left(e\left(y_{l}\right) \cos \theta-e\left(x_{l}\right) \sin \theta \sin \gamma\right)
\end{array}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: Proof can be easily accomplished using equation 6.3 and expanding the right hand side using the error in the coordinates of projections. The error depends on the value of a coordinate rather than being a fixed value.

In this study we consider the exponential non-uniform discretization model described by the following equation:

$$
\begin{equation*}
e(i)=E_{\min } e^{\nu i} \tag{7.2}
\end{equation*}
$$

where $E_{\text {min }}$ is the pixel separation at the center of the camera, $\nu$ is a constant coefficient that controls the rate of increase of the pixel separation, and $i$ is the manhattan distance of the pixel along $X$ or $Y$ directions from the center pixel.

Now let us consider the stereo imaging systern with identical setup described in the Chapter 6. We replace the cameras with ones that have non-uniform discretization described by equation $7.2\left(E_{\min }=0.01\right.$ and $\left.\nu=0.01\right)$. Note that these numbers are
selected so that the overall resolution of the cameras with non-uniform resolution in unit area is the same as the one with uniform resolution in the Chapter 6. This is done to make the comparison of uniform and non-uniform resolution a fair one. Figure 7.1 illustrates the variation of upper bound of depth estimation error for the object of interest in the scene. Figure 7.1 illustrates that the error will be minimum when the cameras are panned and tilted toward the object.

The significance of the result illustrated in Figure 7.1 is only perceived by comparison to the results illustrated in Figure 6.2. The upper bound in non-uniform resolution case when cameras are panned and tilted toward the object is far less than the uniform resolution case.

### 7.2 Optimal Non-Uniform Discretization

In section 7.1, we proved that non-uniform discretization similar to the human eye provides far better results in depth estimation error compared to cameras with uniform discretization. In this section we study optimal non-uniform discretization provided that we are restricted to the exponential non-uniform discretization model described in equation 7.2.

In the stereo imaging system described in the Chapter 6, we analyze average error in depth estimation for the object in the scene with the changes in $\nu$, where the cameras are panned and tilted toward the object. Again, in order to have a fair comparison, with each change in the value of $\nu$, the value of $E_{\text {min }}$ is changed to keep the overall resolution at a fixed value. Figure 7.2 illustrates the change in average error versus $\nu$. Figure 7.3 illustrates the change of $E_{\min }$ versus $\nu$. For each object in the scene there is an optimal non-uniform discretization which leads to minimum


Figure 7.1: Upper bound on depth estimation error in the location of a 3D object in stereo imaging system with non-uniform pixel distribution
average depth estimation error.


Figure 7.2: Optimal non-uniform discretization


- Figure 7.3: Changes in $E_{\text {min }}$ with $\nu$ changes to keep constant overall resolution


## Chapter 8

# Stereo System with Cylindrical 

## Sensors

In this chapter we study the depth estimation error in a stereo system using two cameras with cylindrical image planes. We demonstrate that such a stereo imaging system has superior performance in terms of the depth estimation error in comparison with the stereo imaging system using conventional cameras with flat image planes.

Section 8.1 describes the cameras that can be modeled as cameras with cylindrical image planes. In Section 8.2, we obtain the formula for calculating the depth of a 3D point using a stereo imaging system built with cylindrical sensors. Section 8.3 provides the error analysis in depth of a 3D point using cylindrical sensors. In Section 8.4, we compare the stereo imaging system built with cylindrical sensors against a system built with conventional cameras with flat image planes.

### 8.1 Cameras with Cylindrical Image Plane

Let us consider a device which consists of a single dimensional array of CCD sensors as opposed to conventional cameras which use CCD sensors that are two dimensional. In this device (illustrated in Figure 8.1), the CCD sensor is rotated around a center point. At each position the image projected onto the CCD sensor is a column of picture elements in the final image provided by the device. This device can be used to generate panoramic images of 360 degree rotation.


Figure 8.1: Model of the imaging system with single dimensional array

The camera described above is modeled to have an image plane of cylindrical form, and is therefore referred to as a cylindrical camera. The radius of the cylinder is the radius of rotation. The focal length of the lens in this device has significance only in the vertical direction. The form of the image in the horizontal direction is determined by the radius of rotation and the horizontal resolution.

### 8.2 Depth of a 3D Point

Figure 8.2 illustrates a stereo imaging system that uses the cylindrical cameras. In this stereo imaging system, we assume that the cameras have no independent tilt movement and are similar to an ordinary parallel stereo imaging system; the cameras are merely separated in the $X$ direction. The focal length of each camera is denoted by $f$. The pixels on the sensor array are of a square form with size $e$. The pixel



Figure 8.2: Stereo imaging system using cameras with cylindrical image plane separation on the image plane in the horizontal and vertical directions are denoted by $e_{x}$ and $e_{y}$, respectively. Note that $e_{y}$ is always equal to $e$, but $e_{x}$ is based on the steps and radius of the rotation. The radius of rotation (the distance between the focal point and the image plane) is denoted by $R$.

The separation distance between the cameras is denoted by $d X$. It is assumed that the origin of 3 D world coordinates is at the focal point of the right camera. The projection of the 3D point $P(X, Y, Z)$ in the right and left cameras is represented by $\left(x_{r}, y_{r}\right)$ and $\left(x_{l}, y_{l}\right)$, respectively. Because of the discrete placement of pixels, these two projections are approximated to ( $\hat{x}_{T}, \hat{y}_{T}$ ) and ( $\hat{x}_{l}, \hat{y}_{l}$ ). The discretization error in turn leads to an estimate $(\hat{X}, \hat{Y}, \hat{Z})$ of the coordinates of point $P$.

The following theorem provides a formula for the calculation of depth (Z coordinate) of the point $P$ in Figure 8.2.

Theorem 9 The depth of a point $P$ is calculated from the following formula:

$$
\begin{equation*}
Z=\frac{d X}{\tan \left(x_{r} / R\right)-\tan \left(x_{l} / R\right)} \tag{8.1}
\end{equation*}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: In order to prove this theorem, let us consider the top view of our stereo
imaging system along the $Y$ coordinate axis as illustrated in Figure 8.2(right). The distance between the projection of point $P$ in the right camera's image plane to the center of the image along the $X$ direction is an arc which is defined by the angle $\theta_{r}$ and represented by $x_{r}$. Similarly $x_{l}$ is an arc defined by the angle $\theta_{l}$.

Based on the arc length formula from elementary calculus we have:

$$
\begin{array}{r}
x_{r}=R \arctan (X / Z) \\
x_{l}=R \arctan ((X-d X) / Z) \tag{8.3}
\end{array}
$$

Then we have:

$$
\begin{align*}
Z & =\frac{X}{\tan \left(x_{r} / R\right)}  \tag{8.4}\\
Z & =\frac{X-d X}{\tan \left(x_{l} / R\right)} \tag{8.5}
\end{align*}
$$

By eliminating $X$ from the above equations we have:

$$
Z=\frac{d X}{\tan \left(x_{r} / R\right)-\tan \left(x_{l} / R\right)}
$$

### 8.3 Depth Estimation Error Analysis

In this section we analyze the error in the stereo system with cylindrical sensors. We obtain an upper bound on the maximum error in depth estimation for the 3D point $P$. The following theorem provides such an upper bound:

Theorem 10 An upper bound on the relative error in depth of point $P(X, Y, Z)$ is obtained from the following formula:

$$
\begin{align*}
& E_{Z}=\frac{e_{x}}{2 R}\left(\frac{X}{Z}-\frac{X-d X}{Z}\right) \\
+ & Z \frac{e_{x}}{R d X}\left(1+\frac{X(X-d X)}{Z^{2}}\right) \tag{8.6}
\end{align*}
$$

For definition of parameters refer to Section 3.1 and List of Symbols.

Proof: In order to prove this theorem, let us use the result of Theorem 1 in Section 3.1. The projection of point $P$ in each camera has at most $e_{x} / 2$ discretization error. We have:

$$
\begin{equation*}
\hat{x}_{r}=x_{r} \pm e_{x} / 2 \quad \hat{x}_{l}=x_{l} \pm e_{x} / 2 \tag{8.7}
\end{equation*}
$$

Using Theorem 1 , the depth of point $P$ is estimated as:

$$
\begin{equation*}
\hat{Z}=\frac{d X}{\tan \left(\hat{x_{r}} / R\right)-\tan \left(\hat{x_{l}} / R\right)} \tag{8.8}
\end{equation*}
$$

The following trigonometric equation exists:

$$
\begin{equation*}
\tan (\alpha+\beta)=\frac{\tan (\alpha)+\tan (\beta)}{1-\tan (\alpha) \tan (\beta)} \tag{8.9}
\end{equation*}
$$

By substituting for $\hat{x_{\tau}}$ and $\hat{x_{l}}$ and using the above trigonometric equations, We have:

$$
\hat{Z}=\frac{d X\left(1 \mp e_{x} / 2 R \tan \left(x_{r} / R\right)\right)\left(1 \mp e_{x} / 2 R \tan \left(x_{l} / R\right)\right)}{\left(\tan \left(x_{r} / R\right) \pm e_{x} / 2 R\right)\left(1 \mp e_{x} / 2 R \tan \left(x_{l}\right) / R\right)-\left(\tan \left(x_{l} / R\right) \pm e_{x} / 2 R\right)\left(1 \mp e_{x} / 2 R \tan \left(x_{r}\right) /\right.}
$$

By multiplying the parentheses together and ignoring the second order terms, we have:

$$
\hat{Z}=\frac{d X\left(1 \mp e_{x} / 2 R\left(\tan \left(x_{r} / R\right)+\tan \left(x_{l} / R\right)\right)\right.}{\left(\tan \left(x_{r} / R\right)-\tan \left(x_{l} / R\right)\right) \pm\left(e_{x} / R+e_{x} / R \tan \left(x_{r} / R\right) \tan \left(x_{l} / R\right)\right)}
$$

Then we have:

$$
\begin{equation*}
\hat{Z}=Z \frac{\left(1 \mp e_{x} / 2 R\left(\tan \left(x_{r} / R\right)+\tan \left(x_{l} / R\right)\right)\right.}{1 \pm \frac{Z e_{r}}{R d X}\left(1+\tan \left(x_{r} / R\right) \tan \left(x_{l} / R\right)\right)} \tag{8.10}
\end{equation*}
$$

For practical situations such as a room environment where $Z$ is in the same order of magnitude as $d X$, the above equation can be rewritten as follows:

$$
\begin{equation*}
\hat{Z}=Z\left(( 1 \mp \frac { e _ { x } } { 2 R } ( \operatorname { t a n } ( x _ { r } / R ) + \operatorname { t a n } ( x _ { l } / R ) ) ) \left(1 \mp \frac{Z e_{x}}{R d X}\left(1+\tan \left(x_{r} / R\right) \tan \left(x_{l} / R\right)\right) \phi \delta\right.\right. \tag{8.11}
\end{equation*}
$$

By multiplying two parentheses together and ignoring the second order terms we have:
$E_{Z}=\left|\frac{\hat{Z}-Z}{Z}\right| \leq \frac{e_{x}}{2 R}\left(\tan \left(x_{r} / R\right)+\tan \left(x_{l} / R\right)\right)+\frac{Z e_{x}}{R d X}\left(1+\tan \left(x_{r} / R\right) \tan \left(x_{l} / R\right)\right)$
By replacing in the above equation for $x_{\tau}$ and $x_{l}$ from equations 8.2 and 8.3 , equation 8.6 is obtained.

### 8.4 Comparison of Flat vs. Cylindrical Stereo

For the stereo imaging system using the cylindrical image plane, pan vergence movements have no effect on the stereo system configuration due to the nature of the cameras. The advantage of this new stereo imaging system is that it eliminates the negative effects of vergence movements on the depth estimation error.

Figure 8.3 illustrates the variation of depth uncertainty in a typical stereo imaging system when using cameras with flat image planes. Figure 8.4 illustrates the depth estimation error in a stereo imaging system built with cameras with cylindrical image planes. In both these figures, the pixel separations on both the flat and cylindrical image planes is the same. For the sake of simplicity, the radius of the cylindrical camera is chosen to be equal to the focal length of flat image plane cameras. As the figures illustrate, the error in a stereo imaging system with flat image plane and no vergence angle is roughly the same as the stereo imaging system with a cylindrical image plane. However, the error in the flat case grows larger with the vergence movements toward the object in the scene, while the error in the cylindrical case remains unchanged with vergence movements.


Figure 8.3: Variation of depth estimation error in stereo with vergence movements using cameras with flat image plane


Figure 8.4: Depth estimation error in stereo using cameras with cylindrical image plane

While the focal angle for all the pixels of the cylindrical cameras is the same, the focal angles of the conventional cameras changes with the position of the pixels. Comparison of flat vs. cylindrical stereo is only fair when we consider the size of the focal angles for both flat and cylindrical case. The size of the focal angle in the cylindrical cameras is a function of the pixel size as well as the radius of the cylinder. Therefore, for any given conventional camera with a flat image plane, a cylindrical camera is comparable when the pixel sizes are the same and the radius is chosen such that the focal angles are equal to the average of the focal angles of the conventional flat image plane cameras.

Let us consider an stereo imaging system with a flat image plane and uniform resolution where $f=10 \mathrm{~mm}, 40 \mathrm{~mm} \times 40 \mathrm{~mm}$ imaging area, $e_{x}=0.05 \mathrm{~mm}$ and $d X$ $=100 \mathrm{~mm}$. The object of interest is in the region $280<Z<320$ and $35<X<65$. Figure 8.5 illustrates the upper bound of depth estimation error as a function of vergence angle changes in the left and right cameras.



Figure 8.5: Upper bound on the depth estimation error versus the vergence angle in a stereo system with flat image plane and uniform resolution

Figure 8.6 illustrates the upper bound changes for the above stereo imaging system when the cameras have non-uniform exponential resolution described by the following equation:

$$
\begin{equation*}
e_{x}(i)=E_{\min } e^{\gamma i} \tag{8.12}
\end{equation*}
$$

and $E_{\min }=0.025, \gamma=0.01$.
Figure 8.7 illustrates the depth estimation error in the above stereo imaging system when the cameras have cylindrical image planes. In order to have a fair comparison with flat image planes, the radius $R$ is selected based on the size of the flat image planes as well as the focal length (in our example $R=15.0$ ). As this figure


Figure 8.6: Upper bound of depth estimation error versus vergence angle in stereo system with flat image plane and non-uniform resolution
shows, the upper bound of the error is constant $1.02 \%$ and it is much more desirable than the other two cases.

Besides the fact that the upper bound of error in the cylindrical stereo is uniform with vergence movements, the cost of providing super high resolution using the rotating linear CCD cameras is less than conventional flat CCD cameras. As well, lens distortion (which could be a source of error in conventional cameras) is not a factor in rotating linear CCD cameras. In the above example, when the $e_{x}$ is reduced to half (0.025) in cylindrical sensors, the upper bound of error which is proportional to $e_{x}$ (based on equation 8.6), is reduced from $1.02 \%$ (illustrated in Figure 8.7) to $0.51 \%$. Achieving such low errors with conventional cameras is costlier.


Figure 8.7: Upper bound of depth estimation error versus vergence angle in stereo system with cylindrical cameras

## Chapter 9

## Experimental Results

This chapter presents the results of experiments conducted to verify the theoretical results obtained in the previous chapters. In Section 9.1 a simulated stereo imaging system was used. In this system, average error for an object in the scene was studied. In Section 9.2 a real stereo imaging system using conventional cameras was used and the depth of selected 3D points in the scene was studied for different stereo imaging configurations. Two sets of tests were carried out in this experiment. In the first test, coplanar points in the scene were studied. In the second test, selected features in a 3D object (a Mr. Potato Head toy) were examined. In order to carry out these tests, a number of software tools were developed. In Section 9.3, a stereo imaging system with cylindrical cameras was used. The depth of selected points in the scene were studied.

### 9.1 Simulated Stereo Imaging System

Let us consider a simulated stereo imaging system with two cameras providing images from a scene. For the sake of simplicity, we assume that the cameras do not have
tilt movements and vergence pan movements are symmetrical for both cameras. For a virtual object in the scene, a grid of points is selected and the projections of each point in the camera's image plane are obtained. Based on the characteristics of the image plane, the projection is rounded to the nearest pixel. The depth of the point is calculated from the rounded position; the obtained depth is compared with the actual depth and percentage error is calculated. The errors for all the points are averaged to obtain the average error percentage for the object. In this experiment we are only concerned with discretization error and other sources of errors such as lens distortion are ignored.

Figure 9.1 illustrates the average depth estimation error for an object located within $25<X<75$ and $350<Z<400$ boundaries. The average error is obtained for all the points within the boundary with 1 mm distance. The stereo imaging system in this example consists of two uniform resolution cameras with a pixel separation of 0.075 mm , where the baseline distance is $d X=100 \mathrm{~mm}$, and the focal length of $f=10$ mm . As well the cameras have symmetrical vergence movements with angle $\alpha$.


Figure 9.1: Average depth estimation error in a stereo system with uniform discretization

Figure 9.2 illustrates the average error for the same object of the above system and the stereo imaging system with the exact same configuration except that the cameras have non-uniform discretization of an exponential form $E_{\text {min }}=0.05, \gamma=$ 0.01 .


Figure 9.2: Average depth estimation error in a stereo system with non-uniform discretization.

Both figures clearly show the trend of changes in the average depth estimation error obtained by changes in the upper bound on the error. The irregularity in each case is due to the fact we are obtaining the real error and not an upper bound, and for each vergence angle there is the potential of having no error at all for some points; the projections of some points lie exactly on the pixel centers.

A similar experiment was conducted when cylindrical cameras were used instead of conventional flat image plane cameras. The $R$ parameter was chosen to be 10 mm to be equal to the focal length of the previous experiment. As well, the pixel separation $e$ was chosen to be 0.05 mm to provide a focal angle roughly equal to the average focal angle of the pixels in the flat uniform resolution case. Simulation indicates that the average error for the same object is 0.66 ; this is better than the cases
of uniform and non-uniform resolutions examined earlier. As well, the error unlike in the previous cases, remains constant with pan vergence movements of the cameras

### 9.2 Conventional Stereo Imaging System

### 9.2.1 Calibration Process

The first step to determine an accurate depth measurement in stereo imaging is the calibration process. This consists of determining the internal camera geometric and optical characteristics as well as its position and orientation respect to the world coordinate system.

We used Tsai's algorithm for camera calibration [37]. Tsai's algorithm is based on his comprehensive camera model, consisting of 11 parameters: six extrinsic parameters ( $R_{x}, R_{y}, R_{z}, T_{x}, T_{y}, T_{z}$ ), which are the position and orientation of the camera coordinates with respect to the world coordinate system, and five intrinsic parameters ( $f, C_{x}, C_{y}, s_{x}, k_{1}$ ) that describe the camera's image formation system. More details about Tsai's camera calibration technique are provided in Appendix B.

We require Tsai's exterior orientation parameters that describe the position and orientation of the camera to obtain the parameters in our stereo imaging model to use in the mathematical formulas obtained in the earlier chapters for calculating depth information. The required parameters are $d x, \alpha, \beta, \gamma$, and $\theta$.

Figure 9.3 describes how the parameters are calculated from calibration results. In order to obtain the parameters in our stereo configuration, we need to define the 3D coordinate system in our model based on the calibration 3D coordinate system. In our model, the 3D coordinates origin is in the focal point of the right camera. The
$X$ axis of our coordinate system is obtained from:

$$
\begin{equation*}
\overrightarrow{X_{M}}=\overrightarrow{T_{L}}-\overrightarrow{T_{R}} \tag{9.1}
\end{equation*}
$$

where $\vec{T}_{R}$ and $\vec{T}_{L}$ are the translation vectors of the right and left cameras, respectively. The $Y$ axis of our coordinate system is arbitrarily chosen from the following equation:

$$
\begin{equation*}
\overrightarrow{Y_{M}}=\overrightarrow{X_{M}} \times \overrightarrow{Z_{C}} \tag{9.2}
\end{equation*}
$$

Similarly, the $Z$ axis is obtained from the following equation:

$$
\begin{equation*}
\overrightarrow{Z_{M}}=\overrightarrow{X_{M}} \times \overrightarrow{Y_{M}} \tag{9.3}
\end{equation*}
$$

Based on calibration data, each camera orientation's vector is defined as follows:

$$
\begin{array}{r}
X_{\overrightarrow{C a m}}=\cos \left(r_{x}\right) \sin \left(r_{y}\right)  \tag{9.4}\\
Y_{\overrightarrow{C a m}}=\sin \left(r_{x}\right) \\
Z_{\overrightarrow{C a m}}=\cos \left(r_{x}\right) \cos \left(r_{y}\right)
\end{array}
$$

$d X$ is obtained from the length of the $\overrightarrow{X_{M}}$ vector. For the right camera the tilt angle $\beta$ is the angle between the cameras orientation vector $P_{C a m}$ and the $X_{M} Z_{M}$ plane. Therefore the first projection of the orientation vector $P_{C a m}$ in the $X_{M} Z_{M}$ plane is obtained. $\beta$ is calculated from the angle of the camera's orientation vector and its projection. $\alpha$ is calculated from the angle between the $P_{C a m}$ and $\overrightarrow{Z_{M}}$. A similar method is used to find $\theta$ and $\gamma$ for the left camera. The equations are:

$$
\begin{array}{r}
P_{C a m}=C \overrightarrow{a m}-\frac{C \overrightarrow{a m} \cdot \overrightarrow{Y_{M}}}{\bar{Y}_{M}^{2}} \overrightarrow{Y_{M S}} \\
\beta=\arccos \left(P_{C a m}^{-} / C \overrightarrow{a m}\right) \\
P_{Z C a m}=\frac{P_{C a m} \cdot Z_{M}}{\vec{Z}_{M}^{2}} \overrightarrow{Z_{M K}} \\
\alpha=\arccos \left(P_{Z} \overline{C a m} / P_{C a m}\right) \tag{9.8}
\end{array}
$$



Figure 9.3: Calculation of our models parameters from calibration results

### 9.2.2 Coplanar Points

In this test, we use a set of coplanar points in the 3D scene and measure the depth of selected points using three different vergence positions.

Because we did not have access to cameras with non-uniform discretization, we manipulated the original images acquired from the cameras to mimic the non-uniform discretization. The depths of the same points were measured using the resulting images. The depth information obtained from non-uniform resulting images was
compared with the depth information obtained from uniform subsampled images to make the comparison a fair one. The subsampled images have almost the same number of pixels as the non-uniform resolution images.

| Parameter | Value | Units |
| :---: | :---: | :---: |
| f | 11.013987 | mm |
| $C_{x}$ | 320.000000 | pixels |
| $C_{y}$ | 240.000000 | pixels |
| $k_{1}$ | $-2.137029 \mathrm{e}-03$ | $1 / \mathrm{mm}^{2}$ |
| $s_{x}$ | 1.000000 |  |
| $T_{x}$ | -61.721653 | mm |
| $T_{y}$ | -47.529553 | mm |
| $T_{z}$ | 553.052224 | mm |
| $R_{x}$ | -22.488247 | deg |
| $R_{y}$ | -1.125861 | deg |
| $R_{z}$ | -3.532439 | deg |
| Mean UIP | 1.508903 | pix |

Table 9.1: Calibration parameters for one of the camera's positions

| Point | PositionA | PositionB | PositionC |
| :---: | :---: | :---: | :---: |
| $\alpha$ | -1.32 | 6.94 | 14.49 |
| $\beta$ | -23.11 | -22.75 | -24.97 |
| $\gamma$ | -1.12 | -6.91 | -13.87 |
| $\theta$ | -22.48 | -22.52 | -22.23 |

Table 9.2: Orientation information obtained from the calibration for the three different positions

For the calibration purposes, test points were created by applying Letteraset onto a flat block. A single point on the surface was selected as the origin of the 3D world coordinates. The camera was calibrated using a monoview set of 60 selected points which, because they lie within the block surface, will be coplanar. The coordinates of the selected data points were measured with submillimeter accuracy. Calibration was carried out by first acquiring a grey scale image of the scene; image was then thresholded to provide a binary image. In the resulting image, the positions


Figure 9.4: Original stereo images in position $A$


Figure 9.5: Original stereo images in position $B$


Figure 9.6: Original stereo images in position $C$
of data points were accurately measured. This information as well as the measured 3D coordinates of the data points, was passed to the calibration program.

The images were acquired using a Cannon CCD camera with a $1 / 4$ inch image plane and $577 \times 433$ pixels on the CCD image plane. However, the frame grabber consists of $640 \times 480$ pixels. Stereo images were obtained by moving the camera to provide two shots of the same scene; the camera was calibrated for each view. Although the intrinsic parameters remain the same, the extrinsic parameters must be recomputed for each camera's position. The same procedure was repeated for each of the left and right images with three different camera positions ( $A, B, C$ ), as illustrated in Figures 9.4, 9.5 and 9.6. Results of the calibration were then used to calculate the pan and tilt angles in our stereo model as depicted in Figure 6.1.

Table 9.1 illustrates a sample of the resulting calibration parameters obtained from one of the camera positions. The first 5 parameters in the table are the intrinsic ones and are considered to be independent of the position of the camera. The rest of the parameters are the extrinsic parameters and are dependent on the camera's position and orientation. The small value for mean Undistorted Image Plane (UIP) indicates that the calibrated model did a good job for capturing camera's behavior. Table 9.2 illustrates the various angle information obtained from calibration for the three different positions.

| Point | Position A | Position B | Position C |
| :---: | :---: | :---: | :---: |
| 1 | 597.07 | 596.27 | 585.11 |
| 2 | 599.24 | 600.65 | 582.11 |
| 3 | 574.82 | 568.59 | 593.07 |
| 4 | 552.97 | 552.32 | 542.09 |
| 5 | 543.25 | 538.74 | 540.34 |
| 6 | 541.40 | 542.12 | 538.43 |

Table 9.3: Depth of the selected points measured using the original images

| Point | Position A | Position B | Position C |
| :---: | :---: | :---: | :---: |
| 1 | $598.73-0.2 \%$ | $599.02-0.5 \%$ | $583.62-0.2 \%$ |
| 2 | $599.24-0 \%$ | $602.34-0.3 \%$ | $582.22-0.01 \%$ |
| 3 | $574.07-0.1 \%$ | $571.03-0.4 \%$ | $592.44-0.1 \%$ |
| 4 | $555.26-0.4 \%$ | $552.34-0.003 \%$ | $541.62-0.1 \%$ |
| 5 | $544.38-0.2 \%$ | $538.43-0.05 \%$ | $542.29-0.36 \%$ |
| 6 | $541.55-0.02 \%$ | $541.67-0.08 \%$ | $539.11-0.1 \%$ |

Table 9.4: Depth of the selected points and the percentage error measured using the subsampled images and compared with the results obtained from the original images

| Point | Position A | Position B | Position C |
| :---: | :---: | :---: | :---: |
| 1 | $595.29-0.3 \%$ | $596.12-0.02 \%$ | $588.87-0.64 \%$ |
| 2 | $595.96-0.5 \%$ | $600.20-0.07 \%$ | $585.19-0.5 \%$ |
| 3 | $571.72-0.5 \%$ | $568.93-0.05 \%$ | $594.08-0.17 \%$ |
| 4 | $548.76-0.8 \%$ | $552.23-0.01 \%$ | $545.43-0.6 \%$ |
| 5 | $541.12-0.4 \%$ | $539.44-0.1 \%$ | $543.93-0.66 \%$ |
| 6 | $538.53-0.5 \%$ | $541.69-0.08 \%$ | $542.04-0.67 \%$ |

Table 9.5: Depth of the selected points and the percentage error measured using the non-uniform images and compared with the results obtained from the original images

Table 9.3 illustrates the depth measured for six selected points in the scene using the original high resolution images with the three different vergence positions; the selected points were manually matched in both images. The selected points are the top left corners of the letters $K$ and $L$ in the first row, the two left corners of letter $N$ in the second row, and the top left corners of letters $E$ and $R$ in the third row. Table 9.4 illustrates the depth calculated from the subsampled images and the percentage error when compared with the original resolution images. The original resolution images serve as the benchmark for accurate depth information. The error described in the table is over and above the error introduced due to the discretization in the original images. Table 9.5 illustrates the depth calculated from the non-uniform resolution images and the error in the depth. As was expected, the error for position $B$ using non-uniform resolution images is considerably lower compared to the error
of depth using the uniform images; the error for positions $A$ and $C$, however, are generally higher in the non-uniform resolution case.

### 9.2.3 Points on a 3D Object

In the previous test described in Section 9.2.2, we ignored the fact that even the original resolution images introduce error in the depth calculation due to their discretization effect. In this test we demonstrate this in a more tangible fashion to show how dimensions are estimated for a 3D object using stereo images.

In this test we use stereo imaging to measure depth of selected feature points on a Mr. Potato Head toy. We used the same camera and procedure for obtaining stereo images as in the last test, and once again used them in three different vergence positions. Depth of the feature points is studied on the subsampled images as well as the non-uniform resolution images.

For each set of images, edge detection was first performed on the images. Then a number of well-defined feature points in the images were selected from the resulting binary images. The features from both images were then manually matched. Epipolar computations (described in chapter 6) were used as a guide to make the matching process easier. Then the depth for each selected point was calculated.

The following figures illustrate the images in three different vergence positions. As well, the subsampled images and the non-uniform resolution images in vergence position $B$ are illustrated. For a larger illustrations of the subsampled and nonuniform resolution images, refer to Appendix C.

The following figures illustrate the selected feature points in Mr. Potato Head's face for which depth is calculated, as well as selected dimensions of Mr. Potato Head's face.


Figure 9.7: Original stereo images position $A$


Figure 9.8: Original stereo images position $B$


Figure 9.9: Original stereo images position $C$


Figure 9.10: Original stereo images with uniform discretization, position B


Figure 9.11: Subsampled stereo images with uniform discretization, position B


Figure 9.12: Stereo images with non-uniform exponential discretization, position B


Figure 9.13: Mr. Potato Head's Dimensions (right), Mr. Potato Head's selected features (left)

For each set of images the depth of selected feature points were measured. Then the depth difference between some of the feature points is compared with the actual dimensions of Mr. Potato Head's face. This gives us a clear view of how accurate the depth estimations are. This information are recorded in a table for each set of images. Note that the errors are in estimation of dimensions, and that a small error in depth estimation can lead to high error in the dimension.

By examing the results it is obvious that, even in the original resolution images, there is error in estimating the dimensions of the 3D surface, and by considering the depth values, we can estimate the depth estimation error in the order of few percentage points.

In the subsampled images, the errors in the estimation of dimensions grow for almost all locations. In the non-uniform resolution case, the error in estimated dimensions depends on the location of the features and the position of images. In

| Point | Position A | Position B | Position C |
| :---: | :---: | :---: | :---: |
| 1 | 410.49 | 415.52 | 408.26 |
| 2 | 412.47 | 415.27 | 411.75 |
| 3 | 412.47 | 415.26 | 413.60 |
| 4 | 412.47 | 425.13 | 422.38 |
| 5 | 412.47 | 424.23 | 422.69 |
| 6 | 424.07 | 423.03 | 423.24 |
| 7 | 424.07 | 424.32 | 422.12 |
| 8 | 412.47 | 417.52 | 414.78 |
| 9 | 418.33 | 416.46 | 415.17 |
| 10 | 414.44 | 416.18 | 415.01 |
| 11 | 427.83 | 427.22 | 424.93 |
| 12 | 427.83 | 427.97 | 424.63 |
| 13 | 427.83 | 426.03 | 425.38 |
| 14 | 416.39 | 414.61 | 415.00 |
| 15 | 414.44 | 414.58 | 414.87 |
| 16 | 418.33 | 413.51 | 411.47 |
| 17 | 415.26 | 413.42 | 414.67 |
| 18 | 420.26 | 416.67 | 415.86 |
| 19 | 420.25 | 415.12 | 415.77 |
| 20 | 412.47 | 413.20 | 412.28 |
| 21 | 412.47 | 412.25 | 412.88 |
| 22 | 412.47 | 414.51 | 415.60 |
| 23 | 412.47 | 412.38 | 411.67 |
| 24 | 414.44 | 411.15 | 410.29 |
| 25 | 412.47 | 412.78 | 413.06 |
| 26 | 410.49 | 413.16 | 409.88 |
| 27 | 414.44 | 411.12 | 410.42 |

Table 9.6: Depth of the selected feature points using the original images

| Features | Actual <br> Distance | Error \% <br> Pos. A | Error \% <br> Pos. B | Error \% <br> Pos. C |
| :---: | :---: | :---: | :---: | :---: |
| Features 2,7 | 23 | 13.58 | 9.05 | 10.37 |
| Features 17,13 | 25 | 12.57 | 12.61 | 10.71 |
| Features 13,22 | 24 | 15.36 | 11.52 | 9.78 |

Table 9.7: Depth distance between the selected feature points using the original images, and percentage error compared to the actual dimensions

| Point | Position A | Position B | Position C |
| :---: | :---: | :---: | :---: |
| 1 | 404.48 | 410.95 | 412.32 |
| 2 | 410.49 | 418.36 | 414.86 |
| 3 | 404.48 | 414.24 | 420.81 |
| 4 | 410.49 | 419.99 | 429.11 |
| 5 | 410.49 | 420.91 | 423.52 |
| 6 | 422.17 | 418.98 | 428.02 |
| 7 | 422.17 | 426.17 | 426.41 |
| 8 | 404.48 | 411.22 | 420.82 |
| 9 | 416.39 | 418.37 | 415.12 |
| 10 | 410.49 | 418.12 | 420.35 |
| 11 | 422.17 | 423.17 | 428.69 |
| 12 | 422.17 | 429.84 | 432.41 |
| 13 | 427.83 | 424.58 | 431.19 |
| 14 | 410.49 | 415.75 | 416.98 |
| 15 | 410.49 | 417.65 | 421.69 |
| 16 | 416.39 | 414.14 | 417.63 |
| 17 | 416.39 | 413.53 | 422.13 |
| 18 | 416.39 | 416.94 | 420.44 |
| 19 | 416.39 | 408.11 | 419.68 |
| 20 | 410.49 | 415.15 | 412.29 |
| 21 | 408.22 | 410.21 | 409.48 |
| 22 | 414.48 | 420.76 | 417.80 |
| 23 | 410.49 | 412.06 | 403.61 |
| 24 | 410.49 | 408.97 | 414.59 |
| 25 | 410.49 | 416.96 | 418.59 |
| 26 | 404.48 | 410.91 | 418.39 |
| 27 | 410.49 | 403.24 | 418.39 |

Table 9.8: Depth of the selected feature points using the subsampled images

| Features | Actual <br> Distance | Error \% <br> Pos. A | Error \% <br> Pos. B | Error \% <br> Pos. C |
| :---: | :---: | :---: | :---: | :---: |
| Features 2,7 | 23 | 11.68 | 7.81 | 11.55 |
| Features 17,13 | 25 | 11.44 | 11.05 | 9.06 |
| Features 13,22 | 24 | 13.35 | 3.82 | 13.39 |

Table 9.9: Depth distance between the selected feature points using the subsampled images, and percentage error compared to the actual dimensions

| Point | Position A | Position B | Position C |
| :---: | :---: | :---: | :---: |
| 1 | 417.11 | 420.76 | 397.49 |
| 2 | 422.17 | 419.38 | 401.63 |
| 3 | 427.06 | 412.24 | 407.48 |
| 4 | 422.17 | 426.44 | 419.42 |
| 5 | 417.16 | 420.41 | 416.96 |
| 6 | 429.51 | 421.34 | 417.42 |
| 7 | 432.71 | 426.26 | 420.80 |
| 8 | 419.94 | 416.26 | 407.49 |
| 9 | 427.06 | 415.34 | 403.11 |
| 10 | 422.52 | 416.16 | 407.25 |
| 11 | 434.84 | 425.83 | 412.29 |
| 12 | 438.44 | 425.68 | 421.57 |
| 13 | 430.84 | 427.51 | 421.01 |
| 14 | 427.49 | 415.64 | 407.31 |
| 15 | 416.33 | 413.82 | 406.51 |
| 16 | 428.18 | 415.67 | 400.51 |
| 17 | 422.11 | 415.37 | 409.01 |
| 18 | 428.08 | 417.45 | 409.11 |
| 19 | 424.22 | 415.85 | 409.09 |
| 20 | 420.20 | 412.44 | 400.49 |
| 21 | 422.11 | 415.37 | 405.07 |
| 22 | 426.24 | 414.04 | 405.64 |
| 23 | 418.61 | 418.68 | 411.31 |
| 24 | 427.49 | 408.70 | 401.58 |
| 25 | 417.87 | 415.13 | 403.99 |
| 26 | 418.03 | 412.62 | 403.67 |
| 27 | 420.20 | 410.28 | 408.61 |

Table 9.10: Depth of the selected feature points using the non-uniform images

| Features | Actual <br> Distance | Error \% <br> Pos. A | Error \% <br> Pos. B | Error \% <br> Pos. C |
| :---: | :---: | :---: | :---: | :---: |
| Features 2,7 | 23 | 10.54 | 6.88 | 19.17 |
| Features 17,13 | 25 | 8.73 | 12.14 | 12.0 |
| Features 13,22 | 24 | 8.6 | 10.47 | 15.37 |

Table 9.11: Depth distance between the selected feature points using the non-uniform images, and percentage error compared to the actual dimensions
the case of position $B$ and features in the foveal region such as 13 and 17 , the result is good in comparison with the original images. However, for other positions, the results are severely distorted due to lower resolution outside of the foveal region.

### 9.3 Cylindrical Stereo System

In this section, we present the result of test performed with cylindrical cameras. A stereo system with the cylindrical image plane cameras was set up. Similar experiments as previous sections were conducted.

The cylindrical camera used in this experiment is (shown in Figure 9.14) manufactured by TelePhotogenics Inc. The resolution of the camera starts from around 4,000 pixels vertically to 40,000 pixels horizontally (for up to 360 degree field of view); models for higher resolution are available for other applications. For our experiments, we obtained the images by moving the same camera to two known and fixed positions in order to eliminate the possibility of variations between two cameras with similar specifications. In this case we have a lot more resolution in the images which we expect reduction in the depth estimation error.

Calibration of cylindrical cameras is beyond the scope of this thesis and we did not develop a calibration model. Instead of the calibration process, all the parameters of the camera relevant to depth estimation are accurately measured. Table 9.12 provides the parameters of this stereo imaging system which are required for depth calculation.

A few points in an indoor scene, as illustrated in Figure 9.15, were selected. The coordinates of the projections of each selected point in the scene, as well as the depth of each point were calculated from equation 8.1. Approximate physical


Figure 9.14: Camera used for cylindrical stereo imaging

| Parameter | Value | Units |
| :---: | :---: | :---: |
| $f$ | 50.00 | mm |
| $e_{x}$ | 14.9 | micron |
| $e_{y}$ | 8 | micron |
| $R$ | 39 | mm |
| $d X$ | 150 | mm |

Table 9.12: Stereo system parameters for depth calculation
measurements have shown these estimates to be fairly accurate.
In order to further analyze the depth estimation in the cylindrical stereo system, we consider Mr. Potato Head in the scene. A number of features from Mr . Potato Head's face are selected; these are illustrated in Figure 9.17. Figure 9.18 illustrates the dimensions of the actual Mr. Potato Head, measured with submillimeter accuracy. Our focus of attention is on depth differences between various features.

Table 9.14 describes the coordinates of projections for each feature point as well as the result of depth calculation. Note that, the doll itself is not in a symmetrical position compared to the World $Z$ axis, this results in slight depth differences between symmetrical features (e.g. feature 11 and 12).


Figure 9.15: Points at which depth was estimated

Table 9.15 illustrates the depth differences between a number of selected features and their comparison with the actual dimensions. The result is quite good and the calculated dimensions are within $8 \%$ error in comparison with the actual dimensions. Note that the error percentage in the Table 9.15 is the error in dimensions; the error in depth for each feature is a lot less in term of percentage. With an accurate calibration model for the cylindrical cameras, higher precisions should be easily achievable.

| Point | $x_{l}, y_{l}$ | $x_{r}, y_{r}$ | Depth |
| :---: | :---: | :---: | :---: |
| A | 1679,182 | 1336,175 | 995.330597 |
| B | 2705,172 | 2357,175 | 992.890013 |
| C | 2285,518 | 1970,513 | 980.392840 |
| D | 1964,567 | 1647,568 | 972.379860 |
| E | 2529,567 | 2212,565 | 970.502177 |
| F | 2779,2098 | 2726,2046 | 630.481629 |
| G | 2967,2135 | 2913,2071 | 619.172822 |
| H | 2859,2333 | 2824,2265 | 611.081426 |
| I | 2853,2419 | 2833,2348 | 610.734019 |
| J | 2708,2494 | 2646,2434 | 645.218059 |
| K | 3047,2524 | 2987,2446 | 625.903207 |
| L | 1457,1765 | 1321,1785 | 761.553990 |
| M | 1615,1787 | 1490,1800 | 765.884373 |
| N | $0 c c l u d e d$ | 1278,1951 | N/A |
| O | 1578,1960 | 1469,1976 | 738.364787 |
| P | 1435,2293 | 1340,2320 | 701.218996 |
| Q | 793,1697 | 651,1739 | 639.386019 |
| R | 1124,1753 | 977,1782 | 637.757062 |
| S | 836,1842 | 706,1893 | 635.843647 |
| T | 1009,1879 | 882,1920 | 638.653054 |
| U | 883,2182 | 746,2237 | 644.650064 |

Table 9.13: Depth of the selected points measured using the stereo images


Figure 9.16: Stereo images, right image (top) and left image (bottom), using the cameras with cylindrical image planes


Figure 9.17: Mr. Potato Head's Dimensions


Figure 9.18: Mr. Potato Head's selected features.

| Point | $x_{l}, y_{l}$ | $x_{r}, y_{\tau}$ | Depth |
| :---: | :---: | :---: | :---: |
| 1 | 2908,1898 | 2812,1850 | 677.36 |
| 2 | 3036,1918 | 2924,1862 | 676.91 |
| 3 | 3124,1950 | 3000,1890 | 676.58 |
| 4 | 2820,1938 | 2736,1894 | 674.86 |
| 5 | 2972,1906 | 2872,1906 | 671.84 |
| 6 | 2868,1998 | 2780,1950 | 672.90 |
| 7 | 3096,2018 | 2980,1958 | 670.72 |
| 8 | 2828,2030 | 2748,1982 | 668.34 |
| 9 | 2900,2086 | 2812,2034 | 667.75 |
| 10 | 2988,2066 | 2890,2014 | 666.18 |
| 11 | 2776,2098 | 2724,2050 | 640.36 |
| 12 | 2968,2134 | 2894,2966 | 638.00 |
| 13 | 2776,2174 | 2724,2122 | 640.37 |
| 14 | 2880,2218 | 2816,2154 | 639.90 |
| 15 | 2668,2118 | 2604,2078 | 668.93 |
| 16 | 3172,2142 | 3048,2070 | 666.20 |
| 17 | 3128,2214 | 3012,2142 | 664.07 |
| 18 | 2690,2298 | 2616,2246 | 679.22 |
| 19 | 3148,2370 | 3040,2294 | 648.58 |
| 20 | 2670,2386 | 2598,2338 | 679.01 |
| 21 | 2862,2330 | 2816,2262 | 620.98 |
| 22 | 2780,2394 | 2746,2326 | 618.78 |
| 23 | 2856,2414 | 2816,2354 | 614.94 |
| 24 | 2978,2386 | 2916,2314 | 621.42 |
| 25 | 2768,2502 | 2708,2442 | 651.24 |
| 26 | 2884,2554 | 2828,2482 | 629.51 |
| 27 | 3008,2510 | 2944,2430 | 618.63 |
| 28 | 3068,2466 | 3000,2386 | 612.58 |
| 29 | 2680,2522 | 2604,2462 | 683.08 |
| 30 | 2628,2550 | 2560,2502 | 678.62 |
| 31 | 2680,2602 | 2608,2554 | 677.81 |
| 32 | 2640,2626 | 2580,2570 | 667.08 |
| 33 | 3138,2582 | 3060,2494 | 637.06 |
| 34 | 3090,2702 | 3000,2610 | 636.13 |

Table 9.14: Depth of the selected feature points on Mr. Potato Head measured using the stereo images.

| Features | Depth Diff | Actual Dist. | Error \% |
| :---: | :---: | :---: | :---: |
| $12-23$ | $638.00-614.94=23.06$ | 25 | $8 \%$ |
| $3-12$ | $676.58-638.00=38.58$ | 36 | $7 \%$ |
| $19-23$ | $648.58-614.94=33.64$ | 32 | $5 \%$ |
| $10-12$ | $666.18-638.00=28.18$ | 26 | $8 \%$ |

Table 9.15: Depth difference of the selected feature points on Mr. Potato Head measured using the stereo images.

## Chapter 10

## Conclusions and Future Work

In this thesis we studied depth estimation error in stereo imaging. First we studied a conventional stereo imaging system, and we established an upper bound on the depth estimation error. The behavior of this upper bound was studied with vergence movements of the stereo cameras. This study demonstrated that for objects in the scene depending on their location and the optical characteristics of the camera vergence may increase the depth estimation error. Then non-uniform discretization was proposed for stereo imaging. Non-uniform discretization in the horizontal direction as well as in both the horizontal and vertical directions was studied. Non-uniform discretization shows promising behavior in depth estimation error with vergence movements of the cameras. However, at least in an exponential model, there is no value of $\gamma$ that led to uniform focal angles across the image plane. The benefit of uniform focal angles is that they would lead to constant upper bounds on the error with vergence movements. Cylindrical sensors were introduced; they have uniform focal angles across the image plane and therefore the upper bound on depth estimation error remains constant with vergence movements. This is a remarkable result and it eliminates the
negative effect of vergence movements on depth estimation error.
The analysis in this thesis could be used in developing optimal stereo imaging systems based on the results obtained. The cylindrical sensors can be used to build the system where negative effects of vergence are eliminated. As well non-uniform scheme can be combined with cylindrical approach to reduce the required processing power on the image.

Further study is required in the area of non-uniform resolution to study new schemes that may possibly lead to uniform focal angles on the flat image planes. As well non-uniform resolution sensors based on the schemes described in this thesis need to be developed. Developing the non-uniform sensors could be accomplished by changing the structure of sensor arrays in CCD cameras or it can be accomplished by designing optical devices to map the scene projection on the uniform sensor array in a non-uniform fashion.

Future work is also required to develop a comprehensive calibration scheme for cylindrical sensors to provide the intrinsic and extrinsic parameters for the system. There are potentially other type of image planes such as elliptical cameras that could lead to interesting behavior in stereo systems and deserves future attention.
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## Appendix A

## Imaging Device

Modern cameras are based on solid state sensor arrays composed of discrete silicon imaging elements, called photosites, that have voltage output proportional to the intensity of the incident light. The technology used in solid state sensors is based on charge-coupled devices (CCD), where each photosite is a MOS capacitor structure.

In order to understand the CCD technology, we examine the architecture of a commercial CCD device, RCA SID51232 [33]. This device generates a standard interlaced 525-line television picture. In this device, the cell size is $0.03 \mathrm{~mm} \times 0.03$ mm , and the image area size is $7.31 \times 9.75$. The useful spectral response range extends from 420 nm to 1100 nm .

Figure A. 1 illustrates the block diagram of the SID51232, which consists of the following subsections:

- Image Area: The image area is an array of analog CCD shift registers containing 320 parallel columns of 256 sensing cells. Each cell is a MOS N-channel device defined by three adjacent polysilicon gate electrodes in the vertical direction and adjacent channel stops in the horizontal direction. The gates in each cell are


Figure A.1: Block diagram of a CCD imaging device.
connected in parallel with the corresponding gates in other cells. These three connections are called vertical register clocks $\Phi_{V A 1}, \Phi_{V A 2}, \Phi_{V A 3}$. The transfer electrodes are made of polysilicon, which is transparent to most wavelengths and therefore there is no opaque part in the image area to cause picture details to be obscured.

When a pulse waveform is applied to the vertical register clocks, a light image focused on this register is integrated into a charge pattern of electrons during high part of the pulse and transferred to the storage area during the vertical blanking period.

- Storage Area: The storage area has the same architecture as the image area and contains the same sized array of cells, the cells hold the previous image frame to allow conversion of a charge pattern image into a sequential horizontal readout. The storage area is shielded from external light.

The storage area is clocked with the image area during vertical blanking to transfer the complete image from image area to the storage area. During the
horizontal blanking, the entire charge pattern will be propagated one cell toward the horizontal register.

- Horizontal Register: The horizontal register is an output register and it has the same three phase structure as the image and storage areas. The horizontal register receives one line of picture information from the storage area during the horizontal blanking interval. The register contains the 320 active elements corresponding to the 320 columns in the image and storage areas.
- Bias Charge Circuit: The bias charge circuit provides a uniform low-noise bias charge to the output of the horizontal register to maximize the horizontal resolution.
- Output Circuit: The output circuit extracts the CCD signal from the horizontal register.


## Appendix B

## Tsai's Calibration Algorithm

Tsai's camera model is based on 11 parameters: six extrinsic parameters ( $R_{X}, R_{Y}, R_{Z}$, $T_{X}, T_{Y}, T_{Z}$ ) and five intrinsic parameters ( $f, C_{X}, C_{Y}, s_{X}, k_{1}$ ). The five intrinsic parameters for each camera are constant; the extrinsic parameters need to be recomputed once the camera moves.


Figure B.1: Tsai's camera model

In Tsai's model illustrated in Figure B.l, the $X_{C}, Y_{C}, Z_{C}$ axes describe the camera's coordinate system, in which the ( $X_{C}, Y_{C}$ ) plane is parallel to the camera's image plane and the $Z_{C}$ axis coincides with the camera's optical axis.

The following equation describes the relationship between the world coordinate
system ( $X_{M}, Y_{M}, Z_{M}$ ) and the camera's coordinate system ( $X_{C}, Y_{C}, Z_{C}$ ):

$$
\left(\begin{array}{c}
X_{C}  \tag{B.1}\\
Y_{C} \\
Z_{C}
\end{array}\right)=R\left(\begin{array}{c}
X_{W} \\
Y_{W} \\
Z_{W}
\end{array}\right)+T
$$

where $R$ denotes the rotation transformation which can be described as three sequential rotation transformations around $X, Y$, and $Z$ axes by angles $R_{X}, R_{Y}$, and $R_{Z}$. Also, $T$ describes the translation transformation.

The following equation describes the relationship between the coordinates of a projection point $\left(X_{U}, Y_{U}\right)$ in the camera's image plane, with its coordinates in the camera's coordinate system ( $X_{C}, Y_{C}, Z_{C}$ ) and the focal length $f$ of the camera:

$$
\begin{align*}
X_{U} & =f \frac{X_{C}}{Z_{C}}  \tag{B.2}\\
Y_{U} & =f \frac{Y_{C}}{Z_{C}} \tag{B.3}
\end{align*}
$$

Due to lens distortion there is a displacement from the actual position of the projection $\left(X_{d}, Y_{d}\right)$ to its ideal position $\left(X_{U}, Y_{U}\right) . K_{1}$ is the parameter which describes the radial lens distortion. We have:

$$
\begin{array}{r}
X_{U}=X_{d}\left(1+K_{1} \rho^{2}\right) \\
Y_{U}=Y_{d}\left(1+K_{1} \rho^{2}\right) \\
\left.\rho=\operatorname{sqrt}\left(\left(X_{d}\right)^{2}+\left(Y_{d}\right)^{2}\right)\right) \tag{B.6}
\end{array}
$$

The final element of Tsai's model is the difference between the position of the projection point on the image plane ( $X_{d}, Y_{d}$ ) and its coordinates in the camera's frame buffer $\left(X_{f}, Y_{f}\right)$.

$$
\begin{array}{r}
\left.X_{f}=\left(e_{x}\right)^{( }-1\right) X_{d} S_{x}+C_{x} \\
\left.Y_{f}=\left(e_{y}\right)^{( }-1\right) Y_{d}+C_{y} \tag{B.8}
\end{array}
$$

where $C_{X}$ and $C_{Y}$ are the coordinates of the intersection of the $Z_{C}$ axis and the camera's image plane, $e_{x}$ and $e_{y}$ are the pixel separations in $X$ and $Y$ directions, respectively, and $s_{x}$ is a scaling factor denoting the ratio between the number of elements in the image plane and the number of pixels in the camera's frame buffer in the $X$ direction.

## Appendix C

## Stereo Images

In Chapter 9, Figures 9.11 and 9.12 illustrate the subsampled and non-uniform resolution images of Mr. Potato Head. Due to the size and quality of those images, the differences might be hard to notice. Therefore in this appendix we include larger images to highlight the differences. The following figures illustrate the left image in position $B$ for the original, subsampled, as well as the non-uniform cases.


Figure C.1: Left original resolution image


Figure C.2: Left subsampled resolution image


Figure C.3: Left non-uniform resolution image

