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ABSTRACT

This thesis covers microfluidic sensing using whispering gallery modes sup-

ported in silica microcapillaries coated with a fluorescent film, hereby called

fluorescent core microcapillaries (FCMs). We give an introduction to this class

of device, and describe how it can be built and used effectively in microfluidic

sensing. We then discuss the theory and experimental observations of these

modes, including their shape, origin, wavelength, efficiency, and refractometric

sensitivity. The thickness of the fluorescent film is a key factor in optimizing

FCM-based detection, as is the polarization and order of the mode analyzed.

Next, the effect of thermal fluctuations within a WGM is discussed. Film

thickness, film composition, and analyte solvent play key roles in the thermal

response of this device, and complete thermal stability is theoretically shown

and approximately demonstrated. We developed a method for functionaliza-

tion of the channel surface using a polyelectrolyte strategy, and subsequently

demonstrate nanomolar detection of neutravidin. We conclude with a discus-

sion of outstanding obstacles and potential avenues for further research. The

appendix contains initial research on an organic lasing chromophore that may

be a future component of the fluorescent film.
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Reaching to yon bookshelf to get Ye Flaske, you reveal in the dimness

behind it, Ye Dustiy Tome. Intrigued, you lay it open and pore over the

ancient script within. It is a chronicle by a cave-dwelling Mage of Light in his

last moments of sanity. Although his runes be arcane, they use many of the

human glyphs known to scholars like yourself. You turn the page and begin

to read...
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Chapter 1

Introduction

In this chapter we review some of the background of microfluidic biosensing and

the transduction methods commonly applied in sensors based on whispering

gallery modes. The main themes expand upon and elucidate the published

chapters of this thesis.

1.1 Microfluidics

Microfluidics is the description of fluid-carrying and fluid-manipulating sys-

tems that are on the micrometer scale. Since the mid-1900s, miniaturization

has been one of the key components for increasing measurement speed, accu-

racy, and accessibility. Hydraulic and pneumatic systems were long used for

control in industrial machines, and the natural progression of this technology

eventually led to micro-scale fluidic systems.

Microfluidics was at one point considered a method of control, signal trans-

mission, and computation that could compete with nascent electronics [11] [12]

[13] [14]. Ultimately, electronics won out due to immense speed and minia-

turization advantages. However, microfluidic devices remained of immense

interest for sensing and analytic purposes [15] [16]. Currently, microfluidics is

often used in lab-on-a-chip applications, where fluidic channels allow sample

control [17] and basic computation [18], and provide a miniature self-contained
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platform for medical diagnostics [19] [20].

The fluidic element of microfluidics is what establishes its niche in sensing

applications. In biology the vast majority of samples are processed in aqueous

conditions because cells and viruses both generally need moisture to survive.

In addition, many chemical samples are processed in aqueous flow or solution.

The liquid state offers natural sample compatibility through solvation and a

controllable flow and mixing platform.

Microfluidics works in the laminar flow regime. Flow is often described by

the Reynolds number, approximated for incompressible fluids as

(1.1) R =
bv

ν

where b is the tube diameter, v is the velocity, and ν is the fluid kinematic

viscosity (the ratio of dynamic viscosity to density). The laminar-to-turbulent

transition lies near a Reynolds number of 1000. For water, which has ν = 1

m2

s
, flowing at 10 m

s
through a tube of 100 µm diameter, the Reynolds number

is 0.001, placing it squarely in a viscosity-dominated non-turbulent regime.

Much lower speeds common to microfluidics are even further into the laminar

flow regime.

Microfluidics, which handles fluid volumes of the µL scale, offers the abil-

ity to analyze typical volumes of biological samples. For example, a standard

blood glucose test uses 0.3 µL of sample. Single-well culture plates offer vol-

umes ranging from 1 µL to 1 mL. Additionally, microfluidics as it is known

today operates on a size scale readily compatible with optical microscopy. Fi-

nally, on smaller scales (i.e., nanofluidics), biological analysis becomes difficult

due to the size limit imposed by single cells, which have cross-sections on the

order of µm and so would clog such devices.

1.1.1 Label-based sensing

Many sensors aimed at biological detection use a form of labeled sensing [21].

Here, a solution containing an analyte undergoes a chemical reaction where the
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analyte molecules are bound or strongly associated with a detectable marker

or label. The label chosen depends on the application – it could be a gold

nanoparticle [22] [23], enzyme [24], engineered cell [25], fluorophore [26] [27]

[28] [29], or radioisotope [30] [31] [32] [33]. Often the label is attached through

a series of ligands, antibodies, antigens, and other biomolecules.

Many biological assays use a fluorescent label to identify the analyte. This

type of labeling can be used in sandwich and direct enzyme-linked immunosor-

bent assays (ELISA), which will be discussed in Section 1.5.4. In the simplest

implementation, fluorescent labels are attached to a target molecule, and a

measurement of the fluorescence intensity is used as a proportional indication

of the analyte present. More complex techniques can be used – a fluorescent

dye might be injected into a cell or cell culture which then preferentially up-

takes it into cells or organelles based on a certain biochemical condition being

met. Förster energy transfer methods are commonly applied in fluorescent

labeling schemes. Fluorescence lifetime, imaging, and spectroscopy techniques

can be used to identify the labeled target.

While ubiquitous, label-based detection has some drawbacks. In some

cases, it requires precise delivery of the label to a particular part of the sample,

especially for in-cell detection or dye-based imaging. In others, attaching the

label requires prior access to the analyte and the completion of a multi-step

reaction. Many samples degrade over time and are unstable enough to prevent

accurate labeling. Some may not tolerate labels, or may not have a reaction

site that would attach specifically to a label. The number of fluorescent labels

is far smaller than the number of possible analytes, and many combinations

will not bind to each other. Thus, while fluorescent labeling techniques are

well established, there is considerable interest in unlabeled analyses that do

not require chemical modification of the analyte.

Microfluidic assays using label-based detection are widely used in the bio-

analytic industry. Established protocols allow microfluidic sensing to be used

to measure chemical binding rates, determine affinities of different biomolecules

including proteins and enzymes, and measure the physical parameters of a
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solution including temperature and refractive index. These protocols may

be applied to modern detection platforms, including those utilizing optical

sensors.

1.2 Optical label-free sensing platforms

The development of label-free sensors has been an important step in developing

fast and widely-accessible assays [34]. These methods often involve the ability

to detect an analyte directly on a sensor head. In many cases, the sensor

head is pre-treated so that specific analytes will bind or accumulate on its

surface. There are several modern technologies that offer the ability to perform

label-free sensing optically. Here, we will focus on two of the most commonly

applied research techniques: surface-plasmon-based sensing and sensing based

on the whispering gallery modes of an optical cavity. Although this thesis does

not involve surface plasmon resonances (SPR), there has been a considerable

amount of work in which SPR is coupled to whispering gallery modes in order

to enhanced sensing performance.

1.2.1 Surface plasmon resonance sensors

Surface plasmons are electromagnetic waves in the nearly-free surface electrons

of a metal [35] [36]. This wave, which propagates along the surface of the

metal, is polarized with its electric field normal to the metal surface. The

resonant wavelength, λSPP , supported on the metal surface is a function of

the dielectric constants of the metal and the adjacent medium according to

the following equation [37]:

(1.2) λSPP ≈

√︄
ε′1(λ0) + ε2(λ0)

ε′1(λ0)ε2(λ0)
λ0.

Here the dielectric constant of each region is given by ε = ε′ + iε′′, with the

metal defined by subscript 1 and the sample (with a real dielectric constant)
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Figure 1.1: Example of surface plasmon resonance (SPR) excitation using the
Kretschmann configuration.

defined by subscript 2. The wavelength of the light in a vacuum, is given by

λ0, as usual.

Gold is widely used because its surface plasmon resonance lies in the visible

spectrum (e.g., at around 700 nm for an interface with water [38]). Other

metals featuring plasmons near the visible spectrum are copper (∼ 700 nm)

and silver (∼ 650 nm) [38]. As the plasmon propagates, it has an evanescent

component extending outward from the surface (Fig. 1.1). This evanescent

component samples out to a distance of ∼ 500 nm into the sample near a

wavelength of 600–700 nm [37].

There are several ways to interrogate the plasmon resonance in order to ex-

tract information about the interface properties. In general, light is introduced

to the system, coupled into a surface plasmon wave, and the resulting changes

in the properties of the reflected light are detected (Fig. 1.1). The degree to

which light couples to the plasmon is affected by its wavelength and angle of

incidence [39]. This degree of coupling can be measured by the intensity of

the light reflected from the interface.

In angle-variance mode, for example, a constant-wavelength beam of light

is swept through different incident angles while the reflectance from the metal

surface is measured. Minimum reflectance indicates maximum coupling. The
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angle at which this occurs is given by [40]:

(1.3) θ = sin−1

(︃
1

mp

√︃
ε1ε2

ε1 + ε2

)︃
,

where ε1 and ε2 are the dielectric constants of the metal and the sample, re-

spectively, and mp is the refractive index of the medium used to couple the

light to the metal (e.g., a prism in the configuration in Fig. 1.1). Eq. 1.3 can

be used to extract the dielectric constant of the sample once θ has been mea-

sured. The alternative wavelength-variance measurement is accomplished by

observing the wavelength associated with maximum coupling (i.e., minimum

reflectance) while holding the angle of the light source constant.

Because the surface of a metal film may be functionalized with a particular

chemical group, SPR methods are capable of performing surface-based biosens-

ing [41]. A plethora of tools, methods, and procedures exist for accomplishing

this, particularly for gold, which employs the thiol-gold binding methodology

[42]. A binding event will change the refractive index near the gold surface

through the difference in polarizability between the solvent and the analyte

[43]. Many of the chemistry challenges are similar to those of labeled assays

except that the analyte requires no preparatory reaction.

SPR sensing technologies have been rapidly developed over the last two

decades and are now considered the gold standard in label-free microfluidic

sensing for proteins, vitamins, and antibodies. This method has also become

commercially viable, and has even been implemented as a smart-phone ex-

tension utilizing the camera as a detector and the flash as a light source [44]

[45].

Localized SPR (LSPR) is a phenomenon in nanoparticles that are much

smaller than the wavelength of the incident light [1] [46] [47] (Fig. 1.2). Here,

the plasmon is confined to the nanoparticle, rather than propagating along

the surface of a film as for SPR. The LSPR resonance is affected by the size

and shape of the nanoparticles, as well as the optical constants of the particle

and its surroundings. LSPR can be measured by passing white light through
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Figure 1.2: Diagram of LSPR being stimulated. Republished with permission
of Annual Reviews, from Ref. [1]; permission conveyed through Copyright
Clearance Center, Inc.

a suspension of nanoparticles and measuring the transmission spectrum. The

extinction spectrum of these nanoparticles (the combination of absorption and

scattering effects) is described by [1]

(1.4) e(λ) =
24π2a3ε

3/2
2 (λ0)

ln(10)λ0

[︃
ε′′1(λ0)

(ε′1(λ0) + χε2)2(λ0) + ε′′1(λ0)2

]︃
,

where λ0 is the wavelength, a is the radius of the particle, ε1(λ0) = ε′1(λ0) +

ε′′1(λ0) is the dielectric function of the particle, and ε2(λ0) is the dielectric

function of the surrounding medium.

Excitation of the LSPR produces a strong electromagnetic field at the

surface of the nanoparticle. The localized LSPR field is amplified by a factor of

10 to 100 compared to the incident field, and extends to a distance of ∼ 20 nm

from the surface of the particle [48] [49]. As a result of this field enhancement,

the LSPR is exceptionally sensitive to changes in the surrounding dielectric.

This makes the LSPR well-suited to detect surface-binding events such as bio-

molecule adsorption. Metal nanoparticles supporting LSPR can also be used

to create individual electromagnetic hot-spots in optical resonators, increasing

the sensitivity of the resonator at the location of the nanoparticle [50].
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1.2.2 Whispering-gallery-based sensors

Named for a famous acoustic phenomenon found in the dome of St. Paul’s

Cathedral in London (Fig. 1.3), a whispering gallery transmits sounds waves

efficiently by a series of reflections along the inside edge of an enclosed space.

Although many geometries are possible, including polygons and ellipses, the

most “effective” whispering galleries form a circular path (Fig. 1.4).

Similar to the acoustic case, optical whispering gallery modes (WGMs)

can occur in transparent dielectric materials like raindrops or glass beads.

WGMs can be described using a basic ray-optics approach. Light passing

from a medium with refractive index (RI) of m1 to another medium with an

RI of m2 less than m1 will experience total internal reflection if the angle of

incidence is sufficiently large. Repeated reflections can generate an optical

standing wave when light travels an integer number of wavelengths around the

circumference of a circular structure. Any change in the effective path length

around the cavity will thus cause the resonant frequencies and wavelengths to

shift. These changes can occur when the medium inside the whispering gallery

undergoes a change in refractive index, or if the gallery itself changes in size.

This leads to a transduction mechanism, where wavelength or frequency shifts

in the WGM spectrum are used to measure changes in the properties of the

cavity, including analytes passed through or around it.

There are several advantages to WGM-based sensing schemes. First, they

can be designed to perform sensing in a localized fluid volume [51]. WGM

cavities can have a diameter as small as a few microns, compared to a standard

SPR sensor having dimensions of mm to cm. WGM-based sensors are sensitive;

they have been used to show individual virus detection [52] and single-molecule

binding events [53]. WGMs can also be used to perform detection through

multiple methods simultaneously, for example by observing both the modal

wavelength and the spectral shape of the mode. Finally, WGM-based devices

can support lasing, which can improve the detection capability through better

mode visibility and a high signal-to-noise ratio.
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Figure 1.3: Photograph of the Whispering Gallery walkway in St. Paul’s
Cathedral. Photo by photographer Grant Smith at www.grant-smith.com,
reproduced here with permission.
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Figure 1.4: Diagram of WGM path. The WGM ray traces a red line by
repeatedly reflecting off the boundary (black line). Reprinted from Ref [2]
under a Creative Commons License (CC-BY-4.0).

However, there are also several drawbacks. Microcavity devices are often

fabricated from glass and are surrounded by air or fluid in a sensing environ-

ment, making them fragile and difficult to handle. WGM-based sensors can

also require expensive equipment such as a scanning laser or high-resolution

optical spectrum analyzer in order to accurately measure the resonances. Fi-

nally, many WGM-based sensors are fairly involved to fabricate, in contrast to

commercially available SPR designs [44] [45]. The sensors we examine in this

thesis offer possible solutions to some of these drawbacks.

1.3 Basic theory of WGMs

In this section, the whispering gallery resonances of a cylindrical capillary-

type structure, relevant to the main thesis work, are derived using standard

and well-known methods. First, the mode classification scheme will be given.

Then Maxwell’s equations and the Helmholtz equation will be combined in

cylindrical coordinates to give an equation that describes the resonances. So-

lutions based on Bessel functions will be used to yield expressions from which

the mode parameters can be extracted. Finally, the terms used for spectral

characterization of the modes will be explained.
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Figure 1.5: Simulated cross-sectional profile of TE-polarized cylindrical WGMs
with radial orders n = 1 (a), n = 2 (b), n = 3 (c), and angular order l =
15. Electric field maxima and minima are represented as bright and dark,
respectively. Simulation and image courtesy of A. Meldrum, reproduced here
by permission.

1.3.1 Mode classification

Cylindrical WGMs are classified using three parameters: The radial mode

number n is used to describe the number of intensity maxima in the radial

direction (Fig. 1.5). The angular mode number l is used to describe the

number of wavelengths that fit around the circumference of the whispering

gallery (Fig. 1.5). Each mode can also have one of two polarizations, either

transverse electric (TE) or transverse magnetic (TM). We define TE as the

polarization where the electric field of the WGM is transverse to the plane of

propagation (i.e., it is parallel to the cylinder axis). Similarly, TM polarization

implies that the magnetic field is transverse to the plane of propagation (E-field

radial or tangential).

1.3.2 Theory of WGMs: basic equations

Cylindrical WGMs can be completely described by manipulating Maxwell’s

equations and Ohm’s Law, given the wave equation and the appropriate bound-

ary conditions. While these solutions have been well-known for nearly a cen-

tury, they bear repeating here since the result provides a consistent mathe-

matical description of the WGMs.
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Maxwell’s equations are

∇ ·D = ρ(1.5)

∇ ·B = 0(1.6)

∇× E = −∂B

∂t
(1.7)

∇×H =
∂D

∂t
+ J,(1.8)

where E is the electric field in free space, D is the electric field in a medium

of dielectric constant ϵ, B is the magnetic flux density, ρ is the bound charge

density, J is the displacement current, H is the magnetic field, and t is time.

The field in the dielectric D is related to the field in free space E according to

the formula

(1.9) D = ϵE = ϵoϵrE.

Here the material dielectric constant ϵ is defined as the vacuum dielectric

constant ϵo multiplied by the real relative dielectric constant of the material

ϵr. A similar equation exists where the magnetic field inside a material, B, is

related to that outside, H, according to the formula

(1.10) H =
B

µ
,

where µ is the magnetic permeability.

The Laplacian for cylindrical coordinates can be expanded as

(1.11) ∇2E =
1

r

∂

∂r
(r
∂E

∂r
) +

1

r2
∂2E

∂φ2
+

∂2E

∂z2
.
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Meanwhile, we also have the relationship of Ohm’s Law

(1.12) J = σE,

where σ is the conductivity of a substance supporting current J under electric

field E.

By operating on Eq. 1.7 we obtain

(1.13)

∇× (∇× E) = ∇× (
−∂B

∂t
)

= −µ
∂

∂t
(∇×H)

= −µ
∂

∂t
(J+

∂D

∂t
)

= −µ
∂J

∂t
− −µ∂2D

∂t2

= −µ
σ∂E

∂t
− −µϵ∂2E

∂t2
.

The identity

(1.14) ∇× (∇× E) = ∇(∇ · E)−∇2E

will shortly be used to change the form of the left-hand-side of Eq.1.13. For

a structure with no free carriers the charge density is zero, which can be

expressed as

(1.15) ∇ ·D = ρ = 0,

so the first term on the right hand side of Eq. 1.14 reduces to zero. Substituting

Eqs. 1.13 and 1.15 into Eq. 1.14 yields

(1.16) ∇2E = µσ
∂E

∂t
+ µϵ

∂2E

∂t2
.
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For the magnetic field there is a similar relationship given by

(1.17) ∇ ·H = ∇ · B
µ
,

and

(1.18) ∇ ·B = 0.

Following similar steps as for the electric field

(1.19)

∇× (∇×H) = ∇× (J+
∂D

∂t
)

= ∇× σE+∇× ∂D

∂t

= −σ
∂B

∂t
+∇× ∂ϵE

∂t

= −σ
∂B

∂t
+ ϵ

∂

∂t
(∇× E)

= −σ
∂B

∂t
+ ϵ

∂

∂t
(−∂B

∂t
)

= −σ
∂B

∂t
− ϵ

∂2B

∂t2

= −σµ
∂H

∂t
− ϵµ

∂2H

∂t2
.

We write the same mathematical identity as used for Eq. 1.14 for the magnetic

field

(1.20) ∇×∇×H = ∇(∇ ·H)−∇2H.

Substituting Eqs. 1.6 and 1.19 into Eq. 1.20 gives

(1.21) −∇2H = −σµ
∂H

∂t
− ϵµ

∂2H

∂t2
.

Eqs. 1.16 and 1.21 are in a form that can be used in the Laplacian for cylindri-

cal coordinates (Eq. 1.11) in order to find solutions of the Helmholtz equation.
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Here we note that the magnetic Reynolds number is given by the equation

(1.22) Rm = LV σµ,

where L is length (∼ 10−3 for large resonators), V is velocity (on the order of c,

or 108), µ is the permeability (on the order of 10−7), and σ is the conductivity

(on the order of 10−6 for silica [54]), each in SI units. This gives a magnetic

Reynolds number for a silica-based resonator on the order of 10−8, or Rm ≪ 1.

Thus the term ∂H
∂t

is extremely small in Eq. 1.21.

We now return to the electric field, and assume a time-harmonic solution

where ω is the frequency of the wave so that the electric field function becomes

(1.23) E(t, x, y, z) ⇒ E = Eoe
−iωt,

which has derivatives given by

(1.24)
∂E

∂t
= −iωE0e

−iωt

and

(1.25)
∂2E

∂t2
= −ω2E0e

−iωt.

Eqs 1.24 and 1.25 can be substituted into Eq. 1.16, giving

(1.26) ∇2E =
(︁
−iµσωE− ω2µϵEo

)︁
e−iωt.

Simplifying this further yields

(1.27)

∇2E0e
−iωt = −iωµσEoe

−iωt − ω2µϵE0e
−iωt

∇2E = −iωµσE− ω2µϵE

= −ωµ(iσ + ωϵ)E

= −ω2ϵµ
(︂ σ

ωϵ
i+ 1

)︂
E.
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Since

c =
1

√
µϵ

,(1.28)

k =
ω

c
,(1.29)

where c is the speed of light in vacuum, the real (non-attenuative) part of the

refractive index can be given as

(1.30) m2 =
c2k2

ω2
,

where k is the wavevector and m is refractive index, Eq. 1.27 becomes

(1.31) ∇2E+ k2m2E = 0.

Eq. 1.31 is the Helmholtz equation, which can be solved using separation of

variables. We assume a separable function in terms of cylindrical coordinates:

(1.32) E(r, θ, z) = R(r)Φ(φ)Z(z).

The solutions of the separable Helmholtz equation will describe the WGMs,

provided we apply the correct polarization requirements and boundary condi-

tions.

1.3.3 TE modes

We first choose the TE polarization. Accordingly, the electric and magnetic

fields are defined by

Er(R) = 0 Hr(R) ̸= 0(1.33)

Eφ(R) = 0 Hφ(R) ̸= 0(1.34)

Ez(R) ̸= 0 Hz(R) = 0.(1.35)
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Here, Z indicates a direction along the cylinder axis, φ is the angular direc-

tion around the cylinder circumference, and r is along the radius. Thus the

Laplacian (Eq. 1.11) becomes

(1.36) ∇2Ez =
∂2Ez

∂z2
+

1

r2
∂2Ez

∂φ2
+

1

r

∂

∂r

(︃
r
∂Ez

∂r

)︃
.

One assumes a capillary that has angularly-constant refractive index, thus

(1.37) E(r, φ, z) = Eze
ilϕ,

where ϕ is the phase change of a wave travelling around the circumference of

a capillary, or “azimuthal phase change”. The azimuthal boundary conditions

require constructive interference, such that the net phase change of a wave

having travelled one circumference in refractive index neff around a resonator

with radius R is

(1.38) ∆φ = 2πkoneffR.

The phase of the wave must have changed by a multiple of 2π, thus

(1.39) E(φ) = E(φ+ 2πl),

which can be written as a cyclic boundary condition that is a modification of

Eq. 1.37

(1.40) ⇒ E(r, φ, z) = Eze
ilφ,

where l is an integer as defined previously. This is a no-loss approximation since

it assumes that the field propagating azimuthally retains its initial amplitude.

We now evaluate the Laplacian in Eq. 1.36 using the steady-state solution and

the phase condition of constructive interference (Eq. 1.40). For the first term
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we assume that there is no axial variation in the field, thus,

(1.41)
∂2Ez

∂z2
= 0.

For the second term in Eq. 1.36, we substitute our time-independent field

solution (Eq. 1.40) to yield the result and subsequent simplification steps

(1.42)

1

r2
∂2Ez

∂φ2
=

1

r2
∂2Ez(r, φ)e

ilφ

∂φ2

=
1

r2
Ez(r)ilile

ilφ

= − 1

r2
Ez(r)l

2eilφ

= − l2

r2
Ez(r, φ).

Substituting the time-independent solution (Eq. 1.40) for the third term in

Eq. 1.36, we find the result and performing subsequent simplifications yields

(1.43)

1

r

∂

∂r

(︃
r
∂Ez

∂r

)︃
=

1

r

∂

∂r

(︃
reilφ

∂Ez

∂r

)︃
=

eilφ

r

∂

∂r

(︃
r
∂Ez

∂r

)︃
=

eilφ

r

[︃
r
∂2Ez

∂r2
+

∂Ez

∂r

]︃
=

1

r

[︃
r
∂2Ez(r, φ)

∂r2
+

∂Ez(r, φ)

∂r

]︃
.

Substituting the results of Eqs 1.41, 1.42, and 1.43 back into 1.36 yields the

expression

(1.44) 0 +− l2

r2
Ez(r, φ) +

1

r

[︃
r
∂2Ez(r, φ)

∂r2
+

∂Ez(r, φ)

∂r

]︃
+ k2

0m
2Ez = 0,

where we use k0 to denote a constant wavevector of a particular cavity reso-

nance rather than the variable k. By separation of variables we obtain

(1.45) k2
0m

2 − l2

r2
Ez(r, φ) +

∂2Ez(r, φ)

∂r2
+

1

r

∂Ez

∂r
= 0.
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Multiplying through by r2 gives

(1.46) eilφ
[︃
(k2

0r
2m2 + l2)Ez(r) + r2

∂2Ez(r)

∂r2
+ r

∂Ez

∂r

]︃
= 0.

Making the substitution R = mkr ⇒ dR = mkdr, and assuming the refractive

index and wavevector are radially invariant yields

(1.47) eilφ
[︃
(R2 − l2)Ez(R) +R2∂Ez(R)

∂R2
+R

∂Ez

∂R

]︃
= 0.

The solutions to this equation will be time-independent electromagnetic waves

in the cylindrical resonator, i.e., the whispering gallery modes.

1.3.4 The Bessel solutions

Bessel’s equation is

(1.48) (x2 − p2)y +
x2d2y

dx2
+ x

dy

dx
= 0,

which matches the form of Eq. 1.47 with the substitutions

x = R,(1.49)

p = l,(1.50)

and

(1.51) y = Ez(R).

The solutions to Bessel’s equation are known and given by the functions

(1.52) y(R) = AJp(R)
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and

(1.53) y(R) = BYp(R),

where Jp and Yp are Bessel functions of the first and second kinds, respectively,

of integer order p. The coordinate R denotes the radial position in a polar

coordinate system. The terms A and B are arbitrary scaling constants.

Equation 1.48 is also satisfied by Bessel functions of the third kind (the

Hankel functions) [55] [56]. These are complex linear combinations of the

Bessel functions of the first and second kinds, expressed as

H
(1)
l (R) = A1Jl(R) + A2iYl(R)(1.54)

H
(2)
l (R) = B1Jl(R)−B2iYl(R).(1.55)

Here we have written the Bessel functions in terms of order l, as defined before.

We now take the specific case of the fluorescent-core microcapillary (FCM).

The FCM is a thick-walled glass tube with inner radius b, a fluorescent layer

of thickness t = b− a, and an outer radius a (Fig. 1.6). Each region (i.e. the

channel, fluorescent layer, or glass) has a different refractive index mr, making

the refractive index of the device mr a piecewise function:

(1.56) m(r) =

m1 r < a

m2 a <r ≤ b

m3 r > b

where the channel, layer, and glass are labeled as regions 1, 2, and 3 respec-

tively (Fig 1.6). The refractive index m2 must be higher than that of the glass

wall m3 in order to support total internal reflection at that interface.

As a result, the electric field Ez(R) will also be piecewise defined by func-

tions that satisfy Eq. 1.47. In region 2, the outgoing and incoming waves are

described by the Hankel functions of the first and second kind, respectively

[55]. The Bessel function of the second kind has a singularity at r = 0, so the
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Figure 1.6: Diagram illustrating the structure of a fluorescent-core microcap-
illary. The inner channel has a radius of a, down from its original radius of b,
caused by a fluorescent layer with thickness b− a.

Bessel function of the first kind is chosen for this region in order to avoid un-

physical results. In region 3, we consider only the outward-propagating fields

for a thick-walled cylinder, so we use the Hankel function of the first kind.

The solutions for the fields can thus be written:

(1.57)

AlJl(m1k0r) r ≤ a

BlH
(2)
l (m2k0r) + ClH

(1)
l (m2k0r) a < r ≤ b

DlH
(1)
l (m3k0r) r > b,

where the constants (Al, Bl, Cl, and Dl) are arbitrary scaling factors that will

be related to each other through the boundary conditions.

Across the boundaries between regions 1, 2, and 3, the electric field Ez and

its derivative must be continuous for the TE polarization [55]. By setting the

solutions (Eq. 1.57) equal to each other at the boundaries r = a and r = b,

we obtain

(1.58) AlJl(mlk0a) = BlH
(2)
l (m2k0a) +H

(1)
l (m2k0a)

and

(1.59) BlH
(2)
l (m2k0b) +H

(1)
l (m2k0b) = DlH

(1)
l (m3k0b).
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Similarly, by setting the derivatives of the solutions (Eq. 1.57) equal to each

other at the boundaries r = a and r = b, we obtain

(1.60) m1AlJ
′
l (mlk0a) = m2BlH

(2)′
l (m2k0a) +m2H

(1)′
l (m2k0a)

and

(1.61) m2BlH
(2)′
l (m2k0b) +m2H

(1)′
l (m2k0b) = m3DlH

(1)′
l (m3k0b),

where the J ′ and H ′ denote the derivatives of the Bessel and Hankel functions

with respect to the position coordinate r.

At the boundary r = b one can write

(1.62)
m3H

(1)′
l (m3k0b)

H
(1)
l (m3k0b)

=
m2BlH

(2)′
l (m2k0a) +m2H

(1)′
l (m2k0a)

BlH
(2)
l (m2k0b) +H

(1)
l (m2k0b)

,

while at boundary r = a we have the expression

(1.63)
AlJl(m1k0a)

m1AlJ ′
l (m1k0a)

=
BlH

(2)
l (m2k0a) +H

(1)
l (m2k0a)

m2BlH
(2)′
l (m2k0a) +m2H

(1)′
l (m2k0a)

.

Eq. 1.63 can be rearranged to give an expression for Bl, which can then be

substituted back into Eq. 1.62.

The resulting expression can be solved numerically via rootfinding algo-

rithms. The solutions for a given angular order l, refractive indices (m1,m2,m3),

and capillary size parameters (a, b) yield wavevectors k0 of a whispering gallery

resonance. Multiple solutions exist for each set of parameters, and are differ-

entiated according to the WGM radial order n. An example radial profile of

a TE WGM (using Eq. 1.57) is shown in Fig. 1.7.
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Figure 1.7: Graph showing the normalized electric field magnitude across the
three regions (channel, layer, and glass). This field is in a capillary with a 17.2
µm radius, a 600 nm film, and is for the n = 1, l = 206 WGM.

1.3.5 TM modes

A similar procedure can be applied in order to find the TM modes, which have

electric and magnetic fields given by

Er(R) ̸= 0 Hr(R) = 0(1.64)

Eφ(R) ̸= 0 Hφ(R) = 0(1.65)

Ez(R) = 0 Hz(R) ̸= 0.(1.66)

Applying the Helmholtz equation (Eq. 1.31), we find

(1.67) ∇2Hz(r, φ) + k2
0m

2Hz(r, φ) = 0,

which, as for the TE case, can be solved via the Bessel and Hankel functions

using the same process outlined in Section 1.3.3 [55]. The solutions to the
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wave equations in the different regions are given in this case by [55]

(1.68)

ElJl(m1k0r) r ≤ a

FlH
(2)
l (m2k0r) +GlH

(1)
l (m2k0r) a < r ≤ b

IlH
(1)
l (m3k0r) r > b,

where El, Fl, Gl, and Il are proportionality constants and Jl and Hl are the

Bessel functions of the first- and third-kinds with order l, as before.

The first boundary condition for the TM solution is that Hz must be con-

tinuous across the boundaries at a and b, yielding

(1.69) ElJl(mlk0a) = FlH
(2)
l (m2k0a) +GlH

(1)
l (m2k0a)

and

(1.70) FlH
(2)
l (m2k0b) +GlH

(1)
l (m2k0b) = IlH

(1)
l (m3k0b).

The second boundary condition for the TM field is that the derivative of the

field has discontinuities across the boundaries r = a and r = b according to

[55] [57]:

(1.71)
1

m1

ElJ
′
l (mlk0a) =

1

m2

FlH
(2)′
l (m2k0a) +

1

m2

GlH
(1)′
l (m2k0a)

and

(1.72)
1

m2

FlH
(2)′
l (m2k0b) +

1

m2

GlH
(1)′
l (m2k0b) =

1

m3

IlH
(1)′
l (m3k0b).

These equations can be simplified as for the TE case, yielding [55]

(1.73)
m2H

(1)′
l (m3k0a)

m3H
(1)
l (m3k0a)

=
FlH

(2)′
l (m2k0a) +H

(1)′
l (m2k0a)

FlH
(2)
l (m2k0a) +H

(1)
l (m2k0a)
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and

(1.74) Fl =
−m1Jl(m1k0b)H

(1)′
l (m2k0b) +m2J

′
l (m1k0b)H

(1)
l (m2k0b)

m1Jl(m1k0b)H
(2)′
l (m2k0b)−m2J ′

l (m1k0b)H
(2)
l (m2k0b)

.

As with Eqs. 1.62 and 1.63, one can use a numerical root finder to determine

the mode wavevectors k0 from Eqs. 1.71 and 1.72.

1.3.6 Sensitivity and limit of detection

The refractometric sensitivity is defined as the magnitude of the shift of the

WGM wavelength for a given change in refractive index experienced by the

mode field. For FCMs, the changing refractive index is that inside the channel

(region 1). Thus, the refractometric sensitivity for the FCM can be written as

(1.75) S =
∂λ

∂m1

,

where λ is the WGM resonant wavelength and m1 is the channel refractive

index.

In order to predict the sensitivity of a mode, we will first find an expression

for λ. We approximate a resonant wavelength as

(1.76) λ =
2πbmeff

l
,

where b is the inner radius of the capillary wall (Fig. 1.6), l is the angular

order of the WGM, and meff is the refractive index of the resonator, given by

(1.77) meff = I1m1 + I2m2 + I3m3.

Here I1, I2, and I3 are the fractions of the WGM field intensity in each region,

and m1, m2, and m3 are the refractive indices defined as before (Fig. 1.6).

Once the wavevector, k0, of a mode has been found, the electric field amplitude

(or intensity) profiles can be obtained from Eq. 1.57. One can then write Eq.
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1.76 in terms of the effective index in Eq. 1.77:

(1.78) λ =
2πb

l
(I1m1 + I2m2 + I3m3).

The analyte RI, m1, is the quantity changing during a measurement. Thus,

the sensitivity ∂λ/∂m1 (Eq. 1.75) can be written by differentiating Eq. 1.78

with respect to m1. We assume that the intensity profiles I are functions of

the refractive index of the channel m1.

(1.79)
∂λ

∂m1

=
2πb

l

(︃
I1 +

∂I2m2

∂m1

+
∂I3m3

∂m1

)︃
,

If we assume that the changes in I2 and I3 due to changes in m1 are small [58],

Eq. 1.79 simplifies to

∂λ

∂m1

=
2πb

l
I1.(1.80)

We rearrange Eq. 1.76 to solve for angular order l, giving l =
2πbmeff

λ
, which

we substitute in Eq. 1.80 to find a final expression for the FCM sensitivity:

S =
∂λ

∂m1

=
λI1
meff

,(1.81)

Eq. 1.81 estimates the wavelength shift response of a WGM to refractometric

changes in the analyte. Higher sensitivities are, obviously, better.

The limit of detection (LoD), that is the smallest detectable change in

the analyte index, depends on the sensitivity S and the smallest measurable

WGM shift ∆λmin. ∆λmin is defined to be three standard deviations (3σ) of

the measured wavelength shift when m1 is not changing (i.e., 3σ of the noise).

The LoD is given by [59]:

(1.82) LoD =
∆λmin

S
.

Thus, a low limit of detection requires low noise in the WGM peak position
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(small ∆λmin) and a high sensitivity.

1.3.7 Fluorescent layer properties: SiQDs

The inner surface of the FCM channel is coated in a fluorescent layer (region 2).

In this work, region 2 is composed of silicon quantum dots (SiQDs) embedded

in an oxide matrix. This material was chosen because it is biocompatible,

photochemically and physically stable, and resists bleaching. In addition, a

method for coating the channel with a SiQD layer was recently established in

our lab [60] [61]. A review of SiQDs and their use in other biosensing platforms

may be found in Ref. [62].

SiQDs have been extensively investigated before [63] [64] [65] [66] [60].

While their properties are not the main topic of this work, a brief overview

is provided here. Oxide-embedded SiNCs exhibit a size- [63] and surface-

dependent [67] [68] fluorescence spectrum centered between 650-950 nm. They

have a quantum efficiency up to 5% [69] [70], a PL lifetime on the order of tens

of microseconds [71] [72], and they are absorbing in the blue and UV parts of

the spectrum. The SiQDs in this work have diameters of 3.4± 0.7 nm [64].

SiQDs have several advantages over fluorescent dyes. First, they are rel-

atively photostable and thermally stable and do not bleach or thermally de-

compose like many dyes [73]. This makes them suitable for long-term mea-

surements and gives them a good storage life. Second, quantum dots tend to

be less sensitive to their environment than fluorescent molecules [73]. Many

fluorescent markers change their emission properties depending on solvent po-

larity, viscosity, and the presence of other molecules or surfactants. Finally,

quantum dots are less prone to aggregation-based quenching [73].

There are several advantages to using silicon-based quantum dots in partic-

ular. First, silica and SiQDs are biocompatible, showing low cytotoxicity and

high pH-stability [74] [75] [76]. This contrasts with the relatively high toxicity

of other quantum dots including cadmium selenide [77], cadmium telluride,

and other III-V and IV-VI semiconductor quantum dots [78] [79]. Second, the
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silica matrix encapsulates the SiQDs, stabilizing and protecting the quantum

dots from the solvents flowing through the capillary. Notable exceptions are

hydrofluoric acid and strong bases like potassium and sodium hydroxides [80]

[81], which dissolve the silica matrix.

The fluorescent layer using silica and SiQDs has been measured by ellip-

sometry to have a refractive index of ∼ 1.67 [61]. However, this measurement

is not specific to the layer inside the FCM, but is for a similar layer deposited

on a wafer via spin-coating. Moreover, the indices of the SiQDs are higher

than the index of the surrounding oxide so the estimated refractive index used

in simulations and calculations is both an approximation and an average.

1.3.8 Q-factor and loss mechanisms

The Q-factor of an optical resonator is a measure of how efficiently it stores

electromagnetic energy. It is defined as

(1.83) Q = 2π
Estored

Elost per cycle

A high Q-factor corresponds to a resonator with low loss per cycle. How-

ever, this definition of the Q-factor does not lend itself easily to experimental

measurement [58]. In the high-Q limit, the Q-factor becomes [82]:

(1.84) Q =
f0
δf

=
λ0

δλ
,

where f0 is the resonant frequency, δf is the spectral width, λ0 is the reso-

nant wavelength, and δλ is the spectral width. These parameters are easily

measured.

Several processes affect the energy lost from the resonator. The most im-

portant ones with respect to FCMs will be briefly discussed. Reflection at the

curved inner wall leads to an outward-radiating wave. This resulting radiation

loss is larger for more strongly curved surfaces (i.e., smaller cylinder radius)

[83] [55]. The limiting Q-factor, Qrad, can be determined from Eqs. 1.62 and
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1.63 via [71]:

(1.85) Qrad =
Re[k0]

2Im[k0]
.

In FCMs of diameters ranging from 30–50 µm, Qrad ranges from 106–109.

Loss also occurs in FCMs through absorption in the SiQD film. The ex-

tinction coefficient has been measured for a flat SiQD film to be κ ≈ 6× 10−4

at 800 nm [84], with the resulting loss coefficient αabs = 4πκ
λ0

where λ0 is the

wavelength, κ is the extinction coefficient, and c is the speed of light [85]. The

Q-factor in the loss-limited (i.e., not radiation-limited) regime is estimated by

[71] [86]:

(1.86) Qabs ≈
2πmeff

λ0αsca

,

which for a wavelength of 800 nm and a meff of 1.67 gives a value of αsca ≈ 94

cm−1, giving Qabs ≈ 1300. Alternatively, the imaginary part of the refractive

index, κ, can be included in Eqs 1.62 and 1.63 to find a complex wavevector k0.

This complex wavevector can be used in Eq. 1.85 to find the total Q-factor,

i.e., a combination of Qrad and Qabs. If Qrad is known for the non-absorbing

structure (e.g., via Eq. 1.85), Qabs can then be determined. Using this numer-

ical method, Qabs is on the order of ∼ 1400–1700 for FCMs, depending on the

SiQD film thickness.

Optical losses also occur due to scattering from surface roughness. The

scattering-related loss coefficient is [71] [86] [87]

(1.87) αsca = ϕ2(r)(m2
2 − 1)

k3
0

8m2
2

σ2

√︃
π

meff − 1
,

where ϕ is the value of the normalized electric field at the resonator surface,

meff is the effective index of the cavity, m2 is the index of the fluorescent layer,

and σ is the root-mean-square roughness. For a typical SiQD layer thickness

of 600 nm, we find ϕ2 ≈ 0.3. Using a SiQD RMS roughness of 3.4 nm [88]

[89], a wavelength of 800 nm, m2 = 1.67, and meff = 1.41 [87] one obtains
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αsca ≈ 0.05 cm−1 [87]. As before, we can estimate the Q-factor using Eq. 1.86

to yield a Qsca of 5× 104 for a typical FCM.

The total Q-factor (Qtotal) can be found from the Q-factors associated with

each specific loss mechanism , according to [88]:

(1.88)
1

Qtotal

=
1

Qrad

+
1

Qabs

+
1

Qsca

+ ...,

where other losses could include interband absorption, ohmic heating in the

walls of the resonator, Auger recombination, and scattering off SiQDs. The

limiting Q-factor from interband absorption has been estimated for similar

structures as on the order of Qsca, or 105 [86]. Loss from Ohmic heating

only becomes relevant at Q-factors on the order of 107, and then only in

special circumstances (GHz excitation, plasmon-hybrid devices) [90] [91]. As

a result, these are neglected here. For FCMs, Qabs represents the limiting loss

mechanism.

1.3.9 Mode volume and the Purcell effect

The mode volume V0 is the volume occupied by the WGM electromagnetic

field. It is defined as the intensity of the WGM electric field integrated over

all space normalized to the maximum intensity [86] [92]:

(1.89) V0 =

∫︁
all space

ε(r)|E(r)|2d3r
Max[(ε(r)|E(r)|2)]

,

where E is the electric field and ε is the dielectric constant. The electric field

propagating outward from the resonator through all space causes the result of

this integral to diverge, and so the integral is arbitrarily truncated at r ≫ b

[92] [86] [58]. For spherical and cylindrical WGM-based resonators utilizing a

SiQD film, mode volumes are estimated by simulation to be on the order of

100 µm3 [93] [86] [58].

The Purcell effect describes a modification of the radiative lifetime of a

particle inside a resonant cavity [94]. The Purcell factor is the ratio of the
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in-cavity to the spontaneous radiative emission rate for an emitter located

spectrally and physically on a cavity resonance:

Fp =
wcav

wfree

,(1.90)

where wcav is the emission rate of the particle when emitting into a cavity

resonance and wfree is the emission rate into free space. The Purcell factor

can be derived using Fermi’s Golden Rule [95] [96] from the density of states

and transition matrix element, yielding for a spectrally narrow emitter on

resonance with a cavity:

(1.91) Fp =
3Q( λ0

meff
)3

4π2V0

.

Here Q is the resonator Q-factor, meff is the effective refractive index as usual

and V0 is the mode volume of the WGM. This further assumes that only a

single emitter exists, with a single emission frequency, positioned within a

resonant cavity having a single mode. Violations of these assumptions would

result in a lower Purcell enhancement. This is likely the case for an FCM, since

the fluorescent layer is composed of an ensemble of SiQDs, which have a dis-

tribution of emission wavelengths [97] and are positioned at various locations

with respect to the cavity and resonances. Although the Purcell factor has not

been measured for SiQDs in WGM resonators, other optical microresonators

have shown Purcell factors from 1 to 46 depending on Q-factor, resonator size,

and emitter type [98] [99] [100] [101] [97] [102] [103] [104].

1.3.10 Important parameters of WGM spectra

WGMs appear as a set of peaks in a fluorescence spectrum. They have a

Lorentzian lineshape given by

(1.92) I(ω) =
∆ω2

2π

1

(ω − ω0)2 + (∆ω
2
)2
,
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Figure 1.8: Diagram of spiral mode geometry. The difference in path length
between the two rays causes constructive or destructive interference.

where ∆ω and ω0 are the FWHM and central frequency of the peak, respec-

tively [105]. However, we found that the fluorescence WGMs often display a

tail extending to shorter wavelengths. This is attributed to axial-propagating

modes known as spiral modes [106] [107]. These are launched in the capillary

at an angle θ with respect to the equatorial plane and are blueshifted from the

equatorial WGMs by an amount ∆λ, according to [107]

(1.93) ∆λ ≈ πb

meff l
θ2,

where l is the angular order of the mode, m is refractive index of the fluorescent

layer, and b is the FCM radius. Since the spiral modes can have any angle,

the result is an apparent short-wavelength skewing of the main fluorescence

WGMs. Although the existing references and theory discuss the spiral mode

phenomenon with reference to external illumination, we believe a similar effect

is achieved through spiralling of florescence inside the FCM walls.
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The free spectral range (FSR) of a resonant cavity is

(1.94) ∆fFSR =
c

meffL
,

where L is the length of a cavity round-trip.. Expressed in terms of wavelength,

the FSR at a wavelength λ0 is

(1.95) ∆λFSR =
λ2
0∆fFSR

c
=

λ2
0

meffL
.

The visibility is a parameter that describes the contrast between the reso-

nance and the background signal, given by:

(1.96) V =
Imax − Imin

Imax + Imin

.

where Imax is the intensity at a peak and Imin is the intensity between two

modes. A high spectral visibility is desirable for more reliably tracking WGM

spectral shifts.

1.4 Types of WGM cavities

Many types of structures with circular cross-sections can be utilized for WGM-

based sensing. Here, we mention some commonly-studied types of WGM res-

onators.

1.4.1 Fibers

One of the simplest WGM platforms is an optical fiber. Cylindrical whispering

gallery modes can propagate around the circumference of the fiber via internal

reflection along the glass-air boundary (Fig. 1.9). Light must be coupled into

a fiber in order to excite WGMs, and coupled back out to provide sensing

information. In-coupling can be done in three ways: using free-space illumina-

tion with a laser or LED, using a fluorescent coating on the resonator surface
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Figure 1.9: Diagram of a fluorescent-doped fiber supporting WGMs, excited
using free-space illumination. Adapted from Ref. [3] and reprinted under a
Creative Commons License (CC-BY-NC).

[87], or using evanescent coupling from another fiber or waveguide (Fig. 1.10)

[4]. Outcoupling can be accomplished in the first two cases by observing light

scattered out of the fiber modes. In the third case, the out-coupling can be

accomplished using the same fiber or waveguide as for in-coupling.

Optical fibers have some advantages with regard to sensing. Fibers innately

support WGMs and can be purchased commercially in bulk, so no special fab-

rication for this platform is needed. In addition, because the evanescent field

of a fiber WGM lies directly at the interface between the fiber and its environ-

ment, they can have sensitivities on the order of 300 nm/RIU [3]. However,

they also have some limitations. There is no simple capability for remote

sensing, since fiber-based WGMs do not propagate along the length of the

fiber, although this could be overcome by an outcoupling method like that in

Fig. 1.10. Additionally, fibers are not inherently microfluidic, meaning that

a fiber-based sensor must be immersed in an external reservoir containing the

analyte.

1.4.2 Microspheres

Dielectric microspheres or droplets support spherical WGMs. These resonators

are commonly made of silica [108] [109] [110] [111] [112] [113] [114], polymers
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Figure 1.10: Diagram of a crossed fibers; one carrying light to excite WGMs
and the other supporting WGMs around its periphery. Reprinted with per-
mission from Ref. [4], c⃝ 2000 IEEE.

[115] [116] [117], or liquid droplets [118] [119]. As with optical fibers and other

types of WGM microcavities, light can be coupled into microsphere WGMs

via free-space, fluorescent, or evanescent excitation.

Microspheres have the advantage of being naturally formed via surface

tension, allowing them to be fabricated in various ways. Glass can be formed

into microspheres by melting. Polymers can form microspheres in solution and

then be cured or solidified. Furthermore, reflow fabrication techniques can

reduce the surface roughness of microsphere resonators, which improves their

efficiency over etched resonators [120]. Finally, microspheres have been shown

to exhibit the carousel effect, where analyte particles placed in solution around

a microsphere become polarized by the WGM field [121]. When they are

surrounded by a medium with a lower relative dielectric constant, this draws

them toward the microsphere, thus improving their likelihood of detection.

There are also several limitations to microsphere-based sensing. Micro-

spheres are fragile when fabricated on the end of fibers, due to a small neck

separating the sphere from the fiber. When free-standing, they are difficult to

individually manipulate. When measuring microsphere WGMs with a tapered

fiber or using a spectrometer, the measurement is sensitive to the latitude.

Last, similar to fibers, microspheres require adaption for liquid sensing since
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Figure 1.11: Diagram of an LCORR structure. The path of the WGM is
around the wall of the structure (not-to-scale), while here a DNA-based as-
say is performed in the microfluidic channel. Reprinted from Ref. [5], with
permission from Elsevier.

they are not inherently microfluidic.

1.4.3 Liquid-core optical ring resonators

The liquid-core optical ring resonator (LCORR) is a thin-walled glass tube

supporting WGMs at its outer boundary [122] [123] (Fig. 1.11). It is hollow,

allowing analyte to flow through it and making it well-suited for microfluidics.

Because the WGMs propagate at the outer surface of the LCORR, the LCORR

wall must be thin enough that the analyte (at the inner wall) lies within the

WGM field. As a result, LCORR walls must be less than 5 microns thick

[122]. In contrast with FCMs, LCORRs may utilize second-order radial modes

because of their extremely thin walls and relatively high (∼ 105) Q-factors

[124].

LCORRs are inherently microfluidic; they contain the analyte and do not

require an outside reservoir. They can be excited via evanescent coupling

through tapered fibers or lithographically-fabricated waveguides, using a tun-

able laser to scan the resonances [124]. However, LCORRs are exceptionally

fragile and are sensitive to pressure fluctuations in the sample-delivery system.

They expand in response to a pressure increase, causing spurious WGM shifts
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[125] [126].

1.4.4 Other types of WGM resonator structures

Many other platforms for WGM-based detection exist, including toroids [127]

[128], microdisks [129] [130] [131], bubble resonators [132] [133], and bottle

resonators [134] [135]. Like the types mentioned already, these have a circular

cross-section to support WGMs through total internal reflection. They offer

various features depending on the platform, including lithographic fabrication,

high sensitivity, and optomechanical coupling. Other than bubble resonators,

however, none of them are inherently microfluidic.

1.4.5 Fluorescent-core microcapillaries

The fluorescent-core microcapillary (FCM) is the main subject of this work

[136] [137] [61] [138] [139]. Like the LCORR, the FCM is a hollow glass tube

carrying a fluidic analyte. The distinguishing feature of the FCM is a thin,

high-index layer of fluorescent material that coats the inside channel wall.

This layer provides the RI contrast necessary for total internal reflection at

the inner wall of the glass capillary [84] [56]. The fluorescent layer also serves

to couple light into the resonances of the FCM and obviates the need to have

thin walls.

The FCM has several advantages. First, like the LCORR, it is inherently

microfluidic. Second, it does not require evanescent coupling, which removes

the need for fiber thinning and micropositioning equipment. Finally, the FCM

is durable and easy to handle [140]. However, the FCM has a low Q-factor

(∼ 103 vs. ∼ 106 for the LCORR [126]), which makes it more difficult to

resolve spectral shifts.
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1.5 FCM-based biosensing

To achieve WGM-based biosensing in a fluorescent-core microcapillary, the

inner walls of the capillary must capture target molecules from solution. Once

enough binding events have occurred, a shift in the WGM wavelengths will

become apparent in the fluorescence spectrum. The wavelength shifts are due

to the excess polarizability of the bound biomolecules as they interact with the

circulating optical field. The main purpose of this section will be to describe

the methods used to attach these biomolecules.

1.5.1 Biomolecule detection

The simplest method of biochemical sensing in FCMs is to dissolve a target

species in a solvent, flow it through the FCM channel, and observe the re-

fractometric shift. The dissolved species will change the refractive index of

the solution as a function of the target’s concentration. This refractive index

change is detected by shifts in the spectral locations of the WGMs. Thus, if

the refractive index of the solvent and the analyte species are each known, the

concentration can be determined.

More sensitive measurements can be achieved by adsorbing a layer of

biomolecules onto the surface of a sensor. Instead of being distributed in

solution, the biomolecules are concentrated on the inner wall of the FCM,

resulting in a larger refractometric shift. This layer forms because of chemi-

cal interactions between the biomolecules and the channel wall of the FCM.

The properties of the channel wall may be modified in order to facilitate the

formation of this layer, which is called functionalization.

Ideally, a WGM-based biosensor will have the desired qualities of any sen-

sor: sensitivity, stability, specificity (or selectivity), and re-usability [141] [142].

The sensitivity depends on the mode field interaction with the analyte and on

the density and thickness of the biomolecular layer formed. Stability here refers

to the sensor output remaining constant when no change is induced. This de-

pends on many factors including the device configuration but is also affected
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Figure 1.12: Layer buildup on the inner surface of a LCORR. Here we see
subsequent buildup of a crosslinker, a protein, an antibody, and a biomarker
(the sensing target). Reprinted from Ref. [6] with permission from Elsevier.

by whether the biomolecule layer degrades over time. Specificity pertains to

a unique property, affinity, or behaviour that allows for differentiation of one

analyte species from another. We discuss specificity briefly here, and will men-

tion the other biosensor qualities later in the context of the functionalization

methods.

Biosensing may be performed nonspecifically by creating a sensor surface

where a wide spectrum of biomolecules may adsorb (or stick, in general terms).

However, this does not differentiate biomolecule species and so is only suitable

for samples with a single species to be analyzed. These types of measurements

have been used as a proof of principle in detecting bovine serum albumin

(BSA), and various cancer-associated proteins [143] [144] [145] [146] [122] [147].

Biosensing may also be accomplished specifically, i.e., showing a high de-

gree of selectivity. Biomolecules are typically classified and differentiated by

their particular function or role within the living system that created them.

For example, hormones give feedback to endocrine systems, enzymes catalyze

particular reactions, antibodies target the antigens they were made for, and so

forth. Creating an environment in which the target biomolecule or its counter-

part will react allows for potential sensing mechanisms. An antibody could be

deposited on a surface in order to cause its specific corresponding antigen to

be detected. Thus, the particular interaction that characterizes a biomolecule
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is the key to a specific detection mechanism, provided other nonspecific mech-

anisms can be suppressed. This interaction and subsequent attachment is

known as bioaffinity.

1.5.2 Surface functionalization methods

Functionalization for biosensing involves the formation of a chemically ac-

tive layer on the sensor surface so that biomolecules may be anchored to it.

We will discuss three categories of functionalization corresponding to different

intermolecular interactions: physisorption, covalent bonding, and ionic bond-

ing [148]. We will first discuss physisorption, which can be used to anchor

biomolecules through weak interactions such as dipole-dipole interactions, hy-

drogen bonding, and van der Waals forces. Next, we will discuss covalent

bonding via silanes. These involve well-defined bonds where electrons are

shared between biomolecules and the underlying surface. Finally, we will dis-

cuss ionic functionalization via polyelectrolyte deposition, which is mediated

by electrostatic interaction between charged groups on biomolecules and the

surface to be functionalized. Each of these methods offers a different degree

of specificity. Furthermore, each functionalization step may form the basis

for a later functionalization step – in fact, the path to anchoring a particular

molecule often involves a multi-tiered approach.

Physisorption

The first method of attaching a material to a surface is to allow it to stick non-

specifically. Many molecules experience instantaneous dipole moments that

create attractive van der Waals forces. Large molecules like proteins, with

diameters on the order of 10 nm, provide many site where this can occur. Fur-

thermore, if one part of a protein sticks to the surface, it draws other parts of

the protein closer to the surface as well, increasing the likelihood of binding at

multiple sites. This is perhaps the simplest path for functionalizing a surface.

Physisorption is straightforward to implement. No special ingredients,
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chemistry, or reaction are required, and it can be readily extended to a wide

variety of biomolecules, including proteins and antigens. It is also reasonably

fast, with molecules sticking to the surface in a matter of seconds or minutes

versus the hours needed for some other processes [148].

Physisorption forms layers with relatively poor long-term mechanical sta-

bility [148]. The rate of attaching and detaching is concentration-dependent

with forward and backward reactions stabilizing at an intermediate equilib-

rium. Similar to Le Chatelier’s principle for perturbed reaction equilibria, a

decrease in concentration of molecules in solution may result in the adsorbed

population of these molecules gradually desorbing. In our case, the biomolecule

layer steadily desorbs once exposed to a solution that does not contain the same

biomolecules. This is significant in physisorbed layers over those anchored by

other bonds, and can be accelerated by environmental conditions including

pH, temperature, and other ions in the solution [149].

The stability of physisorbed layers can be improved by pre-treating or

modifying the substrate surface [150] [151] [152]. For example, many proteins

adsorb more strongly to hydrophobic surfaces [153]. Thus, an appropriately

treated surface may improve the physisorption mechanism for specific appli-

cations.

Physisorbed functionalization is easily removed [148]. Surfaces coated in

physisorbed molecules can be cleaned using soaps and detergents, organic sol-

vents like acetone or methanol, or strong bases. This makes physisorbing

sensors easy to re-use and re-functionalize for repeated measurements.

Covalent attachment via silanes

A surface may be functionalized using covalent bonds to anchor a biomolecule.

These are commonly employed to link silica surfaces to organic molecules via

silanes and to link gold surfaces to organic molecules via thiol chemistry in

WGM-based and SPR-based sensors, respectively. These bonds can take hours

rather than the minutes or seconds for physisorption [148]. However, they

provide bonds that do not dissociate during biosensing.
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Silanization is widely used for functionalizing biosensors that employ silica

surfaces. Silanization can be accomplished on silica using alkoxysilanes. One

proposed mechanism is that these chain terminations hydrolyze to Si-O-H

groups, which then react with a hydroxylated silica surface (Si-O-H) to form

siloxane bonds (Si-O-Si) [154] [155].

Silanization often causes a decrease in the functional area of a surface. The

successful formation of silane films depends on many factors, including surface

cleanliness, reaction temperature, and the presence of water, which catalyzes

the reaction, or alcohol [156] [157] [158]. In particular, an excess of water

favours interlinking of silanes rather than binding to the substrate [154] [159].

As a result, the silane film is often patchy, clumped, or sparse, which in turn

decreases the density of subsequent biomolecular layers and causes poor sensor

performance [160] [161] [162].

Nevertheless, silanization is relatively stable. Silanated sensor surfaces

can be cleaned, or rejuvenated, using a 50:50 mixture of methanol (MeOH)

and hydrochloric acid (HCl), and with mixtures of sulfuric acid and hydrogen

peroxide (known sometimes as Piranha) [125] [139]. This is a double-edged

sword – although the silane bonds are difficult to break, more chemistry is

needed in order to rejuvenate the sensor head.

Silanes are most widely applied to oxide surfaces. For example, silanization

has limited application to polystyrene (PS) and poly methyl methacrylate

(PMMA), which are also used for WGM-based sensors [163]. Similarly, SPR-

based sensors usually build on a gold substrate, for which thiol chemistry

is used for functionalization. Thus, for many surfaces methods other than

silanization may be preferred.

Ionic attachment via polyelectrolytes

A third type of surface functionalization utilizes the ionic nature of polyelec-

trolytes. Polyelectrolytes are long-chain molecules (often up to 20,000 amu)

consisting of charged monomers. When dissolved, the polyelectrolyte can be

accumulated on positively or negatively charged surfaces depending on the
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Figure 1.13: Build-up of two polyelectrolytes (a polycation and polyanion) on
a positively-charged substrate.

charge of each of the polyelectrolyte and surface. This ionic interaction can

be used to build layer-by-layer polyelectrolyte films [164].

The process of polyelectrolyte layering (Fig. 1.13) requires a surface with a

slight residual charge [164]. This can be accomplished for silica by silanization.

It is also done by treating the silica surface with a strong base to provide

an oxide-terminated surface with a negative charge [165] [81]. The oxide is

then exposed to a solution containing a polyelectrolyte with a positive charge,

which then accumulates on the surface by coulombic attraction. The layer

formed can be monomolecular, with a thickness on the order of 1–2 nm. Thus,

depositing the polyelectrolyte layer effectively reverses the surface charge. A

second polyelectrolyte (with the same charge as the original substrate, which

is negative in this case) is then applied, forming a new layer and reversing the

surface charge again (Fig. 1.13). This procedure may be repeated hundreds of

times, all the while preserving surface functionality, layer regularity, and layer

stability [166] [164]. The final layer can be chosen to contain some particular

functional group (carboxylic acids, amines, etc.).

The thickness of polyelectrolyte layers may be controlled by adding NaCl

to the polyelectrolyte solutions [7]. The conformation of the polyelectrolytes

in pure water tends to be flat, making a thin layer on the substrate. However,
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Figure 1.14: Graph of polyelectrolyte-based layer thickness using different
salinity solutions. Reprinted from Ref. [7] by permission from Springer Nature
Customer Service Centre GmbH.

as the salinity of the solvent rises, the polyelectrolyte units take on a bunched,

crumpled formation [7]. This configuration persists after the polyelectrolyte

attaches to the substrate, which results in a thicker monolayer. Thus, the layer

thickness can be precisely-controlled (Fig. 1.14), ranging from <1 to 5 nm per

layer.

Polyelectrolyte functionalization preserves the functional area of a sub-

strate. The initial layer in the polyelectrolyte functionalization scheme is of-

ten incomplete, with occasional bare patches [8]. However, polyelectrolyte

molecules will attach to the surface even if only a few ionic bonds form. Fur-

thermore, once one side of a polyelectrolyte has bound, its opposite side re-

tains all of its ionic sites, making a subsequent layer easier to deposit and more

complete. Thus, the effective charge of the surface and the surface coverage

increases with successive layers until the surface is homogenous [8].

Polyelectrolyte molecules in layered films do not retain their shape indef-

initely, and respond to changes in salinity [167]. A deposited multilayer of

polyelectrolyte can be annealed, which decreases its defects and makes it more

homogenous) by alternating rinses of saline and pure water. The proposed
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.

Figure 1.15: Graph of polyelectrolyte-based layer thicknesses, indicating in-
complete initial layer. Reproduced with permission of A. François from Ref.
[8]

mechanism is one in which the dissolved salt causes small breakages or disso-

ciations within and between molecules where there are pre-existing weaknesses

[167]. A subsequent pure water rinse then returns the polyelectrolytes to their

flat configuration, packing these loose components into an ultimately smoother

layer. This has the desirable effect of healing a layer. An undesirable side ef-

fect is variations in solution salinity may cause an adsorbed polyelectrolyte

layer to swell or shrink, which can manifest as a shift in WGM-based sensor

data.

Polyelectrolyte-functionalized sensors are straightforward to clean and thus

rejuvenate in preparation for a different measurement. The most commonly

used method is flowing a concentrated base like sodium hydroxide or potas-

sium hydroxide over the sensor head. This has proved effective with base

concentrations ranging from 0.1 to 10 M, and takes only minutes [168].
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1.5.3 Building on functional groups

The purpose of the initial functionalization method is to allow subsequent at-

tachment of molecules, e.g. antigens, antibodies, vitamins, or other biomolec-

ular species. This bait is chosen for its affinity to the desired detection target.

The most widely-used bait is an antibody, which is a protein of the immune

system. In this section, we introduce the structure of a protein and explain

the different cross-linking sites. We do this with specific reference to anti-

bodies because of their use in immunoassays, which are used extensively in

biochemical sensing.

Protein/antibody structure

Proteins are composed of amino acids, which are organic chains containing

an amine (NH2 group) and a carboxylic acid (COOH group) [169]. When

the amine of one amino acid links with the carboxylic group of another to

form an amide, they create a peptide that can be extended as a polypeptide

chain. These polypeptides can form into sheets or helices, with bonds forming

between adjacent strands. These structures may fold into 3D shapes depending

on the composition of each level of the protein. Finally, these 3D structures

can cluster with others to give a final layer of complexity. Proteins are often

further modified at the strand and sheet level by various processes, including

glycosylation (the addition of carbohydrates), phosphorylation (the addition of

a phosphorus-containing group), or ubiquitination (the addition of a smaller,

different class of proteins). The structural tiers of a protein are illustrated in

Fig. 1.16.

Antibodies are a Y-shaped protein used by a host’s immune system to

attack (bind to) antigens [170]. The tail region of an antibody (the stem

of the Y) is known as the Fc or fragment crystallisable region (Fig. 1.17).

This region is characteristic of the species of host that produced the antibody,

and allows an antigen-antibody complex to be taken up by immune cells.

The forked section of the Y, the Fab or fragment antigen binding region, is
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Figure 1.16: Schematic of the multi-tiered structure of the protein
PCNA (proliferating cell nuclear antigen). In the primary struc-
tural level, amino acids abbreviated as “Val”, “Lys”, etc. are
shown forming a chain. Reproduced under a Creative Commons Li-
cense (https://creativecommons.org/licenses/by/4.0/legalcode) from Thomas
Shafee at [9].
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Figure 1.17: Structure of an antibody showing the distinctive Y-shape and
antigen-binding region. Image public domain, modified for this work.

connected to the Fc region through a hinge section. The Fab arms terminate in

a moiety that chemically recognizes and binds to the signature of a particular

biomolecule (its target antigen). The antibody’s target can be tailored by

exposing an organism to the target so that antibodies are created against it.

The resulting antibody-antigen interaction is extremely specific [171].

Biomolecular anchor sites

Antibodies can be bound to surfaces via amine, sulfhydryl, and carbonyl

groups [170]. Amine groups are the most widely accessible moiety on most

proteins, and protocols exist to link them with both amines and carboxylic

acids [172]. Amine-amine coupling can be achieved using an imidoester, but

this involves a reactive intermediary and elevated pH, and produces a less sta-

ble bond than amine-carboxyl bonds [173]. Amine-carboxyl crosslinking can be

accomplished using N-hydroxysuccinimide (NHS) and sulfo-NHS esters [174],

or by using ethyl dimethylaminopropyl carbodiimide (EDC). NHS and EDC

can also be employed together in some protocols, as Chapter 5 of this thesis.

Because amines are widely available on the surface of proteins, amine-based

linking is widely-applicable. However, this also means amine-based linking

does not offer control over the protein orientation.

48



Disulfide bonds between peptide chains on certain amino acid species can

be split to create sulfhydryl groups [175], providing another anchoring site. In

antibodies, sulfhydryls are available in the hinge region, and accessing them

involves cleaving the antibody Y vertically down the middle. The malemide

group is used to bind to sulfhydryls via a sulfur-carbon bond, attaching an alkyl

chain. This alkyl chain will have a group with affinity to amines, carboxylic

acids, or some other moiety. Because disulfide bonds only exist at particular

locations, the orientation of the antibody will be controlled. However, there are

downsides to this method. Disulfides are not accessible in all proteins, making

this a limited-scope technique outside of antibodies. Second, the protein must

be partially denatured in order to expose the sulfhydryl groups, and in an

antibody specifically there must be a complete split.

In antibodies, carbonyl groups exist in the peptide bonds as well as on the

side chain of some amino acids (aspartic and glutamic acid), offering a third

binding site. They can also be found in carbohydrates, which are a component

of glycosylated proteins. In antibodies, carbohydrates are accessible in the Fc

region. The carbonyl groups are utilized by oxidizing them to produce reac-

tive aldehydes and ketones. The process starts with the addition of periodic

acid or sodium metaperiodate, and can be halted by the addition of glycerol.

These newly-created carbonyls may be joined to amines via hydrazide linkers.

The advantage of this technique is that it offers a degree of protein orienta-

tion control, since carbohydrate-linked residues are only on specific regions

of proteins. Antibodies will only be anchored at their Fc region, leaving the

antigen-reactive Fab end free. The disadvantage is that the required oxidiza-

tion will eventually destroy the protein; thus the reaction must be carefully

controlled.

1.5.4 Assays

Assays are overall procedures used for detection of a particular biomolecule.

They typically begin with the functionalization of a surface, exploit the bioaffin-
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ity of an antibody or other protein, and require a transduction mechanism

where the presence of the biomolecule becomes a measurable signal. Here we

present the most common assays used for antibody-mediated detection, known

as enzyme-linked immunosorbent assays (ELISAs). In a WGM-based sensor

like that demonstrated in this thesis, the method of transduction is different

from a classic ELISA but the other steps remain the same.

Direct ELISA

The simplest implementation of the ELISA protocol is the direct ELISA (Fig.

1.18). This begins with functionalization, which is accomplished by physisorb-

ing an analyte nonspecifically onto the sensor surface. The adsorbed analyte

molecules are then used to create a detectable signal. This is accomplished by

exposing the adsorbed analyte to antibodies that target them, building up a

layer of antibodies on the surface of the sensor. In an ELISA, the antibody

will have been pre-conjugated to an enzyme such as horseradish peroxidase

(HRP) [176]. This enzyme acts on a substance known in biochemistry as the

substrate, not to be confused with the physical underlying structure. The en-

zyme causes the substrate to photoactivate, fluoresce, or exhibit some other

measurable behaviour [177] [178]. Thus, substrate addition results in a signal

correlated with the amount of enzyme present, which in turn is correlated with

the amount of adsorbed analyte.

Sandwich ELISA

The sandwich ELISA avoids nonspecific analyte adsorption and the antibody-

enzyme conjugate of the direct ELISA (Fig. 1.18). Here, the surface is func-

tionalized using primary antibodies. These primary antibodies are then ex-

posed to a solution containing the target antigen, which in turn forms a layer

on the antibody. However, antigens can be bound from multiple sides simul-

taneously; during an immune response, antigens are swarmed with antibodies

until they are rendered inert. The top of the antigen layer is then saturated us-
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Figure 1.18: Diagram of a direct ELISA, showing an analyte on a surface,
with an antibody bound to it. An enzyme conjugated to the antibody causes
a substrate in solution to change or emit colour.

ing antibodies of the same type as those initially attached to the surface. This

forms an antigen sandwich, with the tails or Fc regions (with a species-specific

signature) of the top layer of primary antibodies facing upward. A final layer

is made using an antibody-enzyme conjugate that targets the species of the

animal from which the primary antibodies are derived. The substrate can then

be applied to complete the assay as before.

There are several advantages of the sandwich ELISA. First, the antigen ad-

sorption is specific, i.e., it is mediated by the primary antibody, which increases

the accumulation of antigen. Second, the sandwich ELISA is cost-efficient. In

the direct ELISA, the antibody-enzyme conjugate contains an antibody that

targets a particular antigen. Thus, for every antigen a new conjugate must be

made. In the sandwich ELISA, the antibody in the conjugate targets a species

marker. For example, many different experiments for different targets can be

performed using rat antibodies, and each can be resolved using a goat anti-rat

set of conjugates. This avoids having to manufacture multiple conjugates.
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Figure 1.19: Diagram of a sandwich ELISA, showing an antibody on a surface,
and a successive chain of antigen, primary antibody, and secondary antibody
stacked on top of it. A substrate in solution reacts with the enzyme.
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Competition Assay

A variant of the ELISA utilizes competition between antigen contained in a

sample, and a quantified portion of antigen added to the sample (a “spike”)

[179] (Fig. 1.19). First, a sensor head is pre-coated with antigen either specif-

ically or nonspecifically. The sensor is then exposed to a mixture of two an-

tibodies that both target the antigen. One group of antibodies comprises the

sample to be analyzed, while the other is a pre-prepared antibody-enzyme

conjugate. The antibodies then compete for binding sites, and the resulting

signal of the enzyme substrate is inversely proportional to the amount of an-

alyte in the solution. The procedure can also be reversed, with antibodies

initially on the sensor head and enzyme-conjugated antigens competing for

binding sites. This technique is useful when an antigen is too small to bind to

multiple antibodies, which prevents the use of a sandwich ELISA.

Applications to WGM sensors

The assays described above are the workhorses of analytical biochemistry [180]

[181] [182]. They can be applied to various platforms by utilizing the same

underlying principles. The molecule under investigation need not be part of

an antibody-antigen pair; it can be an enzyme-substrate pair, an aptamer-

protein system, a vitamin-protein pair, and so forth. The key element is a

degree of biorecognition. Similarly, the transduction mechanism need not be

enzymatic, and has been implemented using both radio-isotopes [183] and

fluorescent markers [184].

WGM-based platforms offer potential improvements over conventional ELISA

deployment. ELISA is done using multiple reaction wells, in which samples

are analyzed in parallel using different concentrations of substrate, antibody,

or antigen. However, the ELISA protocol centers on the amplification of sig-

nal from adsorbed analyte. In WGM-based sensors, a layer of antibodies or

antibody-sized antigens can be detected directly through the mode wavelength

shifts. A WGM-deployed sandwich ELISA, can be stopped while still open-
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Figure 1.20: Diagram showing a competition ELISA with (top) and without
(bottom) analyte antibodies. Note that both enzyme-conjugated and uncon-
jugated antibodies are present. In this diagram, the substrate is purple when
reacted with the enzyme and this colour correlates inversely with the analyte
concentration.
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Figure 1.21: Measurements of nonspecific adsorption on a functionalized fiber
for given protein concentrations when unblocked versus using two varieties of
BSA. Reprinted with permission from Ref. [10], c⃝ 2017 American Chemical
Society.

face, eliminating the need for a second primary antibody, a conjugate, or an

enzyme.

Specificity and blocking

Nonspecific layer formation is a risk in antibody-based biosensing. Antibod-

ies may adsorb nonspecifically to locations that are not functionalized with

antigen. In order to correct this, blocking may be performed. This involves a

cheap, minimally-reactive protein such as bovine serum albumin (BSA) [10].

BSA is composed of the same chemicals as other proteins, and will similarly

bind nonspecifically to a surface. However, BSA is chosen because it is noto-

riously unreactive, which means other proteins in turn will not adsorb to it.

This reduces the level of nonspecific binding that occurs during antibody layer

formation (Fig. 1.21).

1.5.5 Interaction rates

Dissolved protein will be brought into contact with the sensor head either by

being flowed directly over the sensor surface or by eventual diffusion through

the solution. We can estimate whether biosensing in the FCM operates in a
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diffusion-limited regime, by using the equation

(1.97) ⟨x2⟩ = qiDt

where ⟨x2⟩ is the mean squared displacement of a particle, qi is a dimensional

constant (4 for 2-dimensional diffusion), D is the diffusion coefficient of a

particle, and t is time [185]. For a protein in aqueous solution, the diffusion

coefficient is on the order of 10−10m2

s
[185]. This gives a protein speed of ∼

4 × 10−5m
s
. The flow of solution through the FCM is at a rate of ∼ 0.002

mL/min, which for a 50 µm capillary gives a fluid flow of 2 × 10−2m
s
. As a

result, the time scale of diffusion within the solution is negligible compared

to the time for the capillary to be refilled with a fresh solution. Thus, the

concentration of the protein in solution may be considered constant during

solution flow.

The rate of a biosensing reaction may be used to evaluate the concentration

of an analyte. A simple biosensing reaction is described by the equation

(1.98) A+B 
 AB,

where the analyte is represented by A, a surface-modifying ligand that targets

the analyte is represented by B, and their conjugate on the surface is AB. The

forward rate of the reaction is given by [186]

(1.99)
d[AB]

dt
= ka[A]

x[B]y,

where the concentrations of A, B, and AB are denoted by [A], [B], and [AB]

respectively, d[AB]
dt

is the time rate of change of [AB], and ka is a constant of

proportionality known as the association constant. The constants x and y are

experimentally-determined parameters that give the order of the reaction with

respect to each reactant [186]. The reverse rate is correspondingly defined by

(1.100)
−d[AB]

dt
= kd[AB]z,
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where kd is the dissociation constant. The combined reaction rate is then

(1.101)
d[AB]

dt
= ka[A]

x[B]y − kd[AB]z.

The binding rate can be used to extract concentration information in a

reaction that is essentially one-directional. Perhaps the simplest case is for a

reaction with one reagent undergoing a zeroth order reaction. Eq. 1.99 then

reduces to

(1.102)
d[A]

dt
= −k[A]0.

This describes a concentration-independent reaction, where a reactant concen-

tration can be graphed as a straight line with slope k [187]. An example of

this behaviour could involve a saturated catalyst. For the case of a first-order

reaction, integration yields [A] = [A]0e
−kat where [A]0 is the initial concentra-

tion. The graph of the first-order reaction is exponential, allowing the rate

constant to be obtained from the slope after linearization. The order of the

reaction must be determined experimentally from a graph of the reaction rate,

and gives clues to the reaction mechanism [187].

These rates may also be used when association and dissociation balance

each other in an equilibrium. For many biosensing mechanisms, the reaction is

zeroth-order with regard to the functionalized surface [188]. In the case of the

proof-of-principle biotin-avidin interaction, the reaction is first-order (x = 0)

with respect to avidin concentration ([A]) [189]. This simplifies Eq. 1.101 to

the form

(1.103) kobs = ka[A]− kd,

where we have made the substitution kobs =
d[AB]
dt

, the observed rate constant.

This can be found by fitting data from a biosensor to the equation

(1.104) R(t) = [1− e−kobst],
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where R(t) is the signal from the sensor head during layer formation [168].

The parameter [A] in Eq. 1.103 may be found by using solutions with known

concentration. Once R(t) and [A] are known, Eq. 1.103 allows determination

of ka and kd for the sensor head, effectively calibrating the biosensor. At this

point, unknown analyte concentrations may be measured.

1.6 Summary and subsequent chapters

In this chapter, we introduced the microfluidic measurement regime, along

with two label-free optical sensing mechanisms: surface plasmon resonance and

whispering gallery modes (WGMs). We then showed how optical WGMs arise

in a cylinder from solutions to Maxwell’s equations and the wave equation. We

discussed the particular structure known as the fluorescent-core microcapillary

(FCM), which utilizes a fluorescent silicon quantum-dot (SiQD) film to drive

its WGMs. Next, we explained how the mode wavelengths can be used to

measure the refractive index of a fluidic sample, and summarized the loss

mechanisms and several parameters of a WGM spectrum.

We then described several WGM sensing platforms including fibers, mi-

crospheres, and two types of capillary-based resonators. We introduced the

principle of biosensing using surface-sensitive devices, and set forth several

methods and principles for surface functionalization. Finally, we discussed

how this surface functionalization can be used in biochemical assays to per-

form detection of specific biomolecules. The use of standard assays means

that WGM-based devices can detect particular molecules in solution, being

sensitive only to predefined targets. Furthermore, the application of estab-

lished assay techniques to WGM-based sensors suggests and important role

improving detection capability in the biomedical industry.

In Chapter 2, we describe how to fabricate the FCM. We explain how to

adapt it to microfluidic measurement using stable mounting techniques and

chemically-resistant components. Next, in Chapter 3, we explore how the

SiQD layer thickness and WGM order chosen affect refractometric measure-
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ments with the FCM. In Chapter 4, thermal effects within the FCM are in-

vestigated, and we show that by engineering the SiQD layer and solvent, the

FCM can be made thermally stable. In Chapter 5, we apply the principles of

biosensing to measure the presence and concentration of a specific protein in

solution.
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Chapter 2

Experimental

In this section, the procedure for making, mounting, and performing measure-

ments on a fluorescent-core microcapillary (FCM) will be described. We start

by discussing the methods of fabricating the capillary itself, then mounting

the fabricated capillary on a stage, and minimizing measurement noise. We

then address how to find the modes and options for capillary orientation. We

finish with brief notes on pumping fluidic samples through the FCM.

2.1 FCM fabrication

The FCM was made from bulk silica capillary stock. In this work we chose

those with ∼ 320 µm outer diameter (OD) in order to match tubing with sizes

corresponding to standard gauges, and 10–100 µm inner diameter (ID), in

order to provide WGMs with a clearly-resolvable FSR. The capillary material

must first be cut into usable lengths of ∼ 5 cm by scoring it using a ceramic

blade and then snapping it to produce a cleave. Nitrile gloves were worn to

avoid contamination of the capillary surface.

The capillary stock was shipped from Polymicro Technologiesr with a

polyimide coating, which must be removed. This can be accomplished in two

ways. The first was via a bath of 300 ◦C 18 M sulfuric acid, which will dissolve

the polyimide coating but not the silica capillary [61]. The second was to burn
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off the coating using a furnace fed with an oxygen-rich atmosphere. In this

work the latter method was used.

40–50 lengths of capillary were placed into a silica or alumina furnace boat

(1200 or 1800 ◦C rating, respectively). The boat was placed in the furnace

chamber, which was evacuated with a roughing pump and refilled with high-

purity oxygen. The furnace temperature was ramped to 600 ◦C over 20 min-

utes, held at temperature (the dwell function) for 45 minutes, then cooled, all

under flowing oxygen. Following this, the capillaries were ready to be coated

with a fluorescent layer.

2.2 Formation of silicon nanocrystal layers

The SiQDs used in this work were formed using solutions of hydrogen silsesquiox-

ane (HSQ), a material developed as a photoresist and electron-beam resist for

soft lithography [64] [66] [65]. The HSQ was dissolved in m-xylene or methyl

isobutyl ketone (MIBK) at a concentration of 15–20% w/w [162]. These so-

lutions were made in-house using HSQ synthesized by our collaborators [162],

or purchased from Dow Corning under the trade name FOx-15, which consists

of MIBK containing 15–18% w/w of HSQ. Capillaries were filled by touching

their end to an HSQ solution to draw the solution inside via surface tension.

The HSQ was thermally processed in order to form SiQDs [63] [64] [65].

This was accomplished by placing the filled capillaries in a furnace, which was

raised at a rate of 20 ◦C per minute to 1100 ◦C under an atmosphere of N2

with 5% H2. The solvent evaporated as the furnace heated, depositing a layer

of HSQ on the channel walls. This layer then decomposed to form SiNCs

embedded in a silica matrix [63] [60]. The processes taking place during the

thermal processing of HSQ were extensively investigated in recent work [63]

[60].

It was difficult to create a film of SiQDs with consistent thickness along the

length of the capillary. The thickness of the film affected the WGM profile,

wavelength, and sensitivity [84] [58], so a uniform film was generally desired.
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However, for a capillary with smaller ID, the SiQD films tended to exhibit

increasingly variable thicknesses, PL intensity, and colour, and sometimes had

regions without luminescent SiQDs. The success rate of fabricating WGM-

supporting capillaries with an ID of 50 µm was 30–50%, while the success

rate of 30 µm capillaries was below 1%. Thus, 50 µm capillaries were used

extensively for this work.

The SiQD film thickness can be controlled in two ways. Capillaries with a

larger channel surface-area-to-volume ratio (i.e., smaller IDs) result in thinner

QD films, since the HSQ will cover a proportionally larger surface. Alterna-

tively, one can form a thick film and subsequently etch it using strong NaOH

to eat away the silica [58] [168] [81]. Another proposed method explored in

other work is to use a different concentration of HSQ [162].

2.3 Selecting microfluidic components

Analyte solutions were transferred to and from the FCMs by gluing lengths

of tubing on each end. Polytetrafluoroethylene (PTFE) was used because

it is resistant to organic solvents such as acetone and toluene, as well as to

concentrated NaOH. The tubing should have an ID close to the OD of the

capillary in order to attach snugly.

The tubing was glued to the capillary in order to form a tight seal. UV-

curable adhesive Norland Optical Adhesive 76 (NOA76) was chosen for this

purpose. It is resistant to organic solvents, strong acids and strong bases, and

also binds well to both glass and PTFE. It is damaged by chlorinated solvents

(chloroform, dichloromethane, tetrachloroethylene) or to temperatures above

∼ 70 ◦C , but none of these were present during the sensing experiments.

The gluing procedure began by placing the end of the capillary inside the

tubing. A small drop of NOA76 was applied to the boundary between tubing

and capillary, and the capillary was rotated by hand to spread the glue into a

film. The capillary should be slowly pushed further into the tubing (1-2 mm)

as it is rotated, causing the glue to be drawn along the inner wall of the tubing.
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The glue will then begin to wick along this boundary toward the capillary end.

It was then cured using a UV lamp, becoming firm to the touch and showing a

slight yellow tinge. A second curing step was performed by heating the glued

sample in an oven to 60 ◦C for ∼ 10 hours.

Syringes with volumes of 1–3 mL were used with a syringe pump to push

analytes through the tubing at rates of 0.002 to 0.005 mL/min. Polycarbon-

ate or polypropylene syringes are suitable for pumping aqueous samples and

bases, but dissolve with organic solvents. For organic solvents and acids, glass

syringes with glass plungers can be used, but the plunger seal is often unable

to maintain the pressure needed to push the analyte solution through the cap-

illary. Glass syringes using a PTFE-coated gasket and plunger were preferred

because of a stronger seal and chemical inertness.

Needles with gauges ranging from 26 to 28 depending on the tubing size

were used to interface the syringe end with the capillary tubing. Needles were

chosen with bases that attached to the syringes using the standard Luer-Lok

format. The needle tips were slid into the capillary tubing, where they fit

snugly. Half-inch stainless steel needles with polycarbonate bases were used

for aqueous solutions, but the bases not sufficiently resistant to organic sol-

vents. Polychlorotrifluoroethylene (PCTFE) needle bases with stainless steel

tips were a suitable alternative in these cases. PCTFE has chemical resis-

tance similar to that of PTFE, but with sufficient rigidity to be attached to a

Luer-Lok mount.

2.4 Mounting FCMs onto the microscope stage

The glued capillary was then mounted on a home-built stage for holding FCM

devices (Fig. 2.1). The capillary was held by its ends in grooved bars with its

middle over the microscope objective. Several methods may be used to hold

the capillary in the grooves, including by using a thin neodymium magnet.

It takes only seconds to attach or release a capillary, but it seldom fits the

groove perfectly and can shift during an experiment. Plastic tape can hold
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Figure 2.1: Photograph of a capillary mounted over a microscope objective. A
syringe pump dispenses analyte into PTFE tubing that feeds a microcapillary.

the capillary more firmly, but it is not rigid and still allows the FCM to move.

The tape may also leave adhesive on the FCM that makes it more difficult to

handle afterward. Both magnet- and tape-based mounting can be improved

slightly by shimming the capillary with tissue or ∼ 1 mil. latex glove strips.

Glue can also be used to provide a more stable mounting option. Craft

glue can be applied to the groove, and then the capillary placed in the groove

as the glue dries. However, this requires waiting for the glue to dry, which can

take up to an hour, and unmounting requires immersing the stage in water

to dissolve the glue, which can take up to a day. The second option is to use

NOA76, which can be cured in seconds. However, unmounting is difficult and

requires either elevated temperature or simply breaking the capillary to remove

it. A third option was to use transmission electron microscopy mounting wax,

which melts near 60 ◦C. Small pieces of wax were liquified by placing them on

the stage grooves and heating the whole stage. Once the stage was removed

from heat, the wax solidified around the capillary. Unmounting the capillary

was accomplished by simply heating the stage again. Thus, the wax method

was finally chosen as the most optimal.
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2.5 Minimizing mechanical and thermal drift

Once the capillary was mounted, the stage frame was bolted to the microscope

stage, anchoring it at four corners using cross-tightened bolts. The stage could

be observed to drift by tens of microns relative to the microscope objective

over ∼ 1 day. Thus, the stage was left overnight before attempting microfluidic

sensing measurements.

Heating arising from laser illumination can cause shifts in WGMs through

thermo-optic effects and thermal expansion. The former is dominant in an

FCM [56], but the contribution from thermal expansion has not been specifi-

cally measured. It is possible that WGM shifts occur due to a combination of

effects, including nonlinearities such as the Kerr effect [190]. For this reason,

lower-intensity light sources such as LEDs or lasers attenuated by filters were

most often used for excitation. It was also important for the capillary to ther-

mally equilibrate under illumination for tens of minutes before acquiring data.

Note that this does not remove thermal noise caused by random fluctuations

of the atoms constituting the FCM. Such thermal noise is not a measurable

factor in FCMs due to the low Q-factor and long spectral collection times (∼
20 seconds), but has been measured in other WGM-based sensors [191] and

is discussed at length in Ref. [192]. More discussion of detection limits and

analysis methods for similar structures may be found in Ref. [58].

Thermal and mechanical fluctuations can also be caused by air currents. To

minimize this effect, the entire microscope assembly (apart from the capillary

itself) was wrapped in a thin plastic sheet like that used to wrap food. The

capillary itself had a rigid aluminum or cardboard form placed over it, since

the plastic wrap would have caused mechanical drift if put in direct contact

with it. Thermal fluctuations may also result from a cold analyte solution.

Biomolecules in cold storage (i.e. a refrigerator or freezer) were therefore al-

lowed to equilibrate to room temperature before flowing them through the

FCM.
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2.6 Locating modes and spectrometer align-

ment

FCMs were qualitatively screened via microscopic inspection. Some may sup-

port WGMs all along their length, or, due to inhomogeneities in the film

quality, only in isolated regions. If a region of the capillary appeared dim or

showed a speckled colour or texture, then it was unlikely to support WGMs.

Good candidate locations show a thin, uniform line of bright red fluorescence

along the channel wall.

The spectrometer slit may be aligned perpendicular to the capillary axis

(Fig. 2.2). The imaging spectrometer then produces a 2D spectral image where

the y-axis is a spatial coordinate along the length of the slit and the x-axis

is wavelength. WGMs were most visible at the edge of the capillary channel.

This configuration (with the slit perpendicular to the capillary axis) minimizes

the effects of FCM drift, since the drift was usually in the sideways direction,

i.e., radially with respect to the capillary. Thus, the spectral image will show

the same modes as before the shift, only at a slightly different y-coordinate in

the image.

The capillary may also be mounted so it is parallel to the spectrometer slit,

with the edge of the channel and the spectrometer slit aligned (Fig. 2.2). In

this case, the spectral image has a y-coordinate corresponding to axial distance

along the capillary. With this orientation, the fluorescence from large regions

along the edge of the channel may be measured simultaneously. However, this

orientation makes the measurement susceptible to drift. If the capillary shifts

radially, the slit will no longer be aligned with the edge of the channel and

the WGMs will no longer be observable. Thus, this configuration offers broad

measurement capability but is susceptible to sample instability.

Although WGMs are sometimes identified by angular order in subsequent

chapters, these labels are not the result of experimental measurement. This

is not possible because the fundamental mode is not visible and nodes and

antinode locations are not distinctly localized in the FCM. Instead, the mode

66



Figure 2.2: Diagram of the slit and capillary orientations. (A) shows a flu-
orescence image of the FCM, with purple and blue boxes indicating possible
alignments for the spectrometer slit. Each box is labeled to show the dimen-
sion that will appear in the y-axis of the spectrometer output. (B) shows a
spectral image of the WGMs taken in the perpendicular orientation (purple
box). The x-axis is wavelength and the y-axis is the spatial coordinate across
the radius of the capillary. (C) shows a spectral image taken in the parallel
direction (blue box). The x-axis is wavelength and the y-axis is the spatial
coordinate along the length of the capillary.

assignments are found by comparison with simulation or numerical evaluation

of the Bessel functions previously described.

2.7 Solution pumping

A variety of solutions were pumped through FCMs in order to functionalize,

clean, or determine sensitivity. Although solutions may initially appear clear,

they often contain microscopic dust and debris from the various solutes. This

debris can block the narrow channel of the capillary. As a result, solutions
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were let stand until any undissolved material settled to the bottom, allowing

clean solution to be drawn off the top. For large quantities of solution or fine

contaminants, a circular filter with 10 µm pores was used. This filter would

be folded into a cone over a sample reservoir, and the solution allowed to drip

through it by gravity.

Care must also be taken to avoid pumping bubbles into the capillaries.

These tend to slow the rate of analyte flow through the tubing and capillary.

Bubbles can be created between solutions when one needle is removed from

the end of the tubing and another introduced. In order to avoid this, a syringe

should be gently squeezed as its needle is removed, in order to backfill the

space previously occupied by the needle. Done properly, a small droplet of

solution will extend from the end of the tubing. The next needle can then

be introduced to the tubing without forming bubbles. Bubbles introduced

during the loading of a syringe were removed by tapping them free from the

syringe walls, tilting the syringe mouth upward, and pressing the plunger

slightly. Degassing procedures to remove bubbles already in solution were not

employed, but could be investigated if required.

Using these techniques, a single FCM could be used for weeks without

blocking. Typically the capillary would be mounted and a series of solutions

with known refractive index used to determine its sensitivity. Following this,

the device could be used for several experiments with cleaning steps between,

and then un-mounted with little risk of breaking.

This chapter described some of the experimental work that was not re-

ported in the published papers. Several of the apparently inconsequential but

nevertheless significant experimental hurdles were discussed, along with sev-

eral tricks of the trade that were learned as the work proceeded. The discovery

of several behavioural quirks of FCMs was important to improving the fab-

rication success rate, locating WGMs, and pumping solutions for biosensing.

Using the techniques described above, measurements in subsequent papers can

be more easily replicated or advanced.
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Chapter 3

Whispering gallery mode

structure and refractometric

sensitivity of fluorescent

capillary-type sensors

A modified version of this chapter was published in Sensors and Actuators

B: Chemical 190 752-759 (2014) by S. Lane, J. Chan, T. Thiessen, and A.

Meldrum.

3.1 Abstract

Fluorescent core microcapillary (FCM) structures present an alternative to

optofluidic ring resonators for refractometric or biosensing applications. In-

stead of a thin-walled capillary that needs to be probed with a tuneable laser,

FCMs are comprised of a fluorescent coating deposited on the channel walls

of a microcapillary. The high refractive index of the coating serves to confine

the fluorescence and leads to the development of whispering gallery modes

(WGMs) whose field profile extends into the capillary channel. This work first

investigates theoretically the conditions required to optimize the refractomet-
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ric sensitivity of these structures. The optimal fluorescent coating thickness

ultimately represents a trade-off between sensitivity and the mode Q-factors.

We then use a spectral–spatial mapping method to obtain WGM information

along the length of a capillary with variable film thickness. The maps agreed

well with the theoretical predictions with one main exception: the experimen-

tal sensitivities were higher than the predicted values for some modes, possibly

owing to interference modulation effects.

3.2 Introduction

Capillary-based devices have numerous existing and developing sensor appli-

cations [193]. In one example, capillaries can be used in microfluidic arrange-

ments to sense local changes of the refractive index of liquid analytes in mi-

crofluidic devices [123] [194] [122] [61]. In the refractometric mode, a capil-

lary sensor measures only the change in the local index of refraction of the

fluid in the channel; whereas in the biosensing mode, the channel surfaces

must be chemically pre-treated or functionalized to bind target biomolecules.

Many applications have been explored, including disease detection [6], pesti-

cide sensing [195], protein detection [196], and capillary electrophoresis [197].

Furthermore, microcapillary sensors can be compatible with dense, viscous

fluids [198]. Capillary-based sensors can be classified into two broad types:

liquid-core optical ring resonators (LCORRs) or fluorescent-core microcapil-

laries (FCMs).

The LCORR, or optofluidic ring resonator, is comprised of a thin-walled

glass capillary [122] [61] [6] [195] [197] [198] [199]. Light from a tunable laser

is confined by total internal reflection at the interface between the outer wall

and the outside air, leading to the development of the cylindrical resonances

known as whispering gallery modes (WGMs). Because the walls of the LCORR

are thin (i.e., 1–5 µm), a part of the electric field of the WGM extends into

the capillary channel, where it can interact with an analyte. This interaction

causes a shift of the resonance frequencies, which forms the fundamental sensor
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Figure 3.1: Cross sectional diagram of the FCM structure, which consists of
a high-index fluorescent layer (m2) coated onto the channel wall of a glass
capillary (m3). The analyte (m1) flows within the channel. The electric field
profile of a WGM resonance is represented schematically by the black line.

transduction mechanism.

In contrast, the FCM makes use of a high-refractive-index fluorescent layer

that coats the capillary channel walls (Fig. 3.1) [61] [198] [200] [201] [140].

The WGMs develop because of the index contrast between the fluorescent

layer and the glass wall. In this case a tunable laser is not needed, since the

electric field is built up via fluorescence in the coating, which can be excited

with a diode laser or LED. These devices are robust, but it is difficult to control

the thickness of the coating [61] [201], which can affect the sensitivity of the

structure to analytes pumped into the channel region. Thus, an objective of

the present work was to perform a theoretical and experimental analysis of

the effects of the fluorescent coating thickness on the sensitivity of the FCM

structure. This can determine the geometries (e.g. film thickness and capillary

diameter) required for optimal sensing performance.
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3.3 Materials and methods

Microcapillaries with a fluorescent quantum dot layer coating the channel were

prepared using methods previously described [140]. Briefly, capillaries from

Polymicro Technology with a nominally 30±2 µm inner diameter were first

heated for 45 min at 650 ◦C in flowing O2 to ash the polyamide jacket. Next,

the capillaries were filled with a solution of hydrogen silsesquioxane (HSQ) dis-

solved in methyl isobutyl ketone (MIBK). The capillaries were then annealed

in a two-step procedure: 3 hours at 300 ◦C to evaporate the MIBK, and a sub-

sequent hour at 1100 ◦C to cause the remaining HSQ to separate into a coating

consisting of fluorescent silicon quantum dots embedded in a silica film. Some

of the fluorescent capillaries formed with this method contain films that have

varying thickness along the length of the capillary. A single capillary showing

considerable variation in film thickness along its length was chosen for these

experiments.

An approximately 4-cm-long capillary was supported such that it extended

over a microscope objective. The ends of the capillary were glued to Teflon

tubing (using Norland #76 adhesive) and a syringe pump was used to inject

fluids into the tube. The fluorescence was excited using a 445-nm diode laser

incident on the capillary via free space, focused to a spot size on the capillary

of several hundred µm2. The fluorescence was collected through the objective

(Fig. 3.2) and sent to an SGS imaging spectrometer from the Santa Barbara

Instruments Group. In this instrument, first optic is a mirror with a 100-

µm entrance slit located in the center. One camera (the “tracking CCD”)

is aligned to accept images reflected from the mirror (which will contain a

dark image of the slit superimposed on the microscope image). Light that

passes through the slit enters the spectrograph part of the instrument and the

spectrum is recorded by a second imaging CCD.

The capillary was carefully rotated so that its axis would be parallel to the

spectrometer entrance slit, as observed on the tracking image (see Fig. 3.2).

This orientation permits a spectral map to be obtained along the length of
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Figure 3.2: Diagram illustrating the experimental setup.

the capillary; the resulting spectral map has wavelength on the horizontal axis

and distance (parallel to the capillary length) on the vertical one. Initially,

the capillary tended to settle or drift slightly in its mounting, a tendency

that caused some difficulty in obtaining data from the identical region of the

capillary over long time periods. This behavior was minimized by mounting the

capillary firmly using a low-melting-temperature wax and waiting for several

hours before starting data collection.

In order to measure the refractometric sensitivity, deionized water and

then ethanol were pumped into the channel while fluorescence spectra were

being collected. The collection time was 20 seconds per spectrum. Dispersion

effects are quite small over the wavelength range of 790–850 nm over which

the spectra were collected, so we used fixed values of mwater = 1.329 and

methanol = 1.357 to estimate the experimental sensitivity. All spectra were

calibrated for wavelength and intensity, by using an HgAr calibration lamp

and a blackbody source (the LS1 from Ocean Optics), respectively.

We use the work of Teraoka and Arnold [202] [203] as the starting point

for understanding layered capillary structures. Their work showed how the re-

fractometric sensitivity of a layered sphere can be controlled by film thickness.

One of the most interesting results was that there was an optimal film thickness

at which the sensitivity of a layered microsphere reaches a maximum. Essen-

tially, when the high-index coating is very thin, it tends to “pull” the electric

field from the inside toward the sphere surface and allows a greater fraction

to extend outward into the analyte, increasing the sensitivity. However, as
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the high-index layer is made thicker, the evanescent field in the analyte also

begins to contract inward toward the film and the sensitivity is reduced. Lin

et al. subsequently extended the work toward a sensitivity and temperature

analysis of the LCORR structure [204], and Franchimon et al. examined the

WGM frequency shifts induced by nearby waveguides or fiber tapers [205].

Here, we follow the work of Teraoka and Arnold [202] [203], extending

it toward capillary structures with an absorbing layer. Accordingly, for a

capillary with a single channel layer, the electric field profile can be written

as:

(3.1) Ez(r) =

AJl(m1k0r) r ≤ a− t

BH
(2)
l (m2k0r) + CH

(1)
l (m2k0r) a− t < r ≤ a

DH
(1)
l (m3k0r) r > a,

where a is the inner radius of the capillary and t is the film thickness. Applying

the appropriate boundary conditions leads to the following two equations for

the transverse electric (TE) and transverse magnetic (TM) polarizations:

(3.2) TE:
m3H

(1)′
l (m3k0a)

m2H
(1)
l (m3k0a)

=
(Bl/Cl)H

(2)′
l (m2k0a) +H

(1)′
l (m2k0a)

(Bl/Cl)H
(2)
l (m2k0a) +H

(1)
l (m2k0a)

(3.3) TM:
m2H

(1)′
l (m3k0a)

m3H
(1)
l (m3k0a)

=
(Bl/Cl)H

(2)′
l (m2k0a) +H

(1)′
l (m2k0a)

(Bl/Cl)H
(2)
l (m2k0a) +H

(1)
l (m2k0a)

.

In Eqs. 3.1 and 3.3, Jl and H
(1),(2)
l are the cylindrical Bessel and Hankel

functions of order l, where l is the angular mode number of the WGM, defining

the number of wavelengths that “fit” around the capillary circumference. The

prime indicates the radial derivative of the function, as usual. The polariza-

tions are defined with respect to the WGM plane, so that E (TE) and H (TM)
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Figure 3.3: Electric field amplitude profile of a second-order mode (n = 2,
l = 195, TE polarization) of a capillary with a radius of 15 µm and a film
thickness of 0.8 µm. The coating is bounded by the vertical gray lines. This is
an example of a low-Q mode (Q = 430), as evidenced by the large evanescent
extension.

are parallel to the capillary axis. The ratios Bl/Cl are given by:

(3.4)

(︃
Bl

Cl

)︃
TE

=
−m2Jl(m1k0z)H

(1)′
l (m2kz) +m1J

′
1(m1k0z)H

(1)
l (m2k0z)

m2Jl(m1k0z)H
(2)′
l (m2kz)−m1J ′

l (m1k0z)H
(2)
l (m2k0z)

(3.5)

(︃
Bl

Cl

)︃
TM

=
−m1Jl(m1k0z)H

(1)′
l (m2kz) +m2J

′
1(m1k0z)H

(1)
l (m2k0z)

m1Jl(m1k0z)H
(2)′
l (m2kz)−m2J ′

1(m1k0z)H
(2)
l (m2k0z)

Eqs. 3.2 and 3.3 have an infinite number of roots, k0, corresponding to the

radial mode orders with complex wavevectors k0,1, k0,2, k0,3. . . . Here, we will

only examine the three lowest-order solutions corresponding to the cases where

1 to 3 intensity maxima extend in the radial direction. An example result is

shown in Fig. 3.3, in which the field profile is shown for an n = 2 mode. As we

will show below, the first-order solutions are the dominant ones experimentally

in FCM structures; for n ≥ 2, the modes tend to be lossy and usually do not

appear in experiment.

We will assume that the capillary wall is lossless, but examine the effects

of absorption-related losses in the fluorescent layer and in the analyte, by

numerically finding the complex roots of Eqs. 3.2 and 3.3. The solutions give
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a resonance wavelength (λ0 = 2π/Re[k]) and Q-factor (Q = Re[k]/2Im[k]),

as is well known (e.g., Ref. [204]). The refractometric sensitivity dλ/dm1

can be calculated by integration [203] [204], although in an FCM structure

the relatively low index contrast between the film and the glass wall can lead

to open resonator issues with the integration limits, similar in a sense to the

case for mode volume calculations [92]. Here, we simply find the solutions

to Eqs. 3.2 and 3.3 over a narrow range of refractive index in the core, and

calculate ∆λ/∆m1 over this range. This method is reasonably accurate, as

the sensitivity is virtually constant over a narrow range of m1.

The detection limit, D, depends on the sensitivity and the resolution, R,

of the spectrometer system: D = R/S, in refractive index units. R is the

minimum WGM wavelength shift detectable by the spectrometer, typically

within a 3σ level of certainty. A high Q-factor was generally thought necessary

for a good resolution [59]; however, a complete consideration showed that high

Q-factors are not strictly necessary, especially if the resonances are periodic

[105]. An important question here is to determine whether there is an optimal

fluorescent coating thickness for the case of a capillary structure.

3.4 Results and discussion

3.4.1 WGM field calculations

The calculated electric field profiles for the first-order radial modes are shown

as a function of film thickness in Fig. 3.4. The layer index was assumed to be

1.67, in agreement with ellipsometry results for a flat quantum-dot film made

by similar methods [61]. For the thinnest films, much of the mode extends

into the glass capillary, although a fraction remains in the analyte. As the

film becomes thicker, the mode is concentrated into the film region from both

sides. The TM mode profiles (not shown) evolved similarly.

When the fluorescent film is very thin, increasing its thickness leads to

a nearly exponential increase in the radiation-limited Q-factor (Fig. 3.5(b),
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Figure 3.4: First-order mode profiles (angular mode number l = 195) for dif-
ferent film thicknesses, for a glass (m3 = 1.45) capillary of inner radius 15 µm,
with water in the channel (m1 = 1.33). The coating thicknesses correspond to
0.2, 0.4, 0.6, 0.8, and 1.0 µm, and the refractive index is 1.67. The resonance
wavelength for these modes is close to 770 nm.
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similar to what happens for microspheres [206], as well as a decrease in the

sensitivity (Fig. 3.5(c). However, as the film becomes thicker, the Q-factor

tends to saturate. Once the mode field profile is completely inside the coat-

ing there is little further effect to increasing the thickness. The sensitivity

of the first-order modes in FCM structures decreases monotonically over the

calculated range of t (Fig. 3.5(c). For film thicknesses below ∼ 0.2µm, the

Q-factor becomes extremely low (i.e., < 100), and for such thin coatings the

finesse is so low that the FCMs may be impractical for refractometric sensing.

Calculations also showed that the TM-polarized modes are more sensitive to

refractive index changes in the analyte than are the TE-polarized ones, and

have slightly lower Q-factors.

In the case of thin-walled LCORRs, the higher-order radial modes present

an excellent option for improving the sensitivity [198] [207]. For the FCM

structures investigated here, the situation is somewhat different. Essentially,

the higher index of the wall material (compared to air in the case of LCORRs)

gives the second-order radial modes a larger amplitude in the glass capillary

wall (Fig. 3.6), similar to the behavior of an evanescent field of a bound

waveguide mode. This implies that these modes will be much lossier than

the first-order case. Thus, although the second-order modes do extend farther

into the analyte for a 1-µm-thick film, the field profiles suggest that they are

only weakly confining and would thus be difficult to observe in a fluorescence

spectrum – in other words, FCMs are “single moded” [201], at least as long as

the channel fluid index is not too high [198]. Furthermore, unlike the LCORR,

in which a significant fraction of the field can extend into the analyte if the

capillary walls are very thin, a relatively smaller fraction of the field extends

into the FCM channel region for all coating thicknesses (essentially the WGM

field profile is skewed in a manner that depends on the refractive indices of

the three layers).

The Q-factors and sensitivities of the first three radial modes are compared

in Fig. 3.7. The higher-order radial modes always have a greater sensitivity,

although the Q-factors are orders of magnitude smaller. Thus, despite the
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Figure 3.5: Resonance wavelength, Q-factor, and sensitivity for the first-order
l = 165, 180, and 195 WGMs, as a function of layer thickness. In the center
plot, the l = 180 mode occurs between the other two, but is not labeled. Solid
red lines indicate TE, and dashed blue lines indicate TM polarization.
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Figure 3.6: Second-order mode profiles (angular mode number l = 195) for
different film thicknesses, for a glass (m3 = 1.45) capillary of inner radius 15
µm, with water in the channel. The coating thicknesses are 0.6, 0.8, and 1.0
µm and the refractive index is 1.67. The peak wavelength for these modes is
close to 705 nm. For the 600 µm film, the Q-factor is only ∼ 60.
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higher sensitivity, the n = 2, 3 modes will probably not be observable in a

typical fluorescence spectrum, with a relatively low-index fluid such as water

or ethanol in the capillary channel.

Fluorescent coatings may have non-negligible absorption at the emission

wavelengths. In the case of the Si–QD films used in this work, the extinction

coefficient was measured by ellipsometry to be κ = 0.0006 at wavelengths

near 800 nm. While the structure of a flat QD film may be slightly different

than it would be in a capillary, we assumed this value for the channel coating.

Absorption losses do not significantly affect the resonance wavelength or the

sensitivity, but they do of course limit the ultimate Q-factor achievable in an

FCM device (Fig. 3.8). For κ = 6× 10−4, the Q-factor for both polarizations

saturates at around 1500 when the film thickness reaches approximately 300

nm (TE) or 400 nm (TM). This result will be compared with the experimental

values shortly.

The effect of analyte absorption on the WGMs may offer an alternative

transduction mechanism for sensing [208]. The total Q-factor is simply given

by 1/Qtotal = 1/Qrad + 1/Qabs + ..., where Qrad is the radiation limited Q-

factor and Qabs incorporates material-related losses such as absorption. Thus,

material losses can be a dominant effect for some structures, especially for an

FCM where the fluorescent layer is absorbing. In order to investigate this fur-

ther, the Q-factors were calculated as a function of film thickness, for different

values of the analyte extinction coefficient (Fig. 3.9). There are essentially

three regimes, which depend on coating thickness. For coatings thinner than

300-400 nm, the Q-factors increase almost exponentially. In this regime, in-

creasing the coating thickness greatly enhances modal confinement and reduces

the fraction of the mode within the absorbing analyte. In the second regime,

for coating thicknesses between about 0.4 and 1.5 µm, the Q-factors increase

at a slower rate. In this regime, the main effect of increasing coating thickness

is to decrease exposure of the mode field to the absorbing analyte. Finally, at a

thickness about ∼ 1.5µm, the effect of further thickening the coating becomes

negligible, since there is essentially no longer any extension of the mode field
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Figure 3.7: A comparison of the resonance wavelength, Q-factor, and sensitiv-
ity for the first three radial orders (l = 195, TM polarization).
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Figure 3.8: Resonance Q-factor for the first-order l = 190 WGM, as a func-
tion of absorbing layer thickness. The extinction coefficient steps in units of
0.0002. Solid red lines indicate TE, and dashed blue lines indicate TM polar-
ization. The inset shows the Q-factor at saturation, as a function of extinction
coefficient for a 2 µm thick coating.

into the analyte.

Of course, a real sample may have absorption both in the fluorescent coat-

ing and in the analyte. In that case, the effect of analyte absorption is smaller

(in terms of a change in the Q-factor). Thus, using the change in Q due to

analyte absorption as a sensing mechanism in FCMs would likely be difficult

to achieve, requiring thin coatings and/or very low absorption in the QD layer.

3.4.2 Comparison with experiment

A representative capillary and the corresponding TM polarized WGM spec-

trum is shown in Fig. 3.10. The QD film appears as a bright line along

the channel walls. Tracking a single bright band vertically along the image

shows how that particular mode shifts in wavelength along the capillary due

to changes in the film thickness. In the thicker-coating regions, the spectral

map shows more detailed, patterned mode structure (Fig. 3.10, inset).
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Figure 3.9: Resonance Q-factor for the first-order l = 190 WGM, as a function
of analyte absorption. Solid red lines indicate TE, and dashed blue lines
indicate TM polarization.

Figure 3.10: Fluorescence spatial-spectral map (left) of a section of micro-
capillary and its corresponding TM spectrum. The inset shows finer mode
structure in the thick region. The right side shows a fluorescence image of the
capillary channel with the position scale approximately aligned to the spectral
map.
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Figure 3.11: TE (a) and TM (b) polarized fluorescence spectra for thin (black
lines) and thick (green lines) films on the microcapillary, with water in the
channel. Data is offset for clarity. The inset in (a) shows the experimental
l = 206 TM mode for the thin film on the microcapillary fit with the mod-
ified skewed Lorentzian function (Eq. 3.6). The sidebar (c-f) illustrates the
agreement between experiment (data points) and theory (line) for films with
a thickness of 695 nm (thin) and 930 nm (thick).

The WGMs are clear and well-formed in both polarizations, and are char-

acterized by a free spectral range (FSR) of 3.6–4.0 nm, a visibility up to 0.4,

and a finesse as high as 8.0 (Fig. 3.11). The modes tend to be highly asym-

metrical and are skewed to shorter wavelengths. Thus, in order to estimate

the resonance wavelengths, individual WGMs were cropped from the spectrum

and fit with a modified skewed Lorentzian function [105] [209] given by

(3.6) P (λ) =
2A/πγ(λ)

[1 + 4(λ− λ0/γ(λ))2]
.

Here, λ0 is the central wavelength, A is a normalizing factor, and the peak
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width γ describes the wavelength-dependence width:

(3.7) γ(λ) =
(1 +B)γ0

1 +Bea(λ−λ0)
.

Eq. 3.6 provides an excellent fit to the data (see Fig. 3.11(a), inset) and

permits one to find the peak position more accurately than simply by visual

estimation, although this equation does not have a specific physical meaning

with respect to the WGMs.

The film thickness at any location in the capillary was estimated by mod-

eling the peak positions of the experimental WGM spectra using Eqs. 3.2

and 3.3, and solving for the capillary radius and film thickness that matched

the experimental observations. The results are shown in the sidebar of Fig.

3.11, for two regions of the FCM with water in the channel. The agreement

between theory and experiment is excellent for coating thicknesses of 695 nm

(thin region) and 930 nm (thick region), for both polarizations and for both

fluids in the channel (water and ethanol), with a capillary radius of 17.2 µm,

which is close to but somewhat outside the nominally 15±1µm radius of these

capillaries according to the manufacturer [210].

The mode skewing is due to a set of spiraling modes traveling with a

component of the wavevector along the capillary axis [107] [211]. The data

show that for thinner films, the WGMs are broadly skewed to shorter wave-

lengths, but no individual spiraling modes can be observed. For thicker films,

the spiraling modes become better resolved into a set of small peaks on the

short-wavelength side of the main one (Fig. 3.12). These modes are not sim-

ply higher-order radial modes, since they do not follow the expected spectral

positions, Q-factors, or sensitivity for different fluids in the capillary channel

(instead, they simply tend to closely follow the main WGM). Similar spiral

mode effects have been seen previously in an LCORR structure [194], in which

the spiral modes were sometimes resolvable (similar to Fig. 3.12: thick film) or

otherwise appeared as a broad, short-wavelength skewing, more like the thin-

coating spectra presented here. This skewing makes the measured Q-factors
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Figure 3.12: The experimental l = 206 TM mode for different coating thick-
nesses. The data has been offset for clarity. The top inset shows the spectral
map from which the measurements were taken, with the line profiles color-
coded to match the main spectra. The WGM Q-factor appears to increase as
the skew modes become increasingly well resolved for the thicker coatings.

for the peaks shown in Fig. 3.12 lower than the theoretical ones for thinner

coatings. When the main WGM becomes clearly separate from the adjacent

set of spiral modes, however, the Q-factor was measured to be ∼ 1450. This

is in close agreement with the theoretical value shown in Fig. 3.8 for a film

with κ = 6× 10−4 (keeping in mind that the calculations described earlier do

not model wave propagation along the cylinder axis).

The experimental and theoretical sensitivities are shown for two different

film thicknesses in Fig. 3.13. The TM modes were always more sensitive, in

agreement with theory. One surprising result in the experimental data is the

appearance of an oscillation in the sensitivity of adjacent angular modes in

some cases (this is especially noticeable for the “TM thin” data set). One set

of alternating angular modes has sensitivities that agree well with theory, while

the other set is much more sensitive. Similar effects were observed to some
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Figure 3.13: Measured (blue) and calculated (red) sensitivities as a function of
angular mode number, for FCMs with a thin (695 nm) or thick (930 nm) QD
coating. Note the variation in the sensitivities of alternating angular modes
that is especially apparent in the thin film TM case. The theoretical sensitivity
closely matches the lower-sensitivity group of modes. In the other cases, this
alternating behavior is not as clear, and but all the modes are more sensitive
to changes in the core index than would be predicted by theory. Error bars
were calculated from the uncertainty in the peak fitting procedure for each
WGM.

degree in several of the other spectra as well. In some cases, the alternating

sensitivity pattern is not observable (i.e., TE thick) but all of the modes are

more sensitive than expected.

While a full study of the enhanced sensitivity effect is outside the scope of

this work, we hypothesize that the periodic oscillations observed in Fig. 3.13

(which, in fact, correspond with intensity oscillations in some spectra in Fig.

3.11) can arise from an interference modulation effect. Fabry–Perot (F-P) type

resonances in the film [212] could couple to the WGMs, but can be ruled out on

account of the very large FSR for F–P resonances in the QD coating. Interior

resonances of the capillary channel could also couple to the main WGMs, but

these would have very low Q-factors associated with lossy external reflections
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at the channel-coating interface. On the other hand, outer wall interferences

similar to those reported in Ref. [213] could be important in the present case

also.

Capillary wall interferences are caused by external reflection of a portion

of the emitted fluorescence at the interface between the capillary wall and

the outside air. Knight et al. [213] used a simple ray picture to describe the

condition required for the wall reflections to interfere constructively with the

core WGMs. Following their method, we find that there is nearly a 5:2 ratio for

the resonance periods of the wall reflections and the core WGMs, respectively,

for an outer capillary radius of 156 µm, in close agreement with the thickness

measured for the same capillary with the jacket removed. This suggests the

possibility that interference from wall reflections could cause the modulations

observed in the peaks heights and sensitivity for alternating WGMs.

A complete investigation of this effect is outside the scope of the present

work; here, we simply find that whenever a WGM moves from constructive to

destructive interference with the calculated wall reflections (or vice versa) when

the analyte in the channel changes, the sensitivity is higher than predicted for

that mode. Analysis of the WGM spectra showed that this occurred for all

the resonances in the thick film case (“high” peaks changed to “low” peaks,

and vice versa, on changing from water to ethanol in the channel) so they

are all “too sensitive”, but for only one set of alternating angular resonances

in the thin film case. If correct, this hypothesis implies that, by optimizing

the capillary wall radius for a given structure, these interference modulations

could in principle be used to improve the sensitivity of FCM structures beyond

the values predicted from Eqs. 3.2 and 3.3.

3.5 Conclusions

In the first part of this work, we mapped the predicted behavior of the wave-

length, Q-factor, and sensitivity over a wide range of coating thicknesses, for

FCM-type refractometric sensors. Unlike the case for a microsphere, these
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structures have no optimum coating thickness required to achieve the highest

sensitivity. Instead, thinner films are always better, at least until the Q-factor

degrades to the point at which the WGMs become difficult to resolve. The

TM-polarized WGMs are also predicted to always have a higher sensitivity

than the TE case. For thicker coatings, the Q-factors saturate at values de-

pending on the losses in the fluorescent film. These results were in agreement

with experiment, for an FCM in which silicon QDs were used as the high-index

fluorescent coating layer.

By imaging the luminescence spectrum along the length of a capillary, a

complete map of WGM spectral information can be obtained as a function

of varying QD-coating thickness along the capillary length. This method can

permit more information to be obtained than does the method used previ-

ously [61] [198], but it was found to be very sensitive to sample drift. The

WGM spatial–spectra map showed considerable structure, featuring the de-

velopment of spiraling modes that appeared on the short-wavelength tail of

the main WGMs. These modes were always better resolved when the coating

was thicker. Finally, many of the individual WGMs were more sensitive than

predicted theoretically, reaching values of ∼ 20 nm/RIU for the first-order

TM WGMs for a coating thickness of 695 nm. This could be due to an inter-

ference modulation associated with external reflections at the outer capillary

wall. Coupling between core WGMs and wall interferences could be used in

future to help improve the FCM sensitivity beyond the predicted limits for

these devices.
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Chapter 4

Refractometric sensitivity and

thermal stabilization of

fluorescent core microcapillary

sensors: theory and experiment

A modified version of this chapter was published in Applied Optics 54 (6) 1331-

1340 (2015) by S. Lane, F. Marsiglio, Y. Zhi, and A. Meldrum.

4.1 Abstract

Fluorescent-core microcapillaries (FCMs) present a robust basis for the ap-

plication of optical whispering gallery modes toward refractometric sensing.

An important question concerns whether these devices can be rendered in-

sensitive to local temperature fluctuations, which may otherwise limit their

refractometric detection limits, mainly as a result of thermorefractive effects.

Here, we first use a standard cylindrical cavity formalism to develop the re-

fractometric and thermally limited detection limits for the FCM structure.

We then measure the thermal response of a real device with different analytes

in the channel and compare the result to the theory. Good stability against
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temperature fluctuations was obtained for an ethanol solvent, with a near-zero

observed thermal shift for the transverse magnetic modes. Similarly good re-

sults could in principle be obtained for any other solvent (e.g., water), if the

thickness of the fluorescent layer can be sufficiently well controlled.

4.2 Introduction

Fluorescent-core microcapillaries (FCMs) represent a relatively new class of

microcavity-based optical sensor. They are formed by coating the channel

walls of a conventional glass capillary with a thin, high-refractive-index flu-

orescent film [136] [61] [214] [201]. The FCM is then excited with a short

wavelength laser or LED, forming a cylindrical optical cavity. Because the film

index is higher than that of the capillary walls, a fraction of the fluorescence

emitted inside the film is confined to propagate around the inner circumference

of the capillary [97]. The resulting interference leads to a modulation of the

emitted fluorescence at the resonant cavity wavelengths.

These resonances are known as cylindrical whispering gallery modes (WGMs).

The electric field of the WGMs can interact with analytes in the capillary chan-

nel (Fig. 3.1(a)), forming the basic sensing transduction mechanism for FCM-

type devices. Changes in the refractive index of the material in the channel

cause small shifts of the resonances, which can be measured by curve fitting

or Fourier shift techniques [105]. This resonance shift method has been used

to sense a variety of different compounds dissolved in water- or alcohol-based

solvents [214] [84]. FCMs are also compatible with heavy oils [198] and can be

used for protein biosensing [139].

An important issue with fluorescent core microcapillaries concerns local

temperature fluctuations. Any change in the temperature of the environment

can lead to a shift of the resonant wavelengths. This effect arises from ther-

mal expansion of the capillary, and from a temperature-induced change in the

refractive index of the fluorescent film and capillary wall (i.e., the thermore-

fractive effect). While this may seem advantageous for temperature sensing,
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Figure 4.1: (a) Cross-sectional diagram of an FCM illustrating the channel
analyte (refractive index m1), the high-index fluorescent layer (index m2), and
the capillary wall (index m3). The QD film thickness is given by t = a−b. The
electric field of the WGM extends into the analyte region, as illustrated by the
red shading and the white “wave” that represents the electric field profile of a
resonance. (b) Diagram of the experimental setup.

thermal fluctuations can affect the lower boundary on the detection limit for

chemical sensing. In other words, resonance shifts due to thermal fluctua-

tions can compete with the refractometric shifts that one actually wants to

sense. “Self-tuning” or “mode latching” effects have been shown to be able to

compensate for thermal drift in evanescently pumped WGMs (as opposed to

fluorescence) [215] [216], but cannot readily eliminate the effects of external

(e.g., laboratory) temperature variations.

Methods for compensating thermal fluctuations have been studied in liquid

core optical ring resonators (LCORRs) [217] [204], microspheres [218] [219],

microdisks [220] [192] [221] [222], and planar multilayer stacks [223]. LCORRs

are especially applicable to the current work, since they are similar to the

FCMs investigated here. LCORRs are thin-walled capillaries in which the

WGMs are excited evanescently, using a tunable laser coupled to a waveguide

or tapered fiber. Theory suggested an ideal wall thickness of around 1.7 µm

for the first-order modes, where the negative thermorefractive effect of water

is exactly balanced by the positive thermo-optic coefficient of the capillary

wall. However, a zero thermal shift has not been demonstrated experimentally,
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possibly because of the difficulty in creating and using such a fragile thin-walled

structure [122] [125].

The purpose of the current work was, first, to examine the perturbation-

based approach to calculating the sensitivity of an FCM-type WGM-based

sensor. The second aim was to use both theory and experiment to investigate

whether FCMs can be practically constructed to be insensitive to local temper-

ature fluctuations. The refractive index contrast between the confining layer

(the fluorescent coating) and the outside region (the glass capillary wall) is

smaller in FCMs than in LCORRs, which have a glass-to-air interface. Thus,

although FCMs are more robust than LCORRs, the conditions for thermal

stabilization may be considerably harder to achieve.

4.3 Experiment

FCMs were synthesized using a recently developed capillary channel coating

technique [140]. Briefly, commercial glass capillaries with a nominal inner

radius of 15 µm and an outer radius of 360 µm were filled with a solution

of hydrogen silsesquioxane (HSQ: “H8Si8O12”) dissolved in methyl isobutyl

ketone [224]. After filling the capillaries, they were annealed in two stages.

The first stage evaporates the solvent at 300 ◦C and leaves an oxide film on the

channel walls The second stage collapses the HSQ structure at 1100 ◦C. This

decomposes the film into fluorescent silicon quantum dots (QDs) embedded in

a silica glass matrix [65], which coats the capillary channel. The Si-QD film

has a refractive index near 1.67, which is significantly higher than the glass

wall (index m1 ≈ 1.45) and thus permits the development of the WGMs. A

schematic illustrating the structure is shown in Fig. 4.1(a).

The fluorescence spectra were measured with an SBIG SGS spectrograph

interfaced to an ASI inverted microscope with a motorized stage. The 442

nm line of a HeCd laser was used as the excitation source, at a power about

50 mW weakly focused onto the capillary. The fluorescence spectra were cal-

ibrated with an HgAr lamp and corrected for the spectral efficiency by using
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a black-body calibration light source. A polarizer in the microscope’s beam

path was used to select the TM modes (electric field parallel to the capillary

radius; Fig. 4.1(b)), since they have a higher sensitivity than the TE case

(see Section 4.4). A resistive heating apparatus was built directly around the

capillary, including aluminum and plastic heat- and air-draft-shields, which

permitted the temperature to be controlled to within 0.1 ◦C. A diagram of the

experimental setup and measurement system is shown in Fig. 4.1(b). Either

water, ethanol, or ethylene glycol (EG) were pumped into the capillary and

the fluorescence spectrum was measured using a spectrometer with a pitch of

0.1 nm per pixel, as the temperature was raised from 25 ◦C to 40 ◦C at a ramp

rate of 0.25 ◦C/min. The mode shifts, dλ, were extracted from the periodic

WGM spectrum using Fourier shift methods (see [105]).

4.4 Theory

The sensitivity of the resonant wavevector, k0, to refractive index perturba-

tions in the surrounding medium was derived by Teraoka and Arnold for the

case of a layered sphere [202] [203] [225]. A similar method seems to have

been used by Lin et al. for a cylinder [204]. In order to model the thermal

response of an FCM structure, we therefore start from the beginning, following

the perturbation model of Teraoka and Arnold and applying it to the case of

a layered cylinder. In order to be consistent with the sphere model, the polar-

ization directions are defined with respect to the WGM plane of propagation.

Thus, the transverse electric (TE) modes have the electric field parallel to the

cylinder axis, whereas the transverse magnetic (TM) modes have a radial or

azimuthal polarization of the E-field.

Adopting Stratton’s notation (see [226]) but with the polarization direc-
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tions as defined above, we have for the TE case assuming kz = 0:

Er = 0,(4.1)

Eφ = 0,(4.2)

Ez = Jl(mk0r),(4.3)

where the subscripts r, φ, and z indicate the radial, azimuthal, and axial direc-

tions, respectively, Jl is the Bessel function of order l, and m is the refractive

index (the symbol n is reserved to describe the radial mode order). For the

TM polarization, the electric field is described according to [226]

Er =
−1

k0m2r

l

r
Jl(mk0r),(4.4)

Eφ =
−i

k0m2

d(Jl(mk0r))

dr
,(4.5)

Ez = 0.(4.6)

In a three-layer cylinder such as an FCM, the refractive index is a piecewise

function of the radius:

(4.7) m(r) =

m1, r ≤ b

m2, b <r ≤ a

m3, r > a

,

where a is the inner radius of the bare capillary and b is the distance from the

cylinder axis to the film of thickness t = a − b, shown in Fig. 4.1(a). The

expressions for the electric field are somewhat different in the various regions

because of the boundary conditions. For the TE modes we have

(4.8) E⃗ = Sl(r)e
ilϕẑ,
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where the radial field function is

(4.9) Sl(r) =

AlJl(m1k0r), r ≤ b

BlH
(2)
l (m2k0r) + ClH

(1)
l (m2k0r), b < r ≤ a

DlH
(1)
l (m3k0r), r > a

.

We use the Bessel function Jl(x) for the field in the inner layer, and the Hankel

functions of the first (H
(1)
l (x)) and second (H

(2)
l (x)) kind for the outer two

layers, which represent outgoing and incoming plane waves at r → ∞. Al, Bl,

Cl, and Dl are proportionality constants.

For a TM mode with the appropriate boundary conditions, the electric

field is described by a slightly different equation:

(4.10) E⃗ =
−eilφ

k0[m(r)]2

[︃
l

r
Tl(r)r̂ + i

dT (m(r)k0r)

dr
φ̂

]︃
,

with

(4.11) Tl(r) =

alJl(m1k0r), r ≤ b

blH
(2)
l (m2k0r) + clH

(1)
l (m2k0r), b < r ≤ a

dlH
(1)
l (m3k0r), r > a

.

For simplicity and without loss of generality we can set one of the constants

equal to unity in Eqs. 4.9 and 4.11 (e.g., Cl = cl = 1). The radial functions

Sl(r) and Tl(r) satisfy the cylindrical harmonic equation:

(4.12)
d2Zl

dρ2
+

1

ρ

dZl

dρ
+

(︃
1− l2

ρ2

)︃
Zl = 0,

where ρ = mkr and Zl is proportional to the amplitude of the electric field.

The resonant wavevector is found by applying the appropriate boundary

conditions across the interfaces at a and b, as shown for a sphere in Refs. [203]

[225]. For a cylinder (TE case), the fields and their derivatives are continuous
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across all interfaces, yielding

(4.13)
m3H

(1)′
l (m3k0a)

m2H
(1)
l (m3k0a)

=
BlH

(2)′
l (m2k0a) +H

(1)′
l (m2k0a)

BlH
(2)
l (m2k0a) +H

(1)
l (m2k0a)

with

(4.14) Bl =
m2Jl(m1k0b)H

(1)′
l (m2k0b)−m1J

′
l (m1k0b)H

(1)
l (m2k0b)

−m2Jl(m1k0b)H
(2)′
l (m2k0b) +m1J ′

l (m1k0b)H
(2)
l (m2k0b)

.

Similar expressions can be written for the TM polarization, with slightly dif-

ferent boundary conditions:

(4.15)
m2H

(1)′
l (m3k0a)

m3H
(1)
l (m3k0a)

=
blH

(2)′
l (m2k0a) +H

(1)′
l (m2k0a)

blH
(2)
l (m2k0a) +H

(1)
l (m2k0a)

and

(4.16) bl =
m1Jl(m1k0b)H

(1)′
l (m2k0b)−m2J

′
l (m1k0b)H

(1)
l (m2k0b)

−m1Jl(m1k0b)H
(2)′
l (m2k0b) +m2J ′

l (m1k0b)H
(2)
l (m2k0b)

To avoid confusion, we write explicitly the meaning of the prime notation in

the Bessel and Hankel functions: J ′
l = d(Jl(mkb))/(mk · dr). One then uses a

numerical solver (in our case, Mathematica’s “FindRoot”function) to find the

values of complex k0 that satisfy Eqs. 4.13-4.16.

In order to find the sensitivity, one can next use the perturbation method

to find the fractional resonance wavevector shift induced by a local change in

the refractive index, as developed for a sphere by Teraoka and Arnold [203]

[225]:

(4.17)
dk

k
= −1

2

∫︁
Vp
∂εrE⃗

∗
0 · E⃗pd

3r∫︁
V
εrE⃗∗

0 · E⃗0d3r

where E⃗0 is the electric field before the change in refractive index and E⃗p is the

perturbed field after the change. The integration in the denominator is over

all space (V ), while the integration in the numerator is over only the region
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in which the index of refraction has been changed (Vp), i.e. the innermost

layer of the FCM (0 < r < b). The relative permittivity is εr = m2 so

dε = d(m2) = 2mdm.

The TE mode is the simplest and we proceed with it first. The denominator

of Eq. 4.17 consists of three terms:∫︂
V

εrE⃗
∗
0 · E⃗0d

3r = 2πm2
1

∫︂ b

0

r|AlJl(m1k0r)|2dr +m2
2

∫︂ a

b

r|BlH
(2)
l (m2k0r)

+ ClH
(1)
l (m2k0r)|2dr +m2

3

∫︂ ∞

a

r|DlH
(1)
l (m3k0r)|2dr.

These integrals are dimensionless with a change of variable, xi ≡ mik0,1r,

where i = 1, 2, 3 for each of the three regions and k0 = k0,1 + ik0,2. Using

x̃ ≡ x(1 + ik0,2/k0,1), we have

(4.18)

∫︂
V

εrE⃗
∗
0 · E⃗0d

3r =
2π

k2
0,1

(I1 + I2 + I3),

where

I1 =

∫︂ m1k0,1b

0

x|AlJl(x̃)|2dx(4.19)

I2 =

∫︂ m2k0,1a

m2k0,1b

x|BlH
(2)
l (x̃) +H

(1)
l (x̃)|2dx(4.20)

I3 =

∫︂ ∞

m3k0a

x|DlH
(1)
l (x̃)|2dx.(4.21)

Note that Eqs. 4.20–4.21 are explicitly real and are easily integrated (nu-

merically) in standard math packages. For example, Eq. 4.20 can simply

be rewritten as I1 =
∫︁ m1k0,1b

0
xAlJl(x

k0
k0,1

)|2dx, with k0 and k0,1 taken from

the solutions of Eqs. 4.13-4.16. The extra “x” in the integral in Eqs. 4.20-

4.21 (not present, e.g., in Ref. [204]) means that these terms stand for the

volume-integrated energy, in the same way that Refs. [203] [225] used the

Ricatti-Bessel functions to describe the refractometric sensitivity of a sphere.
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In contrast, the numerator of Eq. 4.17 consists of just one term:

(4.22)

∫︂
Vp

∂εrE⃗
∗
0 · E⃗pd

3r =
2π

(k0,1m1)2
d(m2

1)I1,

so that

(4.23)
dk0
k0 TE

=
−d(m1)

m1

I1
I1 + I2 + I3

.

Finally, the refractometric sensitivity is straightforwardly related to the frac-

tional wavevector shifts via

STE =
dλ0

dm1

(4.24)

= − λ0

dm1

· dk
k0

(4.25)

=
λ0

m1

· I1
I1 + I2 + I3

.(4.26)

For the TM modes, we first rewrite the differential equation (Eq. 4.12) as

(4.27) r2
d2Zl

dr2
+ r

dZl

dr
+ ((m(r)k0r)

2 − l2)Zl = 0.

So now for the denominator of Eq. 4.17 we have

(4.28)∫︂
V

εrE⃗
∗
0 ·E⃗0d

3r = 2π

∫︂
1

|k|2(m(r))2

[︃
(
l

r
)2|T (mk0r)|2 +

dT (m(r)k0r)

dr
· dT

∗(m(r)k0r)

dr

]︃
rdr,

where the integration is added piecewise over the three separate regions. One

can simplify by integrating Eq. 4.28 by parts. For each region, concerning the

term with the product of derivatives in Eq. 4.28, we let

(4.29) u = r
dT

dr
and dv =

dT ∗

dr
dr,
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so that

u =

(︃
r
d2T

dr2
+

dT

dr

)︃
dr = r

[︃
l2

r2
− (m(r)k)2

]︃
T,(4.30)

v = T ∗,(4.31)

where we have used Eq. 4.27 to simplify the du term. Thus we obtain for each

region

(4.32) 2π

[︃
r
dT

dr
T ∗|r2r1 +

∫︂ r2

r1

(m(r)k)2|T (m(r)kr)|2rdr
]︃
,

in which the l2 term cancels out in each case. Adding up the contributions

from each layer, all the interface derivative terms cancel and we are left with

(4.33)∫︂
V

εrE⃗
∗
0 ·E⃗0d

3r =
2π(k0)

2

|k0|2
·
[︃∫︂ b

0

|T (m1kr)|2rdr +
∫︂ a

b

|T (m2kr)|2rdr +
∫︂ ∞

a

|T (m3kr)|2rdr
]︃
.

In order to deal with the fact that k0 is complex but the integrals must be

real, we note that Eq. 4.29 could also have been written in its conjugate form,

where u = rdT ∗/dr and dv = (dT/dr)dr. With this change, we proceed as

before, obtaining an identical version of Eq. 4.33, except that the numerator

of the prefactor now has (k∗
0)

2 instead of (k0)
2. The end result can be written

as the half-sum of the two, yielding

(4.34)

∫︂
V

εrE⃗
∗
0 · E⃗0d

3r =
π(k2

0 + (k∗
0)

2)

k2
0,1|k4

0|

[︃
I1
m2

1

+
I2
m2

2

+
I3
m2

3

]︃
,

in which the energy terms, Ii(i = 1, 2, 3), are identical in form to those shown

in Eqs. 4.20-4.21, except they now use the TM solutions and coefficients.

For the numerator of Eq. 4.17, we integrate over only the first region so

the boundary derivative term does not disappear, yielding

(4.35)∫︂
Vp

∂εrE⃗
∗
0 · E⃗pd

3r =
2π

2|k0|2
d(m2

1)

m4
1

[︃
b

[︃
dT

dr
T ∗ + T

dT ∗

dr

]︃
b

+
k2
0 + (k∗

0)
2

k2
0,1

I1

]︃
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Thus, for the TM case the refractometric sensitivity is

(4.36)

STM = λ0
(2k2

1)

m3
1(k

2
0 + (k∗

0)
2)
·
b|al|2

(︁dJ∗
l (m1k0r)

dr
∥bJl(m1k0b) + J∗

l (m1k0b)
dJl(m1k0r)

dr
∥b
)︁
+

k20+(k∗0)
2

k20,1
I1[︁

I1
m2

1
+ I2

m2
2
+ I3

m2
3

]︁ .

The wavelength shift due to thermal fluctuations is generally assumed to be

proportional to the fractional changes in the effective refractive index, meff ,

and the thermal expansion of the capillary radius [204] [122], such that

(4.37)
dλ0

λ
=

dmeff

meff

+
da

a
.

The effective refractive index is usually approximated asmeff = f1m1+f2m2+

f3m3, where fi,(TE) = Ii/(I1+I2+I3) and fi,(TM) = Ii/m
2
3/

I1
m2

1
+ I2

m2
2
+ I3

m2
3
. These

are slightly different than previous equation 4.18, since our definition of the

“Ii” energy integrals include the m2 factor. The thermally induced wavelength

shift is obtained by dividing both sides of Eq. 4.38 by dT, yielding

(4.38)
dλ

dT
= λ

(︃
1

meff

dmeff

dT
+

1

a

da

dT

)︃
.

Combining these equations yields

(4.39)
dλmin,TM

dT
= λ)

(︃
(I1/m

2
1)κ1 + (I2/m

2
2)κ2 + (I3/m

2
3)κ3

(I1/m1) + (I2/m2) + (I3/m3)
+ α

)︃
.

and

(4.40)
dλmin,TE

dT
= λ0

(︃
I1κ1 + I2κ2 + I3κ3

m1I1 +m2I2 +m3I3
+ α

)︃
,

where the thermo-optic coefficient in each layer is given by κ1 = dm1/dT , and

the thermal expansion coefficient is α = (1/a)da/dT . Eqs. 4.39-4.40 represent

the thermal sensitivity of the FCM structure. Finally, the temperature-shift-
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induced detection limit is given by

(4.41) DLthermal,(TE,TM) =

⃓⃓⃓⃓
dλmin,(TE,TM)

dT
· dT

STE,TM

⃓⃓⃓⃓
.

where dT/S is the ratio of the local temperature fluctuation, dT , to the refrac-

tometric sensitivity S. Equation 4.41 represents the thermal contribution to

the refractometric detection limit, which is the same whether dλ/dT is positive

or negative (hence the absolute values). In a given sensor device, one wants

DLthermal to be as close as possible to zero.

4.5 Results and discussion

These calculations allow the landscape of refractive index sensitivity, thermal

shift, and detection limit to be mapped over a range of typical input parameters

for an FCM structure. In Fig. 3.2(a), the sensitivity is shown as a function

of QD layer thickness for 10 mode orders covering a wavelength range from

approximately 720 to 770 nm, for an FCM with a radius of 15 µm. The

sensitivity decreases with increasing film thickness, as more of the mode energy

spreads into the capillary wall (i.e., for a very thick film, almost none of the

mode profile would extend into the capillary channel). The sensitivities are

fairly high (∼ 20–30 nm/refractive index unit (RIU)) for QD films of the

thickness shown; for thicker films the experimentally measured sensitivity is of

the order of ∼ 5− 10 nm/RIU [84]. The effect of angular mode order is more

subtle, but indicates a decreasing sensitivity as the angular order increases.

The sensitivity for EG is higher than it is for water, due to the higher index

of refraction of the former solvent.

In order to calculate the thermal shifts and associated detection limit, we

use values of κsilica = 11.9 × 10−6 K−1, αsilica = 5.5 × 10−7 K−1 (from Ref.

[227]), κwater = −0.8 × 10−4 K−1, and κEG = −2.6 × 10−4 K−1. The thermo-

optic coefficient for the ensembles of Si-QDs in a silica matrix, κSi−QD, should

be ∼ 1× 10−5 K−1 for compositions similar to those used in the experimental
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Figure 4.2: Refractometric sensitivity maps (TM polarization, n = 1 radial
modes) for a 15-µm-radius capillary with a QD coating of thickness t and
index m2 = 1.67, for ethylene glycol (left) and water (right) in the channel.
The angular orders, L = 190 − 200, cover a wavelength range of ∼ 720-770
nm. TE maps were essentially similar but had slightly lower sensitivities.

section discussed below [228]. FCMs generally work only with the first-order

(n = 1) radial modes, so only these modes are mapped in Fig. 4.3. A tem-

perature variation of 1 K was assumed to estimate the thermal-fluctuation-

controlled refractometric detection limit; for different values, the DL scales

proportionally. The results show that a zero thermal shift and complete ther-

mal stability can be achieved for an EG solvent for angular orders consistent

with the QD emission spectrum, for a film thickness of approximately 400

to 450 nm. In contrast, for the case of water, thermal stability cannot be

achieved unless the film is thinner than those plotted in Fig. 4.3. For water,

the thermal-fluctuation-limited DL is close to 10−4 RIU over the range of con-

ditions shown. The DL is higher (i.e., worse) for water than for EG mainly

because of water’s lower index of refraction, which decreases the mode energy

fraction in the solvent.

One interesting structure in the shift map for water in the capillary channel

is apparent in Fig. 4.3(b1), which shows a “bending backward” or reversal of

the contour lines, indicating the existence of a thickness at which the thermal

shift is minimized for a given L. The thermal shift depends fundamentally on

the fraction of the mode energy located in each layer, weighted according to

the thermo-optic coefficients. If the film is made thinner, at first, more of
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Figure 4.3: Map of thermal shifts and detection limits for various film thick-
nesses, for an EG- or water-filled capillary. (a1) Thermal shift map for EG
solvent. (a2) Thermal-fluctuation-limited detection limit for EG. The arrows
point into the zero DL valley. (b1) and (b2) Same as above, except for a water
solvent.
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the mode energy extends into the channel, causing a smaller thermal shift as

a result of the negative κwater. Eventually, however, for even thinner films a

significant fraction of the mode begins to extend into the glass capillary wall

and the overall thermal shift begins to increase again. This is not found over

the same range of conditions for EG, mainly because of its higher refractive

index and significantly more negative thermo-optic coefficient.

In order to investigate the effect of the channel fluid, one can fix the thick-

ness (e.g., at 360 or 400 nm in Fig. 4.4) and map the thermal shifts and

detection limits over a range of refractive indices and thermo-optic coefficients

typical of common solvents. For both coating thicknesses, the zero-detection-

limit valley is located near the bottom right corner of the map, corresponding

to a large m1 and a strongly negative thermo-optic coefficient. The landscape

is fairly flat as one goes from air to water in the channel, and becomes much

steeper around the locations of ethanol and EG. As the coating gets thicker,

the valley moves farther off to the lower right, since it would require even more

extreme solvents to compensate the positive thermo-refractive shift of the QD

layer and the glass capillary wall. Thus, overall, stabilization against ther-

mal fluctuations can be achieved in FCMs, but only for relatively high-index

solvents, such as ethanol or EG. For water, the QD film would have to be

thinner than 350 nm (i.e., thinner than we have so far been able to prepare

experimentally).

According to theory, it should be possible to achieve stability against tem-

perature fluctuations for solvents with thermo-optic and refractive properties

similar to ethanol or EG, depending on the coating thickness. Comparing the

effect of film thickness is experimentally difficult, however, since we cannot

currently control or measure it with precision. Further, there is no obvious

way to compare the film thickness in one capillary to that in another. How-

ever, a single capillary can show a varying thickness along the channel length

[84], probably due to irregularities in the solvent evaporation during annealing,

which causes clear shifts in the resonance wavelengths. The effect is obvious in

Fig. 4.5(a), which shows a spectral image of the capillary WGMs taken with
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Figure 4.4: (a1), (b1) Thermal sensitivity and (a2), (b2) corresponding detec-
tion limit for thermal fluctuations of 1 K. The white arrows in (a2) and (b2)
point toward the zero-DL valley. The top panels are for a 360-nm-thick QD
film, and the bottom ones correspond to a 400 nm film.
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Figure 4.5: (a) Spectral map of the modes in a section of the capillary, in
which the WGMs appear as bright lines. The resonance wavelengths change
along the capillary length, due to variations in the QD coating thickness. (b)
Luminescence image showing a length of capillary. The color fluorescence
image must be taken on a different setup in our laboratory, so although the
capillary is the same one, the region shown in (b) does not necessarily correlate
with the spectra in (a) or (c). (c) Typical mode spectrum, representing an
intensity profile along a horizontal dashed line (thin) in (a). These structures
have experimental Q-factors of ∼ 1500 and free spectral range of ∼ 3.2 nm,
depending on the QD film thickness.

the slit aligned parallel to the axis. The wavy appearance of the resonances

is caused by film thickness variations along the channel axis. Wherever the

film is thicker, the modes shift to longer wavelengths (leftward on the spectral

image) due to the longer effective path length in the high-index coating. Slight

variations can also be observed in the fluorescence image shown in Fig. 4.5(b).

A previous mode analysis suggested that thickness variations upwards of 200

nm can be easily achieved in a single capillary [84].

The refractometric sensitivity was measured by comparing the mode po-

sitions with air, water, ethanol, and EG in the capillary channel, for both

polarizations and two thicknesses (Fig. 4.6). The modes redshifted as a func-

tion of increasing fluid refractive index, yielding a sensitivity of 5 to 20 nm/RIU
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Figure 4.6: Wavelength shifts for different solvents in the capillary channel,
relative to the case for air, for regions of the film, corresponding to lines labeled
“thick” and “thin” in Fig. 4.5. The thin regions of the film have greater
sensitivity, as do the TM-polarized modes, in agreement with theory. The
inset shows a representative normalized WGM spectral peak for each solvent
in the “TM thin” case. The solvents used were, in order, air, water, ethanol,
and ethylene glycol from left to right.

for the TM polarization, depending on the film thickness and channel index of

refraction. The smaller sensitivity was obtained in regions where the modes

were redshifted (i.e., corresponding to regions of thicker QD coating). Thus, a

thicker film causes both a redshift of the resonance due to the increased optical

path length, and a lower sensitivity due to the smaller fraction of the mode

energy that sample the channel region.

The capillary was then heated from room temperature to 40 ◦C with spectra

taken in 1 degree intervals, using air, water, ethanol, or EG stationary in

the channel. Spectral images were collected at each interval and the spectral

shifts, shown in Fig. 4.7, were extracted from a Fourier analysis of the whole

spectrum [105]. For the thicker film, the shifts are positive and have values of

7.55±0.38 pm/K (air), 6.97±0.60 pm/K (water), 5.89±0.34 pm/K (ethanol),

and 1.56 ± 0.16 pm/K (EG). The errors represent the 1σ uncertainty in the

slope of the linear fits. For this coating thickness, we see that none of the

solvents can achieve a zero thermal shift and that the smallest thermal shifts

are observed for EG, in agreement with theory (Fig. 4.4).
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Figure 4.7: Experimental WGM shifts with different solvents in the channel
of an FCM (TM modes). The results for the thick film region are shown in
panel (a), while a thin region is illustrated in (b). In the latter case, thermal
stability was achieved with ethanol in the capillary channel. In some cases the
error bars are smaller than the symbols.

For the thinner film, the thermal shift behavior was quite different (Fig.

4.7(b)). The curves are angled downward with respect to the thick-coating

case, and the one for ethanol is close to zero. The thermal sensitivities were

7.22±0.42 pm/K (air), 5.48±0.37 pm/K (water), 0.39±0.11 pm/K (ethanol),

and −12.19 ± 0.32 pm/K (EG). The decrease in the thermal shifts for the

thinner coating is due to the greater fraction of the mode energy that extends

into the channel. The mode energy is therefore more concentrated within the

region of negative thermo-optic coefficient. The shifts for air and water in the

channel are broadly similar in both cases, because the mode energy is confined

mainly within the film and the glass capillary wall for both thicknesses (i.e.,

the landscape in the upper left corner of the maps in Fig. 4.4 is fairly flat).

Only for the higher indices is the field “attracted” sufficiently into the channel

to begin to have a significant effect on the thermal sensitivity; in fact, for the

highest index investigated (EG), the shift became negative. A negative shift

is theoretically consistent for EG (Fig. 4.4).

A direct comparison between experiment (Figs. 4.6 and 4.7) and theory

(Figs. 4.3 and 4.4) is not possible, since we do not know the experimental QD

film thicknesses, nor the precise thermo-optic coefficients. Although magnitude

of the observed thermal shifts do not agree with the theoretical ones, within
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error, the observed trends are consistent, with a zero shift being theoretically

possible and experimentally verified for ethanol. A similar effect for water

would require a thinner film that we can currently synthesize by the described

method. One option may be to etch the film to the desired thickness, similar

to the case for LCORRs [5]. The results suggest that complete temperature

stabilization can in principle be obtained for an FCM for any solvent, where

the film thickness needed to achieve such stabilization depends on the optical

properties of the solvent. Typically, films thinner than 500 nm will be needed

for an Si-QD fluorescent coating, but somewhat thicker values would be needed

for lower-index coatings such as fluorescent polymers [201].

While FCMs are durable and robust, they still suffer practically from higher

detection limits (∼ 10−4 RIU), as compared to 10−6-10−7 RIU for (fragile and

expensive) LCORRs [59] or surface-plasmon-type sensors [229], and 10−5 RIU

for skew-ray fiber-optic refractive index sensors [230]. In current devices, at

least, as long as the thermally limited DL is not larger than ∼ 10−4 RIU, other

factors probably limit the overall DL. The first non-thermal issue is that the

sensitivity of FCM-type devices is typically in the range of 5–10 nm/RIU. This

low sensitivity is limited by the fairly thick films often produced by the film

deposition method [168]. We have recently found a way to etch the QD film

[168], which enables the formation of films of controlled thinness and offers a

means to improve the sensitivity by close to an order of magnitude in theory.

The second issue is the wavelength shift resolution limit of the spectrometer:

in our case, we use a miniature telescope spectrograph with a pitch of ∼ 0.1

nm/pixel. Higher-resolution instruments are routine; although they would

increase experimental cost, the detection limit decreases by approximately the

square root of the pitch [105]. Finally, mechanical drift is an issue that can

cause a gradual blueshift or redshift of the resonance wavelengths. Improving

the stability of the holder may require a firmer epoxy and the minimization of

forces on the capillary caused by the tubing. We hope that all of these efforts

might bring the DL into the range of 10−5 RIU or lower with appropriate

temperature stabilization.
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4.6 Conclusions

WGMs in FCMs offer a versatile refractometric sensing and detection plat-

form for microfluidic analysis. However, thermal fluctuations may present a

fundamental limitation on the detection limit for changes in the local index

of refraction. In this paper, following the work of Teraoka and Arnold [202]

[203] [225], we first calculated the refractometric sensitivity, S, for both polar-

izations of a layered cylindrical microcavity, using the perturbation approach.

We derived formulas that allow the determination of S, including for complex

values of k0. Once the sensitivity is obtained, one can then estimate the ther-

mal sensitivity (i.e., the wavelength shift as a function of temperature change)

and the refractometric detection limit associated with thermal fluctuations for

FCM-type layered cylinder structures. The results showed that zero thermal

sensitivity (and, therefore, minimum detection limits) is achievable for any sol-

vent in the channel, but it depends on the layer thicknesses, refractive indices,

and thermo-optic coefficients of the coating material and the solvent.

In order to demonstrate this experimentally, a microcapillary was synthe-

sized with a high-index fluorescent coating deposited on the channel walls.

The refractometric sensitivity and thermal shifts were measured for two dif-

ferent coating thicknesses, using the TM-polarized WGMs. For all solvents

used, the observed experimental trends agreed with the theory. A near-zero

thermal shift and corresponding stability against thermal fluctuations was ex-

perimentally achieved but only for an ethanol solvent. In future work, it would

be desirable to demonstrate stability against thermal fluctuations using a wa-

ter solvent, which is most important for biosensing applications. Thinner QD

films than those currently employed will be needed in order to achieve this,

likely requiring a finer control over the QD film thickness.
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Chapter 5

Protein biosensing with

fluorescent microcapillaries

A modified version of this chapter was published in Optics Express 23 (3)

2577-2590 (2015) by S. Lane, P. West, A. François, and A. Meldrum.

5.1 Abstract

Capillaries with a high-index fluorescent coating represent a new type of whis-

pering gallery mode (WGM) microcavity sensor. By coating silicon quantum

dots (Si-QDs) onto the channel wall of a microcapillary, a cylindrical micro-

cavity forms in which the optical confinement arises from the index contrast

at the interface between the QD layer and the glass capillary wall. However,

the ability to functionalize the QD layer for biosensing applications is an open

question, since the layer consists of a mixture of Si-QDs embedded in a glassy

SiOx matrix. Here, we employ a polyelectrolyte (PE) multilayer approach to

functionalize the microcapillary inner surface and demonstrate the potential

of this refractive index sensing platform for label-free biosensing applications,

using biotin-neutravidin as a specific interaction model.
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5.2 Introduction

To meet most practical needs, a label-free optical biosensor should feature

low detection limits, small sample volumes, easy and low-cost analysis, and

specificity to the desired analyte [231]. Achieving these requirements poses a

difficult challenge, but at least two technologies appear especially promising:

(i) those based on surface plasmon resonances (SPRs); and (ii) those due to the

resonances of optical microcavities. Optical biosensors based on SPRs have

exploded onto the scene in the last decade; progress was partly enabled by

the wealth of chemical functionalization methods for gold surfaces [232]. An

enormous array of specific SPR biosensor experiments have now been done, for

compounds spanning the range from Dengue fever [233] to cancer biomarkers

[234]. In contrast, optical microcavities are often based on silica interfaces,

which have a variety of well-established functionalization chemistries (e.g.,

silanization). Both of these approaches can be specific, require low sample

volumes, and have detection limits as low as 10−7 refractive index units (RIU)

[229] [59]. Currently, optical microcavities can detect the binding of single

molecules as light as a few kDa [235]. However, expensive equipment such as

a narrow-bandwidth tunable laser is necessary to make these measurements.

Commercial SPR devices are historically fairly expensive as well, but there is

a push toward smaller devices (e.g., using cell-phone applications) [236] that

could considerably lower the cost.

Of the various types of optical microcavities, whispering-gallery-mode opti-

cal resonators are currently setting records for single-molecule detection limits

[235]. The most common types of WGM-based resonator include microscale

spheres [237] [108] [238] toroids [239], disks [240], fibers [87], and thin-walled

capillaries [241]. The basic idea behind each of these is the same: In the first

four examples, light is confined by total internal reflection as it propagates

around the circumference of the structure. Part of the mode field energy ex-

tends “evanescently” outside the device and samples the adjacent medium.

In a thin-walled microcapillary, the situation is a bit different; here the outer
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capillary wall confines radiation and forms the resonances, while the tail of

the mode field samples the interior channel region (hence the need for a thin

wall).

Fluorescent microcavities (FMs) can be classified as a third type of opti-

cal biosensor. These structures combine some of the properties of SPR and

evanescent cavity-based sensing. Like the case for SPR devices, fluorescent

microcavities feature a broadband optical detection and do not require an ex-

pensive scanning laser or a finicky evanescent coupling system. In FMs, the

fluorescence generally comes from dyes or quantum dots embedded into the

structure; some of the emitted light couples into the cavity modes whose elec-

tric field samples the analyte. Instead of interacting with a single WGM, the

typically broadband fluorescence couples into many modes, although at the

cost of having a low light intensity in each one.

Much of the work on fluorescent microcavity sensors has focused on dye-

or QD-doped microspheres [242] [243] [244] [245] [246] [147] [247] [248] [108].

There are many methods for embedding a fluorophore under the surface of

a microsphere (e.g. diffusion of dye molecules into polystyrene spheres [249],

or coating polystyrene or glass with a fluorescent surface layer) [247]. An

advantage of this geometry is that the fluorophores are located close to the

electric field maxima of the WGMs and can couple into the modes relatively

strongly, to the point that lasing from fluorophores interacting with spherical

WGMs can be achieved [250]. However, microspheres inevitably require an

external chamber to hold the analyte. Potential solutions include inserting

the microsphere into a capillary [108], channel waveguide [251], or specialized

fluid cell [252], but this adds to the complexity of the sensor system.

An intriguing option is to use the cylindrical resonances of a capillary

instead. Capillaries are inherently fluidic devices; thus external chambers are

not necessary. The difficulty here is that one needs a fluorescent coating inside

the capillary channel, and the coating must have a higher index of refraction

than the glass wall in order to confine radiation. Several methods have recently

been developed to fabricate this structure; these include rolling fluorescent
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multilayers into a tube-like formation [200], or injecting fluorescent polymers

that dry inside the channel [201]. In the first case, coupling into the device

is quite difficult; in the second case the polymer layer may not be sufficiently

stable over the course of an experiment [201].

In contrast, a thin layer of fluorescent silicon QDs embedded inside a glassy

silicon-oxide matrix can provide a stable, high-index fluorescent coating [61].

The effective refractive index of this layer is near 1.67 at the peak wavelength

of the QD fluorescence (around 800 nm). The high refractive index helps to

confine the emitted fluorescence into the WGMs and leads to reasonably good

Q-factors. However, relatively little is known about the chemical methods

to functionalize these structures for biosensing. In one previous example the

silanization reactions yielded mainly non-specific streptavidin binding and sug-

gested a fairly labile functionalization [139]. In this work, we aimed to develop

a suitable method to enable these devices for biosensing applications. This

method is based around the deposition of polyelectrolyte (PE) multilayers on

the surface of the QD film in the channel. This functionalization scheme was

characterized optically, and then used to test the specific detection of neutra-

vidin on a biotinylated polyelectrolyte interface.

5.3 Experimental

Glass capillaries with inner and outer diameters of 50 µm and of 360 µm,

respectively, were purchased from Polymicro Technologies. They were cut into

∼ 5-cm lengths and the polyimide jacket was then removed by ashing at 600

◦C in flowing O2. The silicon quantum-dot layer was formed using the “HSQ

method”[140]. Essentially the capillary is filled with a solution consisting of

hydrogen silsesquioxane (HSQ) dissolved in methyl isobutyl ketone (MIBK)

and is then annealed at a temperature of 1100 ◦C for one hour in flowing

95% N2 + 5% H2 forming gas. This causes the solvent to evaporate and the

remaining HSQ to form a solid layer on the channel surface. This layer consists

of silicon QDs with a mean diameter between 3 and 4 nm, embedded in a glassy
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Figure 5.1: Diagram of the capillary and the experimental setup. In the cross-
sectional diagram of the capillary, the refractive indices m1, m2, and m3 refer
to the analyte, fluorescent layer, and capillary wall, respectively. Radius “b”
is measured to the QD layer while “a” is the capillary’s original inner radius
(i.e., prior to QD layer deposition). The white wave represents a WGM electric
field profile.

silicon sub-oxide film [65], forming a fluorescent capillary-type microcavity

(FCM).

The capillaries were then mounted onto a microscope stage and interfaced

to a syringe pump via a PTFE tubing system. The fluorescence was excited

with the 442 nm line of a HeCd laser at a power of ∼ 40 mW. The fluorescence

was collected by the microscope objective and sent to an imaging spectrometer

for analysis, as diagrammed in Fig. 5.1. The TM-polarized WGMs (radial

electric field) were selected by aligning the analyzer accordingly, since these

modes have a slightly higher sensitivity [84]. The WGM shifts were extracted

from the spectra using an adaptation of the Fourier shift method [105] rather

than by peak analysis [253].

The channel QD film was initially cleaned by pumping 10 M NaOH solu-

tion through the capillary while the fluorescence WGMs were being monitored.

This procedure leaves the QD film surface clean and with a slight negative

charge [81] [165]. The FCMs were then functionalized using a polyelectrolyte

layering method [164], with the aim of producing well-defined PE multilayers
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that would coat the channel interface (i.e., the quantum dot layer). The first

step was to pump a solution consisting of 2 mg/mL polyallylamine hydrochlo-

ride (PAH) dissolved in a 2.5 M NaCl solvent. This solution was pumped

at a rate of 5 µL/min for 15 minutes. PAH has a positively-charged func-

tional group that should bind electrostatically to the silica surface, with the

salt concentration effectively controlling the layer thickness [7]. The FCM was

then rinsed by pumping water through the channel for 25 minutes. Next, a

solution of 2 mg/mL polystyrene sulfonate (PSS), also in 2.5 M NaCl solvent,

was pumped through the capillary under the same conditions as for the PAH

solution. PSS has a negative surface charge and should bind electrostatically

to the PAH, forming a PAH-PSS bi-layer on the channel surface. This pro-

cedure was repeated up to five times to test the response of the WGMs to

the layer-by-layer PE deposition on the channel walls; however, for biosensing

experiments we used a PAH-PSS-PAH trilayer (Fig. 5.2). This is because the

first PAH layer tends to be incomplete [254] [255] implying that a multilayer-

ing approach should give a more uniformly functionalized interface. PAH has

amine groups on each monomer which could be used to covalently immobilize

the carboxylic termination of biotin, using carbodiimide coupling reagents.

Therefore it has to be the final layer for the biosensing experiments.

After the multilayer deposition, a baseline phosphate buffer saline (PBS)

solution of pH = 7.4 was pumped into the FCM. Next, a solution consisting

of 0.25 M N-hydroxysuccinimide (NHS), 0.25 M ethyl-(dimethylaminopropyl)

carbodiimide (EDC), and 1 mg/mL biotin in PBS was injected into the device.

The NHS/EDCmixture catalyzes the covalent binding of the carboxylic moiety

of the biotin with the amine groups on the exposed PAH layer [256] [257] [258].

PBS was then pumped for 20 minutes. Next, a solution of 0.1 mg/mL neutra-

vidin in PBS was injected into the FCM. Neutravidin was chosen specifically

because the alternatives, avidin and streptavidin, will be significantly charged

in the buffer solution, potentially leading to nonspecific electrostatic binding

(or repulsion) with the biotin molecules or the slightly positive PAH interface

[259] [260]. In contrast, neutravidin has an isoelectric point of 6.3 and will be
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Figure 5.2: Diagram of the polyelectrolyte surface functionalization for the
biosensing experiments corresponding to steps 1-10 below. The NaOH-treated
glass surface has a polyelectrolyte trilayer, with the final PAH layer capturing
biotin.
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nearly neutral in the buffer solution. To summarize:

Step 1: 10 M NaOH etch and clean

Step 2: water rinse

Step 3: 2 mg/mL PAH in saline solution

Step 4: water rinse

Step 5: 2 mg/mL PSS in saline solution

Step 6: water rinse

Step 7: 2 mg/mL PAH in saline solution

Step 8: water rinse

Step 9: PBS buffer

Step 10: biotin/NHS/EDC solution

Step 11: PBS buffer

Step 12: neutravidin in buffer

Step 13: PBS buffer

Step 14: rejuvenate with 1-10 M NaOH solution for next experiment

Two control samples were also measured. Control 1 differed from the pri-

mary run in that the neutravidin (in step 12) was mixed in a 1:4 ratio with

biotin in order to block the biotin-binding sites. In control 2, the biotin con-

jugation step (step 10) was omitted. The second control should test whether

the neutravidin can bind nonspecifically to the PAH interface [261]. Finally,

the capillary was rejuvenated between experiments (i.e. controls, etc.). Al-

though the biotin and neutravidin cannot be specifically disassociated, the

functionalization can be stripped using 1 to 10 M NaOH. This removes both

the bio-conjugation and polyelectrolyte layers.

5.4 Results and discussion

The fluorescence emitted from the FCMs showed a clear mode structure, with

a Q-factor, free spectral range, and finesse of ∼ 700, ∼ 2.6 nm, and ∼ 2.5,

respectively (Fig. 5.3). The QD films tended to show some variability along

the length of the capillary; for this work, a reasonably uniform region was found
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Figure 5.3: (a) Fluorescence image of the capillary channel. The red glow is
due to the QD emission. The representative slit direction (perpendicular to
the channel) is diagrammed. (b) A typical WGM emission spectrum over the
range from 760 to 780 nm.

and the entrance slit was aligned perpendicular to the FCM axis, as illustrated

in Fig. 5.3. This helps to minimize underlying WGM drifts associated with

mechanical motion over the several hours needed to perform each experiment.

NaOH has been shown to etch silica [157] and other ceramic materials in-

cluding silicon [262]; thus it might permit one to obtain experimental control

over the QD film thickness. The QD film did in fact show signs of gradually

etching as the strong NaOH solution was pumped through the channel. The

WGM wavelength blue-shifted with time (Fig. 5.4 bottom left), at a rate

of approximately 35 pm/h. This blueshift occurs because the effective path

length decreases as the high-index material is gradually removed. The spec-

tral shift data could be related directly to an etching rate by using standard

methods to calculate the resonance wavelength for a layered cylinder [55], as
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Figure 5.4: WGM wavelength shift as a function of NaOH etching time. As
the QD film becomes thinner, the WGMs gradually blueshift. The upper-
right inset shows sensorgrams for the water-to-ethanol transition at different
etching times. The sensitivity of a single fluorescent microcavity observed at
many different etching times is shown in the lower-left inset.

adapted from earlier theoretical work on TM-polarized layered spheres [225].

For the sake of brevity we do not repeat the equations here but merely state

the results: for conditions matching the experimental ones the resonance is

calculated to blueshift by approximately 25 pm per nm etched, yielding an

etching rate for the QD film of ∼ 1.4 nm/h in continuously pumped 10 M

NaOH solution. At the same time, the sensitivity increased, as shown in the

inset to Fig. 5.4, again consistent with a thinner QD film. After 20 hours of

etching, the sensitivity increased from 3.5 to 7.0 nm/RIU, representing a rate

of increase of ∼ 0.05 pm/RIU/s.

This is the first time that the QD layer has been controllably etched in

an FCM structure; it can be done without the use of hydrofluoric acid, which

has been used for thinning liquid-core optical ring resonators [263]. Here, the

capillary was judged suitable for biosensing experiments when it had reached

a sensitivity of ∼ 10 nm/RIU. One slightly tricky aspect is that the NaOH

123



rejuvenation step is necessary to remove previously-deposited PE layers for

each subsequent experiment. While a single capillary could therefore be used

for dozens of runs (essentially until the capillary-tubing adhesive broke down),

the sensitivity does slightly increase each time as the QD layer progressively

dissolves.

One question concerns the optimal thickness of the QD layer needed to

support WGMs for sensing. We recently reported the effect of the layer thick-

ness [84], but some of the salient points can be mentioned here. First, a higher

sensitivity is obtained with thinner QD films, as illustrated in Fig. 5.4. This is

because, when the film is thin, more of the mode energy extends into the chan-

nel where it samples the analyte medium. However, the film cannot be made

indefinitely thin or the Q-factor eventually begins to drop off noticeably. Thus,

there should be an optimum thickness associated with the trade-off between

the lower Q and the higher sensitivity. On the other hand, for thicker QD

films, the sensitivity decreases because less of the mode energy extends into

the capillary channel. The Q-factor never exceeds ∼ 1500 for any thickness,

however, because of absorption and scattering in the QD film [84].

In order to determine the approximate experimental thickness of the films

in the present work, the electric field profiles were calculated following the

methods developed in Ref [56]. For space reasons we do not repeat the deriva-

tion here but merely cite the relevant equations. Accordingly, the radial func-

tion (TM polarization) is given by:

(5.1) Tl(r) =

alJl(m1k0r), r ≤ b

blH
(2)
l (m2k0r) + clH

(1)
l (m2k0r), b < r ≤ a

dlH
(1)
l (m3k0r), r > a

where Jl(x) is the cylindrical Bessel function describing the field in the inner

layer, the Hankel functions of the first (H
(1)
l (x)) and second (H

(2)
l (x)) kind

describe the field in the two outer two layers, and al, bl, and dl are proportion-

ality constants. The resonant wave vector is found by solving for k0 under the
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appropriate boundary conditions, given by

(5.2)
m3H

(1)′
l (m3k0a)

m2H
(1)
l (m3k0a)

=
BlH

(2)′
l (m2k0a) +H

(1)′
l (m2k0a)

BlH
(2)
l (m2k0a) +H

(1)
l (m2k0a)

with

(5.3) bl =
m1Jl(m1k0b)H

(1)′
l (m2k0b)−m2J

′
l (m1k0b)H

(1)
l (m2k0b)

−m1Jl(m2k0b)H
(2)′
l (m2k0b) +m2J ′

l (m1k0b)H
(2)
l (m2k0b)

.

Finally, the refractometric sensitivity is

(5.4)
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in which the energy terms are given by

I1 =

∫︂ m1k0,1b

0

x|alJl(x̃)|2dx(5.5)

I2 =

∫︂ m2k0,1a

m2k0,1b

x|blH(2)
l (x̃) +H

(1)
l (x̃)|2dx(5.6)

I3 =

∫︂ ∞

m3k0a

x|dlH(1)
l (x̃)|2dx,(5.7)

where i = 1, 2, 3 for each of the three regions (channel, film, and glass wall,

respectively), k0 = k0,1 + ik0,2, and x̃ ≡ x(1 + ik0,2/k0,1). These equations can

be solved numerically using standard math packages such as Mathematica.

Once the field profile has been solved, 2D plots can be obtained by simply

multiplying the solution by e±ilφ and adding the two solutions to obtain the

standing wave in Fig. 5.5(a).

Figure 5.5 shows the calculated energy profile for a 50-µm diameter cap-

illary with a 500-nm-thick QD layer. Dispersion is taken into account by

interpolating tables of optical constants for water [264], Si-QDs (ellipsometry

measurements on flat Si-QD films taken in our lab), and silica glass [265]. The

refractometric sensitivity for this particular simulation was 23.7 nm/RIU. In
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Figure 5.5: (a) Calculated 2D electric field amplitude for an n = 1, l = 310
TM mode for a 50-µm diameter capillary with 500-nm-thick QD film (marked
by the black lines). Only part of the circumference is shown. (b) 1D intensity
profile for the same conditions as in (a). The discontinuities in the field profile
are due to the TM boundary conditions. The sensitivity of this structure is
calculated from Eq. 5.4 to be 23.7 nm/RIU.

order to obtain the observed experimental sensitivities ranging from 3 to 10

nm/RIU depending on the amount of etching, one requires a QD film thickness

ranging from 1.0 to 0.8 µm in thickness. These relatively large values imply

room for improvement via further etching the films.

We next investigated whether the layers of PAH and PSS could be applied

systematically and repeatedly to the FCM channel walls. A representative

sensorgram showing the deposition of a double bilayer is shown in Fig. 5.6.

The larger jumps in the WGM wavelength (red and yellow points) is due to the

higher index of refraction for the PAH and PSS saline solutions, as compared to

the water baseline. Evidence in favor of a layer-by-layer PE buildup is clearly

observed in the “water regions” of the sensorgram labeled a-e. The net redshift

after four layers was ∼ 170 pm, which corresponds to a mean single PE layer

thickness of ∼ 1 nm, again estimated by using the field calculations shown

in Refs. [55] and [56]. The PE layers appear stable and are not removed in

water. After the double bilayer, the capillary was cleaned with a 10 M NaOH

solution. The slight negative shift during the NaOH run is consistent with
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Figure 5.6: Sensorgram showing the deposition of alternating layers of PAH
(red points) and PSS (yellow), followed by cleaning with 10 M NaOH solution
(pink). Water is in blue, labeled a to e. The inset shows representative spectra
corresponding to steps a and e.

the removal of the PE layers. The final water rinse yielded a slightly negative

WGM wavelength shift, possibly due to a slight etching of the QD film during

the cleaning stage.

One final observation was that the overall QD fluorescence intensity slightly

decreased over the course of the PE layer deposition (Fig. 5.6, inset). We

believe that this behavior is due to a gradual drift of the microscope focus

over the course of several hours over which the experiment was conducted,

possibly due to a gradual continuous mechanical motion of the capillary or

the stage. However, this had no observable effect on the mode shifts or the

sensorgrams, which were clearly independent of any changes in the collected

PL intensity.

Some of the key points of the Fourier shift method can be mentioned in

order to explain how one is able to obtain minimum wavelength shift resolution

of a few pm using a spectrometer with a CCD pitch of about 0.1 nm per pixel

and a Rayleigh resolution closer to 0.3 nm. Here, the signal-to-noise ratio

(SNR) is approximately 100 (in linear units), the Q-factor is ∼ 700 and the
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finesse is about 2.5, as discussed earlier. Inserting these values into Eq. (4)

of Ref. [105], one obtains an optimal 3σ shift resolution of 14 pm using the

Fourier shift technique. This calculated value is quite close to experimental

the 3σ deviation of 18 pm in the present experiments, which was obtained

by taking repeated measurements with flowing water in the capillary. The

reason that the shift resolution is much better than the Rayleigh resolution is

due to the need to measure the shift of the whole periodic waveform vs. the

separation between two peaks.

An additional point is that the shift resolution is only weakly dependent on

the Q-factor [105]. This should not be too surprising; for example, advanced

curve-fitting methods for surface plasmon resonances (which have a very low

Q) can measure refractive index changes on the order of 4 × 10−7 RIU [253].

This corresponds to shifts of a few picometres or less despite the much lower

resolution of the spectral system. Similarly, for the types of measurements

in the present work, the spectral shift information is encoded over the entire

spectral data set and one is not limited to the analysis of a single (poten-

tially poorly-sampled) peak. Indeed, the requirement for a high-Q-factor is

really only applicable to intensity-shift methods (i.e., measuring the change in

transmission at a fixed wavelength on the side of a high-Q mode) and not to

wavelength shift methods like those used here.

The next step was to determine whether the PE functionalization scheme

can be applied to biosensing in these fluorescent-type cylindrical microcavi-

ties, using the biotin-neutravidin test system. For this experiment, a PAH-

PSS-PAH trilayer was first formed on the channel walls. Injection of the

biotin/EDC/NHS solution was then followed by a PBS rinsing step and the

subsequent injection of a 1.67 µM neutravidin solution in PBS buffer. As the

neutravidin solution was pumped into the device (grey circles in Fig. 5.7),

there was a pronounced redshift of 109± 5 pm that occurred over a timeframe

of a few minutes. This redshift was retained upon returning to pure PBS,

suggesting that the neutravidin had been bound to the biotinylated layer.

In order to determine whether the neutravidin had attached specifically to
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Figure 5.7: Sensorgram showing the 13-step functionalization and biosensing
experiment. The numbers label the steps according to the list given in Section
5.3. The key step is (12), corresponding to the specific binding of neutravidin.

the biotinylated PAH layer, two separate control samples were run. In the

first one, the neutravidin was biotinylated before being pumped through the

capillary, as described in Section 5.3. This was accomplished by allowing it to

react with free biotin in buffer for one hour, at a biotin concentration of four

times the neutravidin one. This solution was then pumped into the capillary

in step 12, in place of the unreacted neutravidin. Here, essentially no shift was

observed (Fig. 5.8(a)). This is consistent with the idea the redshift reported

in Fig. 5.7, step 12 was indeed due to specific neutravidin binding to the

functionalized surface.

The second control was performed in order to determine whether the neu-

travidin could react nonspecifically, for example by binding electrostatically

to the PAH layer. For this control sample, step 10 (biotinylation) was skipped

(Fig. 5.8(b)). As before, the PE layers were built up and followed by water

and PBS washes, but the biotin conjugation solution was not performed. This

time, we observed a relatively small redshift of 32±6 pm upon injection of the

neutravidin solution. This suggests that a small amount of nonspecific binding
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Figure 5.8: (a) Sensorgram for control sample 1. The sequence is identical
to that in Fig. 5.7, except that the neutravidin (step 12) had been pre-
biotinylated before being pumped into the microcavity. The slight spread
in data near the start of step 10 is likely caused by a bubble in solution. (b)
Sensorgram for control sample 2. Here, there is a slight redshift (grey points,
step 12), likely due to a small amount of electrostatic binding of neutravidin
to the PAH layer.
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of neutravidin does occur, but the signal was only about 1/4 that observed in

Fig. 5.7. This observation is consistent with the fact that the isoelectric point

of neutravidin (pH(I)) is slightly below the pH of the buffer solution (6.3 vs.

7.4). Thus, while some nonspecific binding to the PE layer does happen, the

protein detection is dominated by the specific biotin-neutravidin interaction.

The surface coverage, detection limit, and binding rate constants are im-

portant figures of merit for a microfluidic sensor device. This would be the first

measurement of these values for fluorescent-WGM-type capillary sensors which

are, essentially, a new class of sensor structure that shares some of the prop-

erties of fluorescent microspheres and thin-walled LCORRs. The neutravidin

binding experiments were therefore repeated using several different concentra-

tions. For these experiments, steps 1-11 were followed as before, but for step

12 the neutravidin concentration was changed from 1.67 µM to 0.8 nM. As the

concentration decreased, the saturation wavelength shift decreased (Fig. 5.9).

From these data, one can extract several of the key sensor parameters.

If the equilibrium binding constant, Ka, is large, as can be expected for

the biotin-neutravidin reaction, then the fractional surface coverage should be

close to unity. The functional avidin tetramer has dimensions of ∼ 5.6× 5× 4

nm [266], so one can reasonably approximate the neutravidin molecule as a

sphere of diameter 5 nm. This yields a maximum theoretical surface coverage

of 2.8 × 1012 cm−2 (assuming that the projection of a sphere fills ∼ 55% of

a surface for random packing [267]), which corresponds to a surface mass

density of ∼ 280 ng/cm2 for neutravidin. This result is quite close to an

experimentally-estimated value of 295 ng/cm2 using an SPR sensor [268].

The molecular surface density, σp, for a capillary-type microcavity can be

estimated from the experimental data according to [241] [269]:

(5.8) σp =
δλ

λ0

· ε0a(m
2
2 −m2

1)

αex

in which ε0 is the vacuum permittivity, a is the radius (Fig. 5.1), αex is the

excess polarizability of the neutravidin molecule, and the refractive indices
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Figure 5.9: Sensorgrams for neutravidin binding, for four different concentra-
tions. These data show only step 12 of the reaction process; for each data
set the capillary was cleaned with 10 M NaOH and steps 1-11 were performed
prior to the running the neutravidin solution. The black lines are fits using
first-order reaction kinetics (Eq. 5.10). The inset shows kobs plotted against
the neutravidin concentration, along with a linear fit.

are the same as shown in Fig. 5.1. The polarizability of neutravidin can be

estimated from the Clausius-Mossotti equation:

(5.9) αn =
εn − 1

εn + 2
· 3Mε0
NAρn

where NA is Avogadro’s number, M is the molar mass of neutravidin (∼
60 kg/mol), εn is the dielectric function of neutravidin and ρn is its density.

For the latter two values, we take 2.25 and 1.37 g/cm3 as typical of proteins

[270]. Accordingly, αn is estimated to be 5.1 × 10−21 cm3, which is almost

three orders of magnitude larger than that of water [271] and justifies the

replacement of αex by αn in Eq. 5.8. The surface mass density is then given

by d = Mσp/NA, yielding a saturation mass density of ∼ 370 ng/cm2 for the

higher neutravidin concentrations. This is slightly larger than the theoretical

value but is probably within the limits of the various approximations. The

result appears consistent with the binding of a near-complete monolayer of
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neutravidin. The equilibrium binding constant can also be estimated, under

the assumption that it is a first-order reaction. Accordingly, the observed

reaction rate at any concentration can be obtained from the relation

(5.10) Rt = R0[1− exp(−kobsr)],

in which Rt and R0 are the signal at time t and initially, and kobs is the observed

reaction rate. The lines through the data in Fig. 5.3 are fits using Eq. 5.10,

from which kobs could be extracted for three concentrations. The data for the 8

nM neutravidin concentration could not be well fit, as the shift was too small.

The intrinsic rate constants for association (ka) and dissociation (kd) are then

related to the observed reaction rate according to

(5.11) kobs = ka[B] + kd,

where [B] is the concentration of neutravidin in the solution. Since the solution

is continuously pumped, the reaction rate is not diffusion limited. Finally, the

equilibrium association constant is given by Ka = ka/kd. By plotting the

observed reaction rate as a function of concentration (inset to Fig. 5.9), one

obtains a slope of ka = 8.3 × 104 M−1min−1 and an intercept of kd = 0.076

min−1. The estimated equilibrium association constant is then 1.1× 106 M−1.

This value is about an order of magnitude smaller than that reported for

streptavidin on biotinylated gold nanorods [272] and is much lower than in the

dissolved form (∼ 1015 M−1), implying that the biotin-neutravidin reaction

rates are affected by the underlying PE layers and/or steric hindrance on the

surface monolayer. In Fig. 5.9, the lowest detected concentration was 33 nM.

This corresponded to a mean 83 pm wavelength shift (or a surface density of

273 ng/cm2). The 3σ standard deviation was ∼ 15 pm, yielding a detection

limit of ∼ 6 nM; i.e., quite close to the 8 nM run in which a shift could not

clearly be observed. With certain improvements these values may approach

the detection limits of devices such as the LCORR which, when probed by a

tunable laser, has reached the picomolar range [273] although at the cost of
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a more complicated, expensive, and fragile device structure and measurement

method. One limitation currently appears to be a combination of mechanical

and thermal instabilities that could be improved if in future the microcapillary

could be physically packaged so that it is immoveable with respect to the

objective lens. Also, our relatively low-resolution spectrograph (which has a

pitch of slightly over 0.1 nm/pixel) and the moderate sensitivity for the QD

film thicknesses used here both offer room for improvement. The latter two

methods could, in principle, improve the detection limits from the range of

nM to tens of pM [55].

5.5 Conclusions

In this work, we report the first example of biosensing with a capillary-type

WGM cavity structure. This clearly demonstrates the feasibility of fluores-

cent capillaries as an alternative type of whispering gallery mode biosensor.

While the detection limits do not match those for microcavities probed with

a tunable laser, they do offer several attractive features. These include a sim-

ple capillary-based fluidic setup, ease of fabrication, and high durability. The

devices can withstand multiple usage, they can be readily removed from a

setup for cleaning, they can be easily manipulated by hand, and they strictly

need only a fairly simple apparatus (a microscope objective, a miniature spec-

trometer, and a blue light source). As with refractometric investigations, the

trade-off, at least at the moment, is in the lower detection limits. Neverthe-

less, the methods developed in this work – polyelectrolyte layer functionaliza-

tion for capillary-type FCMs – could enable much wider application of these

structures. Once the multilayer is deposited, for example, almost any type

of biotin-related recognition scheme becomes possible. The method is quite

robust and provides uniform results, as long as mechanical drift and temper-

ature fluctuations can be minimized. Several methods were, finally, suggested

to improve the detection limits. For example, a higher-resolution spectrograph

and increased sensitivity via etching to achieve an optimal QD film thickness
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should push the detection limit significantly lower.
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Chapter 6

Conclusions and outlook

6.1 Summary of contents

The main objective of this work was to investigate the performance and ap-

plications of fluorescent-core microcapillaries. To begin, the background and

nature of microfluidic sensing devices were discussed, with emphasis on the use

of WGMs as the sensing transduction mechanism. Different WGM-supporting

platforms were briefly reviewed, focusing their main advantages and drawbacks

for sensing applications. The derivation and classification of WGMs was laid

out, with some notes on the parameters that describe their spectral structure.

Finally, various schema for performing biosensing were discussed, particularly

protein-anchoring protocols and experiments based on assays.

In Chapter 2, the methods used to construct the fluorescent microcapillary

devices were presented. These devices were built from stock materials and

controlled or tuned for optimum sensing capability. They were then prepared

for microfluidic applications by anchoring them on a microscope stage and

gluing them to tubing fed by syringes containing the analyte. Likely sources

of experimental error were discussed including thermal fluctuations and me-

chanical drift. Some strategies for optimum data collection were given from

experience gained over course of the experiments.

Chapters 3–5 consist of a series of published papers. Chapter 3 discusses
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the sensitivity of the WGMs with particular attention paid to the FCM diam-

eter and the fluorescent layer thickness. These parameters are also discussed

in relation to the Q-factor, resonance order and wavelength, and the refracto-

metric sensitivity. The theory was compared to the experimental performance

for particular mode orders and polarizations. The optimum fluorescent layer

thickness could be calculated from the results and etching techniques used to

reach it experimentally.

Chapter 4 showed how to reduce or eliminate thermal cross-sensitivity from

FCM sensing measurements. The thermo-optic coefficients of each layer in

an operating FCM (silica walls, fluorescent layer, and channel analyte) as

well as thermal expansion determine the thermal response of the WGMs. We

showed that these parameters can be balanced to such that all the thermal

effects precisely cancel and then demonstrated this experimentally. While the

demonstration was somewhat impractical in the sense that ethanol had to be

used as the channel fluid, the concept could be extended to other analytes

including water.

Chapter 5 shows proof-of principle biosensing using vitamin B7 and a pro-

tein. The ability to control fluorescent layer thickness of the FCM (and thus

optimize its sensitivity) was shown. Next, a layer-by-layer scheme for deposit-

ing polyelectrolytes based on ionic attraction was proposed and then demon-

strated to functionalize the FCM, ultimately allowing the attachment of biotin.

Then, neutravidin was bound specifically to the biotin, building up a mono-

layer on the inner wall. These events were all detectable via WGM spectral

shifts. The device was sensitive enough to perform concentration measure-

ments and obtain data on the reaction kinetics and ultimately showed a pro-

tein detection limit of 6 nM. This work was also featured in an SPIE newsroom

article [274].
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6.2 Advances in FCM-based sensing

Previous work on FCMs developed the basic fabrication techniques, character-

ized the WGMs, proposed sensing protocols, established Fourier-based analy-

sis of the WGM spectral shifts, and investigated detection limits [275] [162].

Those authors laid out critical areas for improvement, including: a reliable

FCM fabrication method, a way to control the SiQD film thickness, a more

reliable functionalization process, a method for reusing or the sensor head after

functionalization, and a method for doing live analysis of experimental data.

This thesis has advanced several of these issues. The problem of consis-

tent and controllable FCM fabrication was solved by etching the SiQD film.

Initially, FCMs had been fabricated with a 30 µm inner diameter (ID), but

had a low success rate (∼ 0.5%) possibly because the gas used in annealing

(H2) could not penetrate the channel sufficiently. It was discovered that SiQD-

coated capillaries with a 50 µm inner diameter could be reliably created (∼
50% success rate), although with lowered sensitivity because of thicker films.

NaOH etching was used to thin the SiQD film to increase the sensitivity of

these 50 µm FCMs. The ability to change the film thickness post-production

also allowed the film to be optimized for high- or low-refractive index analytes.

The second problem that had to be overcome was the inability to reli-

ably functionalize the inner surface of the capillary channel and perform spe-

cific biosensing [275] [162]. The initial investigation, prior to this work, used

silanization to functionalize the channel walls. That work implied the feasi-

bility of this task, but illustrated the difficulties associated with unpredictable

surface chemistry [162]. This work instead developed a more reliable and

repeatable polyelectrolyte layer-by-layer deposition to show stable functional-

ization, as well as specific and concentration-sensitive protein detection.

The third challenge was to create a reusable sensor [162]. This was achieved

using an NaOH rinse, which strips the sensor surface in seconds or minutes but

is tolerated by the rest of the microfluidic assembly. This is beneficial because

NaOH is safer to handle than alternative cleaning solutions like HCl/methanol
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or Piranha.

This work also showed how to build a chemically resistant microfluidic sys-

tem based on FCM-type sensors. Through careful selection of tubing, glue,

syringes, and needles, a chemically resistant platform capable of accommodat-

ing a large range of analytes was obtained, thus extending the capability of

the FCM platform to organic solvents, acids, and strong bases.

Last, although not detailed here, live data collection and real-time graphs

were accomplished and used throughout the thesis work, using scripts written

in Mathematica.

6.3 Future work

The FCM platform demonstrates a powerful detection capability for biosens-

ing, antibody-based detection, plasmon-enhanced sensing, and lasing-based

detection. Future work could try to capitalize on this in the following ways.

The first is a competition assay. Some biosensing targets are too small to

be measured via monolayer formation using an FCM, but can be measured by

their absence of signal when competing with another detectable target. As an

example, initial work to measure Vitamin D [276] could be improved in this

fashion. A spike made of Vitamin D could be made by conjugating some of

it with a known detectable marker, say a large protein. When mixed with

a sample containing an unknown concentration of unmarked Vitamin D, the

resulting signal would be inversely proportional to the sample concentration.

This has not been accomplished to date because of a lack of experience in

conjugating the target to a marker while maintaining its specificity.

The second method is antibody-based detection. The FCM can perform

standard ELISA protocols to detect antigens and antibodies in solution using

a protein-functionalized surface. The requirement to achieve this is a working

knowledge of how to handle antibodies in solution and a recipe for sulfhydryl

or carbonyl activation. This would be a particularly powerful proof-of-concept

because the ELISA is one of the fundamental detection protocols in modern
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biochemical analytics. An interdisciplinary researcher with some knowledge of

the FCM and biochemistry might be able to accomplish this.

The third method is plasmon-enhanced sensing. WGM-plasmon coupling

has been used to improve the detection capabilities of several platforms, and

could be extended to the FCM by depositing plasmonic nanoparticles on the

channel surface.

Another interesting direction would be to switch the device from fluores-

cence into lasing-based sensing. This could improve the visibility and signal-

to-noise ratio. SiQDs have not been shown to lase in FCMs to date (or repro-

ducibly in any other structure), but dye-doped polymers may offer an alter-

native fluorescent layer that can be pumped above the lasing threshold. This

was just recently achieved while this thesis was being written, but bleaching

and WGM drift were reported to be problems. This might be rectified by

protecting the lasing chromophores from oxygen and solvents, but bleaching

remains a longstanding challenge associated with organic chromophores.

The FCM remains a robust, easily-fabricated platform for WGM-based

sensing, with a multitude of possible improvements to its detection capabilities

and diverse applications to interdisciplinary research.
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E. Hu, W. V. Schoenfeld, and P. M. Petroff, “Cavity-quantum electro-

dynamics using a single InAs quantum dot in a microdisk structure,”

Applied Physics Letters, vol. 78, pp. 3932–3934, June 2001.

[132] J. M. Ward, Y. Yang, and S. N. Chormaic, “Highly sensitive temperature

measurements with liquid-core microbubble resonators,” IEEE Photon-

ics Technology Letters, vol. 25, pp. 2350–2353, Dec. 2013.

[133] P. Wang, J. Ward, Y. Yang, X. Feng, G. Brambilla, G. Farrell, and S. N.

Chormaic, “Lead-silicate glass optical microbubble resonator,” Applied

Physics Letters, vol. 106, p. 061101, Feb. 2015.

[134] M. N. Zervas, G. S. Murugan, and J. S. Wilkinson, “Demonstration of

novel high-Q fibre WGM bottle microresonators,” in 2008 10th Anniver-

sary International Conference on Transparent Optical Networks, vol. 4,

pp. 58–60, June 2008.
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[200] G. Huang, V. A. Bolaños Quiñones, F. Ding, S. Kiravittaya, Y. Mei,

and O. G. Schmidt, “Rolled-Up Optical Microcavities with Subwave-

length Wall Thicknesses for Enhanced Liquid Sensing Applications,”

ACS Nano, vol. 4, pp. 3123–3130, June 2010.

165



[201] K. J. Rowland, A. François, P. Hoffmann, and T. M. Monro, “Fluo-

rescent polymer coated capillaries as optofluidic refractometric sensors,”

Optics Express, vol. 21, pp. 11492–11505, May 2013.

[202] I. Teraoka, S. Arnold, and F. Vollmer, “Perturbation approach to reso-

nance shifts of whispering-gallery modes in a dielectric microsphere as

a probe of a surrounding medium,” Journal of the Optical Society of

America B, vol. 20, pp. 1937–1946, Sept. 2003.

[203] I. Teraoka and S. Arnold, “Enhancing the sensitivity of a whispering-

gallery mode microsphere sensor by a high-refractive-index surface

layer,” Journal of the Optical Society of America B, vol. 23, pp. 1434–

1441, July 2006.

[204] N. Lin, L. Jiang, S. Wang, H. Xiao, Y. Lu, and H.-L. Tsai, “Design and

optimization of liquid core optical ring resonator for refractive index

sensing,” Applied Optics, vol. 50, pp. 3615–3621, July 2011.

[205] E. F. Franchimon, K. R. Hiremath, R. Stoffer, and M. Hammer, “In-

teraction of whispering gallery modes in integrated optical microring or

microdisk circuits: hybrid coupled mode theory model,” Journal of the

Optical Society of America B, vol. 30, pp. 1048–1057, Apr. 2013.

[206] L. A. Weinstein, Open resonators and open waveguides. Golem Press,

1969.

[207] H. Li and X. Fan, “Characterization of sensing capability of optofluidic

ring resonator biosensors,” Applied Physics Letters, vol. 97, p. 011105,

July 2010.

[208] T. Ling and L. J. Guo, “Analysis of the sensing properties of silica mi-

crotube resonator sensors,” Journal of the Optical Society of America B,

vol. 26, pp. 471–477, Mar. 2009.

166



[209] A. L. Stancik and E. B. Brauns, “A simple asymmetric lineshape for

fitting infrared absorption spectra,” Vibrational Spectroscopy, vol. 47,

pp. 66–69, May 2008.

[210] “Polymicro technologies.” https://www.polymicro.com/mx upload/

superfamily/polymicro/pdfs/capillarytubing%20 tsp tsg.pdf.

[211] V. Zamora, A. Dı́ez, M. V. Andrés, and B. Gimeno, “Interrogation

of whispering-gallery modes resonances in cylindrical microcavities by

backreflection detection,” Optics Letters, vol. 34, pp. 1039–1041, Apr.

2009.

[212] A. Mazhorova, A. Markov, B. Ung, M. Rozé, S. Gorgutsa, and M. Sko-
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Appendix A

Wide-gamut lasing from a single

organic chromophore

Toward the end of my main thesis work, I began to investigate organic chro-

mophores for application in microcavities and other structures. Since the

theme is fairly different from the work that went before, this manuscript was

added as an appendix. A modified version of this chapter was published in

Light Science & Applications 7:101 (2018) by S. Lane, S. Vagin, H. Wang,

W. Heinz, W. Morrish, Y. Zhao, B. Rieger, and A. Meldrum.

A.1 Abstract

The development of wide-band lasing media has deep implications for imaging,

sensing, and display technologies. We show that a single chromophore can be

engineered to feature wide-gamut fluorescence and lasing throughout the entire

visible spectrum and beyond. This exceptional color tuning demonstrates a

chemically controlled paradigm for light emission applications with precise

color management. Achieving such extensive color control requires a molecular

blueprint that yields a high quantum efficiency and a high solubility in a wide

variety of liquids and solids, while featuring a heterocyclic structure with good

steric access to the lone pair electrons. With these requirements in mind,
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we designed a lasing chromophore that encloses a lasing color space twice

as large as the sRGB benchmark. This record degree of color tuning can in

principle be adapted to the solid state by incorporation of the chromophore into

polymer films. By appropriately engineering the base molecular structure, the

widest range of lasing wavelengths observed for a conventional gain medium

can be achieved, in turn establishing a possible route toward high-efficiency

light emitters and lasers with near-perfect chromaticity.

A.2 Introduction

Achieving widely tunable light emission from a single substance has impli-

cations for biological imaging, fluorescence- or laser-based sensing, and for

realizing white-light emitters and lasers. There is a concerted effort toward

the development of color-controlled light emission based on single-material sys-

tems for these applications, including quantum dots [277] [278], doped fibers

[279], monolithic semiconductors [280], and microdroplets [281]. Organic chro-

mophores present another tunable gain medium that offers exceptional struc-

tural and chemical control [282] [283] [284] [285], although they traditionally

offer restricted fluorescence shifts and the lasing spectrum is usually limited

within a few tens of nm. Here we show that by appropriately engineering

the chromophore molecular structure, one can design extensive fluorescence

control and the widest laser color gamut obtained from any single emitter.

The ability to extensively tune the wavelength suggests a possible “one-

pot” option for mixed-color lasers, sensors, and biomarkers. For example,

emitters whose color is especially sensitive to the chemical nature of the en-

vironment could offer a major improvement over conventional materials used

for fluorescence-based sensors and biological imaging. Appropriate wavelength

selection can also increase the attainable color space [286] for high-power illu-

mination sources [287], holographic projectors [288], IMAXTM screens [289],

and headlights [290]. Organic chromophores are often incorporated into or-

ganic light emitting devices (OLEDs) [291] [292] but achieving the desired
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color control requires the use of mutually compatible chromophores, solvents,

and polymer hosts, significantly increasing the synthesis complexity [293].

One way to change the emission spectrum is to chemically alter the base

structure of the chromophore in order to create derivative structures with mod-

ified energy levels [294], but this offers limited wavelength control and relies

on the synthesis of fundamentally different compounds (e.g., the rhodamine

dye class). Another method is to use the solvatochromic effect; for example,

the fluorescence maximum of 4-phenylumbelliferone, a blue-emitting coumarin

derivative, can be shifted by changing the solvent from dimethyl formamide

(DMF) to alkaline water [295]. Rhodamine B and polyvinyl diphenylquinoline

are tunable over tens of nm by changing the local pH [296] [297]. 7-hydroxy

isoflavone can be tuned over about 35 nm in the blue-green depending on

the pH of the solution [298]. Exciplex structures formed from a coumarin

derivative might lase over a range of wavelengths by adjusting the solution pH

[299]. A lasing color range between orange and red was recently achieved in

dicyanomethylene-doped polymers via energy transfer from a conjugated poly-

mer host [300]. In an alternative approach, broad spectrum luminescence was

recently reported from the whispering gallery modes of conjugated polymer

microspheres [301].

Distyrylbenzenes (DSBs, Fig. A.1) are a class of fluorescent conjugated or-

ganic molecules that provide structurally defined motifs for the poly(phenylene

vinylene)s (PPVs) [302]. They can be functionalized by the introduction of

different substituents, heteroatoms, or functional groups at desired positions

[303] [304] to achieve specific structure-property relationships [305]. Electro-

luminescent devices [306] [307] and coordination frameworks [308] [309] [310]

have been recently fabricated using this class of materials. DSBs can also

show amplified spontaneous emission and lasing both in solution and in the

solid state [311] [312] [313] [314] [315], and in some cases, they may respond

to protonation by shifts in the absorption, fluorescence, or lasing spectra [316]

[317] [318] [319]. P2VB (1,4-bis(β-pyridyl-2-vinyl)benzene) is a DSB derivative

with pyridine groups (Fig. A.1(b)) that tend to interact with the surrounding
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Figure A.1: Chemical structures of a) DSB (PPV), b) P2VB, and c) Np-
P4VB. The key change between DSB and P2VB is the pyridine ring on each
end. The difference between the P2VB and P4VB structures is the position of
the nitrogen in the pyridine rings. The Np-P4VB synthesized here is similar to
P4VB but with the addition of branched neopentyloxy groups on the central
benzene ring.

electronic structure. P4VB (1,4-bis(4-pyridyl-2-vinyl)benzene) has the nitro-

gen atoms on the more accessible 4th ring position, but it appears to associate

more readily, and, like P2VB, it has limited solubility in organic solvents [317].

The addition of specific sidegroups to the molecular base structure might,

in principle, overcome the solubility problem and could limit undesirable inter-

molecular interactions that decrease the efficiency of conventional chromophores.

Here, we place relatively bulky and unreactive neopentyl sidegroups onto

P4VB base structure to form bis(4-pyridyl)dineopentoxyl-p-phenylenedivinylene

(Np-P4VB; Fig. A.1(c)). One may thus in principle combine high solubility, a

high absolute quantum yield (AQY), and sterically accessible heterocyclic ni-

trogen atoms on the terminal pyridines in order to achieve wideband emission

color control. Minor changes to the sidegroup could include carboxyl, amine

or other groups aimed toward bioconjugation while maintaining many of the

other beneficial features demonstrated below.

A.3 Materials and methods

All solvents and reagents used in the synthesis were purchased from commer-

cial sources and were applied without additional purification, unless stated

otherwise.
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A.3.1 Synthesis of Np-P4VB

The Np-P4VB was prepared according to the four-step route shown in Fig.

A.2.

Step 1:

1,4-dineopentyloxy benzene (1) was first synthesized by a modification of a

procedure described by Quast et al. [320]. Hydroquinone (1.10 g; 9.99 mmol;

1.0 eq.) together with cesium carbonate (16.02 g; 45.40 mmol; 4.5 eq.) were

placed in a flame dried pressure Schlenk flask, evacuated and again flooded

with argon. Neopentyl bromide (3.43 mL, 4.11 g, 27.25 mmol; 2.8 eq.) in

degassed and dried over molecular sieves N-methylpyrrolidon (NMP, 30 mL)

was then added. The reaction mixture was gently evacuated, heated to 160 ◦C

and stirred for three days. After cooling to ambient temperature the reaction

mixture was poured into 700 mL ice-cold water and the colorless precipitate

was filtered after fifteen minutes of stirring. Recrystallization from ethanol

yields product (1) as colorless needles (2.48 g, 9.90 mmol; 99%).

Step 2:

1,4-bis(bromomethyl)-2,5-bis(neopentyloxy) benzene (2) was synthesized via a

Blanc-type bromomethylation of product (1) similarly to a recently described

procedure [321]. Product (1) (3.82 g; 15.26 mmol; 1.0 eq.) and paraformalde-

hyde (1.01 g; 33.57 mmol; 2.2 eq.) were evacuated, flushed with argon and

then suspended in acetic acid (100 mL). A hydrogen bromide solution in acetic

acid (30%; 9.05 g; 33.57 mmol; 2.2 eq.) was added. After stirring for fifteen

minutes at ambient temperature, the suspension was further stirred at 65 ◦C

overnight. After cooling to room temperature, the resulting yellow-brownish

suspension was poured into ice-cold water (650 mL), stirred for ten minutes

and the white precipitate filtered off. The raw product was dissolved in hot

chloroform (20 mL) and precipitated by addition of methanol (180 mL). The

flask was slowly cooled to 5 ◦C and stored overnight at this temperature. After
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filtration, the solution was concentrated to 50% of its volume and again cooled

to 5 ◦C and filtered. The collected solid fractions were dried under reduced

pressure yielding product (2) (3.84 g; 8.80 mmol; 58%) as fine colorless needles.

Step 3:

1,4-bis(diethylphosphonatomethyl)-2,5-bis(neopentyloxy) benzene, which is prod-

uct (3), was synthesized using the method established by Iwase et al. [322].

The bromomethyl derivative (2) (0.15 g; 0.34 mmol; 1.0 eq.) was placed in a

Schlenk flask under argon. After addition of triethylphosphite (2.4 mL; 2.28

g; 13.76 mmol; 40 eq.) the mixture was stirred at 150 ◦C overnight. The

clear solution turned into a white suspension after cooling down to ambient

temperature. Residual triethylphosphite was removed via vacuum distillation.

The solid crude product was vigorously stirred in 3 mL of water until a ho-

mogeneous suspension formed. After filtration and drying on air, product (3)

(0.18 g; 0.32 mmol; 84%) was obtained as a colorless solid.

Step 4:

2,5-Bis(2-(4-pyridyl)-vinylene) hydroquinone dineopentyl ether (Np-P4VB) was

finally synthesized following a Wittig-Horner-type reaction adapted from the

methyl derivative. In a preheated Schlenk flask phosphonate (3) (0.19 g; 0.34

mmol; 1.0 eq.) and potassium tert-butoxide (0.12 g; 1.04 mmol; 3.0 eq.) were

dissolved in dry tert-butanol (10.0 mL). To the resulting yellow-greenish mix-

ture a solution of 4-formyl pyridine (0.10 mL; 0.12 g; 1.07 mmol; 3.1 eq.) in

tert-butanol (1 mL) was added dropwise. During this addition, the solution

turned brown and became fluorescent. The solution was then stirred at 60 ◦C

overnight and subsequently poured into ice-cold water (100 mL). After filtra-

tion, the resulting solid was washed with 10 mL of water three times and then

recrystallized from methanol to yield Np-P4VB (0.08 g; 0.18 mmol; 52%) as

long needles exhibiting yellow fluorescence. Melting point 277 ◦C (decomp).

EA calcd. C 78.91, H 7.95, N 6.13; found C 79.07, H 8.04, N 6.26 %. UV-Vis
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Figure A.2: Scheme showing the intermediate products during the synthesis of
Np-P4VB. The products are numbered according to the step of the synthetic
route. Step 4 shows the Wittig-Horner-type reaction which produces Np-
P4VB.

(λmax/ε (L·mol−1·cm−1) in CH2Cl2) 329 nm /22600, 401 nm /24900.

A.3.2 Preparation of dye solutions

Finally, the purified Np-P4VB was dissolved in dimethyl formamide (DMF) in

order to prepare it for optical characterization. The concentrations varied from

0.05 mM to 4 mM with a measured saturation of 94.1 mM. In order to modify

the electronic structure and optical properties of the Np-P4VB via protonation,

we acidified the solutions by adding defined amounts of aqueous hydrochloric

acid (HCl) solutions varying from 0.001 M to 12 M. In order to achieve the

changes in electronic properties via the interaction with zinc ions, we added

pure Zn(NO3)2 salt to concentrations varying from 1 mM to 3000 mM. Zn2+

was chosen as a solution dopant because it is not paramagnetic (often indicated

by an unpaired electron), therefore laser quenching is minimized, and previous

work has shown that the pyridinyl nitrogens chelate with zinc ions to form

coordination frameworks [308].

A.3.3 NMR spectroscopy and other analytics

NMR spectroscopy was applied in order to confirm the structure of the in-

termediate products and of the goal compound Np-P4VB. 1H NMR spectra

were measured on Bruker AV-III 300 MHz spectrometer using deuterated chlo-

roform as solvent for the intermediate products. Np-P4VB was analyzed in
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CD2Cl2 to avoid overlapping of the residual solvent peak with the signals of

aromatic protons of the compound. The signals in all spectra were referenced

to the residual solvent peak (7.24 parts per million deviation in frequency for

chloroform, and 5.30 ppm for CD2Cl2). The recorded spectra are in complete

agreement with the respective structures shown in Fig. A.2. The details on

the signals assignment are given in the supplemental information.

The structure of compound Np-P4VB was additionally confirmed by elec-

tron spray ionization mass-spectroscopic measurement using a Varian LC MS

500. Protonated molecular ion and doubly protonated molecular ion peaks

along with a Na+-adduct molecular peak were observed using acetonitrile (LC-

MS grade) as solvent. C, H, and N elemental composition of Np-P4VB was

determined at the central analytical facility of the Chemistry Department of

TUM using either EA Euro 3000 (Kehatech) or Elementar Vario EL. The re-

sults are in good agreement with the values calculated for the structure in Fig.

A.2.

A.3.4 Preparation of emissive polyelectrolyte films

The polyelectrolyte (PE) films were made from Np-P4VB (1 mM) dissolved in

polyallylamine hydrochloride (PAH) dissolved in water (10 or 20 mg/mL) or

polystyrene sulfonate (PSS) dissolved in water (20 mg/mL). Higher dye con-

centrations were also tested but these tended to lead to precipitation (cloudy

solutions) and/or the formation of rough films. Lower concentrations worked

fine in terms of film quality but are, obviously, less luminescent. We then fol-

lowed a recipe similar to that developed in Ref. [323] for monolayer PE films.

A drop of the PAH solution (20 mg/mL) was dropped onto a quartz wafer

that was initially cleaned with concentrated NaOH solution. The droplet was

immediately washed in pure water in order to leave a single PE layer bound to

the surface. The orange films were produced by adding HCl to the PSS solu-

tion to a concentration of 0.01 M (hereafter called PSSo); the green ones were

prepared similarly, but using Zn(NO3)2 (0.032 mM) instead of HCl (PSSg).

190



To produce the blue layers, NaOH was added to a PAH stock solution to

a concentration of 0.01 M (PAHb). The blue-fluorescent sample consisted

of PAH-(PSS-PAHb)×3; the green was (PAH-PSSg)×3, and the orange was

(PAH-PSSo)×3. Finally the white film consisted of PAH-(PSS-PAHb)×4-

PSS-(PAH-PSSo)×2-(PAH-PSSg)×2.

A.3.5 Absorption and photoluminescence spectroscopy

Absorption measurements were performed using a Hewlett-Packard 8452A

Diode Array spectrophotometer, using a cuvette filled with the pure solvent as

the blank. For photoluminescence (PL) spectroscopy we used the 405 nm ion

line of a diode laser operated at an excitation power density of ∼ 1250 W/m2

as the excitation source. The PL was collected by an optical fiber (numeri-

cal aperture ∼ 0.22) and directed to an Ocean Optics USB 2000+ miniature

spectrometer. The efficiency of the system was corrected with either an Ocean

Optics calibrated light source. Photographs of the polyelectrolyte layers were

taken with a Canon Rebel T3i camera.

A.3.6 Photoluminescence dynamics

PL decay traces were taken using an Alphalas picosecond pulsed laser at a

wavelength of 405 nm and nominal pulse length of 40 ps. The PL was collected

using a fiber optic system, passed through a long-pass filter to remove scattered

excitation light, and directed into a Becker-Hickl HPM-100-50 photomultiplier

tube, which has a response time of ∼ 100 ps. The decay traces were obtained

using the SPC-130 module from Becker-Hickl.

A.3.7 Absolute quantum yield

AQY measurements were performed using a home-built integrating sphere.

Blank or sample solutions were placed into a cuvette that was lowered into

the integrating sphere on a magnetic holder. A 405 nm light emitting diode

was used as the excitation source. The PL and excitation intensities were
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captured through a fiber attached to the sphere and analyzed with a cali-

brated Ocean Optics spectrometer. The quantum yield was calculated via

AQY = (IPL,sample–IPL,blank)/(IEX,blank–IEX,sample), where IPL is integrated

photoluminescence intensity and IEX is excitation intensity recorded inside

the sphere. “Blank” measurements were taken with a cuvette filled with DMF

only, whereas “sample” stands for the measured intensities with the dissolved

sample present in the solution.

A.3.8 Lasing

Lasing from Np-P4VB dissolved in DMF was characterized using the double-

cuvette laser cavity inside a PTI GL-302 dye laser. The first cuvette is con-

tained in the main tunable laser cavity, while the second identical solution

is used to further amplify the output (Fig. A.3). The dye laser cavity was

pumped using the 337 nm output of a GL-3000 nitrogen laser operated at 3-4

Hz, with 1 ns pulses having an energy of ∼ 20 µJ. The same mirror set was

used for each sample, with a tiltable grating within the optical path used to

tune the cavity to resonance. The Np-P4VB lasing output power was mea-

sured using a Gentec-EO Solo 2 monitor with a XLP12 thermopile, protected

by an aluminum draft shield, which was allowed to stabilize for ten minutes

before taking measurements.

The sample emission, if present, was attenuated using a neutral density

filter or a set of polarizers and sent to the Ocean Optics miniature spectrom-

eter, calibrated as described above. The spectrometer response function was

measured to be 5 nm using the 442 nm line (bandwidth ∼ 3 GHz) of a HeCd

gas laser. Higher-resolution measurements were taken using a Santa Barbara

Instruments Group (SBIG) ST-8 spectrometer with a tunable grating. The

response function of this system was 63 pm, measured in the same way.
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Figure A.3: Simplified diagram of the laser cavity setup. Cuvette #1 is placed
in the tunable lasing cavity and is excited with 337-nm pulses from a nitrogen
laser. The lasing output is directed through Cuvette #2 for further amplifica-
tion before entering the spectroscopy system.

A.4 Results and discussion

The compound Np-P4VB was synthesized as described in the experimental

section. The 1H NMR and ESI-MS spectra (Fig. A.12-A.16) as well as the

elemental analysis unambiguously verified the chemical structure shown in

Fig. A.1(c). Crystallized from methanol, Np-P4VB formed agglomerations of

long, prismatic needles (Fig. A.4) giving a yellowish–green fluorescence that

peaked around 550 nm. When dissolved at a concentration of less than 2

mM in cyclohexane it instead took on a deep blue fluorescence; dissolved in

dimethylformamide (DMF) the fluorescence appeared teal in color. Addition

of other soluble impurities such as metal nitrates or acids caused the Np-

P4VB to undergo a further dramatic color shift toward the green, yellow, or

red, respectively (Fig. A.5).

The Np-P4VB featured two absorption bands at wavelengths depending on

the solvent and dissolved additive. The short-wavelength absorption (peak 1)

could be shifted from 324 to 366 nm, whereas the longer-wavelength one (peak

2) ranged from 393 to 460 nm (Fig. A.6, Table A.1). For acidified (orange-red

fluorescent) solutions, the concentration-dependent changes became saturated

at a 1:2 molar ratio of Np-P4VB to H+, suggesting that double protonation
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Figure A.4: Crystals of Np-P4VB in transmitted light (left) and fluorescence
(right). The scale bar is 100 µm.

Figure A.5: Photograph of the Np-P4VB chromophore (2 mM) in solution
taken under a black light (a) dissolved on cyclohexane (blue); (b) dissolved in
DMF (teal); (c) dissolved in DMF with the addition of Zn(NO3)2 (green); (d)
dissolved in DMF with the addition of Hg(NO3)2 (yellow); and (e) dissolved
in acidified DMF (orange-red).
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Figure A.6: a) Normalized absorption spectra of 0.07 mM Np-P4VB in DMF
containing various concentrations of Zn(NO3)2. The dashed line shows the
absorption of a 500 mM Zn(NO3)2 solution in DMF. b) Absorption spectra of
Np-P4V in DMF with various concentrations of HCl.

(i.e., one for each pyridine endmember) completes the shift. Significantly

higher concentrations were required for other dissolved ions in order to achieve

saturation (Fig. A.6), likely due to the reaction kinetics and equilibria that

limit the concentration of the dissociated species.

The pure chromophore dissolved in cyclohexane was characterized by a

broad, asymmetric fluorescence peaking at 451 nm (Fig. A.7(a); blue line).

In DMF the fluorescence peaked at 475 nm (Fig. A.7(b); teal line). Upon

addition of Zn(NO3)2 to a chromophore-DMF solution, the peak of the emis-

sion spectrum shifted to 537 nm (Fig. A.7(c); green) while dissolution of

Hg(NO3)2 resulted in a fluorescence at 575 nm (Fig. A.7(d); yellow). Finally,

the addition of an acid (e.g. hydrochloric, acetic, or nitric) led to a red-orange

emission peaked at 591 nm (Fig. A.7(e)). The fluorescence absolute quan-

tum yield (AQY) was 68%, 82%, 49%, 9%, and 25% for the blue, teal, green,

yellow, and red solutions, respectively (Table A.1). The AQY excitation was

the same in every case (405 nm) which aligns with the first absorption band

of the blue and teal samples but was located between the emission bands for

the other samples, thus likely populating different excited states from which a

different AQY might not be surprising. For the Hg(NO3)2 in particular it was

difficult to prevent crystallization even at fairly low concentrations; thus the

especially low AQY in this case might be due to scattering from microcrystals
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in solution [324].

The fluorescence lifetime, τPL, for each Np-P4VB solution showed a single-

exponential decay (Fig. A.8(a)) with a time constant 1.5 to 3.1 ns (Table

A.1). The radiative lifetime τR can be estimated for a two-level system (or one

in which other transitions such as S2 −→ S1 are fast) with τR = τPL/AQY ,

yielding 2.76, 3.02, 6.31, 16.56, and 11.32 ns for the blue, teal, green, yellow,

and red emission (i.e., increasing monotonically with emission wavelength).

Since the emissive species is the same chromophore in each case, these changes

can be expected on the basis of the increased mode density for shorter wave-

lengths according to Fermi’s golden rule, possibly mediated by solvent effects

such as refractive index or viscosity (for example, the visibly higher viscos-

ity of the “nitrated” or acidified solutions are known to increase trans-cis

photoisomerization-mediated lifetimes by restricting molecular rotation [325]).

There was no appearance of a second lifetime component characteristic of

exciplex formation. In contrast to similar compounds without the designed

side-groups [326], these results suggest that the luminescence of Np-P4VB is

essentially excimer-free single-molecule emission since there was no evidence

of additional lifetime components or any significant concentration-dependent

luminescence shifts.

Two absorption bands are a common feature of many conjugated organic

chromophores and are likely related to two spin singlet states S1 and S2, where

absorption and emission occur through the usual continuum of vibrational lev-

els. The redshift upon addition of electron-withdrawing moieties can occur as

a result of their interaction with the pyridine endgroups. Indeed, protonation

of DSB derivatives leads to an increased delocalization of the LUMO across

the whole molecule, which results in a lowering of the excited state energy

[318] [327] [328] [329]. This process should also occur in Np-P4VB to a degree

depending on the electron withdrawing ability of the additive.

As predicted, the emission color of Np-P4VB can be regulated by changing

the electron withdrawing character of the solution, with the additional benefit

of its extensive solubility and resistance to exciplex formation. As the sol-
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Figure A.7: Absorption (dashed) and photoluminescence (solid) spectra of Np-
P4VB in (a) cyclohexane, (b) pure DMF, (c) DMF with 500 mM Zn(NO3)2,
(d) DMF saturated (∼100 mM) with Hg(NO3)2, and (e) DMF with 500 mM
HCl. The concentration of the chromophore for absorption measurements was
0.1 mM, while that for PL measurements was 2 mM (0.7 mM for cyclohex-
ane). The insets show photographs of the luminescence corresponding to the
spectrum for each panel.
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vent becomes more polar or Lewis-acidic the electrons become more strongly

delocalized, causing a decrease in emission energy. Thus, the transition from

cyclohexane to DMF corresponds to a solvent polarity index increase from

0.2 to 6.4 and the fluorescence shifts from blue to teal. Adding Zn(NO3)2

or Hg(NO3)2 increases the Lewis acidity and shifts the emission to green or

yellow, respectively. Addition of an acid (HCl, HNO3, or CH3COOH) leads

to an even stronger effect, with the emission becoming orange or red. The

fluorescence of Np-P4VB can therefore be tailored or designed throughout the

visible spectrum simply by changing the chemical surroundings.

These combined properties suggested that this chromophore may be an

excellent color-controlled lasing candidate. Clear evidence of lasing appeared

in the emission spectra under 337-nm pulsed excitation in the laser cavity de-

scribed in Section A.3.8 (Fig. A.8(e)-A.8(f)). For 2 mM Np-P4VB solutions

(0.7 mM for cyclohexane), the output pulse powers under nominal 1650 µJ

excitation pulses were 400 µJ, 286 µJ, 123 µJ, and 30 µJ, for blue, teal, green,

and red laser emission, respectively. Only the yellow solution did not lase,

due to a combination of low AQY and the formation of microcrystals and

eventual precipitation at relatively low concentrations. The lasing was char-

acterized by an intense emission above a pump threshold (Fig. A.8(c)) of ∼
115− 130 µJ/cm2 (from measurements on new solutions taken several months

apart), a linewidth limited by the measured spectrometer response function

(63 pm), and a beam divergence of 4.0 mrad. The optimum chromophore

concentration was 1.4 mM in order to achieve the highest intensity teal out-

put pulses (Fig. A.8(b)). At lower concentrations, the decreasing amount of

gain medium increases the threshold, whereas at higher concentrations both

increased absorption/scattering and intermolecular interactions typically de-

crease the output power of organic chromophores [330] [331]. That the lowest

threshold was obtained for the teal lasing may be due to the especially good

match between the absorption and the pump laser emission for that case.

In addition to this wide lasing color range, the Np-P4VB is also tun-

able within each color band by changing the cavity resonant wavelength (Fig.
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Figure A.8: (a) Lifetimes of pure, HCl (acid) doped, and Zn(NO3)2 doped so-
lutions of Np-P4VB (3 mM). The small “blip” at ∼ 10 ns is a PMT afterpulse.
(b) Output pulse power of various concentrations of Np-P4VB in DMF. (c)
Threshold behavior of 2 mM solution of Np-P4VB in DMF when stimulated
at 337 nm by an N2 laser. The inset shows a double-slit interference pattern
from the laser emission. Panels (d), (e), (f), and (g) show the Np-P4VB laser
emission wavelengths for blue (0.7 mM Np-P4VB in cyclohexane) teal (2 mM
Np-P4VB in DMF), green (2 mM Np-P4VB/DMF with 500 mM Zn(NO3)2),
and red lasing (2 mM Np-P4VB/DMF with 0.1 M HCl) solutions.
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Emission Abs (nm) PL (nm) AQY τ (ns) PTh (µJ/cm2)
Blue 324,393 451 68% 1.88 240
Teal 330,403 475 82% 2.48 120
Green —,419 537 49% 3.09 320
Yellow —,430 575 9% 1.54 —
Red 366,460 591 25% 2.83 330

Table A.1: Summary of Np-P4VB absorption and emission properties. The
first absorption peak in the green and yellow emission was overwhelmed by
the nitrate absorption.

A.9(a)). The blue lasing can be tuned from approximately 442 to 477 nm,

teal from 465 to 495 nm, green from 505 to 514 nm, and the red from 640

to 705 nm, representing the widest in-situ color range so far reported for any

single laser gain medium. Moreover, if the Np-P4VB is tuned to 442 nm for

blue, 514 nm for green and 700 nm for red, a vast range of the Commission

Internationale de l’Éclairage (CIE) color space is enclosed (Fig. A.9(b)). The

color space achievable from lasing Np-P4VB is much larger than that of the

standard RGB (sRGB; 39.5% coverage) and has an area virtually equivalent

to that of Adobe’s wide-gamut RGB color space (77.6% coverage).

What gives Np-P4VB such a huge range of the visible color spectrum?

One key aspect is the addition of the neopentyl sidechains to the P4VB base

molecule, thus sterically shielding the conjugated molecular backbone. This

both increases its solubility up to 94 mM in DMF (19 mM in ethanol) and

prevents the aggregate formation. Aggregation leads to inter-molecular exci-

plex formation, causing a transition to dimer emission which can severely limit

the achievable lasing wavelengths. An obvious additional benefit of the P4VB

molecule lies in its end-group reactivity. While in this work we demonstrated

only RGB lasing within a set of wavelength ranges for each color, we believe

that the designing the Lewis acidity of the solvent could allow Np-P4VB or

other similarly-engineered chromophores to fluoresce or lase at virtually any

wavelength in the visible spectrum and beyond.

There are several advantages of a single wide-spectrum lasing compound.
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Figure A.9: (a) Lasing wavelengths for Np-P4VB in DMF achievable by tuning
the laser cavity. The lasing intensity was normalized across the different groups
for ease of visualization. (b) CIE 1931 chromaticity diagram showing the
achievable color space from the Np-P4VB laser tuned optimally for 442 nm,
514 nm, and 695 nm, compared with the (Adobe) Wide Gamut RGB and the
standard RGB color spaces.

Incorporating the various solutions into a polymer or polyelectrolyte would

permit fluorescence (and possibly lasing) with extensive color control, pre-

senting a considerable simplification over the processing required for different

chromophore-polymer mixtures. While for imaging and sensing applications a

solution-based and widely tunable fluorescent or lasing medium is of course of

interest, for most light emission applications one needs a solid medium. Here

we demonstrate color-controlled molecular layers emitting over a range of the

color spectrum including white (Fig. A.10). In each case the emissive re-

gion is a Np-P4VB-doped monolayer of polyallylamine hydrochloride (teal) or

polystyrene sulfonate (green-yellow and red-orange; see experimental). Stack-

ing these layers allows a wide emissive color gamut to be obtained, which is

controlled by the number of layers of each color. These results imply that

white emission, or indeed, almost any color, can be achieved in solid as well

as liquid media using a single emissive chromophore.

This work demonstrates extensive lasing color control over a range of wave-

lengths that can encompass almost the entire CIE color space. The protective

sidegroups and accessible pyridine endgroups can combine a good absolute
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Figure A.10: Photograph (raw unprocessed data) of red-orange, yellow-green,
teal, and white polyelectrolyte bilayer films containing dissolved Np-P4VB.
A hand-held overhead blacklight was used for excitation. Corresponding PL
spectra are shown in Fig. A.11. The wafers are 1 cm in diameter.

Figure A.11: Normalized photoluminescence spectra of the teal, green-yellow,
and orange polyelectrolyte films.
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quantum efficiency, high solubility, and minimal inter-molecular interactions,

while permitting a large degree of energy-level control. The same concepts

could almost certainly be applied to other organic systems to contrive mas-

sively tunable fluorescence and lasing. Of course, organic chromophores and

especially the PPV-based polymers can have problems with photo-oxidation

and triplet formation, which implies that the lasing will degrade over time. No

noticeable degradation was observed in the solution samples after 30 minutes

of lasing action (at 10 Hz), but highly viscous solutions made by the addition

of polymer did show photobleaching and quenching of the lasing output. How-

ever, these issues might be minimized or even prevented via the addition of

auxiliary compounds that block triplet formation, as shown for related PPV

structures [332].

In summary, we demonstrate a molecular engineering blueprint for design-

ing chromophores featuring a high solubility, high quantum efficiency, and a

molecular structure that allows unprecedented energy level tunability via sol-

vent interactions. The designed chromophore chosen to illustrate these con-

cepts lases across almost all of the visual color spectrum as a consequence

of simple Brønsted/Lewis acid-base interactions. Only complex and expen-

sive nonlinear devices such as parametric amplifiers can currently match this

method for such extensive laser wavelength control.
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Figure A.12: Compound 1: 1H-NMR (300 MHz, CDCl3, 300 K): δ (ppm) =
6.85 (s, 4H, Harom), 3.56 (s, 4H, -CH2), 1.04 (s, 18H, -CH3). Signals of solvent
impurities (CHCl3, H2O) are marked with asterisk.
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Figure A.13: Compound 2: 1H-NMR (300 MHz, CDCl3, 300 K): δ (ppm) =
6.86 (s, 2H, Harom), 4.57 (s, 4H, -CH2Br), 3.65 (s, 4H, -OCH2), 1.11 (s, 18H,
-CH3). Signals of solvent impurities (CHCl3, H2O) are marked with asterisk.

Figure A.14: Compound 3: 1H-NMR (300 MHz, CDCl3, 300 K): δ (ppm) =
6.95 (s, 2H, Harom), 4.09 – 3.96 (m, 8H, -OCH2CH3), 3.59 (s, 4H, -OCH2), 3.26
(d, 2JH−P =20.3 Hz, 4H, -CH2P), 1.25 (t, 3JH−H = 7.1 Hz, 12H, -OCH2CH3),
1.06 (s, 18H, -CH3). Signals of solvent impurities (CHCl3, H2O) are marked
with asterisk.
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Figure A.15: Compound Np-P4VB: 1H-NMR (300 MHz, CD2Cl2, 300 K): δ
(ppm) = 8.55 (d, 3J = 6.2 Hz, 4H, py − Hortho), 7.75 (d, 3J = 16.5 Hz, 2H,
inner vinylene H), 7.39 (d, 3J = 6.2 Hz, 4H, py-Hmeta), 7.17 (s, 2H, -CHarom),
7.15 (d, 3J = 16.5 Hz, 2H, outer vinylene H), 3.75 (s, 4H, -OCH2), 1.15 (s,
18H, -CH3). Signals of solvent impurities (CHDCl2), H2O) are marked with
asterisk.

Figure A.16: Compound Np-P4VB: ESI-MS (MeCN): 229 [M+2H]2+, 457
[M+H]+, 499 [M+Na]+.
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