L _7 . Biblioth

-du Canada

~ 'National Library ==
c-otCanada...

Ottawa, Canada .
K1AONg - - .

- NOTICE

. The qtélity of this micréforn"‘i is heavily dependentupon the

quality of the . original thesis submitted for microfilming.

Every effort has been made to ensure the_highest qualityof

reproduction possible.

It pages are missing, contact the university which granted
the degree. = . ‘ 1

“Some pages may have indistinct print especially if the

"eoriginal pages were typed with a poor typewriter ribbon or
if the university sent us an inferior photocopy. - : '

’Réprodué\tibn in full orin part of this microform is governed
by the Canadian Copyright Act, R.S.C. 1970, ¢. C-30, and
subsequent amendments. :

-

2que nationale

~ Canadian Theses Service = Service des théses canadiennes

AVIS

La qualité de cette microforme dépend grahdemeht dela’

- qualité de la thése soumise au microfilmage. Nous avons'

tout fait pour assurer une qualité supérieure de reproduc-

- tion, :

~. 8'il_ manque des pages, veuillez communiquer avec:

l'université qui a conféré le grade.

La qualité dimpression de certaines pages peut laisser & -
désirer, surtout si les pages originales ont été dactylogra
phiées a l'aide d'un ruban usé ou si l'université nous afail

parvenir une photocopie de qualité inférieure. ‘
La reproduction, méme partielle, de cette microforme est’
soumise a la Loi canadienne sur le droit d'auteur, SRC
1970, c. C-30, et ses amendements subséquents.



THE UNIVERSITY OF ALBERTA

VIEWING ANALOGICAL INFERENCE

AS HYPOTHETICAL REASONING

BONITA T. WONG

A THESIS
SUBMITTED TO THE FACULTY OF GRADUATE STUDIES
~ AND RESEARCH IN PARTIAL FULFILMENT OF THE -
REQUIREMENTS FOR THE DEGREE OF MASTER OF SCIENCE

DEPARTMENT OF COMPUTING SCIENCE

EDMONTON, ALBERTA
SPRING 1990



* National Libt
’*E : o‘ac'grr:ada rary i du Canada

Bibliothéque nattonale

: Canadlan Theses Sennce Serv:ce des théses canachennec

" Ottawa, Canada
-K1AON4

| NOTICE

’Thequahtyol ihis microformis heavnlydependent upon the
-quality of the original thesis submitted for microfilming.

Every effort has beenmade to ensure the highest quality of -

‘ reproductlon possible.

-} pages are n'ussmg. contact the university whlch granted
the degree.

‘Some pages may have mdastnnct print especually if the

original pages were typed with a poor typewriter ribbon or
if the umversrty sent us an inferior photooopy.

Reprodu*‘tzon in full orin part ot this mlcroform is governed
by the Canadian Copyright Act, R.S.C. 1970, c. C-30, and
subsequent amendments »

AVIS

La qualité de cette microforme dépend grandernent de la
qualité de la thése soumise au microfilmage. Nous avons

tout fait pour assurer une qualité supéneure de reproduc-
tlon : :

Sl manque ‘des’ pages, veuillez commumquer avec,

l'umversuté qui a conféré le grade

La quallté d‘umpress»on de certaines pages peut Iausser a

“désirer, surtout si les pages originales ont été dactylogra- -

phiées A l'aide d'un ruban usé ot si luniversité nous a faxt '
parvemr une photocopue de quahté mféneure. e o

La reproductmn méme pameile de cette mucro!orme est ‘
soumise a ia Loi canadienne sur te droit d'auteur, SRC

1970, c. C-30, et ses amendements subséquents. .

ISBN 0-315-60273-2

NL-339 (. 8804) ¢ S



To my parents

Jeffrey and Eva Wong

v



ABSTRACT

Analog1cal mference 1s the type of reasomng where mferences are made about one
1nd1v1dual based on.comparisons to another 1nd1v1dual Our work aims to express ;
1 analoglcal mference as a type of reasoning called hypothetrcal reasonmg Hypotheucal »
| reasonmg isa k1nd of Jusnﬁed assumpnon-based reasonmg in whrch knowledge in the
fonn of facts and hypotheses are used to forrn theories to explam why a goal mference

ght be true. The theories are Justlfied accordmg to vanous crlterxa The Justlfied
assumpuon-based approach of hyporheucal reasonmg would seem very appropnate to
_ capture the plausrbﬂlty-based nature of analoglcal inference. . . =

In attemptmg to formally charactenze analoglcal 1nference in the paradlgm of
' hypothettcal reasomng, we 1dent1fy two key aspects These aspects are property ascnpnonb-
'and parual equahty Property ascription descnbes the assxgmng of a property to the target.»
1nd1vxdua1 based on the source individual havmg a property A parnal equahty isa relanon'
, between the target and source which Jusufies an ascrlptlon A partial equahty is based on‘
equalmes between propemes of the target and properues of the source.

In order to demonstrate our v1ew of analogrcal mference, we glve a defimtxon for it,
“and 1mplement examples of it, in the TI—IEORIST framework We suggest an approprmte
representanon for domain knowledge and propertles, define hypotheses to capture the key
-aspects, and expres., various criteria for Jusnﬁcatlon of the hypotheses Expressmn of
these cnteraa is explored in both obJect level and metaievel approaches Vanous domams '

| are used for the example problems, mcludmg stones and physrcal systems
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Chapter 1

Introd;uction

1.1. Analoglcal Reasoning | |
Analoglcal reasomng has been the sub_]ect of a great deal of mterest in the past few o
decades, in both psychology and in artlﬁcml inteiligence [Sternberg 71, Kedar-(‘abelh 85a,-
~Hall 87] This type of reasoning is 1mportant to many kmds of 1ntelhgenf reasonmg The
use of analogles is found in sc1ent1ﬁc reasomng, commonsense reasonmg, and learmng It ‘?
s used to compa.re cases in medlcme or law, draw metaphors in poetry, and learn new
solunons 1n problem solving. | | _ | |
| Analog1ca1 reasomng is 1mportant to 1nvest1gate not only because it is v1tal to many"',. :
: other types of- reasomng, but because of its general and fundamental nature Some ‘:.b"
researchers have even proposed that analoglcar processes are an underlymg bmldmg block
of bas1c mtelhgence [Sternberg 74]. As well, analoglcal reasomng is useful 1n provrdmg an :
efficient way to solve problems or learn new concepts. Rather than resolv 1ng a new:'
problem from fundamental prmclples, a reasoner can build on past experuse byj‘ |
hypothesmng a soluuon based on a prev1ous ‘solution. When a new concept is learned
work can be saved by usmg an analogy to an already known concept Analoglcal »‘
'reasomng is aiso. useful for creatlve types of reasomng, such as composmon cr creatmg" :]:f
‘ new scxenufic theones The drawmg of novel correspondences between two concepts can : '_
- Iead to new 11151ghts mto the subject betng 1nvest1gated | " | ' o |
: Some termmology Wthh has become common m descnbmg analoglcal reasomng 1s . .'71

“as fOlIOWS [Hall 87] An analogy is a relatlonshlp of one 1nd1v1dual a target to anotherf 1



E O ]

,mdxvrdual a source. An analogy can. be vxewed as- bemg based on a set of

’correspondences between two domams of knowledge, a target domam and a source' Fir

domam The correspondences are drawn between relanons of one domam and relatlons of i L

the other domaln The set of correspondences is called a map, and each 1nd1v1dual»

correspondence is called a mappmg The basis upon which parncular mappmgs are . |

-determmed is called the justlﬁcatzon (or' ‘confirmatory support" [Hall 87]) for the map

For example, the Justxficanon could consist of selected smulanty or relevance relauonshxps: B

' that hold between relations in the domams, or between 1nd1v1duals 1nvolved m those' T

relatlons.

1.2 Analoglcal Inference

8 Analog1cal reasonmg has: dtfferent variations, dependmg on the type of problem it

. addresses This d1ssertat10n focuses on analogzcal inference, which is the mference ot‘ a

: conJecture about one md1v1dua1 (the target), based on an analogy to another mdxvmual (the

‘ source)

Two mam types of analoglcal mference are 1dent1ﬁed Thg y are analoglcal mference :

. explananon and analogical inference predzcnon In the explanatlon case, a reasoner is ' o

glven a knowledge about the tar;ret and source (1 e., a target déx rmn am:i a source domam) » _:

and a spemﬁc property that is proposed about the target. He is then asked "Is 1t reasonable g
' to mfer the glven property abou\' the target on the basrs of some analogy to the source"" |

A rephrasmg of thlS quesnon could be "If the g1ven property were true about the target L

‘ would there be an analogy-based explanatlon why it would be true""'

An example of analoglcal mference explananon isa questlon ansmg as to whether a s

g l.' _ffcertam techmque of blastlng w1ll be effecuve on an 011 well To answer thls questxon, the :

based on an analogy between the current well and a prevrous well Another example 1s ai

i ‘. ; 011 dnller could see 1f there isan explanauon for assummg the blasnng would be effectxve =



question posed to students about whether they think that in an atom the nucleus m1ght
attract‘ the electron. They might be asked to base their answer on s‘ome set of
co'respondences (i.e., a map ) between the atom and a solar system.

In these examples of analoglcal mference explanation, the inference (goal property) is
specified, and the particular analogical map is not specxﬁed.- _'I'hat is,a map.1‘s estabhshed in .
order to support the goal inference In the prediction case, a goal inference is not; speciﬁed-' :
The reasoner is given onlv a target and a source. The reasoner is then asked' "What :
mferences would be reasonable to predict about the target on the basis of some analogy to ’
the source?”. Any map could be estabhshed and any inferences that follow from that map :
could be made. SR

An example of analogical inference prediction is when an oil driller comparea a
current oil well to a previous one, and tries to prediCt all likely properties of the 'current"well
hased on correspondences (or mappings ) to a previous rvéll The driller mi'g'h't‘. also t:redict
a second set of propemes based on a different map between the two wells, and thus have
two sets of predxcnons between which to prefer Another example is when students are
' c.skcd to hypothesrze all the properties they can about an atom, based on the hint that there
are posmble mappmgs between it and a solar systern Rl

The explanatlon and predlctlon cases of analogxcal mference are closely related For
instance, predxcnon mlght involve having several different goal mferences making |
explanauons for them, and then preferrmg between explananons to see whlch goal _
1nferences are reasonable and hence predicted. It would seem that out of the explananon
and predlcnon cases, the former is the 51mpler case, and hence needs to be understood ﬁrst |
: Thus, in this dlssertanon the focus will be on analogrcal 1nference explanatlon (referred o .

7 ’hereafter as 51mp1y analogzcal inference ).



1.3 . Ahalogical Inference Expressed as
‘ »Hypothe’tical Reasoning

In this dlssertauon analoglcal 1nference is investigated with a focus on its
fundamental nature. The a1m is to formalize a conceptual framework in wh1ch the bas1c
_processes underlymg analoglcal reasoning can be charactenzed DR
One of the most 1mportant aspects about analoglcal reasomng w111 be mvesngated 1ts :
plausibility-based nature. Analogical inference has been referred to as plau51ble mference
[Greiner 85, Kedar-Cabelli 85a] and "heuristic inference” [Hall 87]. These descriptions
emphasize »‘that' an analogical inference does not just follow from facts. It wlll be prOpos"e_d
that tlle plaosibility aspect can be captured by reasoning that uses a'ssumptio.:.ns, a seeohd
type of knowledge that is distinguished ﬁom facts. As well, the assumpu'ons used should
not just be any possible ones, but should be deemed reasonable and have some ju_sﬁﬁcation
for why they are assumed. | | | -
To capture the nature of analogical inference, it is proposed touse a pameular type of :
Justlﬁed assumpuon—based reasonmg called hypothetical reasomng [Poole 86].
Hypothetical reasoning is a paradigm for reasomng where mferences are made
through use of theories. Theones embody knowledge which is assumed for the purpose of
makmg an inference. Hypotheticalareasoning is based ona scienﬁﬁc reasooiﬁé cycle; and
so, in it vanous stages, involves the formation, justification, apphcauon, testmg, and
‘rev1$1on of theories.
The goal then, is to formaliie an expression lof analogical reasoning as l'lypotheticol
v _reasomng It would also be desirable to have the expression be clear, general and

, 1mp1ementable From the above, the thesis for this dissertation is as follows



Analogical inference can be appropriately expressed as hypothetical | réasoning; E |
and such an expression can be done in a_cIear,'genéml, and irrzplementable_ '
 manner. | B

1.4  Overview

In:Chapter 2, some of the approaches which other researchers have_ used for
anaiogical reasoning are eXarnined. In Chapter'3, a framework for'hypothet‘icals reasoning P
called Theorist [Poole 86] is described in detail. Also discussed are some issues in thei -,
framework which must be addressed in order to express a type of reasonmg as hypothencal f
reasonmg Followmg this, in Chapter 4 a representation for domaln knowledge is’
proposed. ‘Two key aspects of analoglcal 1nference are then identified and captured i m
appropriate hypotheses. A hypothetical reasoning framework for anaiog’.'ical _i_n'ference‘
which uses these two hypotheses is then defined. In Chapter 5, two app}r'oaches'to'
_ expressing justiﬁcations-are prOposed with implernented‘e)‘camples dernonstrating Ethc ,
v1ab111ty of each approach Chapter 6 concludes with a discussion of the relauon between.
‘tl this research and other research the contributions of this work and pos51b111t1es for future‘

WOI‘I\.



Chapter 2

Approaches to Analogical ‘ReasOhingv;:l

2.1 Major Approaches |

Research on analoglca.l reasoning has been done from both psychologlcal and
arnﬁcml intelligence perspecuves. The psychology work emphas1zes the cogmtlve aspects
of how people perform in ana]og1cal experiments (a survey of such work has been done by
" Sternberg [Sternberg77]). From the results of such experlements, models of reasomng are
suggested. The following discussion of analogical reasomng will concentrate on artxﬁcr_al
intelligence research and will only.discuss one approach from psychology,"‘ that of Gic_k
and Holyoak [Gick 83, Holyoak 84a]. | - S

In the artificial mtelhgence approacbcs to anarogy, one of the major dxstmcnons for
companng approaches is whether they are data-directed or goal-drrected In the data-
d1rected or bottom-up approach mappmgs are estabhshed on an 1nd1v1dual basxs wrthout
a general 1dea of what the overall map wrll be like. In other words there is no global form
or structure to constrain the mappmgs Rather, mappings are formed based on knowledge
' about each md1v1dual's propertlcf or each property's charactensucs v |
The work of Winston [Wmston 80, Wmston 82] 1llustrates this style of feasomng
Hxs mappmg is done on the basrs of propernes of "Ob]CCtS". For example, he rnatches__
_ Cmderella and J uhet based on thelr common properues of bemg female and being. beaunful -
‘ Another mstance of data-dlrected mapplng is the work whlch stems from Gentner s
approach [Gentner 83 Falkenhamer 86] Eac‘1 property is mapped or not mapped '

: faccordmg to 1ts syntacuc charactenstrcs For example relatxons such as s



greater_phan(pressure(water,beaker),pressure(water,vial))and ‘

;greater | than(temperature(heat coffee) temperature(heat,lce cube))
are mapped based on the order of the relanons [Falkenhainer 86].

A second rna_]or. approach besides data-directed mapping is goal—directed' or top-

down, mapplng. Knowledge such as an abstractxon or a plan provides a general model for .' S

the map Mappmgs are formed which fill a role in, or satisfy some aspect of the gu1 dmg : _

structure. For instance, to constrain mappmgs, Burstein uses relational structures, wh1ch

are groups of related relations [Burstein 86]. Carbonell uses plans such as those used in - o

means4ends'planning [Carbonell 83]. Kedar-Cabelli uses schemas which inc1ude_ the
purpose of an analogy, such as those used for ekplanation—based learning ‘[KedarfCabelli “
85b]. Greiner uses abstractions,_which are schemas for a group of related revlati‘ons_"
[Gremer 85, Gremer 86] | o
In companng data-directed mappmg with goal-directed mapping, one can see that :
each approach has its own advantages Goal-dlrected mappmg may be better in terms of '
efﬁc1ency, smce the gu1d1ng structure focuses the mappmg process. As well the group of :
mappmgs composmg the overall map will more likely be related or relevant to one another -
and w1ll less hkely be a haphazard assortment of mappings. On the other hand the data-:‘? o
dlrected approach is advantageous for novel srtuatlons for which. there are no avarlable
absrractlons or schemas The analogy may be creatively different Or new, so that there are -
no structures abstracted from previous experiences suitable for it. In such a case, data- k:‘
dtrected mappmg would be appropnate | | |

The next sectlons of this chapter will descnbe some specxﬁc approaches to analoglcal

reasomng in more detall Thts descnpt1on w1ll not compnse a hlstory of research in: P

'analogy, nor. the whole spectrum of work that has been done (Helpful overvxews and v_ E

yntheses of the dxverse works in the field can be found in [Hall 87] and [Kedar-Cabelh_-‘

85a]) Rather approaches ‘will be descnbed whtch are relevant to. the work W 1th ‘_ :

' hypothencal reasomng One approach from psychology is descnbed that of G1ck and‘; e



*Holyoak, but the rest of the works described are from artificial intelligence, that 'i._s,: the

works of Winston, Gentner and Greiner.

2.2 Gick and Holyoak: Psychologxcal Aspects of
i | - Analogtcal Inference

In the ﬁeld of psychology, Gick and Holyoak have conducted expenments to observe_
how people use analoglcal situations to solve problems [Gick 83, Holyoak 84a] In one of
| thetr expenments, subJects read two stones, ‘the first with a problem and its solunon the
‘second W1th only a problem Subjects were to propose a solutlon to the second problem
It was ‘then observed whether-the sub_]ects noticed that the stones were analogous, and
consequently used th1$ analogous relanonshlp to infer a similar soluuon B

Gick and Holyoak propose that an "abstractlon operator” acts on analogues to
eliminate their differences and preserve theu' commonalities. In domg this, the opera_tor _
cdnsn'ucts "schemas" 'which‘distinguiSh the differences from the commonalities ' When
: subJects have a schema, it is proposed that they will more readlly dlscern an analogy ‘
' Expenments confirmed that subjects more readlly noticed an analogy when they had
prev1ously done an exermse of descnbmg the commonalities between stones The exercise
was 1ntended to encourage the formation of schemas G

Glck and Holyoak descnbe what an abstracnon operator would accomphsh

- However, a weakness of their work is that they do not g1ve any well-specxﬁed proposals
' »regardmg how an abstraction operator would work Hence thetr work g1ves llmtted
suggestlons for a computanonal approach | ‘
The results of these expenments are mteresung because they suggest that 1f a schema »
:1s v1ewed as a type of Jusnﬁcanon for an analogy, then it could follow that havmg a schema‘:
would mean havmg a stronger Jusnficanon (stronger than havmg no schema) Hence it
| "'would follow that an analog1cal relanonshlp between the two stories is more ltkely to be

assumed 1f there is a schema, as was mdeed founo, ThlS view 1s what a hypothencal



reasonmg approach would suggest i. e., ‘that the schema is a type of knowledge Wthh :
Justlﬁes the Judgement that there is an analogy | | v | iy
Whlle Glck and Holyoak suggest that schemas are 1mportant, they propose that the1r “ ‘
use is optxonal and that their formatlon m1ght be a s1de-product of the formanon of an
analogy Some of their expenmental results indicate that some people 1dent1fied an analogy | 3
without domg a schema exercise. These results are 1nteresung to us in that they emphasxze | =

the 1nd1v1dual differences in the criteria people use to percewe analogies. Hence, 1t would e

seem that an approach which is ﬂexlble in allowing drfferent criteria, or Jusnﬁcanons, is :

1mportant. There seems to be no standard interpretation of what an analogy is. This result :
supports the view that analogy is more appropnately expressed as hypothencal knowledge b_ '

than as factual knowledge.

23 Wmston' Matchmg based on Slmllarlty Criteria
| The concept of a map based on matches between individuals is explored in Wmston sh_: .

work [Wmston 80] The representation, as well as the mapping process, is onented'f :

around ‘objects” of the domain. Objects are matched in different combinations to form "

potentlal mappmgs Each potential mapping is then .‘ranked according to the similarity
between objects. = | | | | g s
‘Similarity is scored according $o a mefric based on the number of common prope rtles"
(attnbutes) of 1nd1v1duals, relanons between md1v1duals, and spema’l "constt&mt" reBauons ) -
An example of a common property that is scored is that of being ina certam A-KIND OF‘ |
”class An example of a constramt relatlon is a relation whtch has been marked a pnon as | ,‘
important by a tutor Causal relanons such as "cause" or caused by" are also constdered )
‘constramt relanons | | | i :

Besrdes the use of vanous sumlanty metncs to determme a best set of matches,

_Wmston also dlscusses the 1nference of a target relanon m answer to a query The system R
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'looks for a subnet of relations wh1ch is related causally to a source 1nstance of the query

Attempts are made to mfer target instances of the subnet relations.. If these mferences are

successful then the quened relation is inferred. That is, the relauon is ascnbed to the target:' '

from the source based on a similarity between the causal structure of the source and target. -

The representauon used is a type of semanttc net Nodes represent "parts“ of a

,suuauon, whﬂe arcs represent relanons between parts. Secondary, or extendmg y

relanons can be "tted to" the pnmary act-spec1fymg relation. An extendmg relanon and the -

arts 1t connects are called a'su lementary descn non" to the rim relatton and its’
P PP pi p! ary ‘

:nodes. The representatlon centers around the nodes, and hence the parts (or ob_]ects) f ‘

: Examples of analogles that are represented are between two stories and between electnc-

current and water-flow systems. o

Wlnston s examples on the Cmderella story and Romeo and Juhet story prov1de

domams Wthh are used in some of the examples in Chapter 5. As well, the heuristic

chosen 1) be unplemented w1th those examples is a sunple, 1nd1v1dual-or1ented data-'

dJrected heunsnc, similar to the style of mappmg 1n Wmston s work The focus of thlS |

: dlssertanon, however, is not on parucular heunsncs, but on thetr role in analoglcal ,

1nference. In contrast ‘while Winston's work suggests many heunsttcs for gutdmg and :

‘ scomng matches, it does not 1nvest1gate the mterpretatlon of these heurlstlcs in the'

_ reasomng process.

2‘.‘ Gentnel" Slmtlarnty Types and Structure mappmg

Gentner s work focuses on dlfferent types of 51m11anty, and the kmds of mappm gs"

: charactenstlc of each [Gentner 83] There are. ﬁve types of sxmllanty she 1dent1ﬁe5' hteral f‘*

sn'mlarmes, analogles, mere appearance matches, anomahes, and abstracnons These types .

L are cla551fied accordmg toa taxonomy whtch depends on two types of propemes bemg

i-dlstmgutshed attnbutes (Wthh are unary relanons) and relanons (Wthh are greater than _
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‘unary relatlons) “For example, COlllde (x Y) is consrdered a relauon, whlle}'

'. large (X) isan attnbute [Gentner 83] A pamcular type of snmlanty 1s 1dent1fied by the“

-propor"on of attnbute mappmgs compared to the proporuon of relauon mappmgs

For analogres Gentner clalms that most of the propemes mapped are relatlons Thc: .

heunstlc she suggests for analogy prefers mappmg hlgher order relatrons which represent e

systems " of relanons For example, the second order relation =

cause (colllde (X, Y) , strike (Y Z) ) is considered to represent a system" Of g

two relauons con51st1ng of the COlllde (x Y) relation and the strike (Y ) relatxon .

[Gentner 83] The cause relatlon has hlgher systemaucxty than a first order relatlon '

: 'such as af fect (X,Y),and hence would be preferred for mappmg

'I'he systemancrty heuristic is part of a structure—mappmg ' approach for analogres

[Gentner 83]. Structure mapping is a style of mapping which consists of three mamv

heunsucs do not map attnbutes, Ty to map relations, and prefer to map rel atrons of hloher' -

: systemaucrty

The structure-mappmg strategy has been 1mplemented ina rule-oased system called |

; ':‘\.‘ -
LG

the Structure Mappmg Engme (SME) [Falkenhamer 86] The system 1s desxgned to be

used for cogmnve srmulatlons As such it is flexible in the sense that vanous sets of -

‘ matchmg rules can be used with the ' engme ' of the system. The. matchtng rules are :

metalevel heunstlcs which: gu1de the mappmg Fori 1nstance, they could estabhsh possrble |

. matches between relauons which are 1dent1ca1 or assrgn scores to dlfferent matches, e. g o

assrgn a hlgher score toa match of hlgher systematlcrty

Maps produced by structure mappmg are. mﬂuenced only by the syntax of the" :

: ,representatlon Though it is acknowledged that there mav be a hrmt to what a mapplng it

strategy can achieve w1thout semanuc cnterxa, the clalm 1s that mappmg can be effectlve'

. based on syntax a.lone [Falkenhalner 86 P- 276]

Gentner s work is hke Wmston s in that both use the strategy of forrnmg matches on e

: a local or mdlvrdual basis." These matches are scored accordmg to vanous crxtena and then



| grouped into global'matches Gentner's work is unlike Winston's (and ours) m ltha't it tloes i ‘
not make 1nferences based on an analogy, but only finds an analOglcal rnap Gent ner's
‘WOrk is related to the work of this dissertation in that dlfferent kinds of srrmlanty relauons [
are based °“ dlffefem WPCS of mappings. In the hypothetrcal reasomng frameworl\ .

d1fferent types of equality relations are justified by different mapping cntena.

2.:'5" _'-‘}Greiner: Formahzmg Useful and Abstractlon based :
' Analoglcal Inference

Gremer makes an important contrlbunon to analogrcal mference by mvesttgaung it
with a formahzed approach [Gremer 85, 'Gremex 86] He gives a loglc-based deﬂnmon of o
| analogrcal 1nference as'a type of plausible inference [Greiner 85]. In plausrble mference,:
mferences cannot be loglcally 1mp11ed from what is known, and they are to be consxstent
wrth what is known In other words, the mference has a loglcal mdependence w1th respect
to the factb | _ | “
Below 1s Greiner's deﬁnmon of plausrble inference for the case where a partrcular

relauon r(X) is to be mferred. The symbol |~ is Greiner's symbol for a plausxble mference

operator.

Greiner's Definit { Plausible Inf
Given: Fisthe setof facts. F is taken to be a set of finite, consistent formulae.
Plausibly infer: r(X) - |
ie. Fl~nX) -
Where _ |
Inference is Unknown:  F | r(X)
inference is Consistent:  F- [ —r(X)

. ‘_ In order to specrfy analogrcal mference, Gremer adds two condxt ons to plaustble L
mference The ﬁrst is that more knowledge is provrded besrdes the facts F. It is glven that ‘

‘an 1nd1v1dual T wh1ch is from the target domam, rs srmllar to an, mdrvrdual S whrch is"
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v from the source domain. Thxs is denoted T~S. An exa.mple of T~S is ﬂowrate“-current or -

' "ﬂowrate 1s hke current" [Greiner 85], where flowrate is in the water c1rcu1t domaln, and :

current is frorn the electric ClI'Clllt domam The second condmon added 1s that the relanon =

| ‘mferred about the target is to be true of the source. For example 1f the relauon r(T) isto bef 3

mfen'ed then r(S) must be true. Gremer calls this the "Common Condmon "

In addltlon to- «ondmons for analoglcal 1nference Greiner- also proposes two

heunstxcs for gu1d1ng the analog1ca1 mference First, the mference is to be "useful" in that |

it helps solve a problern Droblemr that has been posed bya tutor. An exarnple of a problem -

lg "Fmd tha ﬂc, wrate" ‘which could be represented as ProblemT = ﬁnd—flowrate(plpe-b X)

[Jackso'a 86 3-

- Second, 'the'relation to be inferred is to be an "abstraction " An abstracnon is a_

relauon that corresponds toa group of facts that can be used to solve some set of problems .

One example of an abstraction is the RKK abstractmn which is the generahzanon of

-Ohm's law for electnc current and Klrchoff's law for water flow Abstractlons supply a

| predeﬁned groupmg of relatlons that are relevant to one another. An abstractlon helps B

gulde the mappmg process m the cho1ce of appropnate relatxons to map, and in; the- :

approprtate 1nstant1auon of arguments of relatlons

Gremer expresses the requlrement that the goal relation be an abstractlon by the

condmon that F |= abstForrn(r), where "abstForm" stands for "abstractlon formula" An E

abstractlon formula is deﬁned to be an atormc fonnula whose relation is an abstracuon An o

abstracnon forrnula for a relatxon Tis true when T 1s an atomlc formula, and T 1s a relanon

whlch 1s an abstraction [Gremer 85 p 56] That 1s,
abstForm(r) Iff atomlcFormula(r) & abstractlon(relatlon(r))

where atomlcFormula xs a metalevel predlcate Wthh selects a
: : - . subset of syntactically legal formulae,
: relatlon - “is afuncticn which is both metalevel and
he e second-order and maps formulae into relatlons

N ~abst.ract|on:';['fv YIS a second~order predlcate WhICh selects a subset of the relatlons;‘ :
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Greiner's definition for useful and abstraction-based analogical inference is as

follows.

Greiner's Definiti f Useful and Abstraction-t | Analogical lnt |
| 'G"iven: Fis the set of facts,
T8,
Problemy is a problem relation in the target domain.
Analogically infer: 0]
e, FUTS |~ D
‘Where .
. Unknown: F [ /(T
Consistent: F | —(T)
Common:  F |= /S)
Useful: F U {i(T)} |= Problem
Abstraction-based: F |= abstForm(r(X)).

Note that the above definitions are Greiner’s defimnons for unary relations. He also
‘-proposes extended deﬁnmons for n-ary relatlons, though these are not shown here

Gremer s Work contnbutes a non-procedural view of analogical reasomng, whereas

the great maJonty of work in the field has been from a procedural point of vrew As well

: the example of his log1c-or1ented methodology is important for the approach of this

' dxssertanon His approach to formahzmg analoglca.l inference is a major 1nﬂuence on thxs

' work HlS charactenzatlon of analogxcal inference as plausible mference is paralleled by the_

charactenzauon of analog1cal inference as hypot‘hetacal mference However the condmons
. ‘_used to characterlze analogical mference ina hypozhetlcal reasomng fmmework are dlfferent

o from the condltlons which Gremer uses in his framework As well, the focus of Gremer S

work is drfferent in that it is concemed with suggestmg particular heurtstxcs to guide the

s analog1ca1 lnference, such as the useful and abstracnon-based heuristics.
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2.6 Discussion and Motivation

‘The examples of work described demonstrate that there are a great variety ‘of:

.apprOaches to analogical reasoning. Many of these have focused on different ’ways‘to o

dcternune maps Data-d1rected and goal- d1rected approaches to mappmg have been two : -

: ways suggested As well mulnfanous srmllanty metrics and mapping cntena have been

put forth For example relatlons [Gentner 831, atmbutes [Winston 80], causes [Wmston

80], purposes [Kedar—Cabelh 85b], and roles [Burstem 86] have all been emphasrzed m'

" turn by vanous mapping schemes. Cntena whlch emphasxze semantlc aspects have been :

B suggested as well as criteria wh1ch empha512e syntactlc aspects Whlle the development

~and refinement of such heunsucs is 1mportant the plethora and variety of them can mcrease :

the complexlty and confusmn in the field of analogacal research.

Rather than add to thlS complexrty, it 1s desrrable to have a different d1rect10n of

| 'mqulry ThlS d1recnon is to "boxl down" the analogical mechanism to its S1mplest form, in ’_

‘ order to 1nvest1gate its fundarnental nature The aim is to exphcate a framework w1thm

Wthh mappmg proresses, whatever they be, can operate. That is, a framework 1s desu'ed

: whlch 1s general and flexible enough to express different heunstlcs, and yet represents av,,

, prmcrpled exphcxt view of what role these heuristics play in the reasonmg process The

goal then, is to formalize a conceptual framework in whlch fundamental processes

' underpmmng analogical reasoning can be characterized.

Such a framework'could be a reaSOning paradigm that is even'rnore baSic and general N

than analoglcal reasomng If analoglcal reasomng is viewed as an expressmn of such a

Paradlgm then it would seem to be not the result of a spemallzed mechamsm wntten S

especmlly for analogy, but rather the result of a more general process whlch uses.‘

3 :jknowledge specxfic to analogy In addmon, if the framework can charactenze other =
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mference processes (e.g., default reasomng, dlagnostlc reasomng, plannlng), it would gwe

_a basrs for 1ntegratmg those types of reasoning w1th analogrcal reasomng

There has been little research Wthh has made use’ of a more general paradlgm tof'

express analog1ca1 mference Two mstances that do are Carbonell's work w1th plannmg in. -

a means-ends style [Carbonell 831, 'and»Kolodners work with operauons onepxsodxc_' ‘

: memory structures [Kolodner 85]. Itis the Theonst framework Wthh has been chosen for o

, the current research -This framework is believed to have the generallty desrred and yet be .

51mple and sulted to analoglcal inference. Theonst will be described in detarl 1n the next

" chapter.



Chapter 3

Hypothetical Reasoning in Theorist

In this chapter the Theorist framework for hypothetical reasoning is discussed. First
its description and definition are given. Then, concems are discussed which are ithportaht
to characterizing reasoning as a type of Theorist inference. Following this, Jackson’s work

on abstractioh-based analogical inference in Theorist [Jackson 86] is described. g

3.1 Description of the Theorist Framework

Theorist is a loglc—based framework for hypotheuca.l reasoning. ThlS frarnework
prov1des a spemficatxon fora logic programrmng system. Theories are consu-ucted in orderv
to infer a goal inference. Theory-based mferencmg is called explananon |

Explanatlon has two main aspects. The first aspect is that Theorist dlstmgulshes a
second type of knowledge besides factual knowledge. This type 1s assurnable or
hypothencal, knowledge. Whereas factual knowledge i is certain and needs no Just_lﬁcatlon,-- |
. assumable knowledge can be refuted, and ne'ed.s justification to be used. A Th_eorist
knowledge base can contain both these types of knowledge. The hypothetica'lhlzcno{vledge '
is 1n the form of schemas, or templates for hypotheses known as posszble hypotheses,
‘instances of whlch can be used as hypotheses. _ ‘

T'ne second aspect of explananon is the method by whlch goals are mferred Theonst
'} rcollects 1nstances of facts and possxble hypotheses whtch can ‘be used to logtcally 1mp1y a

' ‘ goal The set of instances of possible hvpotheses which are used consntutes a theory

17
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Instances of hypotheses need to be _]usnﬁed before they can be mcluded in the ﬂenent
theory being constructed The usual Jusuﬁcanon is conmstency. That is, the theory must -
be con51stent with the facts. Hence, a new hypothesis instance will not be accepted 1f it
causes the current theory to be inconsistent. Other Jusnficanons may be requlred
dependmg on the type of 'problem‘ or reasoning. |

,"I'he}fovllowing is a summary of the terminology.

@G is the goal. Itis a set of formulae to be explained. The
formulae are assumed to be ground formulae.
F is the set of facts. It is the set of formuiae known to be true inthe -
world being represented. Fis to be a consistent set.
A is the set of possibie hypotheses. These are
assumptions that are available for assuming.
Th isthe theory used to explain G. It is a set of ground instances of elemehts of A.

Using the above terminology, the following is a definition of hypothetical reasonin g
in Theorist.
Given: Fis asetoffacts

Gis agoaltobe inferred
A is the set of possible hypotheses

Find: a theory Th, a set of instances of members of A, such that
FUTh|=G

Where:
* Justification criteria for the theory are met.
(Eg.. Theory is consistent: F U Th is consistent.)

The current 1mplementauon of Theonst can handle full first order clausal loglc, and is

;1mp1ernented in Prolog Note that the possible hypotheses are assumed to be supphed to
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I

the knowledge base by the uses: That is, the dynamic creation of hypotheses is not
addressed but rather the focus is on the use of hypotheses for constructing a theory :

The syntax used for facts and hypotheses in the Theorist knowledge base is: - '

fact <clause>.

hypothesis <hypothesis-name>: <clause>.
where <clause> is a clause asin Prolog The first item of syntax indicates that the clause is
an element of the facts F. The second mdicates that for every mstance of the hypothe51s

name, the clause is a member of the set of posmble hypotheszs A. Hypotheses are named

in order that they can be referred to, and so that significant variabies in the hypothe51s can :

be indicated as arguments of the hypothesis name [Poole 86].

3.2 Viewing Reasoning through the Theorist Lens

There are certain concerns that are important for deciding how to express' a type of

‘ reasoning as Theorist-style reasoning. The key issues are disunguxshmg what knowledge

is factual and what is hypothetical, and determining what Jusuficatlons and preference _

: cntena are needed for theories. These aspects are bnefly d1$cussed, in order to provxde the
background and context for casting analogical inference into Theorist.

One of the mamtasks lies in examining the pamcular type of reasoning in t;ueStiton,
~ and determining what knowledge is suitably expressed as facts, and what as h’ypotheses;i
In particu_lar; the knowledge cast into hypotheses often seryes as a key to capturing the

nature of the reasoning.

: For example, in default reasoning, hypotheses represent defaults. Defaults consist of -

knowledge Wthh can be assumed as long as it is consxstent to do so, or, in other words as

‘ long as there is no ev1dence to the contrary For temporal reasomng, hypotheses can

represent frame axioms and therefore descnbe aSpects ofa sxtuatlon assumed to remam the

. same from one ume mterval to the next. For mstance it could be assumed that a person is



sall ahve ina situation that follows an acnon, eg., a gun firmg In medlcal d.tagnostlc
reasonmg, hypotheses might represent the assumpnon that a patienthas a certam sxckness
based on observed symptoms. In educational dragnosuc reasoning, similar hypothesesv.
| mlght descnbe learning dlfﬁculnes of students. |

Below are examples of 51mp1e hypotheses for such types of reasomng'

For default reasoning: hypothesis sun_rises_on(Day).
’ hypothesis flies(X) <-— isa_bird(X). ,

For temporal reasoning: hypothesus ahve(do(Achon Situation)) <-- ahve(Sttoatlon)
For medicat diagnosis: hypothesns has _flu(X) <-—- fevensh(X), congested(X), has aches(X).
' For educatiornal diagnosis: hypothesis  diffic_with _subtractlon_of_wholes(X)
<-- has_certain_test _results(X).

'As will be seen, in the work on analogical inference, one hypothesis' (the property
fascnptlon hypothesis) will represent the assumption that the target has a certam property
'ascnbed to it, based on companson w1th the source, and a second hypothe51s (the partxal |
equahty hypothesxs) will represent the assumpnon that the target and source are related by a
type of pamal equahty Such hypotheses will be described in detail i in Chapter 4. |

Another important 1ssue in hypothetical reasomng is theory preference There are
two, often overlappmg, aspects to theory preference The first concerns the ]usnf catzon of
theo'r‘ies}. 'Justiﬁcation is based on criteria for judging whether a theory is acceptable, or
~ valid (i.e., preferred to no theory at all) The second concerns the ranking of theorie‘s.
,Rankmg is based on criteria Wthh is used to _]udge between theones to prefer one

acceptable theory over aﬁother In the work of this dlssertatton the concern is mamly with
K _]usttﬁcanon, leaving ranking to future work. ‘
Detertmmng the type of Justtficanon for 3 hypothesrs is an mtegral part of
7 | charactenzmg the hypothesxs W‘ten exammmg Jusuficauons, itis possxble to dtstmgmsh
:between object Ievel and metalevel Justlﬁcattons For example, m the followmg“ :

y vhypothests.



hypo’thesisv has_flu(X) <-—- feverish(X), congested(X). has_acheS(X),

' the mdxcanons of bemg feverish, congested and havmg aches are object level Jusuﬁcanons

| for assurmng that the individual X has the flu. The Jusnﬁcauons are object | level in that they

SN

are expressed as ob_]ect level relatxons Poole [Poole 87] suggests that this type of :

hypothe51s be called a conjecture and the Jusuficatlons be called ev1dence In contrast B

some hypotheses have no object level justifications; this type of hypothests can be called a_

default. - For example, the following hypothesis is a default in that there are no object level -

justifications required for assuming that the sun rises on some particular day:

hypothesis sun_rises_on(Day).

Either conjectures or defaults might have metalevel Justifications if there are certain‘

cntena reqmred of it which are expressed in the metalevel (e.g., procedurally) For‘_’

exarnple, both con_]ectures and defaults could have a con51stency requlrement wh1ch 1s'._f

expressed as a procedural check ‘Hence, con51stency 1s an example of a metalevel -
Jusuﬁcanon Other examples are criteria which depend on the syntax of the representatlon =

language 'For instance, syntacuc criteria for analogles could include the number of or' )

degree of mapped relations.

Justxﬁcanons can also be distinguished along the lines of whether they are global or

Iocal in nature Global Jusnficatlons are requirements for the theory asa whole ie., they“:

consntute a property for the entire set of hypotheses Cons1stency can be seen as an

‘example of global justification. Local Jusuﬁcanons are requlrements spec1fic to a pamcular

‘ hypotheSIS (As will be discussed later, one of the key hypotheses, i.e., the partlal equality LEe

2y f'pothesm, has a local justification.) ‘
" For thlS dlssertatlon, the challenge is to formulate appropnate facts, hypotheses, and

~ Jusnﬁcatlons for analogxcal mference in order to express it effectively in Theonst.
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3.3 Jackson: Hypotheses as Abstractlons for Analogy
‘f The goal of Jackson's work [Jackson 86] is to specrfy Gremer' s useful abstractlon~ )
batsed analogrcal inference: [Gremer 85] in the Theonst framework. He proposes a
deﬁmuon in the Theorist framework whlch parallels Greiner's definition. v -

| In order to represent the problem-solvmg focus of the 1nference (Gremer s Useful
Condmon), the problem is expressed as the consequence ofa fact. The antecedents of that
fact express the condmons for solvmg the problem One example of a problem from the
water circuit domam is "Find the flowrate”. A factis  used to mdlcate that one can solve for
the flowrate at devicel ifitis connected to device2 in parallel and if Kn'choff s Flrst Law
Kirchoff's Second Law, and Ohm s law hold. This can be expressed by the followmg
fact, where C i is a current-like function, V a voltage-drop like function, R‘a resistance

function, and L a load device set (e.g., resistors).

‘ fact can-solve(C Dev1) <- connected(Dev1, Dev2, parailel) &
ki(C) &
ksl(\) &
onms(C, V, R, L).
In Jackson's example, ksl(V) and ohms(C, V, R, L) cannot be proved from facts.
However the below facts are known, where rkk(C, V, R, L) represents the RKK

. abstraction, which is a generahzatron of Ohm's law and Kirchoff's law.

fact ksl(V) <- kk(C, V).
fact Kk(C, V) <- Kk(C,V, R, L).
fact ohms(C, V, R, L) <- tk(C, V, R, L).
Hence, if the abstractron relatlon rkk(C V, R, L) could be assumed the problem
; --'could be solved. It turns out that the relation can be assumed, since the possxble hypothes1s ‘

- | below has been supphed

hypothe5|s rkk(C V R, L).
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As can be seen from the example, an analogy i is established through the assumptron

“of an abstracnon for a target domain, which is lcnown to apply to a source domam (1 e.,’

Gremers Abstractxon Condrtlon) For example, if the variable C was: 1nstant1ated by

current from the source domam and by flowrate from the target domam ‘then an

analoglcal correspondence would be drawn between current and flowrat e.

As can be seen from above Jackson uses hypotheses to represent Greiner' s

abstracuons. When an mstance of a hypothesrs is assumed thxs mumcs the use of an

abstracuon When a possrble hypothesis is instantiated by target domam 1nd1v1duals, thxs_" -

mimics the target instantiation of an abstraction.

Though Jackson gives suggesnons for the implementation of his approach he does"

not actually implement his spec1ficauon. Be51des his suggesuon for expressmg a useful _

and abstraction-based appxoach Jackson also suggests heunsucs for theory preference m' .

analog1ca1 mference These include preferences for theones Wthh are sunpler and have

: more predlcmons, i.e., logical consequences whxch can be shown 1o be'true.

Jackson s work on analoglcal 1nference is the ﬁrst attempt at exploring analoglcal 5 |

reasomng in the Theonst framework. However the work of this dissertation has not been' .

srgmficantly mfluenced by Jackson s approach. As will be clearer - later the two -

approaches have major differences (the twe works will be compared in Sec. 6. 2)



| Chapter 4

A Hypothetlcal Reasonmg Framework
V‘For Analoglcal Inference

In thlS chapter, a hypothetical reasoning framework for analogical mference is
_descnbed Sectlon 4.1 examines the concept of a domain of knowledge, and presents a
representatlon for this concept Section 4.2 describes two key hypotheses for

characterizing analoglcal inference. Section 4.3 gives the overall definition of analoglcal

mference in Theorist.

4.1 Knowledge Domains

- 4.1.1 The Domam Concept

| In order to draw an analogy between a target and source, knowledge about the target

is cornpared with knowledge about the source. Hence, a body of knowledge concemmg

the target is needed as well as a body of knowledge concermng the source That is, a

target domam and a source domain are needed Conceptually, a dornam isa set of |

s relanons that is assoc1ated w1th a parncular 1nd1v1dual Such relauons are called propernes

of the 1nd1v1dua1 in questlon | | | ‘ ‘

‘ For 1llustrat10n, suppose the followmg assorted collectlon of 51xteen relatxons 1is

. _ ,known The relanons mvolve vanous astronomlcal ob_]ects people, and other thmgs .Thej :

‘relattons are not shown in any partxcular groupmg or order (but are grouped in fours for*‘ e

| readablhty) ~ - o . o |
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shields agamst(atmosphere meteontes)
orbits(planet, sun).

sibling(sally, |oe, bob).

votes for(joe mulroney)

»orblts(moon planet) L :
perpendicular_| to(equator rotation_ ax:s)
favorite_ activity(TVwatching, grade6student).
favorite_topic(solarsys,’ gradeSStudent). ‘

are_parls_ of(sun planet, moon, solarsys)
moves(solarsys)
humorous(joe).
generally_well_behaved(grade6student).

‘are_parts_of(gas_;cloud, solarsys, galaxy).
employs(Univ_of_Alt, joe).

job(prime_minister, mulroney).

prepares_for(teacher, grade6student, juniorHighSchool).

Out of the above relations, ceiiain ones may be deemed relevant to descn'bing a’ solaf .

system, for example Such relauons could be spcmfied as part of a domam for a solar

system. One possxblhty of such a domam con51sts of the followmg relations:

moves(solarsys). -
- orbits(planet, sun).
- orbits(moon, planet).
are_parts_of(sun, planet moon, solarsys)
are _parts of(gas cloud, sciarsys, galaxy).

For a dxfferent 1nd1v1dua1 a dlfferent domain would be specified. For mstance a

domam fora planet rmght be specified to con51st of the followmg relatlons

- orbits(planet, sun).
. orbits(moon, planet).
- shields_ agalnst(atmosphere meteontes)
.- . perpendicular_to(equator, rotation_axis).
R are, _parts of(sun planet moon, solarsys)
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Other examples of dornams that could be drawn from the assortment of known

relauons are:

~ are_parts_of{gas_cloud, solarsys, galaxy).
- generally_well_behaved(grade6student).
- favorite_activity(TVwatching, grade65tudent)

- favorite_topic{solarsys, grade6student).
prepares_for(teacher gradesstudent, juniorHighSchool).

~ sibling(sally, joe, bob).
employs(UnivAlt, joe).
votes_tor(joe, mulroney).
humorous(joe).

Not1ce that a partlcular relation can be in more than one domain. For mstance, the
relauon s:.bl:.Lng (sally, joe,bob) could be in three domains, i.e., m the domams for
Sally, Joe, and bob. The relatlon are_parts of (gas cloud, solarsys, galaxy) lS in
both the domam for solarsys and the domain for galaxy The relauon : |
orbits (moon, planet) is in the domam for solarsys as well as the domam for planet

It should be emphasized that a domain for an individual X is not merely the collectlon ,
of relattons that has X as an argument Rather, a domain embodles knowledge about what
relatlons describe charactenstlc properties. In other words, a domain does not contnbute
an mdexmg scheme but rather a type of knowledge that drffers from the knowledge found'
in the relauons themselves To underscore this point, the following examples are given.

Whlle the relauon votes_for (joe,mulroney) has mulroney as an argument vlt |
vprobably would not be 1ncluded ina domam for mulroney. This is because wh11e 1t mi ght':
be sultable to mclude knowledge of who Joe voted: for when descnbmg J oe, thls: ,
o knowledge generally would not be m a descrlptlon of Mulroney A sxmllar example 1s"

o favorlte toplc (solarsys, gradeGstudent) Wthh would be relevant to a domam for_

‘ Grade 6 students, but not for solar systems Yet there are cases, perhaps the majonty, '
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where a relation having solarsys as an argument would indeed be relevant to solarsys" -

‘domam It is up to whoever specifies the knowledge base to judge: wh1ch relauons are3

'relevant to a domain and Wthh are not. Thrs Judgement is what is expressed through the

concept of a domain.

‘Besides the case where a relatron has an 1nd1v1dua1 X as an argument but is not

surtable for its domam there: is the opposite case where a relation does not have an
argument X but is suitable for X’s domain. For example,
shields against (atmosphere meteorites) is incltlded in the domain for va'playlnet
: even though planet is not an argument of the relation.. Knowledge about domams is
needed SO that relevant relations are not rmssed out. o
"__I‘he above examples illustrate the need for knowledge about domains, " about
| associations between individuals and relaﬁons. One remaining issue is how to‘represent

this knowledge.

4.1.2. "Representing a Domain

In order to represent domains, a domain relation is mtroduced A domam relauon is

a relatron of the form dom(X, Pr0p), where X is an mdrvrdual and Prop 1s a first order‘

relatron Prop is sa.td tobea property of X. A domain Dx for an md1v1dua1 X consrsts of :

the set of its ‘assocrated relanons Prop;. Thatis, Dx = { Propj | dom(X, Prop,) }

Thedo_main for a solar system, following the previously given example, would be:

Dsolsys
=" { Prop;j | dom(solsys, Prop.) }
= {moves(solarsys),

‘orbits(planet, sun),
- orbits(moon, planet) ‘

. are_parts_of(sun, planet, moon, solarsys),
“are _parts__of(gas_cloud solarsy_s_ galaxy)}

: Usmg the domam re'atron, the followmg facts ‘can now be: added to the Theonst

database in order to represent a domam for a solar system.



' % DOMAIN FOR SOLSYS
fact dom(solarsys, moves(solarsys)).
fact domy(solarsys, orbits(planet, sun)).
fact dom(solarsys. orbits(moon, planet)).
“fact dom(solarsys, are_parts_of(sun, planet, moon, solarsys)
fact dom(solarsys, are _parts_of(gas_cloud, solarsys, galaxy)).
Now that the concept of domains has been introduced, and a way to represent them,

 the analogical inference which acts upon such domains will be examined.

4.2 Hypotheses for Analogical Inference

4.2.1 Two Key Aspects of Analogical Inference
The key intuition behind a formulaﬁon of analogical inference is that the plau_sible
| reasomng aspect of itcan be captured in two simple hypotheses |
The ﬁrst hypothe51s captures the aspect that the property to be mferred 1s camed:
over or transferr " [Burstem 86], to the target from the source. To account for the case
| where the property to be inferred i is not exactly the same as a property in the source the
.property is sald to be' ascnbed" (rather than "transferred") to the target. A hypothe81s that -
captures thlS ascnbmg ofa property to the target 1s called a property ascnptlon hypothesrs
This hypothe51s will be descnbed in more detail in Sectlon 4.2.2.
The second hypothe51s captures the aspect that the source and target are plau51bly
related ina manner which justifies the ascnpnon of a property between them ThlS relanon
v between source and taraet could be named ' ascnpnvely-related" or analogous or
"51rmlar w1th ~Tespect to the analogy". However, the name "pamally equal” 'wm be used to
'ernphaszze the point that the ascrxptwe relatlon is a type of equality. A hypothesxs which
o captures the conjectured analoglcal relatxonshlp between source and target 1s called a pamal‘f. :

B :equahty hypothe51s ThlS hypothesrs will be dlscussed in more detail in Secnon 4. 2 3



'4.2.2 The Property Ascription Hypothesrs . |
Iti is desired to arrive at a surtable specrﬁcauon of property. ascnpnon for analogrcal :

1nference. The concept of ascription starts from the 1dea that a property can be attnbuted to -
the target based on two aspects. The first aspect is that some relatxon holds between the -
target and source The second aspect is that the source has some property whlch can be.

ascribed or transferred over. These two aspects can be expressed as follows:

dom(Target, Properly) <-- dom(Target, some_reln(Source, Target))
& dom(Source, Some_property)

where "some_reln" is replaced by some relation, and "Some_-_proper_ty" by ’some]property.
- The following are examples of instantiations of this knowledge: | |

dom(laundry. shrunk(laundry)) <-- dom(laundry, soaks m(laundry, water))
& dom(water very hot(water))

dom(robert dark haured(robert)) <-- - dom(robert, son of(robert bob))
- & dom(bob, black_haired(bob)).

However, nelther of these two cases is an example of what is desrred to. be conveyed I
by the term -ascription, i.e., analoglcal ascnpnon In order for the ascnptxon to be of an
analoglcal nature, the relationship between the target and source should not be Just any one
such as soakmg in or ‘being the son of but one that compares the target and source 3

Examples of comparatlve relanons mlght be: equal similar, analogous, mverse m1rror-_

1mage, opposite. These cornparatlve relations can all be thought of as bemg equahty based S

That is, they have meamng with respect to how much is equal (or what .n partrcular 1s"‘ .

-equal) between the 1nd1v1duals bemg compared

Even a comparatlve dlssumlanty can be measured by how few properues are equal in o

the two md1v1duals bemg compared For example, Gentner defines an anomalous relauon L
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to hold when there are few properties that are eqnal between the target and sou_rce [Gentner 3
83]. | .
‘ An 1mportant quesuon 1s how different types of equahty-based relanons are defined i
and expressed This quesnon will be addressed in Sectxon 4.23. For now, the role whrch v |
| equahty-based relations in general play i 1n property ascnptxon w111 be exammed

Instead of the prev1ously shown expressmn of ascription which requlred 'some

_ relatlon" between the target and source, there i is now the followmg

dom(Target Property) <= dom(Target some_equality_ based_reln(Source, Target))
i . l & dom(Source, Some_property)

where "some_equality_based rein" is replaced by some equality based relation; Beyond ‘ ‘:‘ |
this expression of ascription, however onefnrther'refinernent is still needed. While sorne “
: equahty-based relanon is needed there is a restriction that it cannot be the tradmonal :
Qequahty (. e full equahty, or 1dent1ty) Th1s is because part of the definmon of analogy -
: is that the target and source are not the same Indeed jt can be seen that if a full equahty; g
‘was used for the equahty-based relation, the ascription 1nvolved would be certam to the,
x_pomt of the inference process being deductive. - This would then contradlct the non—‘ ‘

deducuve nature of analogy. For example, consider the followmg. :

dom(robert black hanred(roben)) <-- dom(robert equal(bob, robert)).
: & dom(bob black _haired(bob)).

In this case, the corclusion that Robert has black haJr isa certain one. Itis based ¢ on Robert .'
(actually belng ldentlcal to Bob (. €., one md1v1dual is referred to by two dlfferent names orv -

‘. _ ahases) It is known fora fact that if Robert is equal to, Bob, then whatever property Bob:: | .
has Robert has ‘Such a case does not consntute an analogy T

JIt is proposed therefore that property ascnptlon depends not only on sorne o

-“ equallty based relat1on" (as was expressed earher), but rather on some equalxty-based”: -
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relation that is not full equality. Such a type of relation will be called a partial equrzlity

relaton.

- Property ascription is now expressed as:

dom(T arget Property) <-- dom(T arget some_partial _equality_reln(Source, Target))
& dom(Source, Some_property).

‘where "some _partial_equality_reln" is replaced by some partial equality relation. Below is
- an example of such an ascription. For brevity, the name of the relation will be changed-
from some_partial_equality_reln to equal_partially. The' equal_pamally ‘name can be

thought of as a common label for different possible partial equality relations.

dom(robert, black _haired(robert)) < dom( robert, equal_partially(bob, robert))
& dom(bob, black_haired(bob)).

Now that a suitable specification of property ascnpuon has been establlshed there
remams the quesuon whether it should be expressed as a fact ora hypothe51s in Theonst
If‘ascnpuon was based on full equahty_lt would be viewed as a fact. But smcext is not, it
could be argued that it is best viewed as a hypothesis. For exarople, let us aay that it 1s
known that Robert is almost identical to Bob in that nearly all the: propertles of Robert and
Bob are equal However, even 1f it is known that the two individuals are almost 1dent1ca1
it still cannot be certain that, just because Bob has black hair, therefore Robert does also It
can only be assumed that Robert has black ha1r Of course, the stronger the parnal'
equality, the stronger the justification for assuming that Robert has black halr, but the
conclusxon is still an assumpuon ‘ : |

~In other words, since ascription is justified by a relation w-‘.ker than full equahty, it

,‘1s weaker than a fact. Hence, it is proposed that property ascnpnon be expressed asa .
'hypotheSIS Fmally, the following formulauon of property ascnptlon is estabhshed (where :

| property_ascnpnon(Target Source) is the name g1ven to the hypothesxs)



+ hypothesis property_ascription(Target,Source):
: dom(Target Property) <-- dom(Target, equal _pamally(Source, Target)
& dom(Source, Some _ property).

As can be seen, the pamcular property ascription depends a great deal on the
partwular pamal equality. The next quesnon concerns what the deﬁmuon and expressmn-

ofa pamal equality relation depend on. This concem will be addressed in the next secuon

- 4.2.3 The Partial Equality Hypothesis

- Partial equality relations capture the co.nc:ept that two individuals are not ekactly .
'1dent1cal and yet correspond i in some manner. "Pamal" describes the aspect that the sets of
- properties of two individuals are partially equal but not completely equal, as would be the
case if the two md1v1duals were equal. In other words, scme of the properues of one .
individual are equal to properties of the other’individual but not all the properties are equal.

D1fferent partlal equahty relatlons can be deﬁned by. dlfferentlatmg various
charactenstxcs of the properties Wthh are equal Two such charactensues are the amount
and type of properues For instance, a large proportlon of properties bemg equal might
d1$ungulsh a different partial equality relation as opposed to a small proporuon bemg equal
(e.g., "similar” as opposed to "dissimilar"). The exact defimuon for these relatlons would
depend on further criteria for dlsunguxshmg large and small proportlons |

For another example, types of properties, such as attribute-type or relation~type;
might be used to distinguish.partial equalities. Gentnet [Gentner 83] uses attributes and ‘
relations to define a taxonomy of comparative relations which include: anomalous,
analogous, sm:ular, metaphorical, and hterally similar. If there is only a small prOporuon of
v propemes wh1ch are equal, the relation is called anomalous If the parual equahty is
charactenzed by mamly atmbute-type propernes bemg equal itis called "metaphoncal" If

s chamctenzed by mamly relauon-type propertlcs bemg equal itis called analogous



33

- Note that names for partial equality relations such as analogous may sometimes be :

confusmg since there is no standard mterpretatlon or common consensus as to what g

analogous means. The term S meamng depends on the partxcular cntena bemg used to .

-1dent1fy the partial equality. For example, one reasoner might 1dent1fy an analogous .

relatlon by a pamcular set of cntena, whlle another reasoner might 1dent1fy a s1m11ar . '

relatron with the same cntena.

On the other hand, while names such as "equal_pamally_l " "equal_partlally_ ",‘ ’etc

could be used, they are not practical for common usage. In the followmg work the name

equal parnally" isusedasa general narne for a pamal equahty relation. 'I'he main concem =

ishow a parnal equality relation i in general ¢51: be expressed in the hypotheucal reasonmg

framework, whatever the name and criteria chosen for it.

Though there are many possible criteria for partial equality relations, they haire in

- common that they 'can be expressed in terms of criteria for an analogical map. ‘ Exa'mple'sﬂ of

map cntena mclude having mamly attnbute-type mappmgs, or having mamly relatlon-type .

mappmgs

A map is evidence for there bemg a partxal equahty relation between the target and

source. When a particular type of map is estabhshed, a parucular type of pamal equahty'

relation can be assumed. For the Theorist framework, it is proposed that a map can be

viewed as a Jusnficanon fora partxal equahty hypothesis. The map in turn can be Jusuﬁed '

by map criteria. An example of such an expressmn is:

hypothesrs partial_ equalrty(Target Source) ’
dom(Target equal _partially(Source, Target)) <-- map(Source, Target)

hypothesrs indiv map(Source Target): ‘
- map{(Source, Target) <-- map_criteria_ _1(Source, Target)
& map_criteria_2(Source, Target)
& map_criteria_3(Source, Target).
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Tlus expressmn of map-based Justification is in the obJect level. That 1s, the map and o
map cntena are ‘expressed as object Ievel relattons “This is srrmlar to how ev1dence is g _
expressed for med1ca1 conjectures. Section 5.1 wi]l examine the ob_]ect 1eve1 Jusnﬁcanon of ; |
- pamal equahty, and gtve specrﬁc examples of map criteria. |
| ' Another p0551b1hty for the Justlﬁcatxon isto express itin the metalevel In thts case,
the Jusnficatton is expressed as part of Theorist's procedures for estabhshm g a hypothe51s 3
Thls approach is srrmlar to how a consistency Jusnficanon 1s expressed through a
3 consrstency check procedure. With the metalevel approach the pamal equahty hypothe51s
- would appear in the object level srmply as:

hypothesis parual_equallty(Target,Source):
dom(Target, equal_partially{Source, Target)).

Section 5.2 will examine the metalevel justification of partial equality.’ The’ rnetaievel
approach is compared with the ob_]ect level approach in Sectlon 5.2.3. Whether the criteria
: for a parual equahty is expressed in an ob_]ect level or metalevel rnanner, the mam concept is
'that in the Theorist framework it can be v1ewed as Justtficanon for a parnal equahtv

hypothesrs.

4.3 Definition of Analogical Inference in Theorist |

A definition of analogical inference in Theorist is now presented. The defimtxon is
shown in Fig. 4. 1 The definition uses the two key hypotheses for analoglcal mference
’whlch have been dtscussed ie., property ascnpuon ‘and partial equahty As shown in th |
- 4. 1 one of the definition's conditions requires the theory to include an mstance of a
property ascnpuon hypothesis. Another condition is that the theory mclude an mstance of a
""'"parttal equahty hypothesrs | » | | ‘ | Rt
An addmonal condmon for the theory is that 1t be con51stent thh the facts. In other ' .

‘words, only theortes that have been Justtfied by consrstency are acceptable Thts ___‘}‘:
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_ justiﬁcation is a basic criteria for‘the acceptability of a theory, and has been standard for ¥

'hypotheucal reasoning of any kind in Theorist.

Wh11e the three conditions for the theory specify the nature of the solutlon, condmons N

are also needed to specify the nature of the problem Two conditions charactenze the N

relatlon to be analoglcally inferred (i. e- the goal). First, the goal is to be unknown That

is, the goal cannot follow from the facts alone. ThlS condmon captures the concept thata

deductive process alone is insufficient for analoglcal reasomng Second the goal istobe

. consistent with the facts This condmon agrees wrth the intuition that whatever lS to be
analoglcally conjectured should be verified (or' ‘evaluated" [Hall 87]) for "ﬁttmg 1nto,the

picture”.

Together, these two conditions of an unknown and consistent goal mean that the goal |

o is loglcally independent from the facts.  These two conditions are standard for non-:

deductlve cases of hypothetlcal reasonmg in general [Poole 86] They are also the f

'condmons whxch Gremer uses to define plausxble inference [Greiner 86] Greiner spemﬁes

analoglcal mference as a specxfic case of plausxble mference by addmg analogy-speclfic

condmons (the common, abstractlon, and useful-for-solvmg-the-problem condltlons) -

Smnlarly, ana} -s1 inference is specified as a case of hypothetlcal reasomng by addmg‘

analogy-spemfic conditions (use of the property ascnpuon and partial equahty hypotheses) 3

Note that the Theorist deﬁmtlon does not mclude Greiner's Common Condmon The .

Common Condmon requires that the relanon to be mferred must hold true for the source -

" Such a condmon can be overly restrictive. For instance, takmg an example from Burstem ’

_ [Burstem 86], one mlght want to mfer that a variable contains a value frorn an analogy w1th o

box whxch physxcally holds an object That is,. the relatlon

_dom(varlable, contalns (value var:.‘able) ) is to be mferred from knowmg that

. dom(box,phys:x.cal holds(object box)) is true However thls mference would not be'-'

possrble if the Common Condmon was requlred Rather only an 1nference such as

dom(varlable,phys:.cal_holds (value,var:.able) ) would be allowed. _ B
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Itis more general to have a specxficanon wh1ch allows for non-common cases rather.
than restnct analog1ca1 inference to common cases. Hence, the definmon glven does not
| requxre the problem to satisfy the Common Condmon. : |
F1g 4 1 summarizes the spemficanon of analogical mference in Theonst. The set of .
facts F can mclude facts about the source domain, target domain, and other knowledge in |
| general For the representatron the goal G has the form dom(T,P rop) where P rop is
‘some property Hence, quenes will be of the form "explain dom (T, Prop) W
The set of p0551b1e hypotheses A can 1nclude hypotheses specxfic to analogxcal
mference, as well as hypotheses pertammg to domam knowledge A possrble hypothe51s
for property ascnptlon is denoted as Hpropmy_ascnpuon, and for partial eouahty as

Hpartial_equality-

Given: Fis a set of facts
G is a goal to be analogically inferred
A is the set of possible hypotheses
Hproperty_ascription € A&
Hpartial_equality € A

Find: ~ a theory Th, a set of instances of members of A, such that
FUTh |-G )

‘Where:
Inference is Consistent: F -G
Inference is Unknown' FRrG
- Theory is Consnstent Th is consistent with F . .
Theory. assumes Property Ascnptlon mstance _of(Hproperty_ ascnptnon) e Th
- Theory assumes Partial Equahty instance_of(Hpartial_equality) € Th

Fig. 4.1":Deﬁnition of Anélogical Infe_rence m Th:eorist :




Chapter 5

Justlflcatlon for the
Partial Equality Hypothesis

In thlS chapter, two approaches to expressing justification for the partlal equahty
hypothesrs are examined. Firstly, an approach is proposed where the knowledge needed
for analoslcal inference is formulated as ob_]ect level hypotheses. For thls approach :
examples of story domain knowledge are unplemented and run gueries on the ex1st1ng |
Theonst system Through these implemented exa.mples it is demonstrated that analog1cal __
mference can be done w1thout any changes to the original Theonst procedures de51gned for‘ |
‘ general hypotheucal reasonmg | | -

However since the object level approach has drawbacks in terms of efficxency and
‘ "expressweness, a second approach is proposed where the Jusuﬁcauon is expressed in the :
rnetalevel In this approach the knowledge specific to analogical 1nference is expressed ‘

: procedurally, rather than declaratlvely Such procedures have been written, added to

Theonst and then run with various queries and 1nstances of domain knowledge

37
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5.1 Expressing Justification in the YObject Level

5.1.1 Hypotheses 'for Individual Maps |
and Property Mappmgs G

In thlS secuon an expressmn of Jusuficauon for parna.l equa.hty in the ob_]ect level is
explored. f.fi the Ignowledge used for this justification is in the form of ob_]ect vlevel .
relations on ob_]ect level 1nd1v1duals | o

A Justlficatlon is desired whxch is based on an analoglcal map Hence, a relauon
~map (S, T) is lntroduced to represent that some map holds between the source S and the
target T. An example of this relation i is map (cstory, rj story) wh1ch represents a
map between the Cmderella story and the Romeo and J uhet story. The arguments T and S
are 1nd1v1dua1 constants which are to be mterpreted as individuals of the domam of

d1scourse The followmg is the pamal equahty hypothe51s w1th the map condmon

hypothesis : partial_equality(T,S):

dom(T, equal _pamally(s )
(—

map(s T)

This hypothesis expresses the idea that T and S can be justifiably assﬁrﬁéd"to be
: parually equal if there is a map-based correspondence between them By expressm g the
map as an antecedent of the hypothesxs, the map is linked to the pamal equahty at the object
- level. | ' ‘ o
Now itis exammed as to what condmons are needed for the relation map (s T) 'to
) be true A correspondence between: 1nd1v1duals results from a set of correspondences_ ,
'_ j between propertles, that ‘-is from a set of - mapplngs The relanon B
',.:‘mapp 1ng (Props PropT) is mtroduced to represent a mappmg An example of thlS '

: jrelatlon 1s mapp:x.ng (1oves (prlnce : charm:.ng,c:.nderella) ,_; ‘



" loves (romeo, juliet)) . The arguments Props and PropT are formally mterpreted
as 1rd1v1dual functions which correspond to relations. of the domain of dxscourse |
The followmg is an example of a possible hypothes1s which proposes a p0551ble '

"blueprmt for amap. -

hypothesus indiv _map(S,T):

map(S, T)
«—

dom(S, PropS)

& dom(T, PropT)

& mapping(PvropS, PropT).
Thxs hypothesis con_]ectures that there exists a map between source and target if there' v
| is a mappmg between a source property and a target property An mdzvzdual map -
hypotheszs isa pos51ble hypothe51s which spec1fies conditions for a map to hold between ._
'1nd1v1duals The above example was one of the 51mplest examples of an 1nd1v1dual map”"
: hypothesxs, smce 1t required only one mappmg for the map There are many p0351b111t1es ‘:‘- :
for thls type of hypothesis. Other examples will be given later. » | _ _‘ :

: The condmons for the map relauon to be true determme the Justlﬁcatlon for the
equal partlally relation to be true. Dxfferent Justlficauons identify dlfferent "types of 5
equahty for property ascription to be based ont (By a "type" of equallty, a partlcular part1al 3
equahtv relauon is meant.) |

It is’ now exammed as to what condmons are needed for the relatlon
: mapp :Lng ( PropS PropT) to be true. The conditions w111 vary greatly, dependmg on -
the parncular propernes Below is one of the srrnplest examples of a property mappmg Lo
'hypotheszs, ie., a p0351ble hypothes1s of condmons for a mappmg to hold between S

: propertles

hypothesns prop_| mappmg(Prop, Prop)
- mappmg(Prop, Prop)
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Thrs hypothe51s conJectures that 1f there are two 1denncal propertles, one from the

'source, and one from the target, then there is a mappmg between those properues There

_a.re many possrblhtres for property mappmg hypotheses Other examples will be grven

later

A quesnon might arise as to where the possible hypotheses for maps and mappmgsf

come from Because of the curgent scope of Theorist, it is assumed that they are supplled o

by the user as part of the knowledge base, Just as other possrble hypotheses that are notf‘ :

concemed thh analoglcal mference are g1ven to Theorist.



| 5.1.2- Examples

- : .FOIIOWi'ng' the introduction of the 'concepts of individual map hypotheses :and Properfy. g

: mappmg hypotheses, four examples of analoglcal 1nference which use such hypotheses are -

' glven The examples use stralghtforwa.rd cntena for maps and mapplngs smce the .

mtenuon is to 1llustrate an obJect level approach in Theonst, rather than to explore complex S

cntena All the examples have been 1mplemented using Theonst s commands for entermg - |

' facts and possible hypotheses mto a knowledge base, and for posmg quenes on the5

knowledge base. The answers shown in the figures for the examples deplct what actual

‘ output from Theonst would be like in response to the query posed

5.12 1 - Story Analogy 1

This example and several of the followmg examples, 1nvolve an analogy between _

two stones These story analogles are based on analogies from WlIlStOl’l [Wmston 80]. In

: Flg 5 1 there are listed, some source 'domain knowledge and target domam knowledge” '

whlch are supphed to a: Theonst knowledge base. Followmg this knowledge isa query -

' (analogmal 1nference to be made) posed to Theonst After thlS is knowledge related to o

analoglcal 1nference which is relevant to the query (other analoglcal 1nference knowledge ';':

| Wthh is in the knowledge base but which is not relevant to the query is not shown) o

.'.Fmally, the response of Theorist to the query is shown .The response con51sts of .

: Justlﬁcatrons, a theory, and an answer

The source 1s the Cmderella story (or.cstory). The target is the Romeo and Juhet -

‘story (or rjstory) Be51des the source and target there are two other md1v1duals These are RN

‘the hero and herome In both stones the hero loves the herome, and woos the herome It |

s known that the herome loves the hero in return in the Cinderella story, but 1t is not_

known in the Romeo and Juhet story It is also known that the hero and herome met at a] s

ball in the Cmderella story, and dxe together 1n the Romeo and J uhet story
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The query is whether, in the Romeo and Juliet: story, the heroine loves the hero m_

retum

A property ascnptlon hypothe51s is g1ven for ascnbmg the relauon loves 1n return on'
tar get 1nd1v*duals Aswell, a parual equality hypothe51s is given. R

There are three 1nd1v1dual map hypotheses given. The first (called 1nd1v mapl)
hypothes1zes a map based on one mappmg The relation map (S, T) can be assumed if:
" the source ‘has a property, the target also has this same property, and the relanon
mapping (Prop,P rop) is true for these properues.

To prove that an lnstance of rnapp ing (Prop,Prop) is true, a property'mapping
‘ hypothesrs is needed One is given (named prop_mapplngl) it proposes that any two

‘ propertles that are identical can form a mappmg

The second 1nd1v1dua1 map hypothe51s (named indiv_map?2) requrres two mappmgs '

Two pa1rs of 1dent1cal properues are needed.. The two paJrs of propernes must be dlstlnct

as 1s specxfied by the cond;ltlon distinct ({Propl, Prop2] ). Note that 1t is

assumed that the relation dist inct (Llst of props) has been deﬁned elsewhere in |

the knowledge base The relatlon isa stratghtforward one; 1t is true if the 1ts argument a
hst, has no duphcate elements (ie., the relanon 1s a test for umqueness ina hst)

The thlrd 1nd1v1dual map hypothe31s (named dev _map3) requlres three mappmgs,

mvolvmg three pa1rs of identical properues Its conditions are similar to those for the other .

two md1v1dual map hypotheses

Theonst s first theory mcludes an mstance of the mdlv mapl hypothesxs (see Flg |

5 1) The theory baslcally con_]ectures a map cons1st1n$" ol one mappmg between the

. propertles love (hero,heroine) ‘and love (here he~~on.ne) . The (metalevel)

Jusuﬁcanon for the theory is consrstency (The d1$play1ng of "Consxstent Theory as the |

_ Justlﬁcatton is for the user' s benefit and is prmted after all the consxstency checks on the" K

_hypotheses in the theory have been sansﬂed) As 1s shown in the dlsplayed answer, the

‘ quened relanon is successfully explamed by the theory
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Sxmllarly, Theorist produces a second theory which 1ncludes a dlfferent mstance of

the same indiv. mapl hypothesxs The hypothesized map involves one mappmg between ‘

woOoSs. (hero, ‘heroine): and woos (hero, hero:.ne)

A th1rd theory can also explain the quened relauon This thxrd theory uses an mstance

of the 1nd1v map2 hypothesrs, and has a map of two mappmgs, mstead of one The two

mappmgs are between love(hero hero:.ne) and love (hero, heron.ne) and.

between woos(hero heroine) and woos (hero hero:.ne)

Note that the third individual map hypothe51s was not suitable to be used in an -

explanatlon because three pairs of 1dent1ca1 propertles could not be found in the dornatn
knowledge ' .
The three responses which Theonst glves to explain the query are an example of

how multiple theones can arise to explam an analoglcal inference. Thls comc:des w1th the

1ntumon that there can be multxple, dlfferent maps between a source and target. Note that ,

m the example given, there was cons1derable overlap between the three theones, in that the'

mapplngs in the first and second maps were also in the third map. However there are

cases where the multlple maps ansmg from multlple theones are completely dlfferent In

the g1ven exarnple whether the first second or thll'd theory is preferred is an issue of v

' theory preference. ThlS issue 1s not pursued here, but it 1s 51mp1y mennoned that another.j ‘

level of cnterta, ie. rankmg cntena, can be used to rank dxfferent theones P0551b111t1es for

future work in the -area of ranking cntena will be suggested i in Sec. 6. 4.



STORY ANALOGY 1

- fact dom(cstory, loves(hero, heroine)).”
- fact. dom(cstory, woos(hero. heroine)).’
- fact domicstory, loves_in return(herome. hero)).
- fact dom(cstory, meet_at_a_ball(hero, heroine)).

_fact dom(rjstory, loves(hero; heroine)). . o
fact dom(rjstory. die_together(hero, herome))
fact dom(ristory, woos(hero, heroine)).

EUERY is: explain dom(rjstory, loves in return(heroine, hero)).

hypothesis property_ascription(T,S):
" dom(T, loves_in_return(At, Bt))

.- dom(S, loves_in_return(As, Bs))
& dom(T, equal _partially(S,'l’)).

hypothe5|s partial_ equality(T,S):
: dom(T equal _pamally(s T))
€«

map(S, T).:

hypothesns indiv_map1(S,T):
map(S, T) - :
&
dom(S, Prop)
& dom(T, Prop)
& mapping(Prop,‘ Prop).

hypothesns mdlv - map2(S,T):
map(S, T) .
dom(S, PrOp1)
- & dom(T, Prop1)
‘& mapping(Prop1, Prop1)
& dom(S, Prop2)
- & dom(T, Prop2)
‘.. & mapping(Prop2, Prop2)
- & distinct([Prop1, Prop2]).
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hypothesis indiv. map3(ST)
map(S, T)
(_
. dom(S, Prop1)
& dom(T, Prop1)
& mapping(Propi, Prop1)
& dom(S, Prop2)
& dom(T, Prop2)
& mapping(Prop2, Prop2)
& dom(S, Prop3)
& dom(T, Prop3) _
& mapping(Prop3, Prop3)
& distinct([Prop1, Prop2, Prop3])

Property Mapping Hypotheses
hypothesis prop_mapping1(Prop, Prop):
mapplng(Prop, Prop).-

META JUSTIFICATION is: [Consistent_Theory].

! THEORY is: [property ascnptnon(r;story, cstory),
. partial_equality(ristory, cstory), -
indiv_map1(cstory, rjstory),

prop_1 mappmg1(loves(hero heroine), Ioves(hero, heronne))].

ANSWER is: Jgom(ristom loves in_return{heroine, hero))l.

|META JUSTIFICATION is: [Consistent_Theory].

| THEORY is: [property_ascription(rjstory, cstory),
‘partial_equality(rjstory, cstory),
indiv__map1(cstory, ristory),

prop_’_ma_'pping1 (woos(hero, "heroine), woos(hero, heroine))].

JANSWER is:  [dom(rjstory; loves in return(heroine, hero))l.

META JUSTIFICATION is: [Consistent_ Theory].

THEORY is: [property_: ascnpt:on(rjstory, cstory)
partiai_equality(ristory, cstory),
indiv_map2(cstory, ristory), ’
prop_mapping1(loves(hero, heroine), loves(hero. heroine)),

prop mappmg1 (woos(hero herome) woos(hero, herome))].f |

‘ ANSWER |s Ldom(r;story, loves in retum(herome hero))]

Figure 5.1 ‘Story Analogy 1
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5. 1 2 2 Story Analogy 2 | L N ‘

In the ﬁrst Story Analogy, all the mappmgs were between 1denncal properues because |
the source properties were all identical to the target properties. In the second exarnple, i
(Frg 5 2), a source property is changed so that its name differs from the name ‘of xts
correspondmg target property. The property woos (hero, heroine) is changed to
pursues (hero,heroine). o

The hypothesrs indiv_mapl that was used for Story Analogy 1 is still apphcable An
instance of it is included in a theory mvolvmg one mappmg between
loves (hero, heroine) and loves (hero, heroine). (This theory is the saxne as
the second theory shown in Story Analogy 1 ) | B |

| - The hypothesis indiv_map2 is no longer applicable. This is because 1t specrﬁes two .

1denncal-property mappings, whereas only one 1dent1cal-property mapplng is now’”: ‘
.possrble. A new 1nd1v1dual map hypothesrs is given, named indiv map4 ThlS hypothe51s
involves two rnappmgs, as the prevmus indiv_ map2 hypothesxs did. However it differs in
~its second mapping . Instead of specrfymg a mapping between any two 1dent1ca1:
‘ propertles, a mapping is specified between the two specific propertres of, |
pursues (As,Bs) and woos (At,Bt) .

To establish mapping (pursues (As,Bs), woos(At,Bt)), a new'property
' mappmg hypothesis is needed The possrble hypothesrs named pmp_mappmgz is glven
An instance of it is true if the arguments of the pursues functx@n are xdenncal to the
arguments -of the woos function. For example, the ' relatlon
mapping (pursues (hero, heroine), woos(hero,heroine) )_:‘ could be
assumed v1a this hypothesis. |
o The second theory shown in Fig. 5.2 includes instances of the new mdw map4 and‘
'prop mappng hypotheses ‘The flrst mapplng is ‘between the propemes .
.loves (hero,hero:me) and loves (hero ‘heroine) ; the second mappmg 1s

' between thepropemes pursues (hero, hero:.ne) and woos(hero herorne)



RY AN Y2
- fact dom(cstory, loves(hero, heroine)).
fact dom(cstory, pursues(hero, heroine)). -

fact dom(cstory, loves_ln_retum(herbo:‘ne, hero)).
fact dom(cstory, ‘meet,_at__a_ball(hero, heroine)).

- fact dorh(rjstory, loves(hero, heroine)).
fact -dom(rjstory, die_fogether(hero, herome))
fact dom(rjstory. woos(hero herome,,.

|QUERY is:_explain dom(rjstory. loves_in_return{heroine, hero)).

Knowledge for Analogical Inferenge
. hypothesis property_ascription(T,S):
dom(T, loves_in_return(At, Bt))
dom(S, loves_in_retumn(As, Bs))
& dom(T, equal_partially(S,T)).

hypothesis partial_equality(T,S):
dom(T, equal_partially(S,T))
(—

: 'map(Sv, .

Individual Map Hypotheses
hypothesis indiv_map1(S,T):
map(S, T)
e H
.- dom(S, Prop) .
& dom(T, Prop)
& mapping{Prop, Prop).

, hypothesns indiv_map4(S,T):
map(S, T)

domy(S, Prop1))

& dom(T, Prop1)

& mapping(Prop1, Prop1)

& dom(S, pursues(As, Bs))

& dom(T, woos(At, Bt)) '
& mapping(pursues(As, Bs), woos(At, B)).

a7



" hypothesis prop_mapping1(Prop, Prop):
' ~ mapping(Prop, Prop).

hypothesis prop_;inabpihg2(pursues(A,B)'. woos(A,B)):
mapping(pursues(A,B), woos(A,B)).

META JUSTIFICATION is: [Consistent_Theory].

THEORY is: [property_ascription(rjstory, cstory),
partial_equality(rjstory, cstory),
indiv_map1(cstory, ristory),
prop_mappmg1(loves(hero heroine), Ioves(hero heroine))].

ANSWER is: [dom(ristory, loves in return(heroine, hero))].

‘ META JUSTIFICATION is: [Consistent Theory].

: THEORY is: [property ascnptlon(r]story, cstory),

: ‘ . partial_equality(ristory, cstory) ‘

indiv_map4(cstory, ristory),

prop_mappmg1(loves(hero heroine), loves(hero, herome))

prop_mapping2(pursues(hero, heroine), woos(hero, heroine)}]. -

ANSWER is: [dom(ristory, loves in retum(heroine, hero))l.

Figure 5.2 Story Analogy 2
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$8.1.2.3 Story Analogy 3

In Story Analogies 1 and 2, the target domam had 1nd1v1dua1s whxch had 1dent1ca1
coonterparts in the source domain. Specifically, the target had the 1nd1v1duals hero and '
heroine, and the source had the same individuals. In Story Analogy 3,'. (F1g 5.3),Jthe |
" individuals pﬁ.nce_channing and romeo replace the individual hero in the source and target’
domains'respectively. | o “

Recall that an instance of the previous property mapping hypothesis pmp_naabping'i
_ Was used for inferring mapping ( loves (hero, hero ine), loves (‘her.;vo‘;:
heroine') ). 'However the same hypothesi'sb does not work for the inferring‘of -
mapp:Lng (loves (prlnce charming, heroine), loves (romeo, hero:Lne) ) r
since the two propertles are no longer identical. A different property mappmg hypothems Is .
needed | |

One possxblhty is a hypothesis whxch allows any individual to match for the ﬁrst

argument of the properties. Such a hypotl1e51s could be:

hypothesns prop_ mappmgS(loves(Ar, s,d|v1 B), loves(Any_indiv2, B)):
-rnapping(loves(Any_indiv1, B), Iove.s(An_y_mdlvz B)).

: | Such a hypothesis could be instantiated to infer that the prince loves the heroine:

mapping(loyes(prince_charming, heroine). loves(romeo, heroine)).

However, it could also be mstanuafed to mfer that the prince loves romeo' s horse (or ’

any other md1v1dua1 for that matter):

‘ mappung(!oves(pnnce_charming, hergine), Ioves(horée_of_romeo, heroine)).‘

While a correspondence between the loves of prince charming and romeo's horse
: mlght be acceptable, thlS example 1ndlcates it tmght be desirable to have a mappmg

o hypothe51s wuh more constramts Spec1ﬁf‘ally, a hypothe51s could have the constramt that
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~ the individuals involved in the properties have a correspondence of their own.. An exérnole -

- of such a hypothesis is:

~ hypothesis prop_mapping3(loves(As,B), loves(At,B)):
mapping(loves(As,B), loves(At,B))
(—

dom(At, equal _partially(As, At)).

This hypothesis reqmres a more stringernt Jusnﬁcauon for a mapping. It defines an

acceptable mappmg not just based on the properties’ relation names alone but also on thexr

. arguments. An instance of this hypothesls could be.

hypothe5|s prop_mapp|ng3(loves(pnnce charming,heroine),
" loves(horse_ of_romeo,heroine)).

mappmg(loves(pnnce charmmg hergine), loves(horse of_romeo herome))
«~—

dom(horse_of_romeo, equal _partially(prince_charming, 'horse_of_romeo)).ﬂ

Now, an analogous correspondence will need to be estnblished betwee‘_n rorneo's
‘horse and the prince before a mapping is estabhshed.

Sumlarly, a new property mapping hypothesis, named prop_ mappmg4 whxch also :
requlres a sub-correspondence between 1nd1v1duals, is provided for mappmg the pursues _
and WoOS propemes (see Fig. 5.3). The new prop_ mapping4 is used for the pursues-
WO0s mapfﬁimg instead of prop_mappng in the same manner that the new
prop mappmg3 was used for the loves-loves mappmg mstead of prop__mappmgl _

In order to establish a partial equality between prince_charming and romeo, thexr

properues w111 need to be mapped in turn. Knowledge has been prov1ded that they are both

- brave, and that the pnnce is charmmg, whxle romeo is dashmg A new map hypothesxs,

- 1nd1v mdpS spec1fies a possxble set of two mappmgs, which will used for a map between_

e pnnce charmmg and romeo.

The property mappmg hypotheses new to thxs example embody the recursxve naxure :

% ‘.yof partxa! equalmes The pamal equahty between the two stones depends upon pamal o



equalities of other individuals in their domains. With respect to the nature of analogy, this

recursxveness coincides with the i mtumon that two 1nd1v1dua1s are analogous partly because‘ ;

their parts or components are analogous, and that these component md1v1duals are in turn

analogous because of their parts, etc “Hence 1t can be seen that there isa nestmg of -

' mappmgs between propemes, subproperties (propemes of 1nd1v1duals mvolved in the : _

ongmal propertxes) sub-subproperties, etc. This recursive approach to mappmg is very_‘ .

sumlar to the approach in [Rumnelhart 81] and [Moore 74] (the Merlin system)

In the examples shown, there is a S1mphfy1ng assumptton that there wﬂl CXISt an end‘ e

case of matchable properties to stop the recursion. That is, there will be a pair of properttes

whtch 1nvolve individuals which are 1dent1cal or which have already been mapped Thus, '

the nestmg w1ll not be mﬁmte In more complex examples, metalevel control knowledge

- may be needed to specify constraints for the recursion. Such knowledge could spec1fy the

number of times, for i mstance, that recursxon is allowed



~ STORY ANALOGY3

L j'fact dom(cstory, loves(prince_t chamnng, heroine)).
.~ fact dom(cstory, pursues(prince_charming, heroine)).
- fact dom(cstory, loves_in _retumn(heroine, prince_charming)). -
fact dom(cstory. meet at a ball(pnnce charmmg, herome))

fact dom(pnnce charmmg, brave(pnnce charmmg))
fact dom(pnnce charmmg, charmmg(pnnce charming)).

" fact dom(rjstory, loves(romeo, heroine)).
fact dom(rjstory, die together(romeo. herome))
fact dom(rjstory, woos(r‘omeo.‘ heroune))

fact dom(romeo, brave(romeo)).
fact dom(romeo, dashing(romeo)).

vIQUERY is: explain dom(ristory, loves in_return(heroine, romeo)). : R l

Linf .
_hypothesis property_ascription(T,S):
_dom(T, loves_in_return(At, Bt}))
(_ : ' .
- dom(S, loves__in_return(As, Bs))
& dom(T, equal_partially(S,T)).

hypothesis partial_equality(T.S):
dom(T, equal_partially(S,T))
- ,

_ map(S, T).
hypothesis - indiv_map4(S,T):
' map(S, T)
e« L
dom(S, loves(As, Bs))
& dom(T, loves(At, Bt))
~ & mapping(loves(As, Bs), Ioves(At BY))
& dom(S, pursues(As, Bs)) :
& dom(T, woos(At, Bt})) - ,
- & mappmg(pursues(As Bs) woos(At Bt)).
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hypothesus indiv mapS(ST)
- map(S, T)
«—
dom(S charmmg(S))
& dom(T, dashing(T)) .
& mapping(charming(S), dashmg(‘l'))
& dom(S, brave(S))
& dom(T, brave(T))
& mapping(brave(S), brave(T)).

“hypothesis prop_mapping1(Prop, Prop):
- mapping(Prop, Prop).

hypothesis prop_mappmga(loves(As B), loves(At,B)):
mappmg(loves(As B) loves(At B))
“—

dom(At equal _parnally(As. At))

hypothesus prop mappmg4(pursues(As B), woos(At B))
' mappmg(pursues(As B) woos(At B)) :
«—

dom(At, equal _partnally(As. At)).

“hypothesis prop_mappith(c_:hanning(S), dashing(T)):
_ ,mapping(charming(S) . das‘h»ing(T)).

| META JUSTIFICATION. is: [Consistent_Theory].

; THEORY |s [propeny ascnpt:on(rjstory, cstory),
pamal equahty(rjstory, cstory)

. mdw map4(cstory, ristory), v
- 'prop__mappmga(loves(pnnce charmmg, heroine), Ioves(romeo, herome))

prop_mapp|ng4(pursues(pnnce charmmg. herome) woos(romeo herome))

mdw mapS(pnnce charmmg, romeo) ¥
prop_| ‘mapping5(charming(prince_t charmmg) dashlng(romeo))
prop_mappmg1(brave(prlnce charmmg) brave(romeo)) :

ANSWER is: [dom(rjstory Ioves in return(herome romeo))]

‘C'Fig:u're 53 . S'tory","An'aiegy, 3




5. 1 2 4 Story Analogy 4 ‘ | |
The fourth Story Analogy is sumlar to the third, except it is of greater cornplexxty

» \There are two maJor addmons to the example Fn'stly, the md1v1dua1 heroine is substttuted '

for by the non-xdenttcal 1nd1v1duals of cmderella and _]uhet thh thlS change, addmonal -

: condmon is added to the property mappmg hypotheses for the loves-loves mappmg and the3 o

pursues—woos mapping. These hypotheses must now establish a second nested partlal

equallty besrdes that between prmce charmmg and rorneo That is, they must also establxsh S

: .that c1nderella and Juhet have a map. between them See F1g 5.4. The new: prOpertyf :

f'mappmg hypotheses are those numbered 6 and 7 (mstead of the prev1ous ones numbered 3 .

:and 4) The map between cmderella and Juhet is estabhshed by the new knowledge that‘ e

they both have the property of betng lovely

A second addmon to the analogy is included to illustrate a deeper level of nestmg in S

‘ the mappmgs ’_I'hxs addmon is the knowledge that prmce charming is a prmce, romeoisa.
boy, and both a prmce and a boy are rnales This knowledge could be represented as the:_

following::

- fact dom(pnnce charming, pnnce(pnnce charmmg))
- fact- dom(romeo, boy(romeo)).. .
- fact dom(X, male{X)) « dom(X pnnce(X))
“fact dom(x male(X)) - dom(x boy(X))-

In such a case, mappmg would be done between the prince and boy prOpertles, hxch“
_would in turn lead to mappmg between the male propertles However, m the example _
~ 5wh1ch has been 1mplemented a choice was made to represent the concepts of pnnce boy,

e and male as 1nd1v1duals rather than as relanons Thts ch01ce was made in order to more
g closely mntate Wmston s examples, where the "ISA" relatlon is used between 1nd1v1duals

Hence, the knowledge is represented as the followmg

'fact dom(pnnce charmmg, |sa(pnnce charmlng. pnnce))
- ‘fact dom(romeo, isa(romeo, boy)).
- .fact . dom(prince, isa(prince, male)). -
. fact dom(boy, isa(boy, male)).



Estabhshmg a map between pnnce charmmg and romeo involves nestmg toa th1rd o

' level of 1nd1v1duals The mference ofa pamal equahty between cstory and r]story requlres

a pamal equahty between prmce charrmng and romeo, which in turn requ1res a parnal

equahty between prmce and boy. Nestmg of property mappmgs is done through "ISA" .; )

propertles, in the style of an ISA-hierarchy representmg md1v1duals and thelr ancestors o

: One of the ISA chains is prince_ charrmng—-ISA--pnnce—-ISA-rnale, whxle the other is

romeo—-ISA--boy--ISA--male

In more complex cases, there may be a need for metalevel control knowledge to

- specify how far up the ISA hlerarchy the rnappmg goes For example there may be an :

: abSOlute nnrnber of levels allowed or a range ora propornon of the total length of the ISA i '

. cha1n In some cases there may be more than one p0551b1e ISA chain for Jusufymg a map v . -

between two 1nd1V1duals In such cases, various heuristics might use both chams and then o

compare, or use only one cham chosen according to criteria such as the length of cham, or.-‘

class of cham

The new hypothesrs 1nd1v —map6 adds the ISA mappmg to the map. The hypotheses e

| 'mdlv map7 prop_mapp1n°8 and prop_mapp1ng9 establish maps through ISA chalmng' ‘L

Indlv map7 estabhshes a map ‘between two 1nd1v1duals if they both have ISA propernes g

that are mappable Prop_mapp1ng8 is the end—of-the—cham case, where the two ancestors, ;

-mapped are 1dent1cal prop_ mappmg9 is the mlddle-of-the-cham case, where the two

. ancestors are dlfferent and need a further map.
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- fact dom(cstory, loves(prince_charming, cindereila)).

‘fact dom(cstory, pursues(prince_charming, cinderella)).
" fact dom(cstory, loves_in_return(cinderella, prince_ charming)).
fact dom(cstory, meet_at_a_ball(prince_charming, cindereila)).

fact dom(prince_charming, brave(prince_charming)).
fact dom(prince_charming, charming(prince_charming)).
- fact dom(prince_ charmung, lsa(pnnce charmmg, prince)).

fact dom(cinderella, lovely()).

- fact dom(rjstory, loves(romeo, juliet)). ,
- fact' dom(rjstory, die_together(romeo, juliet;.
fact dom(rjstory, woos_(romeo. juliet)).

fact dom(romeo, brave(romeo)).
fact dom(romeo, dashing(romeo)).
fact dom(romeo, lsa(romeo boy)).

fact dom(]uhet, lovely(juliet)).
~ fact dom(prince, isa(prince, male)).
fact dom(boy, isa(boy, male)).

IEUERY is: explain dom(ristory, loves in return(juliet, romeo)).

wl logical Infer. ,
hypothesis property_ascription(T,S):
dom(T, loves_in_return(At, Bt))
‘dom(S, loves_inreturn(As, Bs))
& d‘om(T,‘ equal Jadially(s, ).

hypothesns partlal equahty(T S)
dom(T equal _pamally(S T))
=
map(S.ﬂ-



\ndividual Map H I
‘hypothesis indiv._ map1(S,T)
- map(S, T)
«—
: dom(S. Prop) :
& dom(T, Prop} ,
& mapping(Prop, Prop).

hypothesis ‘indiv map4(ST)
map(S, T)
— . ) .

dom(S loves(As, Bs))

& dom(T, loves(At, Bt))

' & mapping(loves(As, Bs), loves(At, 3t))

& dom(S, pursues(As, Bs))

& dom(T, woos(At, Bt))

& mapping(pursues(As ‘Bs), woos(At, Bt)).

hypothesus indiv_map6(S,T):

~map(S, T)

—
dom(S charrmng(S))

& dom(T, dashing(T))

& mapping(charming(S), dashing(T))
& dom(S, brave(S))

& dom(T, brave(T))

& ‘mapping(brave(S), brave(T))
& dom(S;isa(S, As))

& dom(T, isa(T, At))

& mapping(isa(S, As), isa(T, At)).

hypothesis ' indiv_map7(S,T):
map(S, T)

dom(S, isa(S, Parent_of_S))

& dom(T, isa(T, Parent_of_T))

‘& mapping(isa(S, Parent_of_S), isa(T, Parent_of_T)).

'hypothesns prop_1 mappmg1(Prop, Prop)
mapplng(Prop. Prop) :

-hypothesns prop_mapp:ngS(charmmg(S) dashmg(T))
‘ mapplng(charming(S) dashmg(T))



hypothesis . prop._mapping6(loves(As,Bs), loves(At,Bt)):
‘mapping(loves(As,Bs), loves(At,Bt)) '
«— ‘ : g

dom(At, equal_partially(As, At))

&. dom(Bt, equal _partially(Bs, Bt)).

‘hypotheSIs prop_mappmg?(pursues(As Bs), woos(At Bt)):
mapping(pursues(As,Bs), woos(At Bt))
(—.
. dom(At, equal_partially(As, At))
& dom(Bt, equal ’_panially(Bs Bt)).

_hypothesis prop_mappith@'sa( A), isa(T, A))
mappmg(lsa(s A), isa(T, A)).

~hypothesis prop_mappingg(isa(A_s), isa(At)):
mapping(isa(S, As), isa(T, A)) .
— N
“ dom(At, equal_partially(As, At)).

. IMETA. JUSTIFICATION is: [Consistent_Theory].

’ THEORY is: [property_ ascnptlon(rjstory, cstory),
pamal ﬁ'guahty(r}story, cstory),

indiv map4(cstory, ristory), : :
prop_mappingé(loves(prince_charming, cinderella), loves(romeo jullet))

prop__mapplnq?(pursues(pnnce charmmg, cinderella), woos(romeo 1ulnet)) |

indiv map6(pnnce charfﬂmg. romeo),

prop_mapping5{charming(prince_. charmmg) dashmg(romeo))
'prop_mappmg1(brave(pnnce charming), brave(romeo)), ‘
-prop_mappmgg(lsa(pnnce charming, prince), isa(romeo, boy)},

mduv map?(prmce boy), ‘ ' .
prop_n"applngB(lsa(pnnce charmmg, maie) nsa(romeo male)), R

indiv-map1 (cntnderella, juliet)
- prop_mapping1 (!QVely(cindereiia), lovely(juiiet))].

| ANSWER is: [dom(tjstory, loves,_in >retu'm(juliet, 'ron"leo))»]‘.’

Figure 5.4  Story Analogy 4
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5.1.3 Discussion of the Object Level Approach |

From the above examples, 1t can be seen how obJect level hypotheses that express
criteria for maps and mappmgs can be used to justify a partial equahty Analogrcal -
mference is successfully performed without changing any of the Theorist procedures for_‘:
: provmg facts, Jusufylng hypotheses, or forming theories. In short, the mechamsrns that |
Theorist has for explaining queries in general do not have to be augmented or changed m;
order to handle analogical inference. ThlS result points to the suitability of V1ew1n°
analogical inference as hypothetical reasoning.

Another benefit from seeing how justification can be done in the object level is that
map's and mappings are expressed declaratively, and hence their nature is clear an'd e:tplicit.

Whereas clarity and explictness might be the strengths of an object level approach its
weaknesses lie in efficiency and expressiveness. The object level approach mvolves the
enumeration of a great number of hypotheses. This is mainly due to the necessaryv
reification of first order relations of the domain into functrons so that hrgher order relatlons
such as dom(X, PropX) can make statemenis about them within first order logic. Smce
these first order relations (properties) have been cast as functions instead of rel_auons, they
cannot be qnantified over. One result of this is the necessity to enumerate one hypothesis :
for each rnap which consists of a different number of mappings. For exarnple; one
individual map hypothesis would specify a map of one mapping, a second'hyp:othesis a
map of two mappmgs etc. Such cases were seen m Story Anaregy 1,in Secnon 5.1 2.1.
" A second result of relation names needing to be explicitly referenced is that a hypothesrs_
needs to be enumerated for each specific combination of property mappmgs for a map. .
L1kew1se, each spec1ﬁc set of conditions for a property mapping also requxres a partlcular
~ hypothesis. Because of the large number of hypotheses involved, there is gr_eater' !

cornplexity and less efficiency in the analogical inference.



60

Besides being weak in efficiency, the object level approach is Iiraited in its

expressiveness For example, the concept of a map which has as many mappmgs as
posmble cannot be directly expressed, but can only be reahzed by estabhshmg a rnap wn.h
exactly one mapping, with exactly two mappings, etc., and then seemg what was the
maxlmum number of rnappmgs reached. Another limitation is that maps are descnbed as
having some particular pre-spec1ﬁed combination of mappings, rather than a ﬂex1ble set of
mappmgs " For example, the concept of a map which has any mappmg at all cannot be
expressed

Overall, rather than describing maps by such a large number of hlghly specxfic
hypotheses, it would seem desirable to describe some of their broad characteristics in a
more general and flexible manner. This more general description would seem to need a
"higher level" approach. Such an approach is developed in the next section, Section 5.2,

the use of metalevel justification is investigated.



5.2 Expressing Justification in the Metalevel o
In this section, first the metalevel expression of a justification for partiali equality is

discussed. ”-'»‘m;mng this, procedures are destribed for such an expressmn Examples are

then gmrvm;; ¥ wnalogy problems and then' solutions when metalevel justification i is used

5.2.1 Determining Analogical Maps for Justification

5.2.1.1 Adding a Justification for Proving a Hypothesns o

A _]usnﬁcauon is to be proposed for partial equality which is metalevel in nature
Such a justification would be expressed procedurally and added to Theonst s procedures
for handling hypotheses. This is the samme manner by which consistency _]usuﬁcauon is -
expressed. ‘

In 'Figv. 5.5 are procedures needed for establishing a hypothesis instance, saﬁsfyiug a
consiStency justiﬁcation; and asking for an analogical justification. When au mstance of a
possrble hypothesis is to be proved Theorist first checks if that instance is already m the
current theory (i.e., has already been assumed before) If so, 1t does not have to be re-
estabhshed If not, it is a new hypothesis instance. To assume a new hypothesxs mstance,
Theorist first proves all the subgoals (using the proveAlI relation). Second, it estabhshes
all the required metalevel justifications. . For instances of the partial equahty nypothe51s
two - justifications have been specified: consistency of the theory and an analoglcal
Jusnficauon For mstances of other hypotheses, the Justxﬁcanon consists of the consrstency
: crxtenon alone | S o

»The analogical Justification that has been chosen for implementation is'similar to the -

-one that was expressed in the object Ievel in Secnon S.10 There are two mam dlfferences B

The first is that the Jusnficanon is generahzed to allow any number of mappmgs m a map, R |



rather than a particular specified number. As well, a hearistic for estabhshmg a maxlmal

' number of mappmgs can be expressed. The second dlfference is that a one-to-one
consn-amt has been on the functors and arguments of the mappmgs. |

The analogwal Jusnﬁcauon that will be shown isa s1mp1e one, one whxch isa basxc

. partof many approaches to analogxcal inference. Asin the ob_]ect level approach of Secnon

- 5.1, the goal 1s not to suggest new heuristics for estabhshmg a mappmg, but rather to

express fundamental heunstlcs in the hypothetical reasoning framework. The an.xloglcal

justification is described in more detail in Section 5.2.2. Below is Fig. 5.5, whlch shows

the Theorist procedures for establishing a hypothesis.

% Reuse a hypothesis instance if it has previously been assumed.

© % lfitis a new instance of a partial equality hypothesis, establish a

Yo eonsustency justification and analoglcal justification forit. Otherwise,

% justify the new instance by establishing a consistency justlflcatxon forit.

' proveHypoth_esis(G. A, N, B, H1, H2) -
element(N, H1),

proveAll(B, [G]A], [N]H1], H2).

proveHygige "1esas(G A, N, B, H1,H2) :-
functor(N, Fname, Arity),
equal(Fname, partial_equality),
not element(N, H1),
proveAll(B, [GIA], NIH1], H2),
eonsistencyjusiific(G, H1),

* analogical_justific(N, A, H1).



proveHypothesis(G, A, N, B, H1, H2) :-
 not element(N, H1),
proveAll(B, [GIA], NIH1], H2),

consistency_iuétiﬁc(G, H1).

consistenéy_iustiﬁc(G. H) -
negate(G, NG),

not proveNH(NG, [], H).
analogical_jusﬁﬁc(partial_equality(T ,S), A, H) -

map(S, T, [], FinalCorr, [], FinalMppg, H),

writef("%META JUSTIFICATION is: %p%n", [FinalMppg])-

equal(X, Y) -
X==Y.

Figure 5.5 Theorist Procedures for Establishing Hypotheses

Note that when the analogical justification is in the metalevel, the partial equality

hypothesis is of the following form:

hypothesis partial_equality(T, S):
dom(T, equal_partially(S, T)). .



The hypothesis has no antecederts, i e., no object level justification conditiohs . Ih f

parncular it does not have the condition that a map(S T) relation is uue, as the pamal :

equahty hypothems in Section 5.1 had.

5.2.1.2 Expression of Mapping Heuristics
Fig 5.6 shows the procedures for a map, mapping, submap, and other aspects of the

justification. These procedures are analogous to, respecuvely, individual map hypotheses,

property mapping hypotheses, and the partial equality conditions of property mapping

hypotheses. The close sirriilarity in structure and content can be seen the prOcedhfés in Fig
5.6 are compared with the object level hypotheses in Section 5.1.2. The main differences
between the content, as was mentioned in Section 5.2.1.1, are the ability to éxpress

heuristics for a flexible, maximal set of mappings, and for a one-to-one correspondence

among mappings.

% . For analogxca! 1ust:ﬁcatlon of a partial equal:ty hypothes:s, establish a map
: % between source S and target T. Establish amap by establlshmg as many
% mappmgs as possible between properties of S and properties of T.

map(S, T, Corr, FinalCorr, Mppg, FinalMppg, H) :-

pféveNH(dom(S. PropS), {1, H),
fuinctor{PropS, FUhctorS, )
not elemeht(corr_reln(FunctorS, __), Corr),
pro_veNH(dom(T, PropT), I, H),

. functor(PropT, FunctorT, _),

e hot elerﬁént(corr_réln(_, FunctorT), Corr), |
| mappihg(S,' T, .Pro'pS,bv.Pn.'opT, Corr, NewCorr, Mppg, NewMppg, H),

~ map(S, T, NewCorr, FinalCor, NewMppg, FinaiMppg, H).



map(S, T. FinalCor, FinalCorr, FinaiMppg, FinalMppg, H) :-

not (FinalMppg = [I)-

% . Establish ai_ mapbing by establishing there is a correspondence between
% the Eelatibn names and t’hevindiv:i'dual arguménts of the properties

‘% Relations have a correspondence if they are equal in name and arity.

% A correspondence (submap) must be eStabiiShed for each pair of
_ % arguments, or the mapping fails. -Successful mappings are recorded.

mapping(S, T, PropS, PropT, Corr, NewCorr, Mppg, NewMppg, H) :-
funciqr;corresp(PrOpS, PropT),
PropS =.. [FunctorS]indivlistS],

- PropT =.. [FunctorTll.ndiviist“_l'], |
many_submaps(S, T,_ IndivlistS, IndiviistT, Corm, [], FinalTentC, {1, FinalTentM, H),
éppend(Corr, [corr_reln(FunctorS, FunctdrT)], Intermed),

‘ appéﬁd(lmerfned, FinalTentC, NewCorr), |
append(Mppg, [mabping(PropS, Prpr)], lntenneda),
apbend(lhtérm‘edz. ?inalTentM, NewMppg)-

functor_corresp(PropS, PropT) :-

| functor(PropS, FunctorS, ArityS),
functor(PropT, FunctorT, ArityT),
eqUél(FunctorS. FunctorT),

ArityS =:= ArityT.

equal(X,Y) =

==Y
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% Fora submap to be established between two arguments IndivS
% and IndivT of a propeny, one of the followmg cases must
% be true 1) IndivS = S and lndiv T=T.

% ; 2) lndqu and IndlvT have a prev:ously established oorrespOndence
% - 3) IndivS = IndivT:
% 4) IndivS and IndivT suocessfully have a map established between them

many submaps(S T, [, 0. Corr, FinalTentC, FinalTentC, FinalTentM, F‘naITentM H)

: many_shbfnaps(S, T, [indivS|CtherindivS], [IndivT|OtherindivT], Corr, TentC, FinélTentC.
TentM, FinalTentM, H) :-
>submap(S T IndivS, IndivT, Corr, TentC, NewTentC, TentM, NewTentM, H),
many_submaps(S, T, OtherindivS, OtherindivT, Corr, NewTentC, FnalTentC

NewTentM, FinalTentM, H).

submap(S, T, IndivS, IndivT, Corr, TentC, NewTentC, TentM, NewTentM, H) :-
equal(indivs, S),
not equal(IndivT, T),

fail.

submap(S, T, IndivS, IndivT, Corr, TentC, NewTentC, TentM, NewTentM, H) :-
 equal(indivT, T),
not equal(indivs, S),

fail.

submap(S, T, Indivs, Indiv, Corr, TentC, NewTentC, TentM, NewTentM, H) :-
equal(lnduvs S),

equal(lndwT T)



'subr'nap(vs‘, T, IndivS, IndivT, Corr, TentC, NewTéntC, TentM, NewTentM, H) :-
~ element(corr_indiv(IndivS, IndivT), Comr),
: append(T entC, [], NewTentC),

appehd(TentM. [, NewTentM).

submap(S, T, IndivS, lhdivT, Corr, TentC, NewTentC, TentM, NewTentM, H) :-
not elem_ent(corr_indiv(IndivS, __), Com),
" not element(corr_indiv(__, IndivT), Corr),
- equal{indivs, IndivT),
append(TentC, [corr_indiv(IndivS, indivT)], NewTentC),

append(TentM, [J, NewTentM).

submap(S, T, tndivs, IndivT, Corr; TentC, NewTentC, TentM, NewTentM, H) :-
| not 'evliemem(corr_indiv(IndivS, _), Corm), .
not eletnent(corr_indiv(_, Indin). Cori),
map(S, T, IndivS, IndivT, [], S.ubCorr, fl. SubMppg, H),
append(TentC, [corr_indiv(IndivS, IndivT)], Intermed),
append(lnt_ermed, SubCorr, NewTentC)

append(TentM, SubMppg, NewTentM).

Figure ‘5.6 Analogical Justification in the Metalevel'

For a map relatlon to be true, the followmg is mvolved FII‘St itis proved that some :

L property is in the source domain. Second it 1s checked that the property has not been |

i mapped prev1ously Ifitis already part of a mappmg, then, in order to preserve the one-to- - -

one constramt it should not be mapped agaln. Thlrd the same is done for some property .
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of the target, Fourth, a test is done to see if a mapping can be established between the

source and‘ target properties. Finally, this entire process is repeated_v until no more

mappmgs can be estabhshed for the Justtﬁcauon.

' For a mappmg relauon to be true, the following is involved. First, 1t 1s seen vif there ‘

isa correspondence between the two functors of the properties. Serond submaps (parnal.

equalmes) are proven for all the arguments (md1v1dual constants) of the propertxes

The functor correSpondence cntena that have been unplemented are very mmple The
criteria are firstly that the property names are identical, and secondly that the propertles are
of the same arry If these two criteria are met, the functors are said to be acceptable for

being mapped to each other.

A submap is true under four cases. The first case is that the pa1r of arguments in

_questlon 1s actually the source and target themse"ives If one of the arguments if the source, '

but the other is not the target, or vice versa, then the submap should fail. The second case
s that there has already been a map estabhshed for the individuals in quesuon In thlS case,

the partlal equahty succeeds w1thout needmg to be reproved. The third case is that the two

indlviduals are equal (and have not been prevxously mapped before). The fourth case is

that a new map needs to be established for the individuals (and they have not been

previously mapped before). In this third case, the map relation is to be proved recurswely_

' ‘(i.e., partial equality is nested).

Two types of knowledge are kept track of throughout the mapping process. The first

con51sts of the estabhshed mappings. Mappmgs are recorded sO they can be dlsplayed in
""heonst s response They are dxsplayed as part of the Jusnficanon, for the benefit of the

user. An example of such a dlsplay is:

Justsflcatlon is: [mappmg(loves(pnnce charming, cinderelia), loves(romeo, jullet))
mappmg(pursues(pnnce charming, cmderella) woos(romeo ;ullet))]



_Besides mappings, correspndences between individual constants and functions are

‘also ‘kepf't'rack of. For example, the following are the correspondences for the two

mappiogs shown above:

- Correspondences are: [corr_reln(loves, loves), corr. mdnv(pnnce charmmg, romeo)

- corr, mdw(cmderella,juhet) corr_reln(pursues,woos)].

This knowledge is recorded for the purpose of testing one-to-one correspondence

An example of a one-to-one test Wthh uses the shown correspondences is the followmg
A mappmg is attempted between the properues helps(step- mother step—
Slster) and helps (nurse, juliet). Itis seen from the recorded correspondence

corr_indiv(cinderella, juliet) that Juhct has already been mapped Hence,

69

correspondence between juliet and step-sister is not allowed; the attempted rnappmg fails.

Note that while there may be some analogies which have many-to-one mappings; or one-
to-many ‘mappings, the examples that will be shown do not include these cases. Such
cases would add to the complexity of the mappmg heuristics.

More details about one-to-one tests and the map, mappmg, and submap processes

.w111 be prov1ded in the examples in Section 5.2.2.
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5.2.2' Examples L
Four examples have been implemented to demonstrate the metalevel approach to
Jusufymg parual equality. The firs two examples correspond to the sxmplest and most ’
complex story examples presented in the object level s «ction (Sec 5. 1). The thrrd example -
is from a domam of physical systems where the target is an atom and the source 1s a solar‘
~ System. The fourth example is from a medlcal domaln, where the analogous cases are'
patients. All the examples have been 1mplemented using Theorist's commands for entermg
facts and possible hypotheses into a knowledge base, and for posing querles on_ the
knowl_edge base. The answers vsh'own in the figures for the examples depict what ,actual

output from Theorist would be like in response to the query posed.

5.2.2.1 Story Analogy $§ |

Story Analogy 5 is shown in Fig. 5.7. Itis an example of analoglcal mference Wthh '
uses the analog1cal Jusuﬁcauon procedures that have been descnbed “This example has the
same domam knowledge as Story Analogy 1 in Section 5.1.2.1. (Compare Flg 5 7 w1th .
Fig. 5.1). It differs in its analogical 1nference knowledge, in particular, in its hypotheses
and justifications.

In order toexplain the query that the heroine loves the hero in return, a:pro'perty
ascription is hypothesrzed which leads to a partial equality being hypothesxzed For the
partlal equality hypothesis instance, Theonst proves all its subgoals (there are none) then
performsv its consistency Jusuﬁcauon, then its analogrcal Jusuﬁcanon 7

The analogical justification requires a map between cstory andrjstory The first |
propertles which are proved are loves (hero, her01ne) from the source, and

loves (hero hero:.ne) from the target Both properues are checked agamst the hst »

of current correspondences to be sure they have not been mapped before Slnce the current o

' _hst of correspondences is empty, there is no problem It is then seen whether the two .
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properties can form a mappmg The mapplng succeeds: the two functors' correspondence,

is checked a submap is estabhshed for the 1nd1v1duals hero and hero, because they are‘.

1dent10al and a submap is estabhshed for heroine and herome in the same manner o
The p0551b111t1es for mapping are not yet exhausted ‘SO more rnappmgs are tned A
’ mappmg between WOOos (hero heromne) and die together (hero hero J.ne)

is ‘tried next. However, it - fails. @ The next mapplng tried is_ between

woos (hero,heroine) and woos (hero heroine) . Itis established in a sxmllar |

'manner to the first successful mapping. The functors match because they are 1dent1cal

The submaps between hero and hero, and between heroine and herome succeed because
they were already established before. Subsequent attempts at other mappmgs fa11 (between
the loves in_return and die_together prOpernes, between the meet_ at a ball and
dxes__together properues)t In total, there are two successful mappings to r_nake up the rnap.

‘Notice that the information about the successful mappings‘is displayed as part of the

metalevel _]ustlflcatlon This d1ffers from the examples in Secticn 5. 1 Wthh were_

concerned with ob_]ect level Justlﬁcanon In those examples, the mformatton about
' estabhshed mappmgs was part of the theory, rather than part of the metalevel Jusnficatton

For those cases, the only metalevel justification was consistency.
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.. fact dom(cstory, loves(hero, heroine))..
' fact dom(cstory, woos(hero, heroine)). -
fact dom(cstory, loves_in_return(heroine, hero)).
fact dom(cstory, meet_at_a_ball(hero heroine)).

‘fact. dom(rjstory, loves(hero, heroine)). B .
fact dom(rjstory, die together(hero heroine)).
fact dom(rjstory, woos(hero heroine)).

[QUERY is: ‘explain dom(rjstory, loves in.return(heroine, hero)).

Knowledge for Analogical Inference
hypothesns property_; ascnptlon(’r S):
dom(T loves_| |n _return(At, Bt))
P
o dom(S, loves_in_return(As, Bs))
& dom(T, equal_partially(S, T)).

hypothesis partial_equality(T,S):
- domy(T, ,equal _partially(S, T)).

‘ META JUSTIFICATlON is: [mappmg(loves(hero heroine), loves(hero, heroine)),

META JUSTIFICATlON is: [Consustent Theory].

THEORY is: [property ascnptlon(rjstory, cstory)
partial_equality(rjstory, cstory)].

"|ANSWER is: [do'm(g'story, loves in return{heroine, hero))l.

mappmg(woos(hero herome) woos(hero, herome))]. _b

Figure 5.7  Story Analogy 5
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5.2.2.2 Story Analogy 6

Story Analogy 6 is shown in Fig. 5.8. Its domain knowledge is 51m1lar to that of

Story Analogy 4 in Section 5.1.2.4. (Compare Fig. 5.8 with Fig. 5.4). This example

exhibits three levels of partial equalities. The first mapping tried is 'be'tv_vt:‘en_

loves (prince_charming,cinderella) and loves (romeo, juliet). This

mapping requires that a submap be established firstly betweeri prince_charming and romeo,
and, if thxs succeeds, secondly between cinderella and juliet. Since these pairs of
individuals have not been previously set in correspondence, and since they are not

 identical, their own properties must in turn be examined and mapped.

For example, a submap betWeen prince_charming and romeo results frﬁm their both .

being brave and charming, and from prince_charming being a prince and romeo being a

| boy. This last mapping results m turn from a submap betwéen prinéc and boy which

- results from their both being males.

. Note that the mappings which result from a submap are recorded and added to the

mappings already established to justify the current map. For instance, when thé_:r‘n‘apping. :

between isé (prince, male) and isa(boy,male) is established, itis addéd to thé
current Justification for the map between prince and boy. When the map ,betWéén prihce
and bpy 1s established the mappixig between isa (prince_charming, prince) and
isa (romeo, boy) is established. Then all tne‘sub's‘idiary mappings are added to_bthe

jmr.ﬁcatxon for the highest level mapping.

A submap between cinderella and juliet is established in a similar manner. The v

submap consists of one mapplng based on their both being lovely

“In total, seven mappings form a map to Jusnfy the partial equahty between the two

stories. This map successfully supports the inference of the relation in the query.
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fact dom(cstory, loves(prince_charming, cinderella)).
fact dom(cstory, woos(prince_charming, cinderella)).

- fact dom(cstory, loves_in_return(cinderella, prince_charming)).
fact dom(cstory, meet_at_a_ball(prince_charming, cindereiia)).

fact dom(prince_charming, brave(prince_charming)).
fact dom(prince_charming, charming{prince_charming)).
fact dom(prince_charming, isa(prince_charming, prince)).

fact dom(cinderella, lovely(cinderella)).

fact dem(ristory, loves(romeo, jufiet)).
fact dom{ristory, die_together(romeo, juliet)).
fact domiristory, woos(romeo, juliet)).

fact dom(romeo, brave(romeo)).
fact dom(romeo, charming(romeo)).
fact dom(romeo, isa(romeo, boy;)).

fact domjuliet, lovely(juliet)).
General Knowledge
fact dom(prince, isa(prince, maile)).
fact dom(boy, isa(boy, male)).

_ RDUERY is: explain dom(ristory, loves_in_return(juliet, romeo)).

Knowledge for Analogica;i inference
hypothesis property_ascription(T,S):
dom(T, loves_in_return(At, Bt))
“— . .
dom(S, loves_in_return{As, Bs))
& dom(T, equal_pa#ially(S, T)).

hypothiesis partiai_equality(T,S):
dom(T, equal_partially(S, T)).
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: META JUSTIFICATION is: [mapping(leves(prince_t charmng, cinderella), loves(romeo juhet))
mapping(woos(prince_charming, cinderella), woos(romeo, juhet))
- mapping(charming(prince_ charming), charrmng(romeo))

; ]rnappmg(brave(pnnce charming), brave{romeo)),
mappmg(:sa(pnnce charming, prince), isa(romeo, boy))
mappmg(nsa(pnnce charming, male), isa(romeo, male))
mapping(lovely(cinderella), lovely(juliet);]. :

1META JUSTIFICATION is: [Consistent_’ Theory]. ‘

THEORY is: [property_ascription(rjstory, cstory),
‘ partial _equality(rjstory, cstory)].

ANSWER is: [doml{ristory, loves in retumn(juliet, romeo))L

Figure 5.3 Stery Anzlogy 6



5.2.2.3 Solar System and Atom  Analogy
Now an example is given of analogical mference for a domain dtﬁ'erent from the storv '

‘ domam The source domain is knowledge about a solar system, and the target domam s

knowledge about an atom (similar to Gentner's solar system- example [Gentner 83])

: Whereas in the story analogles the md1v1duals of the domams were mainly characters of the
stories, in this analogy, the 1nd1v1dua.ls are physical parts or: components, of the two
physical systems. The example is based on simple models of the solar system vand atom.
See Fig. 5.9.

Theorist is asked to explain that the nucleus attracts the electron in the atom. Theorist

‘uses its analogrcal mference knowledge and procedural Jusnficatxon for analogy to
eventually explain the query successfully The explanauon is based on. a property |
ascription from the solar system's property of the sun attractmg the planet. Nouce that |
there i isno fact d1rectly stating that the sun attracts the planet. However thls conclusmn is
denved ﬁ'om the fact that the sun gravnattonally attracts the planet, in combmanon w1th the
fact from general knowledge wh1ch states that grawtanonally attractmg 1rnphes atu'actmg

‘The _ﬁrst two successful mappings are between the properties describing the central
positions of the sun and nucleus, and the peripheral positions of the planet vand electron.

These mappings put into correspondence the sun with the nucleus, and the planet with the
electron. | |

One of the mappings tried is between the properties orbits (planet ,' sun) and
spins_about (electron,nucleus) . Though these two properties have :no‘n-
identical relation names, they can still be mapped through the use of some of the general _
knowledge given. In the general knowledge there are two facts whtch relate the propemes

'of orbltmg and spinning about to revolvm'f around One fact states that lf m sorne dornam
there is one 1nd1v1du al which spms about a second 1nd1v1dual then it is also true that that B

'first 1nd1v1dual revolves around the second 1nd1v1dual A s1mllar fact is true for one:

" individual orbiting ar_xother In effect these pleces of general knowledge relate two
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_differe_nt properties to a common, more general property. It is this more general fproperty
‘which can be proved of both the source and target (within the map procedure), and ha\}e its
ftmctor mapped throngh an identical lnatch. The resulting mapping is ‘between:
revolves_around(planet,sun) and revolves around(electron,nucleus). rfd

While one "level" of implication between propertxes is shown in this analogy, in other
analogies one could have many propertles being related. The relatdonships could form the
equivalent of a "hierarchy of relations" [Burstein 86].

Another mapping which is tried is between the properties:

more_massive_than (sun,moon) and more_massive_than (nucleus,electron) .

Correspondences are established between more_massive_than and more massive than,‘

and between sun and nucleus. They are recorded ina tentatlve list as they are estabhshed
However, when moon and electron are to be mapped, there is a failure smce electron has
already been mapped, and a one-to-one correspondence must be preserved. Note that at
ths pomt m the process, the tentative list of correspondences is discarded; it is not added to
the hst of correspondences for successful mappings.

'I'he final map established for the Jusnﬁcanon has four mappings. This Jusnﬁcauon is

shown in Fig. 5.9.



 SOLAR SYSTEM AND ATOM ANALOGY

Knowledge for source solsys (solar system)

- fact dom(solsys, huge(solsys)).
‘fact dom(solsys, at_center(sun, solsys)).
fact dom(solsys, at_periphery(planet, solsys)).
-fact dom(solsys, orbits(planet, sun).
fact dom(solsys, more_massive_than(sun, moon)).
fact dom(solsys, more_massive_than(sun, planet)).
fact dom(solsys, gravitationally- attracts(sun, planet)).

- fact’ dom(atom, tiny(atom)).
fact’ dom(atom, at_center(nucleus, atom)).
fact dom(atom, at_periphery(electron, atom)).

fact dom(atom, ‘spins_about(electro'n. nucleus).
fact dom(atom, more_massive_than(nucleus, electron)).

 fact dom(X, attracts(A.B)) « dom(X, gravitaticiially_attracts(A,B)).
fact dom(X, revolves_around(A, B) « dom(X, spins_about(A, B)).
fact dom(X, revolves_around(A, B) < dom(X, orbits(A, B)).

‘ [QUE-RY ig: explain dom(atom, attfacl:‘éﬁmucleus. electron)). -

Know!sdge for Analogical inference
hypothesis proparty_ascription(T,S):
" dom(T, attracis(At, Bt);
- S
dom(S, attracts(As, Bs)) .
& dom(T, equal_patrtially(S, T)).

hypothesis partial_equality(T,S):
dom(T, equal_partially(S, T)).

(continued on next page)
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|META JUSTIFICATION is:
. [mapping(at_center(sun, solsys), at _center(nucleus, atom)),
mapping(at_periphery(planet, solsys), at_periphery(electron, atom)),
- fhapping(revolves_: around(planet, sun), revoives_around(electron, nucleus))
..~ mapping(more_massive than(sun planet), more_massive_than(nucleus, electron))]
META JUSTIFICATION is: [Consastent Theory] o

THEORY is: [pamal equallty(atom solsys)
property ascnptlon(atom solsys)]

ANSWER is: [dom(atom. attracts (nucleus, electron))].

Figure 5.9 Solar System and Atom Analogy
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5.2.2.4 Medical Analogy

_One final example given for analogical inference wnh metalevel Jusnficauon mvolves

rnedlcal domams. The source is a previous pat1ent that was dtagnosed to have a cardxac

arrest from certain indications. The target isa. current patient. In thxs exampie, each

domain only has one md1v1dual ie., its pauent._ All the medical 1ndlcatlons have been ‘

represented as prOperues on these md1v1d1_als. See F1g 5.10.

The quesuon is whether the current patient has a heart seizure. Analoglcal mference
is done with respect toa prevrous case in the same domain (thls type of reasomng can be
called case-based reasoning).

The‘property to be ascribed to the current‘patient is that of a heart seizure. However,
this property cannot be proved of the source, and there is no property ascription hypothe51s
given wh el ascubes a heart seizure from a heart seizure. However, there is a hypothe51s
‘to ascnbe heart seizure from a cardlac arrest. Hence, this hypothesis is used.

In this e.\ample the ascnbed property (i.e., heart seizure) is not the same as the
property in the source (i.e., cardiac arrest). That is, the ascribed property is not common to

the source as well as the vet and the Common Condmon whrch is part of Gremers

deﬁnmon of analogical mference [Greiner 85], does not hold. (Note that the Common‘

Condmon was not included in the definition’ of analogical inference in Section 4 3.) itcan

be seen from this example that ascription is not necessanly restricted to the cases where the

Common Condition holds, but i:an be more general.

The general knowledge in this example is knowledge in the medical area, but is not

knowledge specific to either of the cases. The first two facts of the glven general_

mowledge ‘express a relatlonshlp between more specific propertles and a more common

parent property That 1s, soreness. and snarp pain in the cheé e tvpes of chest

dlscomfort in general The last two general knowledge facts express more of a causal .

- relanonsh:;- between propertles That is, the mdlcatlons of feehng dlzzy or faint are both 3

: caused byvthe eommon cause of lackmg oxygen. |
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MEDICAL ANALOGY

Knowiedge for source prevpatient (previous patient) v
fact dom(prevpatient, chest_soreness(prevpatient)).
fact dom(prevpatient, feels_dizzy(prevpatient)).
tact domiprevpatient, sweaty. _palms(prevpatient)).
fact domfprevpatient, arm_feels _heavy(prevpatient)).
fact dom(prevpatlem cardlac arrest(prevpatlent))

' fact dom(currpatient, sweaty_palms(currpatient)).

. fact domf{currpatient, sharp_chest - pain(currpatient)).
fact dom(curmpatient, feels_faint(currpatient)).

fact dom{curmatient, arthntls(currpatlent))

General Knowledge .
fact: dom(X, chest dlscomfort(X)) « dom({X, chest _soreness(X)).
fact dom(X, chest _discomfort(X)) <—-dom(x sharp_chest_pain(X)).
fact: dom(X, lacks_oxygen(X)) « dom(X, feels_dizzy(X)).
fact dom({X, lacks_oxygen(X)) <—domlx, fesls _faint(X)).

 [QUERY is:_explain dom(curpatient, heart_seizure()). | . l

f nalogi 5
hypothesis ' property_ascription(T,S):
dom(T, heart_seizure(T))

dom(S, cardiac_arres((S)) -
& dom(T, equal_partially(S,T)).

hypothesis partial_équality(T\.S):
dom(T, equal_partially(S,T)).

(continued on next page)



META JUSTIFICAT!ON is:- [mapping(chest_soreness(prevpatient),

- " chest_soreness(currpatient)),
mappmg(lacks oxygen(prevpatient),
" lacks_oxygen(currpatient)),
mappmg(sweaty _paims(prevpatient),

sweaty. _palms(currpatuent))]
META JUSTIFICATION is: [Consistent_ Theory] '

| THEORY is: [partial_equality(currpatient, prevpatnent)
‘ property_ ascnptuon(currpatlent prevpatlent)]

ANSWER is: [do qurr;Ltlent cardiac arrest(cun'patuent))]

Figure 5.10 Medical Analogy
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§.2.3 Discussion of the Metalevel Approach

. From the above examples, it can be seen how a metalevel expression of justification

for partial equality can be used for analogical inference in the Theorist.frarnework. ;_In

compar'ison with the object level approach, one advantage of the metalevel approach is -

efficiency. Since the knowledge base does not contain a large number of s.p‘eciiﬁc '

hypotheses Theorist is saved the work of searching through them for the parncular ones
that are relevant to the query. |

Another‘advantage is increased 'expressiveness General characteristics of maps
: such as a maximal number of mappings and any combmatton of mappmgs, can be
" expressed. Other charactenstlcs of maps, ‘which have not been shown in the examples
. some of which are more complex, could also be captured with a procedural approach for
example such charactensncs could include mappings between certain types of propertres
[Burstern 86 Wmston 801, and mappmgs of hrgher systematicity [Gentner 83] Indeed
_most of the research on analog1ca1 reasoning has taken a procedural approach

The mcreased expressweness dlrectly affects the increased generality of the metalevel

approach The procedures for justifying the partial equahty are appllcable to explarnmg :

| many quenes ‘However, the object level hypotheses were SO spemﬁc as to be apphcable ‘

only for parual equahues between certain individuals w1th certam properties.

A dlsadvantage of the procedural approach concerns the practlcal issue of useabthty

Since the heuristics for maps and mappmgs are expressed as part of the Theortst"

‘ procedures, a user who quenes Theorist cannot see the heunsucs bemg used As well in-

: ‘order for changes to be made in the partxcular style of mapping, chan ges have to be made to

the procedures rather than srmply to.the knowledge base. These dlsadvantages are

'charactensttc of any procedural approach as opposed toa declarauve approach



Chapter 6
Conclusions

6.1 Summary

.' To summarize, this dissertation has demonstrated that analogical inference can be
viewed as hypothetical reasoning in the Theorist framework. The basic nature of ahalo gical
‘ inference has been investigated. In .paxticuiar, the aspects of property ascriptionahd partial
equality in the inference have been iderttiﬁed and expressed through two key hYpotheses.
o Mappmg heuris.; * -*:% been expressed as justiﬁcations for a partial equality hyp.othesis.
Such map-hased justusication has been 1mplemented in both an obJect level manner and a
’metalevel manner. Fmally dlfferent examples of - analog1ca1 mference have been
1mplemented in Theorist and have been run and tested These examples have been from

vanous problem domains, and have had different mapping heuristics.

6.2 Relation to Other Work
In this section, the relation of the hypothetical reasoning approach to other approaches
in analogical reasomng is discussed. |
’ Though Jackson's work [Jackson 86] is also in the Theonst framework 1t has had
f httle mfluence on the approach of this dlssertatton A maJor d1fference is that the current
: work has a more general approach J ackson s spemficatton has hypotheses SpeC1fic to only
one partlcular type of analogtcal mference (1 e abstracuon-based and usef’ul—m solvmg-a-

problem) In contrast, the current specrﬁcatton is mtended to express general analogtcal '
-84 . ' ’
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inference, and hence accommodates different heuristics. Thus, the various heuristics are

separated from the core analogical process.

A second dlfference is that Jackson uses hypotheses tO eXpress knowledge spemfic to

a problem domam (i.e. domain abstracuons) On the other hand, the current work uses ;

hypotheses whlch charactenze the analog1ca1 inference itself more than they charactenze the
‘domain. This charactenzauon is done through hypotheses which capture the concept of a
property being ascribed based on an analogical relationshij. |
‘| Another difference between this work and Jackson's work, is that this work has been
implemented. That is, it has been demonstrated that the current approach is realizahle
through 1mplemerxted examples, whereas Jackson has not implemented his approach
though he gives suggesnons for doing sO. |
In relation to Greiner's work [Greiner 85, Greiner 86], the approach ’of thxs
dlssertauon has been influenced by h1s formalized methodology and logic-based v1ewp01nt.

In addmon, the charactenzanon of analoglcal inference as h ypotnettcal mterence parallels

his charactenzauon of analogwal 1nference as plausxble inference. Itis an mdlcauon of how

well suxted the Theonst framework isto analoglcal mference that the standard condmons i

for hypothetxcal reasoning are so sumlar to those Gremer defined for plau.,lble mference

(i.e., the condmons that the mference be unknown and consmtent) However, the

conditions added to define analogical inference in Theonst differ from Gremer s

condmons. The former consist of property ascnptlon and partlal equahty condmons,
whereas the latter con51sts of the common condition. Gremer also suggests abstractlon-
‘based and usetul heuristlcs for mapping, whereas the work of this dls.s,erta,t;on 1s._4 not

' dlrectly concemed with su Ogestmg particuiar heunsttt s.

Another dxfference is that Greiner z’j".f:'i not ha fully de»eloped fra.mework 1or;‘

‘ p‘aLS1ble mference such as has been dew‘l r;t,:] for Iy themcalreason:-_ng. Revoad gf ;\ng b

~

a definmon Gremer does not glve a detaxled spec 'r nor. of how the DI. wisible in ference '

I process works mdependent of: analoglcal mference HlS concept of plausx‘ble mference v
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seems to have been developed as a step towards analogical inference. In contrast, the

hypothetical reasoning framework is of central importance to, and has been ‘devel‘oped‘

mdependently of, analogtcal inference. Asa resuis, the hypothetical reasomng specxﬁcauon

has the advantage of encompassing a broader wit/w of analogy

With respect to Gentner's approach [Te ntner 83, Falkenhamer 861, the v1ew of "

_ different partial equality relatlons is similox to her theory of different types of 31m11ar1ty g

relations. She defines her similarity relations accordmg to different mappmg cntena for .

- example, whether attribute-type or relattm"--type propertles are equal in 1 the target and source

domains. The Theonst research also takes the view that different part1a1 equaltty relanons |

can be defined accordmg to the1r specific criteria. However thls view does not. have a

requlrement as to what these criteria must necessanly be, but rather mcorporates a

ﬂex1b1hty for different reasoners to use d1fferent criteria.

- Of the d1fferent mapplng heuristics wh1ch vanous re.,earchers have proposed thei 5

ones that have been implemented in examples have been closest to Wlnston s [Wmston &0,

Wmston 84a, Wmston 84b] They are data-dlrected (or bottom-up) heunsncs, centered,.

around properties of individuals. These heunsncs were chosen for 1mplementauon because '

they are relatwely sxmple, and incorporate aspects of mappmg basic to many approaches

6.3 Contributions

~ At the start of this dissertation, the thesis was put forward that analogical inference

can be‘expressed'as‘hypothetical reasoning. This claim has been supported by”the ‘

deveIOpment of appropnate hypotheses for property ascription and partlal equalzty, by the

speﬂlﬁcatlon of a Theonst deﬁnmon w:th sultable condmons, ano by the lmplementanon of s

everal examples of analoglcal mference

One of the main contnbutlons of the work of thlS dlssertauon 1s that it helps

& 'crystalhze the plau51b1hty-based nature of analoglcal mference ThlS aspect of mterence is



often 1mp11c1t in other approaches 10 analogy For mstance, it may be embodled m the
recognmon that proposed’ analogles can be -.,hecked for consrstency, tested agamst other
knowledge, ranked acccordmg to various preferences, and debugged for incorrect
assumptions. However, the underlying assumptions in the process are rarely made »clear or
explicit, as is the case in the hypothetical framework. |

In the thesis that was put forward, it was proposed that the expression of analogical
inference could be done in a clear, general, and implementable manner. Clarity was
achieved through the declarative and formal basis of the framework. A logic-based
methodology was used to investigate issues such as what types of knowledge are inyolved
{e.g., facts, assumptions, justifications), and what roles are played by them'fin the.
inference.b

Generality and flexibility were achieved in that the inference mechanism was not built
around any particular mapping heunstlc ‘Rather, the specification has the ablhty to
accomodate different heuristics as d1fferent Jusnﬁcatmns This approach is also mtumve in
that dlfferent reasoners can use different justifications for makmg the same assumptlon,
according to individual preference. Indeed, in psychological tests on analogres, there
seems to be a wide spectrum in the individual differences between Teasoners [Stemberg
77].

 The 1mp1ementab1hty of the Theorist approach has becn demonstrated rrom the
workmg examples. In the case of ob]ect level justification, inference was reahzable w1thout
any mochftcanons to the Theorist mference mechanism. In the case of mctalevel
justification, it was implemented in 2 similar mannez to consistency Justlficatton as an
,augmentanon to the mference mechamsm. In the case of meralevel Justlficatlon, thev
. mference mechamsm was augmented in a manner similar to that for consrstency
X Jusnficatron ‘
Besxdes prov1d1ng a clear, general and mlplementable spec1ﬁcanon of analogxcal

mference, the hypothettcal reasonmg approach also contnbutes a conceptual v1ew of
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mapping heuristics. Most other work on analogy is procedural in nature and concentrates

- on various cntena or heuristics for constructmg mapplngs The hypothetlcal v1ew of these '

heunstlcs is that they are Jusuﬁcanons for assuming partial equality relat:ons The _

procedures which implement the helmstics are given meamng as metalevel expressmns of

such justifications Through this view, the heuristics have a clearly defineci role in the :

overall reasomng process. The hypothetical approach then, provides a potenually umfymg
ﬁamework for disparate mapping criteria.

* In addj*ion to contributing insights to analogical inference, it is hoped that the work

described can serve as an additional example of hypothetical reasoning in T_heori'st.eThe |

expression of another type of reasoning in Theorist (besides diagnostic reasoning;,t,vi det‘ault
reasonin g, etc.) further supports the claim that the framework isa useful general paradi gm
for many kinds of reasoning. As well, .the work of this dissertation specifies one :of the
most complex Jusnficatlons for hypotheses to date. Be51des bemg rather complex the

map-based justification, when expressed in the rnetalevel isan exarnple ofa local metalevel

Jusnﬁcauon Few local Jusnfications (rather than global justifications such as con31stency)

have been prevmusly specified in the metalevel.

6.4 Future Work

There are several areas for future work that are possible. One area (mentioned in Sec. -

6.2), is specifying other justifications besides the ‘obje-ct-o'riented data-directed heuristics

_that are demonstrated in the examples shown prev1ously Other possrble heuns ics mclude :

those Wthh use abstractions [Gremer 86], causal structures [Burstem 86] or other,;

constructs 1n a goal-dlrected approach One i issue that would need to be decxded for such

heunstlcs 1s whether to express the goal dlrectmg structures as obJect level or metalevel '

relatlons If for i 1nstance the structures are percerved to represent knowledge about the

conceptual domam (e g laws of phy51cs and medlcal prmmples [Gremer 85]), then they o



might be best represented as object level relations. However, since they are lrkely htgher
order relatmns, they might for practlcahty and efficiency be represented .l.S metalevel
__ relauons. 7 |
- The use of relevancy criteria is another variation of heuristic which“ could: be )
1nvest1gated Such criteria emphasrze that the analogtca.l map should somehow be relevant
to the goal. One such heuristic advocates mappmg between causal relauons, as opposed to
~other types of relations, since causation is a form of relevancy [Wmston 80] Smce thrs}
_ heuristic describes a category of relat_lons, it might be best represented by usm_g metalevel |
 relations. Hence the justification would be a metalevel one. |
Another area for future work is in theory preference. Whereas the criteria expressed
m a Justlficauon determine wvalid or acceptable theories, ranxmg, or prefernng, cntena
determme preferred theories. Preference criteria would compare valid. theones after they‘ .
- are establl hed. There may be overlap between criteria used to justify a theory and cnterxa
.used to prefer between theones Thls overlap parallels the one between the elaboratton and |
venficatton of an analogy [Hall 87] | _
| In the example called Story Analogy 1 inFig. 5.1 (Sec 5. 1 2. 1) the use of dtfferent
p0551ble hypotheses for mappmgs resulted in more than one theory in the answer “Thisis
the type of suuatlon where preference criteria would be used. For example, | the th1rd theory‘ L
dlsplayed m Flg 5.1 has two mstances of property mappmg hypotheses mcluded m it,
| whereas the other two theories only have one. The thlrd theory would be preferred if there
was a preference criteria: for theories with more mstances of mapping hypotheses ThlS :
type of preference criteria could reﬂect the heunstlc thata analogy with more mappm gs 1s a
better supported analogy ‘ |
B Exarnples of theory preference cnterta 1nclude systemaucrty (prefer maps w1th h1 gherv
systemat:tctty, i e contammg hxgher degree relattons) [Gentner 83], and mmxmahty (prefe"
the mmlmum number of mappmgs that are: able to lead to the solutton of a problem),

[Gremer 85] The expressron of a cntena such as mmlmahty could be done m the' ‘



metalevel, using metalevel relations which have the theories themselves as arguments. For
- example: | | |
| minimal(Theory1, Theory2) <— minimality_condition1(_, _)
& minimality_condition2(_, _), etc.

- While it is possible to express arbitrary theory.preference criteria as procedures in Theorist_,
it would be important to develop them in a principled manner, with desirable semantic :
properties [Goebel 88b] | | L |

A third area for future work is the mvestlganon of ana.loglcal inference of a pred1cnve
kind rather than an explanatory kind. As was dlscussed in Sec. 1.2, in the explanatory :
case of analoglcal inference a goal relatz.on 1s'g1ven, and then an analogy is hypothe51zed in
order to explam it. A dlfferent problem occurs when there is no goal to be explamed but
an analogy is hypothe51zed and all 1ts loglcal consequences, or predlcnons, are exammed
This type of analogical 1nference is not query directed" but is pred.tctwe in nature. One
‘ ’example of thlS type of reasoning occurs when a reasoner is presented w1th a rnetaphor and
must draw mferences fromitin order to comprehend" or analyse the metaphor Predlctton
m general as opposed to explanatlon in general has been mvesugated 1n the Theonst: o
framework This other dlrectton of reasonmg in the hypothetlcal framework could -
potennally capture another dtrectlon in analoglcal mference | |

A fourth darecnon for future work is that of expressing other stages of analogxcal L
reasomng through other stages of Theorist's scxentlﬁc reasomng cycle For example, the

_ dynarmc creanon of possible hypotheses (rather than the use of static ones that have been 8

- ngen) could reflect the dynam1c creatlon of mappmg strategles As well the stages of f o ;

: testmg and rev1sxon of theones could correspond to the vcnﬁcatlon and debuggmg of ,
”'analogles However at this pomt in tlme m Theorxst, the 1nvest1gatlon of these stages 1n ‘

general 1s not very advanced
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A fifth possibility for investigation is that of integrating analogical reasonirig thh :
other types of reasomng The Theorist framework is general enough to be well suited to
this task. For example, hypotheses for medxcal diagnosis could be used together w1th '
hypotheses for analogrcal inference, such that the two types of reasoning mteract w1th one
another. |

As has been mdmated there are many p0551b1e drrecnons of future work whrch can

follow from the view of analog1ca1 reasonmg as hypothetical reasomng

6.5 'Conclusion
In conclu sion, it is hoped that the work that has been done helps shed insight into the
d:lfﬁcult problem of analog1ca1 reasonmg There are so many definitions of analogrcal 3
1nference that at times it may seem to be amcrpnous in nature. However, an attempt has
:been made to prov1de a clearer basehne fm analo oy by delmeaung its assumptlon based
o nature This dehneanon has been done by exphcatmg two essennal assumptlons whlch _ |
'underly analogrcat inference, assumptlons of property ascnpuon and parnal equahty
-;'Vanatrons in inference can then be phrased as dlfferences in the Jusuficauon of these_b
assumpuons It has been seen how some examples of this can be done in Theonst B
_ ~Through such examples and their underlymg framework, the way has. been paved for

future advances in v1ew1ng analogical mference as hypothetxcal reasomng
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Appendix

The Theorist Interpreter

96**********************************************************************

%

B Module: Module na.mcd explam -p which is the Theorist i mterpreter

% .

% . Version : Version shown includes revisions as of Oct. 4 1988

% by George Ferguson. (Note that the version shown -
% . includes the facility to handle a class of knowledge called
% askables, but askables are not used by analoglcal mference )

% . .

96**********************************************************************

% Qo -
% explain('G) is always true and interfaces with explain/2

0 -

explam(G) -
b explam(G H),
Coond,
5 wntef("Theory is: %p%n%n",[H]),
,wntef("Answer is:%p%n",[G]),

: %

nl,
fa11
explam(_) -
’ wlnte( No (more) answers'),
. n s
% = | ’
. % explain(G,H) : True when G is a list of goals whlch can be explained
P usmg the facts and the con51stcnt set of hypotheses H
s explam(G,H) -

proveAll(G [] [] H)

9
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%

% . ‘ ‘ ‘
% prove(G,A,H1,H2) : True when the atomic goal G is proved with
% ‘ ancestors A and hypotheses H1+H2.
prove(G,A,H,H) :- % proof by contradiction

negate(G,NG),

member(NG,A). |
prove(G,A H1,H2) :- % fact expands proof tree

: fact(G,B),

proveAll(B,[GIA } H1,H2).
prove(G,_H,H) :- % askable was answered true

askable(G), ‘

wasAsked(QG),

answerWasTrue(G).
prove(G AHH) :- % askable can't be deduced andis

askable(QG), % asked -

negate(G,NG),

not wasAsked(G),

not wasAsked(NG),

not proveNA(G,A H),

‘not proveNA(NG,A,H),

askableIsTrue(G).
prove(G, HH) :- % meta evaluates to true

~meta(G), ‘

call(G)
prove(G A, H1 ,H2) :- . % else need hypothesis

hypothe51s(N G,B), - .

proveHypothesm(G A, N B,H1,H2).
% ’
% proveAll(L,A,H1,H2): = True when all elements in the list of goals L
%o . ‘ have been proved with ancestors A and
% hypothesis H1+H2.

"%

proveALl([],_H,H).

proveAll([GIL],A,H1,H3) :-
- prove(G,AH1,H2),
: proveAll(L,A,HZ,HS).
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% o : o
% proveHypothesis(G,A,N,B,H1,H?2) : True when goal G is proved with -

- % ancestors A using hypothesis named
% o N which has body B, together with -
% : ~ previous hypothesis H1+H2. - .
P e
proveHypothesis(G,A,N,B,H1,H2) :- % reuse previous hypothesis

" elerent(N,H1), : :
proveAll(B,[GIA],H1,H2).
proveHypothesis(G,A,N,B,H1,H2) :- % use new hypothesis
" not element(N,H1), _

proveAli(B,[GIA],[NIH1],H2),
. consistency_justific(G,H1).

%‘ .

% consistency_justific(G,H) : Trué if fail to show the negation of G'is true
% : i using hypothesis H.
% .

consistency_justific(G,H) :-
- negate(G,NG),
not proveNH(NG,[],H).

%.
% proveNH(G,A,H) : True if G is proven with ancestor A and hypothesis H -
. ‘ - (as prove/4 above but no new hypothesiscanbe = -
g: _ added). Used to establish consistency.
(7] : . : -
proveNH(G,A, ) - ~ % proof by contradiction
~ negate(G,NG),
: .' mcmber(NG,A).
' pni'OVeNH(G“,.A;H) - - % fact expands proof tree
. fact(G,B), :
}p\r\oveAll}NH(B,[GIA] LH), , -
proveNH(G,A H) :- % use hypothesis of current theory -~
' - hypothesis(N,G,_), S PRI
- element(N,H).
proveNH(G, _, ) - | % meta evaluates to true
- meta(G), - = S
o cal@).
- proveNH(G,_H) :- " % askable was answered true
... wasAsked(G), | -

ke answerWasTrue(G).‘ “



: answerWasTruc(G)
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proveNH(G A JH) - % askable can't be deduced and is
askable(G),. % asked :
negate(G,NG),
not wasAsked(G),
not wasAsked(NG),
- ‘not proveNA(G,A,H),
not proveNA(NG.,A H),
askableIsTrue(G).
% .
% prove AIINH(L,AH) : Trueif all the goals in L. can be proved without
% . _ introducing new hypotheses as in proveNH/2.
% _
prove AUNH([,_..).
‘proveAllNH([GlL,A H) -
o proveNH(G,A H),
prove AINH(LL,A,H).
D -
% proveNA(G,A,H) : True if G is proven with ancestors A and hypotheses -
% . H (as prove/4 above but no new hypothesesor .. -
%% ‘askables can be used). Used to try and dednce the ceT
Zg : value of an askable w1thout askmg it. v
b _
ipf'ov’eNA(G,A,’_) :- % proof by contradiction
' negate(G,NG), _ :
.. member(NG,A). .
proveNA(G AH) :- % use hypothesis of currnt theory
hypothesis(N, G,_\),
element(N,H).
proveNA(G,AH) :- % fact expands proof tree
fact(G,B), : _
proveAlINA(B,[GIALH).
, provéNA(G,_,_) :- % meta evaluates 1o true
meta(G),
call(G)
prochA(G A H) - % nser answered true already
o askable(G) - _
- wasAsked(G),



g -

% proveAlINA(L,AH) : True if all the goals in L can be proved without
% introducing new hypotheses or asking new
D : questions as in proveNA/3.
% _
proveAIINA([1._.,.)-
proveAINA((GILLA H) :-
proveNA(G,A H),
proveAlINA(L,A,H).
%

Z;z negate(G,NG) :  True when NG is the Theoiist-negation of G, n(G).
(7]
negate($NOT(G),G) =

not G = $NCT().

negate(G,$NOT(G)) =-
not G = $NCT().



