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Abstract

Rapid progress in computer technology, processor speed and memory capacity, as well as
demand for digital audio and video pose new problems in communication networks. To
accommodate a whole range of new applications, the networks must operate at very high
speeds, and they often require new protocols. These networks are supposed to employ the
connection-oriented paradigm as the only solution that will achieve the desired very high
speeds. However, this paradigm, although it does possess certain virtues, is not free from
disadvantages that make the effective implementation of such networks difficult.

In this dissertation, we study the suitability of a connection-less paradigm in high-
speed networks. As an example of this paradigm, we consider deflection routing. This
scheme is relatively new and in many ways it is alternative to existing solutions. We show
that deflection routing could be used as an underlying technology allowing to satisfy the
requirements posed by high-speed applications.

High-speed isochronous applications, like video, require small deviations from the av-
erage interarrival delay (low jitter). We show that deflection networks, equipped with
reassembly buffers of modest size, can smooth out the jitter and assure a very low packet
loss regardless of the traffic pattern and network topology.

Another important feature required by high-speed applications is the ability to send
a packet to a number of distinct destinations (multicast). Traditional techniques of mul-
ticasting are not applicable in deflection networks. We propose and study several simple
multicast schemes providing deflection networks with this important feature.

Having shown that jitter may be contained and that multicasting in deflection net-
works is possible, we study the performance of several video applications, including those
that require multicasting. We show that in a realistic environment, performance of these
applications in deflection networks is very good.

In addition to low jitter and multicasting, quality of service is another requirement that
must be fulfilled by a high-speed network. We propose and investigate a few simple means

for sustaining the given throughput of an isochronous stream regardless of the intensity and



pattern of the background datagram traffic. We also study the effect that granting priorities
to isochronous traffic has on the throughput and jitter.

However, we notice that these measures fall short of providing long term quality of
service in cases in which, e.g., there is a very large number of isochronous sources that
contribute some traffic to the network. We propose a protocol that allows a source to
determine whether its session may be accepted by the network. At the same time, possible
vafiations of the interarrival delay caused by the sources trying to initiate their sessions,
are easily smoothed out by the receivers that can dynamically adjust their playout buffers.
We show, with the example of a high-speed application, that this protocol makes it possible
to achieve a required long term quality of service.

Slotted deflection networks, which so far have been considered by most researchers as
the prevailing implementation of deflection, may be difficult to implement in high-speed
environments because of problems with synchronization. Therefore, we study asynchronous
deflection as a more realistic alternative. In general, asynchronous deflection networks offer
lower throughput than their synchronous counterparts — this is the price paid for a more
feasible implementation and a less complex routing. We show how transient buffers affect
the throughput of an asynchronous network. We also show that the appropriate size of
these buffers may greatly improve the throughput of an asynchronous deflection network,
making it close to the throughput achievable in a synchronous network.

Finally, we compare the performance of a deflection network with the performance of
a store-and-forward network. We show that if no resources are reserved in advance, the
performance achieved by the deflection network significantly exceeds the performance of a

store-and-forward network. At the same time, buffer space requirements in the latter one

are much higher.
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Chapter 1

Introduction

Connection-less and connection-oriented paradigms define the operation of the network
layer. If the notion of a circuit or a stream appears in the network layer, wé say that the
network operates according to the connection-oriented paradigm. If packets are processed
(routed) individually, we say that the paradigm of the network layer is connection-less.

Both paradigms have found wide applications in networks. The connection-less paradigm
is predominant in Local Area Networks (LANs) while the connection-oriented paradigm is
used where a reliable, ordered stream of packets is expected. The latter one, exemplified by
the Asynchronous Transfer Mode (ATM) is commonly viewed as the only viable solution
for very high speed networks.

It is a common presumption that connection-less networks are not suitable for high-speed
environments because datagrams are less reliable and, since they may arrive to destinations
misordered, they need to be ordered, which further decreases the chance of their usability.
In this thesis, we study the connection-less paradigm in the context of high-speed networks.
We show that this paradigm, exemplified by deflection networks, is suitable in high-speed

environments.

In this chapter, we describe some challenges posed by high-speed networks. Then, we

present an overview of several gigabit implementations, introduce deflection networks, and

give the outline of the dissertation.

1.1 Challenges of High-speed Networks

By very high-speed networks we mean networks with capacities of gigabits per second.
Building high-speed networks is difficult. The tremendous rate at which packets arrive at

the switch and the multitude of functions that must be performed before the packet is



forwarded onto the outgoing port, is an obstacle in building very high-speed networks.

High speeds also have an impact on various functions performed by networks such as
admission or congestion control. Below, we take a closer look at some of the challenges that
come with the transmission of data at gigabit speeds.

Since transmission rates in high-speed networks are much higher than in conventional
networks, a large number of packets may be in transit in the network at any given moment.
That is why the destination cannot effectively control the source. By the time a message
from the destination arrives at the source, a large number of new packets may be sent
possibly increasing the congestion.

Generally, traditional traffic models may not be valid in the context of data networks
because of the assumption that packets arriving at a switch are independent. They may
work well in telephone networks (where they represent calls) but not in the packet data
networks. Jain and Routhier [JR86] have shown that packets tend to travel in so called
packet trains. About 30% of packets in the network may have the same destination as the
previous packet. Mogul [Mog91] has shown that about 70% of the segments received by
UDP and TCP hosts are destined for the same port as their predecessors. Such packet
trains (or just correlated traffic) can be found even in data networks highly loaded with
traffic from a large number of sources. This clearly shows that traffic in data networks is -
hardly independent.

Also traffic in such networks is much' more bursty [KS92, Kun92]. It was shown in
[LTWWO94] that it has self-similar (fractal) properties rather than Poisson. This again
indicates that traditional traffic models commonly used in telephone networks do not work
in data networks. For example, statistical multiplexing schemes rely strongly on the law of
large numbers. That is, there is an assumption that the total amount of bandwidth required
to satisfy all streams stays nearly constant, even if the individual flows vary the amount
of traffic they send. This suggests that the aggregated traffic coming from many sources
will have a tendency to be “smooth”. This assumption was proven to be false. Actually,
the aggregated traffic tends to be as bursty as the contributing streams. The increase in
traffic burstiness is also due to the widespread use of distributed applications and high speed
computers capable of transmitting large amounts of data in a very short time.

These phenomena may cause congestion, not easily controllable in conventional ways.
The following methods (see [Kun92]) may become obsolete (or at least will require some

serious changes):

e Statistical load prediction.



This method works well when there are many low-speed traffic streams. In high speed
networks, the variation in the network load caused by just a few traffic sources can
increase significantly. This makes useful network Idad predictions almost impossible.
Moreover, as we have mentioned above, traditional Poisson models that could be used

in predicting the traffic characteristics may not work.

Overdesigned network capacity.

This approach works for constant bit-rate traffic at moderate speeds. However, for
a highly bursty traffic produced by very high-bandwidth traffic sources, it would be
impractical to overdesign networks. If the network is highly over-designed to accom-
modate peak traffic, the resources are wasted if the current traffic is moderate. On
the other hand, if the network is not over-designed, packet loss will be high due to

the bursty nature of the traffic.

Admission and congestion control.

To avoid overloading the network, one can apply admission control to traffic sources.
A session can be established only if the admission control algorithm determines that
all the required network resources will be available to handle the load associated with
the sessions. Without a fast feedback from the network to the traffic source, the
traffic source cannot be notified in time about the possible congestion or releases
of network resources by other traffic. Fast feedback may be difficult in high-speed
networks because network overflow can occur within a short time. Commonly used
feedback methods, in which congestion is assumed if the protocol discovers lost packets
or experiences increased round-trip delays, may no longer be appropriate. It may be
simply too late to take action to avoid the present congestion since many new packets
may have entered the network in the time that elapsed between the moment when the

congestion began, and the moment when the network starts to respond.

Network buffering.

In this approach, buffers are placed at various switches in the network to hold excessive
traffic. However, buffers in high-speed networks may be filled quickly, which may
increase packet loss. Once the traffic has been buffered, the network is committed to
handle it somehow—the buffered traffic must be eventually cleared from the network,
which requires time. The queueing delays can get so long that by the time the packets
- come out of the switch, most of them may have been already retransmitted due to

timeouts. This, of course, wastes network resources. Equipping the switches with

3



large buffers would cause delays and high jitter which is undesirable, e.g., in video

and voice applications.

It seems that in high-speed networks, flow-control mechanisms should be more preventive
than reactive because, in the latter case, the involved parties must exchange status infor-
mation across the large normalized diameter of the network.

In one approach, the user must specify the quality of service demanded from the network.
This includes e.g., the peak rate, and the average and maximum burst size. After the session
has been admitted to the network, the protocol must monitor the user’s adherence to the
declared parameters. This process, due to the statistical and unpredictable nature of data
flow, is difficult. Rate-based mechanisms control the negotiated transmission rate. Leaky
bucket [Tur86] is a well known example of this technique. With this solution, a virtual
bucket is filled by incoming packets and is emptied at the negotiated, constant rate. Packets
arriving when the bucket is full are discarded.

Token access systems are another alternative. In particular, they are widely used in
MAN networks (e.g., FDDI [R0589]); Unfortunately, they scale poorly to high speeds [DG93,
DG94] because during the periods in which the token is “in transit”, the bandwidth is
wasted. These periods must be subtracted from the throughput achievable in the network.
With the increasing network’s transmission rate, the impact of the token transition time
becomes more significant and the throughput of the network becomes a smaller and smaller
fraction of the channel capacity.

More specifically, let L be the round-trip propagation delay of the ring (expressed in
bits), ! be the average length of a packet, and a = L/I [DG93]. The value of a tells how
many packets can be inserted to the link before the first bit of the first packet appears at the
other end. Large @ may result from a high transmission rate of the network or a very long
length of a ring. The performance of protocols like FDDI deteriorates when a significantly
exceeds 1. For example, the throughput achievable by FDDI can be expressed as

STHT
STHT + L

where ST HT is the sum of the token holding times at all stations (and can be viewed as

T =

the packet length ). We can see that the throughput is inversely proportional to L. Thus,
if FDDI is scaled to higher and higher speeds, the effective throughput becomes a smaller
and smaller fraction of the channel capacity. Also, it does not grow when more stations are
added to the network. The more stations that network supports, the smaller fraction of T

is available to one station.



For the same reason, shared media networks (e.g., Ethernet [MB76]) do not scale well.

The maximum throughput of Ethernet, for the optimal case of e contention slots per frame,

was calculated by [Tan96] as
1
T 1+2CLe/cF

where F is the packet length, C is the network bandwidth, L is the cable length, and cis

T

the speed of signal propagation. Clearly, when the CL product increases, that is, when the-
network’s speed and/or size increases, the throughput for the given packet size drops.

When the network is scaled up to higher speeds, the propagation delay in a medium
stays constant but many more bits may be packed into the medium. Thus, access techniques
whose performance is affected by the length of the network (or the number of bits that can
be in the network at any time) are bound to exhibit low normalized throughput.

Notably, deflection networks presented in the next section, do not posses this unpleasant
property. For example, the throughput of the 2-connected Manhattan Street Network
(MSN) is limited by 4n, where n? is the size of the network [GG86, B’DG95]. We can see
that the throughput in MSN is independent of the propagation delay or capacity. It actually
grows with the growing number of transmission sources.

In order to function in a high-speed environment, a network must support the following:

® Possibility of achieving gigabit or near gigabit speeds.
This means that the design of the network and the protocol itself should be simple

enough to make such speeds possible.

e Mechanisms to provide at least rough bounds on the end-to-end delay [Par94].
This is particularly important in isochronous applications (voice and video). The
studies show that for example end-to-end delays from the audio equipment atta:ched
to the network should not exceed 600 ms [RK63]. This concerns not only traditional

phone but new applications like videophone.

e Predictable, modest jitter.
Some applications like real-time voice and video streams are isochronous in nature
i.e., they generate streams of finite samples which are transmitted and received at
fixed time intervals. Transmission errors, congestion, and other failures cause delay
variations (jitter). That is why buffers are used to smooth out the jitter before pre-
senting the packets to the upper level of the protocol stack. Rough estimates of jitter
should be known so that the appropriate buffer size could be allocated—buffer size

that could assure both a tolerable packet loss and end-to-end delay.



e Multicast capability.
This is important, particularly in applications like transmission of video movies or

videoconferencing. A source must be able to address a single packet to a number of

receivers. This greatly saves bandwidth in the network.

e Quality of service.
Obviously, the quality of a connection demanded by the user should be sustained
throughout the session, regardless of other activities in the network. If the given
quality cannot be provided, the user should be notified about it and a session should

be (preferably) blocked. However, once the session has been admitted to the network,

its quality should not deteriorate.

1.2 Overview of High-speed Implementations

We saw in the previous section that scaling the networks to gigabit speeds poses some new
problems that often stem from that fact that the relative length of the network (expressed
in bits) is large. However, there exist several technologies, of which some are still rather

experimental, that support gigabit speeds. Below, we present a short overview of several

solutions.

1.2.1 SONET and SDH

SONET (Synchronous Optical Network), and its European counterpart SDH (Synchronous
Digital Hierarchy), is part of a telephony standard developed to support multiplexing on
links capable of data rates of hundreds of megabits per second. Its goal is to develop a set
of multiplexing standards for high-speed links. The rates range from 51.84 Mb/s to about

2.5 Gb/s.
With this approach, copper wires are replaced by multiplexed fiber links using SONET.

1.2.2 WDM Networks

Wavelength Division Multiplexing (WDM) networks use the special properties of optical
fibers to build data networks. The bandwidth of a fiber is divided into multiple channels.
These channels are then arranged such that particular hosts can communicate with each
other. There are two types of WDM networks: single-hop and multihop. In single-hop
WDM networks, every node can communicate directly with all other nodes. In multihop

WDM networks, a node can communicate directly with only a few other nodes.



Examples of this technology include LAMBDANET [GKV*90]. In this network con-
sisting of n nodes, each node has a single, fixed transmitter and n receivers, one for each
sending channel. The receiver listens to all channels and selects the relevant transmission.
Multicasting in LAMBDANET is easy, and there is no need to schedule transmissions (ev-
eryone has its own channel). However, every node mdst have n receivers which becomes
very expensive with increasing n.

This approach differs from SONET in that it splits large bandwidth of a fiber into

multiple channels, each channel shared by the subset of users.

1.2.3 HIPPI

High-Performance Parallel Interface (HIPPI) is a point-to-point connection technology, de-
signed to connect two devices at speeds up to 1600 Mb/s [TR93]. It was the first standard
way to connect devices at high data rates.

However, HIPPI does not support multicasting and the cable length in standard HIPPI

cannot exceed 25 meters.

1.2.4 Gigabit Ethernet

Gigabit Ethernet is a candidate for very high-speed LANs. Inherently, Ethernet is difficult to
scale up to higher speeds. In standard, 10Mb/s Ethernet, stations can be located no more
than 2 kilometers apart. This distance limitation results from the relation between the
time required to transmit a minimum-sized Ethernet packet (64 bytes) and the round-trip
propagation delay. To keep the same minimum size of a packet at 1Gb/s speed, the diameter
of the network would have to shrink from 2 kilometers to 20 meters, which is unacceptable.
For this reason, the minimum size of the packet in Gigabit Ethernet is increased to 512 bytes,
the maximum bus length is 200 meters (like in 100Mb/s Fast Ethernet), and numerous safety
margins built into engineering specifications are eliminated (to make a combination of the
above packet size and the bus length possible). However, several problems still remain. For
example, when the packet size is less than 512, some bandwidth is wasted because the short
packets must be padded—at the same time, the average packet size on most Ethernets is
between 200 and 500 bytes. Also, Gigabit Ethernet does not provide the quality of service

required by multimedia applications.



1.2.5 CBR

Cambridge Backbone Ring [GLH90] is a ring network divided into a number of frames which
rotate around the network. Each frame contains four slots, and each slot contains one cell.
To send data, a station looks for an empty slot by scanning each frame. When it finds
an empty slot, the station inserts the data and marks the slot as busy. When a slot (in a
frame) arrives to the destination, the destination copies the data from the slot. Slot may
be reused only when it arrives back to the sender.

CBR supports multicasting and, to some extent, performance guarantees (the maximum
delay is bounded). However, allowing a station to use multiple slots can cause super-token
behaviour. That is, when one station sends many packets onto the otherwise inactive net-
work, downstream stations cannot send their packets and their queues accumulate packets.
When finally the station empties its queue, its downstream neighbour begins transmission
of its packets, blocking all other stations. Thus, each stations gets access to the network in
big clumps, and the network acts as if it used a single token to control the access rights.

To avoid the super-token behaviour, CBR does not permit stations to fill successive
slots. Also, the station that frees a slot cannot reuse it but must pass it on. However, under
the light load, this approach wastes some bandwidth. Bandwidth is also wasted because

only the sending stations can clear the slots.

1.2.6 DQDB

In the Distributed Queue Dual Bus [DQD91], every station is connected to two unidirec-
tional busses. The two busses transmit in opposite directions, so there exists a path from
every station to every other station. To send a cell, a system must reserve a slot on the
appropriate bus. DQDB places cells in individual slots. To support traffic with real-time
delivery requirements, DQDB allows slots to be permanently reserved.

Disadvantages of DQDB include problems with fairness. Also, it was shown in [MK93]

that in many aspects, DQDB is inferior to deflection networks, presented in the next section.

1.2.7 CSMA/RN

Carrier Sense Multiple Access/Ring Network is an interesting protocol proposed in [FMO*91].
Data from the ring enters the station through a delay buffer. If a packet on the ring is ad-
dressed to the given station, the station removes it from the ring. A station can transmit
its own packet only if it perceives no activity in the delay buffer. However, while the packet

is being transmitted, a packet in transit from the ring may enter the delay buffer. In that



case, the station interrupts the transmission and puts a truncation marker on the end of its
packet. This indicates that the packet is incomplete and the rest of it will be sent later.
Packets in transit always have priorities over new packets, so the maximum delay in
CSMA/RN is bounded. However, when the load is high, a packet may be divided into
many small fragments, which will waste some bandwidth with their headers and truncation

markers. Also, there is no obvious way to provide a quality of service.

1.3 Deflection Networks—Connection-less vs
Connection-oriented Paradigm

By a pure deﬁection network we understand a switching network that never loses a packet
at an intermediate switch because of a limited buffer space. Packets that cannot be re-
layed via their preferred routes (because those routes are busy) are deflected via subopti-
mal routes. This concept is similar to “hot-potato routing” [Bar64]. Deflection networks
are traditionally illustrated by the Manhattan-street networks proposed by Maxemchuk in
[Max85, Max87]. He also studied the effect of buffering at the nodes on the performance
[Max89]. The analytical models of deflection were presented in [GG86, Cho91, GM93].
Deflection routing in hypercube networks was studied in [GH92], while the performance
of deflection routing in shuffle-based networks was studied in [KH90]. Deflection routing
has also been studied in [Max89, Max91, CM91, MK93, HRL95, DG96]. Asynchronous
deflection networks were studied in [MWW90a, MW W90b, GM93].

In the previous section, we mentioned several problems that come with buffering. In
deflection networks, no buffer space is required for storing packets that cannot be imme-
diately relayed via their optimal routes, although it may make sense to store such packets
temporarily before deflecting them right away [Max87]. Elimination of buffers can speed
up switching significantly, particularly if purely photonic switching becomes feasible.

Because of deflections, packets belonging to the same session may arrive at the destina-
tion out of order. This property of deflection networks has been traditionally perceived as
a serious disadvantage compromising their reliability in applications in which the timing of
arriving packets is important (e.g., voice and video). This presumption has brought us the
connection-oriented paradigm of ATM as the only solution to be adopted by the “serious”
networks of the future. But, as the authors of [BDG95] have argued, connection-oriented
networks are haunted by other problems that are absent in deflection networks. The prolif-
eration of traffic classes in ATM and the inefficient ways in which ATM handles datagram

traffic [LB92], indicate that the connection-oriented approach is not perfect and that it



hardly solves the problems of datagram-oriented networks (including deflection networks).

Because of the statistical multiplexing and unpredictability of real-life traffic scenarios,
switched networks are bound to lose packets. In a deflection network, the problem of
packet misordering is solved at the destinations by using reassembly buffers [CM91, HRL95).
A packet can be lost, if it happens to arrive so late that the reassembly buffer can no
longer help. Thus we are confronting two approaches: one in which packets can be lost
at any intermediate switch-relay because of the limited buffer space, and another in which
packets can be lost at the destination for essentially the same reason. Thus, at this level of
perception, there is no significant difference between the two approaches.

One advantage of deflection networks over store-and-forward networks is that the former
do not try to “fix what ain’t broke.” In particular, datagram traffic requires no reassembly
buffer at the destination (and no buffer space anywhere in the network). A destination in
a deflection network allocates the reassembly space on a per session basis; thus, buffers are
only used when required by the session. Clearly, the destination can “know better” how
much buffer space is needed to accommodate its needs. Even if at first sight the amount of
buffer space needed to accommodate an isochronous session appears somewhat large, one
should keep in mind the simplicity and locality of the underlying allocation problems.

If we give up cuinection-orientedness as the prerequisite for networking, we will see
that the number of sessions that actually need this paradigm will drop significantly. Let
us point out that many traffic scenarios traditionally viewed as stream-oriented are only so
because some old-fashioned protocols insist on viewing them that way. File transfer (FTP)
is a good example. Note that the operating systems of the hosts involved in a file transfer
perceive the file as a random collection of pages, which can be transferred independently
in any order. Even better, the source could actually optimize the transfer by selecting the
pages in the order that would minimize the total time needed to read them from the disk.

If we look carefully at those communication scenarios that appear to require the preser-

vation of packet ordering, we will see that most of them fit into the following categories:

e Scenarios that could be carried out with packets arriving in any order. They enforce

packet ordering because some obsolete higher-level protocols view them as stream-

oriented scenarios.

e Scenarios involving relatively short transfers (e.g., a piece of text to appear on a

screen). Messages of this sort can be safely reassembled in a small buffer space at the

destination.
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Figure 1.1: Network topologies

e Long, sustained, isochronous transfers that actually require packets to arrive in order
(e.g., video, voice).

Note that the scenarios from the last category typically admit a non-zero packet loss rate.
Consequently, one can implement them with a limited reassembly buffer, dropping packets
that arrive out of sequence while the buffer is full.

Similar to ATM networks, deflection networks are open for simple schemes aimed at
improving the quality of service for some traffic patterns, based on traffic shaping at the
source. Many people believe that in the face of long network delays and traffic unpredictabil-
ity at intermediate switches, source policing is the only viable solution to the problems of

congestion in statistically multiplexing networks.

In this thesis, specifically in our experiments, we consider mainly two deflection network
topologies: torus, and triangle (Figure 1.1). The torus represents regular networks with
good reachability. The triangle is a topologically biased network: different switches have
a different perception of their neighbourhood. In Chapter 2 we also consider ring which is
still regular, but its reachability is poorer than in the torus.

We assume that each switch is equipped with delay buffers whose purpose is not to store
packets before they are forwarded, but to align packets arriving at the switch and to give the
switch ample time to make a routing decision. The networks operate in a slotted manner,

in a way similar to MSN [Max87].! In one routing cycle, the switch accepts incoming

!Note that the 2-connected torus is in fact a Manhattan Street Network.
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slots from all its input ports and routes them to the output ports. If an incoming slot is
nonempty and addressed to the current switch, the switch receives the contents of the slot
and marks it as empty. If an incoming slot is empty, the switch is free to fill it with its -
own outgoing packet. The routing decision assigns output ports to all incoming slots that
appear nonempty after the above operations.

There are a number of deflection routing strategies that decide which packet should be
deflected. In the simplest, standard one, a fair coin toss decides which packet is deflected.

In the age routing strategy, the packet traveling longer (e.g., having traveled the greater
number of hops) is given priority over the other packet.

A distance routing strategy assigns higher priority to packets that are closer to the
destination.

The best (in most cases) routing strategy, is the one called locally optimal [BC90].
Let d(S1,52) denote the length of the shortest path from switch S; to 52, expressed as the
number of links (hops). Let S(s) denote the destination switch of a nonempty slot s. Assume
that switch S, is making a routing decision for k£ nonempty slots routed in the current cycle.
This decision is carried out in such a way as to minimize P = Zf-:ol d(S:,S(si)) , where s,-’
is a nonempty slot being assigned to an output port, and S; is the immediate neighbour of
S, to which the slot is routed. If several assignments of the outgoing slots to output ports
produce the same minimum value of P, one of them is chosen at random. In other words,
packets are assigned to outgoing links such that the sum of the distances to their destinations
is minimized. The randomization of the routing rules was postulated in [Max91] for MSN
as a means of avoiding livelocks. Comparison of various deflection strategies can be found
in [HRL95].

We assume that slots are never buffered at a switch, except for the alignment and
routing. Although generally a higher throughput can be achieved by using limited buffers,
it was shown in [GG86] that for MSN

Jim T(B)/C =1

where N is the number of switches in the network, B is the amount of extra buffer space at
a switch, T'(B) is the observed throughput with the extra buffer space, and C is the network
capacity, i.e., the maximum throughput reachable with infinite buffers. This spectacular
result holds for any B, including 0. It is suspected that the same formula holds for all de-
flection networks with a reasonable topology and connectivity [BF92]. Thus the impact of

the extra buffer space on the network performance asymptotically vanishes as the network
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becomes larger and larger.

Now, let us analyze how deflection networks could solve some of the problems posed by
high speed environments. If we deal with very high-speed networks, both the electronics
of a switch and the routing strategy should be simple. Switches in contemporary networks
tend to be very complex. For example, crossbar switches like Knockout ([YHAS87]) or Gauss
require circuitry whose complexity grows as n? where n is the number of ports. Moreover,
they do not eliminate packet loss caused by overflowing output buffers. Their performance
further deteriorates because packet arrivals in data traffic are related. Some studies show
(GHM*91] that to maintain a given packet loss, the switches may require ten times more
buffering than predicted by the M/D/1 model. This once again indicates that traditional
queueing models are not adequate in high-speed networks. The task of routing packets (or
cells) with gigabit speeds in such switches is rather difficult.

To see better the complexity of routing in a high-speed network, let us assume a 53
byte cell of ATM network and the transmission rate of 1 Gb/s. Under such conditions, a
switch has 424 ns to route a packet, that is, select the appropriate output link on which the
packet should be relayed, and resolve a possible contention in such a way that the network
performance is optimized. )

In deflection networks, there are only a few incoming and outgoing links. Routing
decisions are made solely on the basis of information extracted from the packet’s header
(i.e., destination’s address). This makes costly exchanges of routing tables between the
switches unnecessary.

Also, there is no buffer space to store packets that cannot be routed over their preferred
ports. Thus, purely photonic switching becomes feasible, and electronic-to-optic and optic-
to-electronic conversions can be avoided.

The complexity of routing in deflection networks may be further reduced if we opt for
asynchronous routing (studied in Chapter 7). With this approach, a packet that arrives
at a switch is relayed on the most suitable from the currently available outgoing links.
Also, there is no need for slot alignment. This approach is particularly attractive when the
network connectivity is high. This all greatly simplifies the implementation of a switch and
significantly improves its ability to route packets with gigabit speeds.

As we have mentioned above, the fact that no intermediate buffers are needed in
switches, except for those that give them sufficient time to make routing decisions, of-

fers one more advantage. Namely, packets are never dropped at intermediate switches even
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under extremely high load.
Flow control is also easily solved in deflection networks. Since new packets may be

inserted to the network only if there are enough free slots available, a heavily loaded network
with a shortage of free slots, simply does not allow the sources to transmit and thereby
throttles the excessive traffic. In this way, the network behaviour tends to be stable under
any load, i.e., the throughput cannot collapse due to the saturation of some resources.
Deflection networks are usually considered in the context of mesh topologies. Such

topologies have several interesting features.

o Deflection index, that is, the number of hops a single deflection adds to the packet’s

delay in the 2-connected network is always 4, regardless of the network size.

e A high percentage of switches in the network are the so-called “don’t care” switches.
In such switches (e.g., switch 0 for a packet traveling to switch 6 in Figure 1(a)), all
outgoing links lie on the shortest paths to the given destination. It means that a

packet being routed to such a destination by a switch is never deflected.

o Mesh networks offer multiple paths between sources and destinations that increase

the reliability of the network.

Datagram networks, in general, have one more advantage over cennection-oriented net-
works. In the latter, a virtual connection is set between a pair of switches for the duration
of the entire session. If some switches, used to relay traffic belonging to the given session
get congested, more packets will be dropped, and the performance will degrade even if the
neighbouring switches are idle. This problem does not exist in connection-less networks. If
a datagram encounters congested switches on its path to the destination, it simply chooses
another, less loaded route. This natural omission of “hot spots” adds even more flexibility
in handling congestion in connection-less networks.

Disadvantages of deflection networks come from the fact that every packet is routed
independently. It is thus impossible to avoid multiple paths, and misordering packets. For
the same reason, it is impossible to determine the maximal length of the path, although
there exist routing algorithms that provide a bound on the number of hops. In particular,
the algorithm presented in [DG96] assures that the number of hops a packet can travel in
a mesh, 2-connected network will never exceed N — 2 where N is the number of switches in
the network.

It was also proven in [CL91] that a randomized, distance routing algorithm guarantees

the delivery of every packet within a finite network. This proof is based on the fact that a
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randomized routing algorithm ensures that the probability of deflection is less than one. It
implies that all packets have a non-zero probability of traveling towards their destinations.
Also, there is a maximum distance that the packet travels away from its destination. These
facts, together with the assumption that a packet is removed at the destination, guarantee
that the randomized, distance-based routing algorithm does not cause livelocks.

Since the resources of the network are not allocated in advance, it is hard to provide a
quality of service. It may happen that due to a heavy load, new packets will not be allowed
to enter the network. This may not have a serious impact on data transmission but may
impair delay- and jitter-sensitive traffic.

Traditional approaches to multicast do not work in deflection networks. This is because
such methods usually rely on replications at some switches. In the deflection network,
packets belonging to the same session may follow different paths through different switches
so it is rather hard to predict from the beginning where packets can be replicated. Moreover,
replication is not possible when all outgoing links are busy (there are no buffers to store

the replicas).

1.4 Outline of the Dissertation

We have identified the primary features of high-speed networks. We have intrcduced de-
flection networks and pointed out that, if not for some obstacles, they could be suitable for
high transmission rates.

In the next chapters, we propose some ways to overcome these obstacles, showing that
connection-less networks, exemplified by deflection networks, can satisfy the requirements
posed by high-speed environments.

First, in Chapter 2, we show that jitter in deflection networks tends to be modest and
that it remains similar regardless of the background traffic. This suggests that reassembly
(playout) buffers of a reasonable size can smooth out the Jjitter assuring acceptable packet
loss. This also suggests that running real-time applications, like videophone in deflection
networks, is conceivable.

In Chapter 3, we present several simple schemes that solve the problem of multicasting
in deflection networks. As we have already mentioned, some applications may require this
capability and a high-speed network should be able to provide it.

Using our observations from Chapter 2 and the multicast algorithms proposed in Chap-
ter 3, Chapter 4 discusses the performance of deflection networks in three “challenging”,

high-speed applications: videophone, videoconference, and transmission of video movies.
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Having shown that with a limited network load and a sufficient size of reassembly buffers
we can run video applications in deflection networks, in Chapter 5, we will make first
attempts to provide a quality of service. We will look at a few statistical means of throttling
the data traffic and giving a better service to the synchronous traffic.

A more complex but efficient way of providing quality of service is presented in Chap-
ter 6. We shall see that by limiting the load and having a flexible adjustment of the playout
buffer we are able to sustain the required long-term packet loss and end-to-end delay.

In Chapter 7 we analyze a more realistic, asynchronous version of deflection networks.
We focus on the impact of the buffer space on their performance.

Finally, in Chapter 8, we compare the performance of deflection networks with the
performance of store-and-forward networks. We will see that for a given amount of the
buffer space used by the entire network, a deflection network offers much better performance
than a store-and-forward network.

We will conclude this dissertation and list a few suggestions for future research in Chap-

ter 9.
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Chapter 2

Real-time Traffic in Deflection
Networks

In this chapter (see also [0G98d]), we investigate experimentally the performance of deflec-
tion networks for real-time, jitter-sensitive traffic. Our goal is to show that despite the fact
that packets often arrive misordered, jitter in a deflection network is reasonable, even when
the traffic is relatively “unfriendly”.

Some work on the reassembly buffer space in deflection networks was presented in
[CM91]. In that paper, the authors studied the effect of a finite reassembly buffer on
the performance of deflection routing under a specific non-uniform traffic model. We report
the results of simulation experiments aimed at determining the buffer space requirements
in deflection networks for reassembling ordered streams of packets at their destinations.
We use the jitter (understood as the standard deviation of packet delay at the destination
expressed in slots) as the measure of disorder introduced by deflection operating under dif-
ferent conditions. It turns out that even under malicious conditions, reasonable deflection
networks tend to offer quite acceptable service to sessions that require packets to arrive at

regular intervals and in the proper order.

2.1 Network Model

In addition to torus and triangle topologies shown in Figure 1.1, we consider a chordal ring
(Figure 2.1). The ring, like the torus, is regular but its reachability is much poorer. The
average shortest path length between a pair of switches is higher in a ring than in a torus
with a comparable number of switches.

We first assume that the total delay involved in a single hop in the network is the same
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Figure 2.1: Ring topology, size 8, connectivity 4

for all links and equal to a single slot.! There are two selected switches: the source (S) and
the destination (D). S sends its packets only to D; D receives packets only from S. We
investigate the performance of the traffic session between the two selected switches under
different background traffic scenarios in the remaining part of the network.

Each transmitting switch (that is, S and D) generates packets at some definite rate
expressed in I/slots. For example, the fixed arrival rate of 1/3 means that a new packet is
generated every three slots. Such a packet will be expedited in the first free slot arriving
from the network. The selected source generates packets at a fixed rate. Qur objectilve
is to monitor the standard deviation of the interarrival time between consecutive packets
observed at the selected destination. Transmission rules for sources other than S depend
on the selection of the background traffic and will be explained later.

As soon as a packet sent by S arrives at D, its delay and jitter are computed. The
delay is measured from the moment when the packet’s predecessor was received, and the
jitter is the standard deviation of the delay. These measures are well defined because in
our model (and intentionally in all pure deflection networks) packets are never dropped
at intermediate switches. Note, however, that packet delay (as defined above) can take
negative values, which happens when a packet and its predecessor have been misordered.
No performance measures are calculated for the background traffic.

To clarify the method of jitter computation, let us consider the following example:

time 2 4 8 12 14
number 1 3 2 4 5

"Results for longer links and for links with unequal lengths are presented in Section 2.2.5.
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The first line shows the arrival times of packets, and the second line shows their sequential
numbers. If d;; denotes the interarrival delay between packets with sequential numbers 3
and j, then the delays in our example are as follows: dj2 = 6, do3 = —4, day = 8, dg5 = 2.
Note that the interarrival delay between packets 2 and 3 is negative because packet 3 arrived
before packet 2. The average interarrival delay is equal to E(d;;) = 3. To find the jitter,
i.e., standard deviation of interarrival delay, we have to compute the square root of variance
o? = E(d¥%) — E(di;)?, where E(d%) is the moment of order 2 of the random variable d;;.

Thus, 02 = 30 — 9 = 21, and the jitter is o = 4.58.

2.2 Results

In this section we present some of our simulation results obtained for the three reference
networks. We consider large and small networks. A “large” network consists of N = 256
(torus and ring) or N = 257 (triangle) switches. Note that 257 is the closest approximation
of 256 for which the triangle topology is complete. A small network is built of 1/4 of the
number of switches constituting its large counterpart. Thus, it has N = 64 switches in the
torus and ring cases, and N = 65 switches for the triangle. The connectivity of the torus
and triangle (the number of link pairs per switch) is 2 and 4, whereas for the ring it is 4
and 8.2

We have carried out experiments for several different locations of the selected source and
destination. For the results presented in this chapter, the two switches have been chosen as
the two most distant switches in the network (thus we are looking at the worst case). For
the torus and ring (the topologically symmetric networks), any pair of antipodal switches
has this property and all such pairs are equivalent. For the triangle, in the “large” edition
of the network, the sender is switch 17 (for connectivity k£ = 2) and 41 (for k = 4), and the
recipient is switch 250 (k = 2) and 166 (k = 4).

2.2.1 Poisson Background Traffic

In this scenario, the background traffic during a simulation is uniform, with all sources and
destinations (except S and D that do not contribute to the background traffic) being equally
probable. Every switch other than S and D generates packets according to the Poisson
distribution with a given mean. This mean is a load of the network (and the horizontal axis

in the performance graphs) which determines how many new packets appear in the network

2Connectivity 2 is not very attractive for a ring as such a network looks like a poor cousin of FDDI
deflecting packets in circles.
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within one slot time unit. Generated packets are then inserted to the transmitter queues of
the randomly selected switches. S and D transmit packets to each other at the fixed rate
as was explained above.

Packets that cannot be expedited immediately (because of the unavailability of free
slots) are stored in queues at their source switches.

Figures 2.2 and 2.3 (note different scales) show the jitter vs, background load for dif-
ferent transmission rates of the selected source S and different connectivities (k). As ex-
pected, the jitter increases with the incfea.sing background load. Also, the transmission
rate of the source has a visible impact on the jitter, especially in the torus with higher
connectivity. This is somewhat surprising at first sight, because one would expect that
higher-connectivity /reachability networks should offer not only lower jitter, but also better
stability. It seems that sometimes the abundance of alternative routes with slightly varying
shortest-path costs is not an advantageous property from the viewpoint of containing the
jitter.

Nonetheless, although low connectivity/reachability networks sometimes offer better
stability, they consistently incur significantly higher jitter than their better connected coun-
terparts, even if the background traffic is not bursty and relatively smooth. Note that the
connectivity-2 torus network is in fact the standard architecture of MSN.

As the network becomes larger, the jitter seems to grow proportionally to the increasing
load (a larger network can carry more load). This phenomenon results from two factors:
the increased distance between the two peers involved in the monitored session, and the in-
creased opportunities for deflected packets to wander through remote regions of the network.
Experiments indicate that the jitter depends primarily on the distance and increases only
slightly with the network size, if the distance and (normalized) load in the neighbourhood

remain fixed.

2.2.2 Correlated Poisson Background Traffic

In this scenario, the uniformity of the Poisson traffic model is disrupted by two additional
parameters ! (session length) and P (correlation level). Every [ slots, a set of source-
destination pairs is selected at random, with the number of pairs n = P x % For the next
! slots, each of the selected senders will be generating uniform Poisson traffic addressed to
its one dedicated destination. The remaining background switches (i.e., the ones that have
not been selected), will carry on as before, generating Poisson traffic to randomly chosen

destinations from outside of the selected set.
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Figure 2.3: Uniform Poisson background traffic in triangle network

The intention of this traffic model is to represent scenarios in which there is a sustained
traffic of non-trivial duration between pairs of switches engaged in some correlated sessions.
The background load of the network can still be characterized by the global arrival rate of
background packets.

The results of these experiments are very close to the previous ones for practically all
ranges of [ and P (see Figures 2.4 and 2.5).

This indicates that deflection networks are not very sensitive to the changing patterns
of loads, at least for as long as the global load in the neighbourhood remains at the same
level. This property is advantageous for large networks, because their global loads tend to

change slowly, although there may be local bursts of correlated activities.

2.2.3 Bursty Synchronous Background Traffic

The intention of this scenario is to model a situation in which the background switches
generate independent bursts of traffic transmitted at the highest possible rate. Intuitively,
such a scenario should be malicious for the monitored synchronous session, because the
interference is heavy and essentially non-deterministic.

Specifically, the traffic generator at every background switch operates as follows. It
sleeps for an exponentially distributed random amount of time with mean ¢. After that
time, it generates a burst of packets, its number determined by an exponentially distributed

random number with mean n. All these packets are sent at the highest available rate. The
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intensity of the background traffic is adjusted by modifying n, i.e., more intense traffic
means longer bursts rather than a shorter interarrival time between bursts.

The results for this setup are shown in Figure 2.6. Notably, the observed jitter is not
worse than for the other scenarios, except for the large ring, which seems to be most heavily
penalized by the nondeterminism and burstiness of the background traffic. Note that large
rings are not well suited for deflection because of the large deflection penalty, which increases

rapidly with the increasing network size.

2.2.4 Other Traffic Patterns

We have investigated other background traffic scenarios, including long sustained syn-
chronous sessions, self-similar bursty patterns, and bursty correlated patterns, as well as
mixes of different traffic types. None of those experiments produced results worse than
those mentioned in the preceding sections.

Generally, for the increasing network size, when the contribution of an individual session
counts less in the total statistical mix, the observed jitter for the monitored synchronous
session tends to remain low. Of course one can devise artificial sessions especially designed
to interfere in the worst possible way with the monitored session, but one can do the
same for store-and-forward networks, including ATM. Therefore, we were not interested in

demonstrating that statistical fluctuations may produce arbitrarily large deviations in the
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Figure 2.6: Bursty synchronous background traffic in networks of all three topologies and
all sizes (¢t = 20)

observed hop count (which is obvious and trivial), but rather in determining how easy it is
to stumble upon such configuration in a mix of background sessions with some statistical
and reasonably unfriendly properties.

It turns out that it is not easy to produce really bad scenarios by accident, or even
intentionally. In particular, bursty background traffic scenarios are generally much less
unfriendly than one would expect. If the bursts are short, then the background traffic
appears relatively smooth and, although the monitored synchronous session is disturbed,
this disturbance is not long enough to worsen the jitter significantly. On the other hand,
a long burst may disturb a few packets at the beginning, but later, while it persists, the
network will learn to circumvent it and the disruption will cease to affect the jitter in a

significant way.
2.2.5 Larger Propagation Delays

So far, we have assumed that propagation delay expressed in slots is low and equal to one
slot. One can argue that in a high-speed network of a non-trivial size, the delay suffered
by a packet on its single hop may be considerably longer. This may increase the jitter and
buffer requirements at the destination.

Intuitively, if the delay and jitter are normalized to hops, their actual values can be

obtained by multiplying the normalized values by the (average) channel length expressed
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as the propagation time. Let a diameter of a mesh network be the maximum length of the
shortest path between a pair of switches. Figure 2.7 shows the jitter vs load for the uniform
Poisson background scenario, with the source transmission rate 1/15, for the propagation
delays between neighbouring switches equal to I = 1,5,10,15 slots. The network is the
connectivity-2 torus with 256 switches, and its diameter equals 17 hops. If we assume, e.g.,
as in [CM91], that the link capacity is 150 Mb/s, the slot length is 53 bytes, and the speed
of signals in the medium is 0.69c, then there are approximately 1.7 slots in transit on eaéll
kilometer of the link. It means that the propagation delay of 1 slot corresponds to a LAN

of diameter 10 km.
The propagation delays of 5, 10, and 15 slots correspond to MANs of diameters 50, 100,

and 150 km, respectively.

Alternatively, we can increase the network capacity 5, 10, and 15 times achieving 750
Mb/s, 1.5 Gb/s, and 2.25 Gb/s, respectively. The network diameters expressed in kilometers
will be then equal to 2, 1, and 0.7 kilometers, respectively.

As expected, the jitter increases with the increasing propagation length of a link (I). To
understand why the increase illustrated in Figure 2.7 does not appear exactly proportional
to the link length (at least for the shorter links), let us consider the following.

The delay (in slots) of a single packet traveling chrough the network can be expressed

T=hx({{+p)+axrxd«(+p)

where [ is the (average) propagation delay of a link, & is the average number of hops made
by the packet on its way from the source to the destination, p is the processing time in the
switch, d is the deflection index, i.e., the number of hops a single deflection adds to the
packet’s path, and « is the number of deflections accounting for the departure of the actual
delay from the average.

In our experiments, p = 1 and d = 4 (deflection index in mesh networks with connectivity
2 is 4 regardless of the network size). o is a random variable with mean 0, bounded on the
left by the negative average number of deflections and unbounded on the right.

The nonzero jitter can now be viewed as a consequence of the fact that a is a random

variable rather than constant. Thus, the variance 02 of the interarrival delays of M packets

is

1
o=

|

M
* Y (ai*xd* (1+p))®
i=1
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and its standard deviation (jitter)

=i=l i (2.1)

ge=dx* (Cxl+p)x/==—1L (2.2)

Thus, the ratio of jitter increase when the propagation delays increase in ratio C is

Fy= 2 = 9%;”’ <C

Note that we assume th.:-,tt Zf‘;’l a? in equations 2.1 and 2.2.is the same, which in general
does not have to be true. Increasing propagation delays changes the environment of the
network. A packet suffering some number of deflections in a network with [ = 1 may be
deflected a completely different number of times in a network with / = 5. In fact, the goal
of this part of our experiments (which by the observation made at the beginning of this
section might seem redundant) was to confirm that the distribution of o does not depend

on the propagation length of the channels.

So far, we have considered networks in which .a.ll links have identical lengths. Let us now
change this assumption, allowing the links to have different lengths. More specifically, every
link between a pair of neighbouring switches has the length uniformly distributed from 1 to
10 slots. Results for the large network, Poisson background traffic, and all three topologies
are presented in Figure 2.8.

If we compare the plots from Figure 2.8 with the plots from figures 2.2a, 2.2¢, and
2.3a, we will notice that the relations between the plots for different connectivities and
transmission rates of the source are very similar. The fact that links have non-equal lengths
does not seem to affect the relation between the jitter and the network load.

Now, let us compare the plots from Figure 2.8 with plots from Figure 2.7. We can see
that the results obtained from the network in which links have lengths evenly distributed
from 1 to 10 are in fact very similar to the results obtained from the network in which all
links are identical and equal to 5 slots.

This all indicates that as far as jitter is concerned, the performance of deflection networks
does not change regardless of whether the links between the neighbouring switches have

identical or unequal lengths.
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2.2.6 Reassembly Buffers

Typically, the quality of service requirements of a synchronous session are specified in terms
of pécket loss rate rather than jitter. From the viewpoint of measurement, the jitter is a
more convenient parameter to investigate, because under normal conditions not too many
packets are lost, and it may take a long time to collect enough statistical samples to make
a meaningful statement. It turns out, however, that the jitter can give us a fairly good idea
of the packet loss rate for a given size of the reassembly buffer.

Our reception model operates as follows. Every packet arriving at the destination is
first inserted in the reassembly buffer of size R. As soon as the number of packets in the
buffer reaches L = F x R (0 < F < 1), the destination starts to “receive” packets (i.e.,
extract them from the buffer) at the rate equal to the transmission rate. The destination
tries to receive the packets in the same order in which they have been sent. If a packet is not
available when its turn comes, it is marked as lost. When that packet arrives later from the
network it will be discarded and not stored in the buffer. Similarly, a packet arriving while
the reassembly buffer is full, is dropped immediately. The role of L is to provide an initial
backlog of packets to be received—to compensate for the variability and unpredictability of
network delays.

At first sight, it would seem that F should be set to 0.5, with one half of the buffer
space used to compensate for the unpredictability of delays in the “late” direction, and the
other half used to buffer packets arriving early. This would be the case if the distribution
of a were symmetric, which it clearly is not. Our experiments consistently indicate that
the best value of F' (for all deflection networks and traffic patterns) is about 0.85. This
means that it is more important to account for those packets that have been delayed in the
network than for those that may find the reassembly buffer full upon their arrival.

Numerous simulation results indicate that for R equal twice the observed jitter, prac-
tically no packets are ever lost (the loss rate is statistically unmeasurable and below any
sensible QoS requirements for synchronous traffic). The loss rate of 1% typically occurs
for R equal to the jitter and drops very fast as more buffer space is added. For a given

percentage of packet loss, the buffer size is a linear function of the jitter.

2.3 Summary

We have presented some experimental results hinting at the expected jitter (and conse-

quently buffer space requirements) in deflection networks used to carry traffic with timing

30



constraints. We find these results optimistic. For example, consider a “large” torus network
with the average propagation distance between a pair of neighbouring switches equal to 10
slots. Assuming the transmission rate of 150 Mb/s, this translates into the network diame-
ter of 100 km. With the reassembly buffer size of 200, the network can cater to isochronous
session, offering a very low packet loss rate. This buffer space is rather small (considering
that the packet size of 53 bytes corresponds to the ATM cell) and allocated on a per session
basis exclusively at the destination. Also, it has been arrived at under the assumption that
the isochronous traffic receives no special treatment anywhere in the network.

Since the jitter is not large and the reassembly buffer of a reasonable size can smooth
it out, we may expect that the performance of a deflection network in high-speed video

applications will also be satisfactory. We investigate this issue in Chapter 4.
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Chapter 3

Multicast in Deflection Networks

Multicasting in deflection networks is more difficult than in store-and-forward networks,
because of the difficulties in sending multiple copies of the same packet on several output
ports. On the other hand, deflected packets stray from their optimal paths and may visit
the multicast recipients “accidentally,” not necessary in the order envisioned by the sender.

As we have mentioned in Chapter 1, one important feature of a contemporary net-
work is a multicast capability used in many applications, like video teleconferencing, video
distribution, distributed computing and control. Unfortunately, traditional methods of mul-
ticasting do not work in deflection networks. The fact that packets cannot be buffered at
the switches and the unpredictability of paths traveled by those packets make it impossible
to use multicast algorithms applied in store-and-forward networks. For example, distance-
vector multicast routing [FF62, DC90], or link-state multicast routing [MRR80, DC90],
cannot be easily used in deflection networks because they are based on replication. If copies
of a replicated packet cannot be sent over the desired outgoing links immediately, they
are simply stored in buffers [Lie95]. This is difficult to do and unnatural in a deflection
network, even if it uses some intermediate buffer space, because such space is usually lim-
ited [Max87]. Providing extra buffers just to accommodate multicasting would contradict
the spirit of deflection; besides, this approach would produce rather unpredictable results
depending on the background load.

Methods based on reverse path forwarding [DC90] cannot be directly used in deflection
networks, not only because they rely on replication. Such methods assume that packets
from a given source arrive at the given switch on the same input link. This assumption is
used to discard multicast duplicates recognized as those packets that arrive on links different
than the one appropriate for the given source. Of course, this simple trick cannot be used

in a deflection network. Even in the complete absence of contention, a packet is free to
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choose among several paths with the same length.

It is thus clear that deflection networks require a different approach to the multicast
‘problem than store-and-forward networks. In this chapter (see also [0G98b]), we present a
number of simple multicast schemes that can be used with deflection. With our schemes,
packet replication is unnecessary, although, as we shell see, it may improve their perfor-

mance. Our multicast schemes also avoid the problem of duplicate recognition.

3.1 Network Model

In our simulation experiments, we have considered several network topologies, including
torus and triangle topologies (see Figure 1.1). The results (at least in relative terms) were
highly consistent across the different setups; therefore, we only present in this chapter the
results for the torus network.

In our model, we assume that slots are never buffered at a switch, except for the align-
ment and routing, and that the total delay involved in a single hop in the network is the
same for all links and equal to a single slot. By expressing all delays in hops, we normalize
the results to the (average) length of the path in hops. Our experiments with networks
using different (also non-identical) distances between neighbouring switches have confirmed
the validity of this generalization.

There is a distinguished source S = 0 that generates multicast packets (also called
M-packets). In a regular network, exemplified by the torus topology, the selection of that
source is immaterial. An M-packet is addressed to some number D of multicast destinations.
We assume that the list of those destinations is stored in the packet’s header.!

For the sake of measurement, the source will send a new M-packet only if the previous one
was received by all D destinations. This is unrealistic in a real network because a source
cannot know exactly when a multicast packet has been received by its last destination.
However, in this way we can investigate the behaviour of individual M-packets without
making them compete among themselves. It also provides the same environment for different
multicast schemes. In the next chapter, we will see how some of our multicast algorithms
perform in a realistic, videoconference environment.

Our primary performance measure is the average delay suffered by a multicast packet
on its way to the last recipient. This delay is expressed in hops, i.e., normalized to the

(average) link length in the network. Note that this time, we do not measure jitter which

'In Section 3.3 we discuss methods of encoding this list efficiently.
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is useful only in the context of stream-oriented, real-time applications. In Section 3.4.1 we
also show the average length of the path from the source to every multicast recipient.
First, we measure the delay versus the number D of multicast destinations in an empty
network, i.e., in which the transmission of M-packets is the only activity. Then, we set D to
some value and introduce a Poisson background traffic to the network. Under this scenario,
every switch other than S generates packets addressed to a single destination randomly
selected at the beginning of a simulation. Numerically, this background load is expressed
as the number of new packets generated in the network during one slot time. Generated
packets are stored in a queue at the source switch, and they are extracted from the queue at
every opportunity, i.e., whenever an empty slot happens to be passing through the switch.
No performance measures are collected for the background traffic—we only observe how

this traffic affects the performance of the proposed multicast schemes.

3.2 Basic Multicast Schemes

Let us start from the following generic multicast strategy. The packet is transmitted by
S—the distinguished multicast source—to the switch whose number is at the head of the list
of destinations. This first destination is dubbed the bounce destination. Every intermediate
switch on the path from S to the bounce destination checks if it is listed in the packet’s
header. If so, the switch receives the packet without removing it from the network, i.e.,
clears its entry on the list of destinations stored in the header. If the list is still nonempty,
the packet is relayed on the outgoing link, according to the routing scheme. If the list is
empty, the packet is removed from the network.

When the packet arrives at the bounce destination and the list of recipients is still
nonempty, a new bounce destination is selected and the packet continues its trip. Note that
during this process, the bounce destination may change several times (at most D — 1 times).

The above generic strategy will be modified by changing the ways of selecting subsequent
bounce destinations. Also, we will occasionally allow the packet to be replicated at a switch.

Some of the possible variations are listed below.

B_Random

This is exactly the generic scheme presented above, in which the bounce destination is

selected at random from the current list of recipients.
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B_Shortest

In this scheme, the bounce destinations are ordered from the closest to the source to the

most distant from the source.

B_Furthest

This approach is opposite to B_.Shortest. The bounce destinations are ordered from the
furthest from the source to the nearest to the source. The idea is to let the packet visit a

few recipients “accidentally” before it gets to the first bounce destination.

B_Bounce
This scheme is similar to B_Shortest, except that the next bounce destination is chosen as

the one being the closest to the current bounce destination. The first bounce destination is

chosen as the one being the closest to the source.

B_All

This scheme resembles B_Bounce (and is identical to B_Bounce if there are no deflections).
Any recipient (including “accidental recipients”) is promoted to the status of a bounce

destination. The next bounce destination is determined as the one being the closest to the

current recipient.

3.3 Implementation

The above strategies assume no packet replication and, at least at first sight, can be viewed
as having been presented in the increasing order of their complexity. Clearly, B_Random
is the simplest strategy, as it requires practically no processing at the source or at the

intermediate recipients.

To implement any of the basic strategies, we have to augment the packet header by two

fields:
® multicast session identifier
e destination set

We assume that the header also includes two standard fields needed by regular traffic,

i.e., the source and destination address.



Upon the setup of a multicast session, the source selects a session identifier, which
is supposed to be unique in the network. One part of that identifier can be the source
Id, another part can be a source-selected number telling apart different multicast sessions
carried out by this source.

Then the source notifies the recipients of the multicast session. Each recipient is assigned
a multicast Id between 0 and D, where D is the total size of the recipient pool. This way,
the range of the recipient Id is confined to the size of the population of recipients (rather
than the number of stations in the network), which makes it easier and more economical to
represent recipient sets as bit patterns. '

We assume that a set of recipients is represented in a fixed-width binary field (e.g.,
32, 64, 128 bits) with every bit position corresponding to one recipient. This solution
imposes a limit on D. In Section 3.7 we discuss methods of overcoming this restriction
without inflating the size of the destination set beyond a reasonable value. In asynchronous
deflection networks, where packets can be of variable length, the size of the destination set
may vary, depending on the actual population of the recipient pool.

The destination address field of an M-packet contains the address of the next bounce
destination. This address is first determined by the source and later at every subsequent
bounce destination. For the strategies B_.Bounce and B_All, this operation is very natural.
For the first two strategies, the current bounce destination determines the next bounce
destination based on the source address extracted from the packet header. If the net-
work is regular (or almost regular)—see [Max87]—this involves simple calculations on the
row/column coordinates of the respective stations. With the assistance of a dedicated hard-
ware, these calculations can be performed in parallel for all destinations remaining in the
set. This is yet another reason for limiting the maximum size of the destination set to a
“reasonable” number.

In this context, schemes B_Shortest and B_Furthest appear in fact more complex than
the last two schemes. Our results (Section 3.4) indicate that B_Bounce and B_All are sig-
nificantly better than the other proposed solutions; therefore, one can view B_Shortest and
B_Furthest as only providing two more reference points for evaluation. In fact, B_Random
is the only sensible competitor. Although it generally performs much worse than B_Bounce

and B_All, it requires considerably less processing at the bounce destinations.
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Figure 3.1: Basic schemes (no replication), connectivity 2

3.4 Results

In this section we present some of our simulation results obtained for a synchronous de-
flection network built sn the torus topology. First, we observe the performance of basic
multicast schemes presented in Section 3.2. Then we incorporate a simple replication tech-
nique and compare the performance of the schemes with and without their application.
The network has N = 256 switches, and its connectivity (the number of link pairs per

switch) is k =2 or k = 4.

3.4.1 Basic Schemes

Connectivity-2 Networks

Figure 3.1 shows the delay vs the number D of multicast destinations when the background
load is 0 (3.1a), and when the background load changes while D remains the same (3.1b).
First, let us analyze the results shown in Figure 3.1a.

As expected, B_Bounce is much better than other schemes. Destinations in the packet’s
header are reordered from the nearest to the furthest at every bounce switch, with respect
to that switch. If there is no contention, this allows a packet to move from one destination
to another over the shortest path from among all the strategies considered in this chapter.?

It obviously assures that the delay achieved in this scheme is the lowest.

2Note that B_All is identical to B_Bounce if there are no deflections.
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Note that the path traveled by a packet with B_Bounce is not the shortest possible.
Finding such a path would involve solving an instance of the traveling salesman problem,
which we consider too complex for vur kind of application.

Differences between the first three, simpler schemes are rather small. They are caused
mainly by what an M-packet can do on its way to the first bounce switch. For a larger
number of multicast destinations, B._Furthest is surprisingly the best among the simpler
schemes. The reason for this is that the packet tends to visit “accidentally” a few other
destinations on the list before it reaches the bounce destination to which it was addressed.

Figure 3.2a showing the number of times a packet visits a bounce destination (i.e., the
destination to which it was addressed) vs D, seems to support this claim. Indeed, M-packet
destinations ordered according to B_Furthest experience fewer bounces from destinations to
which they were addressed. It means that they “accidentally” visit some other destinations
stored on the list in the M-packet’s header.

When there is no background load, the plot corresponding to B_Bounce is a straight
line because the number of bounces is always D — 1. In such a case, an M-packet is always
forwarded to the destination located closest to the forwarding bounce switch. Thus, they
cannot stray and make unplanned visits to other destinations.

It is interesting to notice that despite the fact that B_Furthest outperforms B_Random,

the number of bounces in the latter scheme is slightly smaller. It seems that the path
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of an M-packet in B_Random is so chaotic that it takes a packet more time to visit all
destinations, and the fact that relatively many of them are reached “accidentally” is not
able to outweigh that phenomenon.

Now, let us look at the results showing what happens when a background load is present
in the network while the number of multicast destinations remains fixed at D = 128 (Fig-
ures 3.1b and 3.2b). These figures also present B.All, in which destinations are reordered
in all intermediate destinations, not only in the bounce ones.

For low background loads, the differences between the simplest schemes are similar to
what we have seen already. Then, when the load gets heavier, the differences tend to
dissipate. Under such conditions, the number of deflections is so high that it is rather ‘
irrelevant where an M-packet is sent first—to the nearest, furthest, or random destination.
Figure 3.2b, showing the number of bounces vs background load when D = 128, illustrates
that situation.

B Bounce is still better than the three simple schemes. -However, for heavy loads it is
slightly worse than B.All. The reason is clear. When the load is low, M-packets rarely stray
from their shortest paths between the destinations, and both schemes are almost identical.
When the number of deflections increases, M-packets are sometimes deflected to other
destinations on the list. With B_Bounce, such a packet will try to return to the previous
path leading to the bounce destination it was addressed to even if another destination from
the list is just one hop away. With B_All, multicast destinations will be reordered and the
packet will be forwarded to the nearest destination.

Among all the multicast algorithms presented above, B_Bounce significantly outperforms

the others. B.All is slightly better in a heavily loaded network.

Connectivity 4

Figure 3.3 presents the results for the network with connectivity 4. It shows the delay vs
the number D of multicast destinations when the background load is 0 (3.3a), and when
the background load changes while D remains fixed (3.3b). Let us start from the results
shown in Figure 3.3a.

Similar to what we have seen for the low connectivity network, B_Bounce offers the
best performance. However, B_Furthest is no longer the best among the simple schemes.
Its place in this category was surprisingly taken by B_Random. This can be explained as
follows.

In a network with a high connectivity, the average path is shorter compared to the path
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length in the same network with a lower connectivity. An M-packet can move faster from
one destination to another, so the initial ordering of packets is less important. The chaotic
path of an M packet that made B_Random worse for £k = 2 is now beneficial. Because of
this, the packet has more chances to be received by destinations other than the intended
bounce one. Indeed, the number of bounces shown in Figure 3.4 is much smaller for the
random scheme than for the other approaches. But why is it better than B_Furthest and
B_Shortest?

In B_Furthest, we rely on “accidental” visits of an M-packet to some of the multicast
destinations. Here, such visits are less probable because the paths are shorter. The M-
packet gets to the first destination in a fewer number of hops which decreases the probability
of being received by some other destinations. Thus, the M-packet tends to be received by
more distant destinations first, approaching gradually the source. The probability of visiting
“accidentally” destinations other than the bounce one is further decreased in B_Shortest,
which again makes this scheme poor.

It seems that if multicast destinations are ordered only in the source, the schemes that
assure the small number of bounces, that is, the high number of receptions by destinations
other than the bounce ones, perform better, particularly in a network with a high connec-
tivity. In such a network, the average path that a packet must follow is relatively short,
and even if the path is rather chaotic (like in the B_.Random case), it does not decrease the
performance. In a small connectivity network, where an average packet has to make more
hops, the unordered path of a packet may overcome the benefits described above.

Among the multicast algorithms applied to the network with connectivity 4, B_Bounce
significantly outperforms the simple schemes, but its performance is as good as B_All, even
in a heavily loaded network. Since B_Bounce is less complex than B_All, B_Bounce appears
to be better. If the low complexity of the scheme is important, B_Random seems to be
a reasonable choice. In this scenario, it outperforms the remaining two simple (but more

complex) schemes.

Average Length of the Path

The average path length versus the number of multicast destinations and background load
is shown in Figure 3.5. The average distance for a given multicast scheme from the source
to the destination reaches about half the total length of the path from the source to the last
destination, shown in Figures 3.1 and 3.3. Relations between particular plots for different

basic schemes are similar to the relations presented in those figures. In the following sections,
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we will investigate only the delay understood as the length of the path from the source to

the last destination.

3.4.2 Limited Replication Schemes

As we mentioned in Chapter 1, replication schemes in deflection networks are not very

useful for the following two reasons:
1. a replication cannot be guaranteed, because the free slot may not be available

2. simple methods of rejecting packet replicates (used e.g., in reverse path forwarding)

do not work, because packets from the same source may arrive on different input links

In this section, we incorporate a simple replication technique in our schemes. Namely,
if it happens that the neighbour of the current switch appears on the list of destinations,
and a free slot is available on the link connecting the current switch to that neighbour,
the packet is replicated and addressed specifically to the neighbour. We know that such a
packet will not be deflected and that it will reach the destination in one hop.

The schemes presented so far are now enhanced with the simple replication feature
introduced above. It is expected that this scheme will decrease the time spent by the
packet in network, thereby decreasing the delay, particularly under light loads. If the load
is high, replications will occur less often because the outgoing links will be more likely to
be busy.

The increase of the algorithm complexity is not high. As before, every switch must scan
the list of destinations found in the M-packet’s header. This time, it also has to find out if
any destination on this list is among the switch’s neighbours.

The performance of the replication schemes vs D, and vs background load when con-
nectivity is 2 are presented in Figure 3.6. The first letter of each scheme’s name is now
‘R’ to indicate that the scheme has been augmented by the replication feature. The rela-
tions between the replication schemes are similar to the relations between the basic schemes
discussed in the previous section (Figure 3.1).

The difference between R_Random and R_Furthest is smaller than the difference between
B_Random and B_Furthest. It seems that the chaotic path of an M-packet in a random
scheme is even more beneficial than before. Note that in a replication scheme, a packet
may be received by one of its destinations not only if it actually arrives at that destination,
but also when it passes in its vicinity. With R_Random, a packet has more opportunities

to pass in the neighbourhood of one of its destinations, and get replicated. However, this
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phenomenon loses quickly its impact when the background load is significantly greater than
zero (see Figure 3.6b). In such a case, R_Furthest performs better, although for higher
loads, the differences dissipate again—as they did in the basic schemes.

The performance of the replication schemes in the connectivity-4 network is presented
in Figure 3.7. The relations between particular schemes are similar to what we have seen
for connectivity 2. Notably, the difference between the performance of R_Random and

R_Furthest becomes even more significant.

3.5 Comparison Between the Basic and Limited Replication
Schemes

Figure 3.8 shows a comparison between the schemes presented in the preceding sections
when the network connectivity is 2. The comparison is made between the best simple
schemes (i.e., B_.Random, R_Random), and the schemes that require packet ordering from
some (or all) destinations (i.e., B_All, R_All). Note that in Figure 3.8a, B(R).Bounce is
shown rather than B(R)-All. When the background load is 0, these schemes are equivalent.

Among both the simple and more complex schemes, the ones based on replication are
better. However, they involve some additional processing at every switch, and their benefits
become questionable in a heavily loaded network (see Figure 3.8b).

If the processing at switches is to be kept at a minimum, the basic schemes still perform

44



= r r r r —
e ol e
Rhames o- Rien &
m X s
w !
500 b
£
H i
H £ wp
3 ]
: .
200 b
w
o [y 100 150 20 % 6 0 » ®» N N & MW & X mw
Number of mudcast desteatons . Background load
(a) Delay, D changes, k=4 (b) Delay, D constant, k=4

Figure 3.7: Delay vs number D of multicast destinations and background load. Replication
schemes, connectivity 4

%00 . ; . . 0 r . i ‘ ' .
ey B_Random o~
== -y e
"l R_Bounce -~ 1 800 h
m m. Random
) - i |
; £
a g
g g °l o’
B : 7
@r e —’M P
e
X0 s o;n:%"“"
PP S
9....2...-2’.6—'9"_?
wf
100+
] . . . : 0 ; ) ) . . '
0 "y 100 15 20 %0 0 5 10 15 2 25 ) 3
Number of mulacast destinations 3
(a) Delay, D changes, k=2 (b) Delay, D constant, k=2

Figure 3.8: Delay vs number D of multicast destinations and vs background load. Com-
parison of the schemes, connectivity 2



™mr 8_Random
R_Randomn -
B.AI o
600 RAX
800
.1:
£ s At .~
2 2 wof
g er H g
% 3 ~
d
.~"'
B A 7 298
..—-0"'"’- 94,»0"0"9'..:—'"“;’
e
mp W0 ggges-e-tTD I
- - ) =
'»M',';:U;‘:f—.i—q-u_.-c-&*"""“*. e LR
| s =2y 100
s =
0 . ; . . ° — M
[ 5 100 150 20 %0 [} 10 2 % L 5 60 n 1 E ] 100
Number of multicast desinations Background load
(a) Delay, D changes, k=4 (b) Delay, D constant, k=4

Figure 3.9: Delay vs number D of multicast destinations and vs background load. Com-
parison between the schemes, connectivity 4

quite well. Their most complex member (B_All) also involves processing in some of the
intermediate switches, but its complexity is still lower than that of the R schemes.

Figure 3.9 shows a comparison between the schemes presented in preceding sections
when the network connectivity is 4. First, let us look at Figure 3.9a which shows the
performance of the schemes with varying D.

Surprisingly, if the background load is 0 and D is big, R_Random is better than
B_Bounce. When the connectivity is high (and the average path length is small) it is
more beneficial to let the packet wander around in the network from destination to desti-
nation without any specific order. The path is short so it will not take the packet too much
time to visit all destinations. At the same time, it will be more likely to visit some other
destinations “accidentally,” particularly if replication is in effect. Thus, we confront two

mechanisms:

e potential length increase of the packet’s path, but at the same time an increase of the

probability of “accidental” arrivals due to the replication mechanism (R_Random):

e potential length decrease of the packet’s path, but at the same time a decrease of the

number of destinations that may be visited “accidentally” (B_Bounce).

The experiments indicate that the first mechanism gives better results when the background

load is low and the network connectivity is high. Of course, the scheme using the advantages
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of both mechanisms (R_Bounce) performs best.

If we look at Figure 3.9b showing the performance of the schemes vs background load,
we notice that the plots for the schemes relying on replication converge to those of the basic
schemes when the background load increases. Clearly, with the increasing load, M-packets
have fewer chances for being replicated which causes basic and random schemes to behave
alike.

Let us now compare one of the above schemes, say R_Random, with the point-to-point
scheme in which the source sends D separate packets to D destinations. In the absence of
multicast techniques, this is what the source would have to do to deliver a given message
to a number of receivers. We assume that the source has a continuous supply of packets
sent every time the outgoing link is perceived free. That is, the source no longer waits until
the message is received by all intended destinations but keeps on transmitting its packets.
R_Random was modified in a similar fashion.

Figure 3.10 shows a compérison between the two schemes. The difference in throughpﬁt
is particularly large. In the point-to-point scheme, sending a message to D destinations
requires D packets—during the time needed to transmit them, the source using R_Random
is able to send D different messages addressed to all multicast destinations. It clearly
improves the throughput of R_.Random compared with the point-to-point scheme.

The delay comparison between the two schemes is also beneficial for R_.Random. Sending
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D packets to D destination requires more hops than sending one packet to D destinations.
The difference becomes more pronounced for higher D.
Similar observations were made when D was constant and the background load was

changing, and when the network connectivity was 4.

3.6 Extended Replication Schemes

In section 3.4.2, we have presented schemes enhanced by a limited replication. In those
schemes, an M-packet can be replicated at switch K if one of its destinations is one hop
away from K and the appropriate outgoing link is free.

In this section, we will extend the limited replication (R-All scheme in particular). We
will observe schemes that allow replicated fragments to be forwarded to destinations located

further than one hop away from the switch at which a replication takes place.

3.6.1 Extended Replication

Let us define a replication distance R4 as a distance (in hops) between switch K and one
of the destinations to which an M-packet is sent. The replication schemes presented so far
_have Ry = 1. Here, we present a model in which an M-packet may be replicated at K even
if the distance between K and one of its destinations is greater than one hop, that is, in
which a replication distance Ry > 1.

When an M-packet passes through switch K and some outgoing links are free, the switch
examines distances to every destination d found in the packet’s header through every free
link. It attempts to find the destination whose distance over the free link is not greater than
R4 and that is minimal among all distances from K to every d through the free link. If such
a distance is found, the packet is replicated and its copy is relayed through the selected link.
Note, that if the network’s connectivity is greater than 2, the packet may be replicated into
more fragments at the same switch.

In other words, destination d of a fragment that comes from a replicated packet, and
the link through which it is transmitted are selected to minimize the distance between K
and d.

For example, let us see how an M-packet addressed to multicast destinations: 1, 2, 17,
18, 32, and 33 will be routed at switch 0 (Figure 3.11). Assuming that both outgoing links
are free, and replication distance Ry = 2, the packet will be divided into two fragments. One
fragment addressed to destination 1 will be routed over the link A, while the other fragment

will be routed to the remaining destinations over the link B. This is because destination
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1 is closest to switch 0 among all other destinations in the packet’s header. Note that if
a packet were addressed only to destinations 17, 18, and 33, it would not be replicated at
switch 0 because the distance from 0 to these switches exceeds Rg.

We will call this algorithm extended (R_Ezt). Note, that if Ry = 1, this scheme is
equivalent to R_All

3.6.2 Class Replication

Yet another replication algorithm considered in our thesis is called class replication (R_Class).
If an M-packet passes through switch K and k > n > 0 links are free (where k is the con-
nectivity), it may be divided into up to n — 1 new M-packets such that every new packet
contains addresses of destinations that are closest through the given link.

The switch selects an M-packet with the largest number of destinations, computes the
distance from K to destination d through every free link. It then writes the address of
d to the (possibly newly created) packet that will be routed through the link that gives
the shortest path to d. The same process is repeated for every destination in the packet’s
header. In this way, destinations are divided into a number of classes determined by the
number of free links and the addresses of destinations.

Note that it is possible that no new packet will be created. It happens if the distances
from K to all destinations in the packet’s header are minimal through the same link.

To better understand this scheme, let us again consider the fate of an M-packet routed
at switch 0, addressed to switches 1, 2, 17, 18, 32, and 33 (Figure 3.11). Assuming that
both outgoing links are free, the packet will be again divided into two fragments. This
time however, the fragment routed over link A will be addressed to destinations 1, 2, 17,

and 18, while the ffagment routed over the link B will be addressed to 32 and 33. This is
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because first four destinations are closest to switch 0 through link A, while the remaining
two destinations are closest to 0 through link B. Note that in fact, destination 17 could
be carried in either of the two packets because the distance from 0 to 17 is 4 regardless of
the outgoing link the fragment is to be routed through. In the case like this, the ultimate

assignment of a destination to the replicated fragment is made at random.

3.6.3 Comparison of the Extended Schemes

As before, a new M-packet is sent only if the previous “main” multicast packet and all its
replicated fragments have arrived to their destinations. The figures below show the delay
results of R.Ext with different replication distances Ry compared to the performance of
R_Class.

We can expect that the scheme replicating a packet into fragments that carry many
addresses of destinations and/or increasing the probability that a packet will be replicated
(R-Class or R_Ext with large R4) will assure smaller delays than the scheme in which a
fragment can be sent only to the immediate neighbour (R.Ext with small Ryg). An overall
path from the source to all D destinations will be usually shorter in R_Class than in R.Ext.

Generally, our reasoning is supported by the results of simulations presented in Fig-
ure 3.12. They show the path length vs the number of multicast destinations for different

R in the R.Ext algorithm. They also show the performance of R_Class. The background
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load in the network is 0.

Path length decreases significantly for R; that increase up to the half of the maximum
distance in the network (which iz 17 for k = 2 and 16 for k = 4). Then, its decrease is more
gradual.

When Ry is large, fragments of a given M-packet travel further from the switch in which
they were replicated. This increases the probability of deflections caused by other fragments
and that is why the length of the path does not decrease proportionally to the increase of
Ry.

The combined path length is the shortest when R.Class is applied. Note that R_Class re-
sembles R_Ext with the maximum replication distance. However, its performance is further
improved by the fact that a replicated packet carries more than one destination address.

Figure 3.13 shows the path length vs background load for different replication distances
Ry in the R_Ext algorithm, as well as the performance of R_Class. The number of multicast
destinations is D = 128.

In R_Ext, when the background load is very high, the path length increases quickly
and the results become similar regardless of Ry. Under such conditions, the number of
replications is limited because outgoing links are more likely to be busy. Notably, the
difference between the path length for R; = 1 and for Ry = 4 is very large, particularly in

the network with the higher connectivity. For higher values of replication distances, these
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differences become less significant.
The performance of R_Class is still better than the performance of R_Ext but also in

this case, we observe a steep growth of the path length for high loads.

The schemes exploiting extended replication are only slightly more complex than their
simple counterparts. For example, R_Ext with Ry = 1 is equivalent to R_All—every switch
has to scan the list of destinations searching for the appropriate distance not greater than
Rg. In R_Ext, however, this search does not stop on the first encountered distance that
fulfills that condition. Instead, it continues in an attempt to find the minimum distance.
The complexity of R_Class is similar. It only requires some extra time to create packets
containing addresses of several destinations.

Clearly, the performance of R_.Class exceeds that of R.Ext, and the performance of
R_Ext exceeds the performance of the basic schemes with limited replication (Section 3.5).
One might think that considering schemes based on limited replication is pointless, since
they are worse than R_Class. However, there are two issues that must be considered before
the selection of the best scheme for a particular situation.

Simplicity is the first issue. The complexity of routing decisions grows quickly with the
increasing connectivity. At some point, the application of sophisticated multicast schemes
may be too expensive. In that case, basic schemes (with or without limited replication) may
be the only alternative. They offer a reasonable simplicity and an acceptable performance.

We have observed in figures 3.12 and 3.13 that in a network in which the number of
replicated fragments is large (R_Ext with heavy replication, or R.Class), the performance of
the algorithms may drop. It is particularly visible in the network in which the background
load is high. A large number of fragments into which an M-packet may be replicated
effectively increases the load in the network. These fragments may deflect other packets.
They can also return to the source of the M-packet and throttle it. Note that in the above
simulations, we assumed that the next M-packet may be sent only after all fragments of the
previous M-packet reached their destinations. We have done this to be able to compare the
multicast algorithms without the influence of other traffic. Obviously, this is not the case in
“regular” networks in which M-packets are usually sent one after another. If each of these
packets may be replicated into several copies, these copies may even further deteriorate the
network performance. With the basic schemes, and even in the case of schemes with limited
replication, this was not a problem—a copy of an M-packet could not deflect any other copy

since it could be forwarded only to the immediate neighbour of the replicating switch.
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In the next chapter, we study these two multicast schemes in the context of video
applications. We will observe how strongly the application of a particular scheme affects

the network performance.

3.7 Multicast Groups

As we already mentioned in Section 3.3, the size of the M-packet’s header in the multicast
algorithms presented in this chapter increases with the increasing limit on D—the number of
multicast destinations. To avoid inflating the packet header without limiting the maximum
number of multicast destinations too severely, it may make sense to divide a large deflection
network into a number of groups.

Suppose that the maximum size of a multicast group is n and the number of multicast
recipients turns out to be m > n. Upon the setup of a multicast session, the population
of recipients can be logically divided into G = [2] groups. A multicast source now has to

send G copies of a single M-packet, each copy addressed to destinations within one group.

3.8 Summary

We have presented a number of simple multicast schemes for deflection networks. We have
shown thap with their application, multicasting in deflection networks is possible.

Some of the schemes use limited or extended replication, which do not depend on extra
buffer space at a switch. The replication schemes outperform other schemes introducing
relatively low overhead. Notably, among the simpler schemes based on limited replication,
the one involving the least amount of processing (i.e., R_Random) turns out to be the best.
In the network with k = 4, it is even better than the best basic scheme.

Among the schemes based on extended replication, R_Class is the best with the perfor-
mance of R.Ext for large Ry being close to that of R_Class. However, we may expect that
under some circumstances, the performance of these two schemes may be much worse than
what we could expect. We will study this problem in the next chapter.

Still, if the complexity of the multicast algorithm is to be kept very low, the basic scheme
B_Bounce is a good candidate, particularly in a network with low connectivity. Notably,
among the schemes that require ordering multicast recipients only from the source, the least
complex scheme B_Random is the best in the 4-connected network. In the 2-connected
network, the chaotic path of a packet in B_Random makes this scheme only slightly worse

than B_Furthest.
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The proposed schemes seem to be especially well suited for relatively small multicast
groups because the length of an M-packet’s header increases with the increasing group

size. This increase may be reduced by partitioning the multicast recipients—as suggested

in Section 3.7.
In the next chapter, we investigate the performance of some of our schemes in high-speed

applications like video-conferencing and transmission of video movies.
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Chapter 4

Video Applications in Deflection
Networks

We investigate experimentally the performance of deflection networks in several multimedia
applications: videophone, videoconference and transmission of video movies. We show that
despite the fact that deflection networks misorder packets and do not reserve any resources
in advance, they may perform well in real-time applications.

In Chapter 2 (see also [OG98d]), we hinted on the possible suitability of deflection
networks for jitter-sensitive, stream-oriented applications. We have observed that jitter
and reassembly buffer space requirements in deflection networks are not very sensitive to
changing patterns of the background traffic.

In this chapter we show that if the receivers are equipped with playout buffers of suf-
ficient, and rather modest size, deflection networks may perform very well in “real-life”
multimedia scenarios.

First, we present our simulation model. Then, in section 4.2, we show the simulafion
results of three video applications: videophone, videoconference and transmission of video
movies. We use the fractal (self-similar) traffic model to generate synthetic traces. This
model is believed to capture the behaviour of video sources [BSTW95]. We also propose
a simple scheme for a resynchronization of the receiver and transmitter. In the context of
a videoconference and a transmission of video movies, we apply and compare two of the

multicast schemes proposed in Chapter 3. Finally, in Section 4.3, we conclude this chapter.

4.1 Network Model

Our simulation model resembles the one we used in investigating the jitter and reassembly

buffers (Chapter 2). That is, we consider two network topologies: torus and triangle. Each
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switch is equipped with delay buffers whose purpose is not to store packets before they are
forwarded, but to align packets arriving at the switch and to give the switch ample time to
make a routing decision.

We have modified this model to be able to investigate the videophone traffic in deflection
networks. In the further sections, it will be slightly altered to reflect videoconference and
transmission of video movies.

There are two selected switches: S0 and S1. The distance between them is maximal in
the network. S0 sends/receives packets only to/from S1. We investigate the performance
of the session between the two selected switches under different background conditions in
the remaining part of the network.

Every switch is equipped with a fractal (self-similar) traffic generator. An efficient algo-
rithm for generating self-similar traffic was proposed in [RN96]. The traffic between switches
S0 and S1 is described by Hurst parameter H, number of independent and probabilistically
identical fractal renewal processes (FRPs) M, and load A kB per frame. H specifies the
degree of long-range dependence (1/2 < H < 1), and M controls the burstiness of the
model. For a more extensive study of this traffic model, see [BSTW95, GW94, LTWW94].

P other pairs of switches in the network may also exchange packets with load )\; kB
per frame. Hurst parameters in those sessions are uniformly distributed between H,,;, and
Hpmoy. After some time, P. pairs are deactivated (i.e., their sessions are terrﬁinated), and
new F pairs are randomly selected. Again, they send packets to each other with load MA;.-

Let Np be the number of routing cycles (or packets passed through the switch divided by
connectivity) per one frame time. This number is determined by the frame duration and by
the network’s capacity C. Every active switch counts the cycles. After Np cycles, it invokes
the traffic generator that returns the number of bytes. This number is converted to packets
which are stored in the queue, and then transmitted as soon as possible, i.e., a packet is
sent in the first free slot arriving from the network. Note that this way, it is possible that
during one slot time, more than one packet will be transmitted. More specifically, a switch
may send up to k packets during a single slot time (% is the network’s connectivity).

When a packet arrives at its destination, it is removed from the network and the following

performance measures are computed:

e throughput understood as the number of all packets (including those that were dropped
because of their late arrival) that arrived to the receiver, divided by the time expressed

in slots;
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® access delay, i.e., the amount of time the packet spent in the sender queue;

e propagation delay from the moment of the packet’s insertion to the network to the

moment of its arrival to the receiver;

e playout delay in a playout (reassembly) buffer, that is, the time spent by the packet

in the buffer until it is removed;
e end-to-end delay, that is, the sum of the access, propagation, and playout delays;

e packet loss, that is, the ratio of the number of dropped packets to the number of all

packets that arrived at the receiver (including those that arrived too late)

Note that these measures are computed for both switches in the selected pair S0-S1 sep-
arately. When a packet is received by any other (background) switch, it is just removed,
and only background throughput is updated.

Two selected switches S0 and S1 are equipped with playout (reassembly) buffers of size
B frames (i.e., B* Np packets). At the beginning of a session, the playout buffers are empty.
As soon as the first packet arrives to the receiver, the receiver starts the timer. After the
time of Bp = R+ B! , where 0 < R < 1, it removes (receives) packets belonging to the
first frame, and resets the timer. From this moment on, it will be removing consecutive
frames from the buffer every frame time. Late packets that arrive after their frame has
been removed from the playout buffer are dropped. Packets that overflow the buffer are
also dropped. Note that this model of the reassembly buffer resembles the model presented
in Section 2.2.6.

This approach is in fact equivalent to immediately moving of a frame to be played from
the playout buffer to the device that actually displays the images on the screen. In fact, this
process takes a few milliseconds [BO98). Then, when a picture is ready to be displayed on
the receiver side, it is inserted to the video frame buffer periodically scanned by the video
adaptor to trace the image on the screen. This introduces additional, presentation delay of
up to 17 ms [BO98]. As we will see in the next section, these delays do not seriously affect
the end-to-end delays.

When a selected switch receives 3/2 x B frames, all its performance measures are reset.

This warm-up period allows us to investigate the performance of an already active network.

!Note that since a frame has some duration determined by the capacity of the network and the number
frames per second, we may actually use the size of the buffer to express time.
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In the following sections, we present simulation results showing packet loss, end-to-end
delay and throughput in several environments characteristic to videophone, videoconference,

and transmission of video movies.

4.2 Results

Synthetic fractal (self-similar) traces used in the simulator were obtained from the traffic
generator programmed on the basis of the algorithm given in [RN96]. Depending on the
traffic characteristics, we adjust the load, Hurst parameter and the number M of FRPs
so that the synthetic trace obtained from the algorithm will be close to the actual trace
obtained from the analysis of a specific video scenario (e.g., videophone).

Simulator parameters common in all traffic scenarios are as follows:
e the network size is NV = 100 switches;

o the fraction R of the playout buffer of size B is set to 0.8, that is, size of the active

part of the playout buffer is B = 0.8 * B.

e all links are identical and their lengths are 1 packet (i.e., 424 bits);

e to obtain the maximum distance between the selected pair of switches, S0 = 0 and
S1=>55;

® every active source generates 24 frames per second;

e packet size is 53 bytes—48 bytes for data and 5 bytes for header (like in ATM);

e simulation time is 60 seconds;

e background traffic characteristics?

- Ap = 10 kB/frame;

— Hurst parameter is uniformly distributed between Hp,in = 0.60 and Hpar =
0.70. Values of H from this range are suggested to model the video traffic (see
[BSTW95]). The number M that controls the burstiness of the traffic is set to 15.
Video traces with this value of M most resemble the trace given in [BSTW93].

— Every 2 seconds, F. = 2 pairs are deactivated (two sessions are terminated), and

new F, pairs are randomly selected with new values of Hurst parameter. In fact,

?Note that they correspond to videophone traffic (see below).
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we could expect rather longer sessions and, therefore, better performance. Note

that frequent changes of the active pairs increase the burstiness of the overall

traffic.

4.2.1 Videophone Traffic

The authors of [BSTW95] have shown the trace of a videoconference session. We assume
that the trace of a videophone session would be similar—the only difference is the fact that
in a videophone session, every user transmits/receives video to/from only a single user.

On the basis of this trace, we set the average load X of the traffic between S0 and S1
to 10 kB per frame. Assuming that the frame rate is 24 per second, we obtain the average
load of 1.97 Mb/s.

We set the Hurst parameter of the traffic between S0 and S1 to H = 0.675 which is
within range 0.60 to 0.70. The number M of FRPs was set to 15.

uBytestrame

Figure 4.1: Videophone synthetic trace

Figure 4.1 shows a sample plot of bandwidth in kB/frame vs time for 1000 frames (cf.

[BSTW935]).
We have performed simulations in two environments for two different connectivities:

e 2-connected network.

There are P = 34 pairs of active background switches in the network which means that
including the selected pair of switches, 70 switches (i.e., 70% of the entire network) take
part in the videophone conversations. Network capacity is C = 10 Mb/s. Assuming

that it takes a bit 5 * 10™° sec. to travel 1 meter in the medium, with the link
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Figure 4.2: Average packet loss and average end-to-end delay for both connectivities

length being equal to one packet, the physical distance between a pair of neighbouring

switches is about 8.5 km.

e 4-connected network.
In this environment, there are P = 42 pairs of active background switches. Network
capacity is C' = 5 Mb/s which, assuming links of 1 packet lehgth, gives the distance
of 17 km between the pairs of neighbouring switches. Other parameters are the same

as those for the 2-connected network.

We will be changing size B of a playout buffer and investigating the throughput, average
packet loss, and end-to-end delay in the network described above.

Figure 4.2 shows the relation between the packet loss and the active size of a playout
buffer Br, as well as an end-to-end delay. These measures are averaged over the two
considered switches that take part in a videophone session. We may see a significant impact
of the playout buffer size on the packet loss. For example, for k = 2, packet loss is very
large (almost 3%) when B = 2.0 (i.e., Bg = 1.6). Then it quickly drops and for B = 4.0 it
is less than 1%. For B greater than 7.0 no packets have been dropped. Notably, even if the
playout buffer’s capacity is B = 8.0 frames, its size does not exceed 8MB.

Of course, increasing the size of the playout buffer must increase the end-to-end delay.
Figure 4.2b indicates that even for the largest buffer, this delay does not reach 400ms. Note
that delays from 200ms to 400ms [WLS97] are allowed in this kind of application.
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Throughput (i.e., number of packets received by the destinations per slot time unit) of
a background traffic in the 2-connected network is about 14.90 and the sum of throughputs
of the traffic between a selected pair of switches is about 0.45. The maximum throughput
achievable in the above network is 18.76 thus we are looking at a network loaded at 81%.
The 4-connected network is loaded at about 71% (the overall and maximum throughputs

in the 4-connected network are 36.79 and 53.40, respectively).

Synchronization

Let us now modify the session model.

Packets are equipped with an additional field saying how many packets were generated
during one frame time. The destination computes the percentage of packets from a given
frame that were successfully received. If at least half of the packets coming from two

consecutive frames were not received, the session is reset, that is:
e packets from the last received, garbled frame are dropped;

e the timer is set to the interval between the arrival time of the oldest and the newest
packet, if this interval is not greater than Bgr (expressed in time units) or Bg, other-

wise;

e when the timer reaches Bpg, the receiver resumes its normal functions, that is, it

removes the next frame from the playout buffer, etc.

This model is likely to give better results than the previous one in many situations. Consider
the following scenario. First, a few packets belonging to the first frame arrive at the receiver,
which starts the timer that is supposed to trigger removing and playing the framés after time
Bpg. It implicitly assumes that packets will arrive at a more or less steady rate. However,
it may happen that next packets arrive much later at the receiver because, for example, a
new source on their path has become active and caused deflections. The receiver, unaware
of this fact, will start playing at time Br from the moment of arrival of the first packet. In
this way, some packets will arrive too late at the receiver and, if its playout buffer size is
not sufficient, a significant percentage of packets may be frequently dropped, particularly
when the incoming frames are large. Of course, a similar scenario may also occur for frames
other than the first one.

Assuming that the receiver works according to the new scheme, it will quickly “notice”

that it is not synchronized with the transmitter. The above sequence of steps allows the
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receiver to resynchronize with the transmitter making the packet loss less frequent. Note
that the receiver resets a session only when two consecutive frames of packets arrive badly
garbled. In this way, the receiver does not reset (and drop packets) every time a single
frame arrives garbled, which may be caused for example, by an unusually large number of
packets transmitted during a frame time (e.g., a scene change).

Note that a loss of synchronization may be caused in another way. For example, packets
belonging to the first half of the frame may arrive at a much smaller rate than the remaining
packets. In such a case, if the playout buffer is short, the last packets may be dropped
because the buffer is already full. A buffer overflow may also occur when a buffer contains
several short frames, and then a long frame arrives. The buffer space freed after removing
(and playing) a short frame may be insufficient.

In the modified algorithm, when this situation occurs, the receiver drops 1 — R of the
playout buffer starting from the oldest packets. For example, if R = 0.8, 20% of packets
stored in the playout buffer will be dropped. This way, a part of the buffer that initially
was supposed to be free, will be empty again.

Figure 4.3 shows a comparison between the packet loss and delay in both models. This
scheme is particularly efficient when the buffer is much too small and packet loss is high.
The likelihood of several garbled frames arriving one after another is high in such a situation
and this is when occasional resynchronization helps most. When the traffic parameters of
were set to obtain a very high packet loss (about 0.5), resynchronization could decrease this
value even 10 times.

Note that the need for resynchronization usually indicates the inadequate size of the
playout buffer. Thus, in a “real protocol”, the process of resynchronization can be followed
by increasing the buffer size. _

When packet loss is very small, like in the example network with k = 4, frames are
rarely garbled sufficiently to trigger a reset. Under such conditions, the network works as if
no resynchronization were applied. That is why, the plots of packet loss and delay converge
for sufficiently big playout buffers.

In those cases in which the new model gives better results, end-to-end delays may
be higher than in the model without synchronization. Simulations indicate that this is
primarily caused by the increase in a playout delay (i.e., the time a packet spends in a
playout buffer until it is removed). Note that when the receiver resets the session, the
playout buffer may be empty. However, it is also possible that some packets belonging to

the frames other than the one that triggered the reset are there. These packets may wait
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longer for their turn to be removed and played which is especially visible for & = 2 and
R = 3. Notably, even under these conditions, the end-to-end delay does not exceed the

recommended values.

Our subsequent results were obtained from the model with resynchronization.

4.2.2 Videoconference Traffic

The model presented in Section 4.1 is now altered to reflect a videoconference traffic.
There are A randomly selected, videoconference sources/receivers. Every switch in this
pool acts like a source that transmits multicast packets to the remaining A — 1 switches,
and like a receiver that receives multicast packets transmitted by A — 1 sources. Traffic
and network parameters (load, Hurst parameter, synthetic trace, capacity, etc.) for a given
connectivity are the same as those for the videophone traffic (Section 4.2.1). This time,

however, there are:

e P = 25 pairs of background switches involved in a videophone traffic in the 2-

connected network, and;
e P = 28 pairs of background switches in the 4-connected network.

Along with 4 = 4 videoconference switches, it gives 54 active switches in the 2-c »nnected
network, and 60 active switches in the 4-connected network. Only the model with resyn-
chronization has been applied.

We will compare the performance of two multicast algorithms (schemes) and their suit-
ability in a videoconference application. The generic multicast algorithm was described in
Section 3.2. The two multicast algorithms: extended R_Ezt and class R_Class were proposed
in Section 3.6. »

At first sight, we should expect that the scheme replicating a packet into fragments that
carry many addresses of destinations and/or increasing the probability that a packet will
be replicated (R_Class or R_Ext with large Ry) will give better results. Since an M-packet
with all its fragments will arrive faster to the destinations, it should less interfere with other
packets, thereby decreasing the packet loss.

Our reasoning is supported by simulation results presented in Figure 4.4. They show the
average packet loss and the average delay between the participating switches. Ry has three
values: minimum, medium and maximum. Note that the diameter of the torus (maximum

distance between a pair of switches) is 10 so defining Ry > 10 has no sense.
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The smallest packet loss is observed when R_Class or R_Ext with large replication dis-
tance is applied. Note that R_Class somewhat resembles R_Ext with the maximum replica-
tion distance. Its performance may be further improved by the fact that a replicated packet
carries more than one destination address.

Delay relations between particular algorithms are similar to the relations observed in
Figure 4.4a. R_Ext with large Ry, or R_Class assure a shorter average path (and propaga-
tion delay). Since packets arrive to their destinations faster, they are less likely to block
the source and suffer deflections from other packets—this, in turn, decreases access delay.
Moreover, packets arrive at destinations more regularly and resets are less frequent. We
have already explained that session resets may increase playout delays (for example, for
R_Ext, R =2 and Ry =1, sessions were reset four times while for R; = 5 only one session
was reset). It all adds up to smaller delays when schemes R_Class and R_Ext with large Ry
are applied.

Resetting a session may have a strong impact on the playout delay and thereby on the
average end-to-end delay. We can see a trade-off here—if the algorithm without resynchro-
nization were applied, the delays would be more predictable and perhaps lower but a packet
loss would be very high.

The throughput of the background traffic in the 2-connected network is about 10.99 and
the sum of throughputs of the traffic among the videoconference sources/receivers is about
0.88. The network is thus loaded in 63%.

Notably, only delays of the worst algorithm (R_-Ext with Ry = 1) are too large for
this kind of application. For other replication distances, and particularly in R_Class, zero
packet loss was obtained when the size of the playout buffer was sufficiently small to assure

an acceptable end-to-end delay.

4.2.3 Video Movie Traffic

The model is further modified to reflect transmission of video movies.

There is only one selected source S0 and a number D of randomly selected destinations
(receivers). The source transmits multicast packets addressed to D destinations, according
to either of the two multicast algorithms described in the previous subsection.

No traffic originates at the destinations. P pairs of other background switches are
activated. Videophone sessions between them were described in Section 4.2. As before, no
performance measures except the throughput are computed for the background traffic.

The authors of [GW94] have shown the trace of an example video movie. On the basis
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of this trace and data given in that paper, we set the average load X to 26 kB per frame.
Assuming that a frame rate is 24 per second, we obtain the average load of 5.11 Mb/s. This
load is within the limits of 3 — 6 Mb/s given in [DBH96)].

We also set the Hurst parameter of the traffic originating from the transmitter to H =

0.8, as suggested in [BSTW95]. The number of FRPs was again set to 15.
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Figure 4.5: Video movie synthetic trace

Figure 4.5 shows the sample plot of bandwidth in kB/frame vs time for 1000 frames.l
We set the number of destinations to D = 30 and network’s capacity to C = 10Mb/s.

We have performed simulations in two environments for two different connectivities:

e 2-connected network.

There are P = 5 pairs of active background switches in the network. It means that,
including D video receivers and one video transmitter, 41 switches (i.e., 41% of the

entire network) are active.

Other parameters are the same as those in the videophone model.

e 4-connected network.
The number of pairs of active background switches is P = 25. Including D video

receivers and one video transmitter, 81 switches (81% of the network) are active.

Figure 4.6 shows the average packet loss and end-to-end delay in the network described
above. Surprisingly, the relations among the results for different multicast algorithms are
completely unsimilar to what we have seen before. R_Ext with replication distance Ry = 1

gives almost zero packet loss. With increasing Rg, packet loss becomes more significant. It
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is worst when Ry is maximal. Scheme R_Class that was giving the best results in videocon-
ference, performs very poorly in transmission of video movies.

In Section 3.6.3 we have signaled that this behaviour is possible. Due to the fact that
every replication in R_Class may produce several M-packets that will further divide in
subsequent switches, a single M-packet sent by the source may actually produce many
multicast fragments that will circulate in the network. These fragments may inhibit not
only other switches but the source of the M-packet itself.

We observe a similar phenomenon in R_Ext when the replication distance is maximal.
The main multicast packet sent by the source may be fragmented into many packets (up to
D = 30) whose paths may be very long. These packets are likely to suffer many deflections
and they also may return to their source blocking it from transmissions.

Our observations indicate that indeed, the source in the 2-connected network transmit-
ting according to R_Ext for Ry = 10 is blocked by its own packets more often than in
R_Class. Specifically, the ratio of packets blocked at the source by its own packets to the
overall number of successfully transmitted packets is 1.62 in R_Ext for Ry = 10 and 1.46 in
R_Class. This causes a significant increase of access delay in R_Ext.

Due to the fact that in R_Class (or R-Ext with high R;) the source may be more
frequently blocked because of the higher load, and that packets suffer more deflections, both
access and propagation delays are high. It also makes receiver resets more likely which, in
turn, may increase playout delays. It all adds up to the generally higher end-to-end delays
when R_Class or R_Ext with higher replication distances are applied.

The situation was quite different in the videoconference application because the number
of destinations in that case was only four. The number of multicast fragments produced by
R_Class or R.Ext with a large replication distance could not be high.

However, when we deal with large multicast groups, like the one considered in the
transmission of video movies, the number of fragments a given M-packet divides into may
become too large. In other words, this algorithm (as well as R_Ext with large replication
distance), may overly increase the network load. When the load is high, the performance
(packet loss and delays) deteriorates. Therefore, when the number of multicast receivers
is high, it may be beneficial to limit the number of fragments circulating in the network
by setting Ry to small values. Note that Ry = 1 is always safe because fragments may be
relayed only to immediate neighbours—they cannot be deflected so they cannot increase the
load. The basic schemes, or schemes based on limited replication presented in the previous

chapter would also give better results than R_Ext with big Ry. Scheme R_Class should be
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rather avoided in applications in which a number of multicast destinations is large.

Delays obtained in this scenario are acceptable. The constraints imposed on the end-to-
end delays in the transmission of video movies are much less severe than videoconference
constraints. For example, the authors of [DBH96] suggested a playout buffer holding about
800 ms of video stream. This is even more than our overall end-to-end delay.

On the average, the throughput between the source and a single receiver is about 0.50
(it naturally depends on the applied scheme). The throughput of the background traffic
in the 2-connected network is about 2.22. The overall throughput between all sources and

recejvers is thus about 16.59 which means that the network is loaded in about 88%.

4.3 Summary

We have studied the performance of three multimedia applications in deflection networks.
We have also proposed an efficient and simple synchronization scheme that significantly
reduces packet loss, particularly when the playout buffer is too small or when the conditions
in the network temporarily disrupt the regularity with which packets should arrive at the
receiver. We have examined the suitability of two multicast schemes for videoconference
application and transmission of video movies.

Our results suggest that despite the fact that packets may arrive at the receivers mis-
ordered, the performance of deflection networks in multimedia applications may be good.
Note that the maximum network capacity used in the above simulations was only 10 Mb/s
for the 2-connected network, and 5 Mb/s for the 4-connected network. This is less than,
e.g., the 100 Mb/s capacity of Fast Ethernet. It is also much less than gigabit speeds at
which deflection networks are expected to work. Obviously, with the increasing.capa.city of
the network, we can only expect the improvement of the performance of the investigated
applications.

To see why, let us notice that the number of slots passed through the switch during the

time of one frame equals

_C
T Lxf

where C is the network’s capacity, L is the packet (or slot) length, and f is the frequency at

n

which video sources generate frames. We may view n as a bandwidth that may be used by
the source to insert its own packets to the network. Obviously, with the increasing number
of active sources and/or increasing load of the particular session, this bandwidth will shrink

due to the higher fraction of busy slots in n.
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Clearly, with increasing capacity C, available bandwidth n increases proportionally to -
increasing C. For example, with capacities reaching 100 Mb/s, we obtained zero packet loss
with small playout buffers sizes.

It is interesting to notice how the performance of a given multicast scheme may vary in
two different applications (transmission of video movies and videoconference). Assuming
that a videoconference does not involve tens of users, we may be certain that the application
of R_Class or R_Ext with large replication distance will give the best results. However, in
case of transmission of video movies, the number of receivers may reach hundreds in a large
network. Since the performance of e.g., R.Ext with big Ry may be disastrous in one case
(many users) while it may be best in another (a few users), a source could switch from one
multicast scheme to another depending on the size of the multicast group. In case of R_Ext
this operation would be very straightforward—an M-packet may carry the value of Ry in its
header and an intermediate switch would use this value in the routing decision. A similar
change from R_Ext to R_Class is also conceivable.

The packet loss at a given moment may differ depending on the switch being monitored.
This is caused by the distribution of the active switches, which may be more or less bene-
ficial for the investigated source. It may happen that some source is surrounded by active
back;;round switches whose packets frequently inhibit its packets. Higher interarrival delay
and irregularity with which packets arrive at the receiver cause a bigger packet loss.

If we increase the network load, allowing more sources to be active, the performance
measures will certainly deteriorate. The receivers will need larger playout buffers to accom-
modate the higher jitter. The large buffers, in turn, will increase the end-to-end delays,
perhaps exceeding the values allowed for a given application.

For this reason, a protocol assuring that the required quality of service will be sustained
throughout the whole session is needed. This protocol would have to limit the number of
active sessions in the network. For example, the network may be heavily loaded when a
source intends to initiate its session. In such a case, if the required quality of service (e-g-,
packet loss and end-to-end delay) cannot be delivered, the source should be notified about
it and its session should be blocked.

In this chapter, we wanted to show that even with a limited network capacity and fairly
high load, a deflection network is capable of achieving packet loss and delays acceptable in
certain standard multimedia applications. The results suggest that if we could only over-

come the problems mentioned above, deflection networks could be suitable for multimedia.

applications.
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Some attempts aimed at limiting datagram sources for the sake of isochronous sources
in deflection networks are presented in the next chapter. Finally a protocol providing a

quality of service in a deflection network is presented in Chapter 6.
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Chapter 5

Techniques Giving a Preferred
Treatment to Isochronous Traffic

Providing service guarantees in a deflection network is difficult. There is no easy way
to reserve the resources, due to the multitude of paths that may be taken by a packet
belonging to a given session. On the other hand, the high-speed network should possess the
ability to provide and sustain the required quality of service which is necessary in real-time
applications.

Several solutions to this problem have been proposed in the literature. For example,
backlogged switches may sii.nal their needs using a dedicated field in the packet header
[BF92). In response to those requests, other switches may refrain from transmission and
return tokens that provide the backlogged sources with required access to the bandwidth.
Another solution [MLNP93] is based on imposing a virtual multi-ring topology onto the
physical (mesh) topology and using a fair bandwidth allocation scheme suitable for rings.
With that scheme, the performance of connection-less service for bursty traffic suffers quite
significantly. Moreover, it assumes that the network is in fact an MSN, i.e., its physical
topology is that of a torus and its connectivity is 2.

Feedback-based solutions (e.g., using tokens) are generally poorly-scalable, because they
tend to waste bandwidth in proportion to the bandwidth-delay product of the network.
They also increase the complexity of the protocol and counteract the whole idea of deflection
by trying to imitate some aspects of synchronized networks.

In this chapter (see also [OG98c]) we investigate how far one can get with synchronous

traffic in deflection networks using a combination of the following simple measures:

e Prioritized routing for synchronous traffic in those cases where the standard routing

rules are randomized (Section 5.2).
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e Age-driven preference rules aimed at containing the maximum delay and jitter (Sec-

tion 5.1).

e Statistical ways of throttling unconstrained data traffic at its sources, to avoid pre-

empting synchronous sources (Section 5.3).

We propose a protocol implementing these measures, and investigate it under several
types of traffic conditions ranging from Poisson to bursty. With the application of this
protocol, excessive datagram traffic is throttled, and the performance of isochronous traffic

is sustained regardless of the intensity and type of the datagram traffic.

5.1 Network Model

The network model resembles the one we used in investigating the jitter and reassembly
buffers (Chapter 2). That is, we consider two network topologies: torus and triangle. Each
switch is equipped with delay buffers whose purpose is not to store packets before they are
forwarded, but to align packets arriving at the switch and to give the switch ample time
to make a routing decision. We assume that the total delay involved in a single hop in the
network is the same for all links and equal to a single ;s,lot.

There are two kinds of traffic in the ne.work: datagram (data), and stream (isochronous).
The stream model is as follows. Some number of randomly selected switches transmit
isochronous packets to the selected switches at rate R expressed in slots—!. For example,
the fixed arrival rate of 1/3 means that a new packet is generated in each stream source
every three slots. Such a packet will be expedited in the first free slot arriving from the
network. The stream source generates packets at a fixed rate. The remaining, datagram
part of the network generates packets according to some distribution. If competing packets
have the same age, one of them is chosen at random and deflected.

In this study, we use the age routing strategy [HRL95]. If two packets of the same kind
(i.e., either stream or datagram) prefer the same outgoing link, the one that has made more
hops so far is given its preferred link. If stream packet competes with a datagram for the
same outgoing link, it wins with probability P. This is the way in which a stream traffic
can be given priority over datagram traffic.

Age deflection gives worse average routing decisions than, for example, locally optimal
routing [BC90] in which packets are assigned to outgoing links such that the sum of the
distances to their destinations is minimized. However, it assures that the maximum delays

suffered by stream packets are lower. This fact also suggests that the jitter (as defined
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below) may be lower. Indeed, the results of simulations (not given here) in which these two
routing strategies are compared seem to confirm this conjecture.

Let the number of packets in the queue of a stream source S at some moment equal Q.
If S accumulated @+ A, packets in its queue and has not sent any packet since the number

of packets in the queue was equal to @, then the stream session at switch .S is:
e aborted if Q > 0.

e blocked if @ = 0.

In either case, the source clears its queue and starts the transmission from scratch.
Our objective is to monitor the throughput of stream and datagram traffic, as well as

the jitter and the number of blocked and aborted sessions of stream traffic.

5.2 Prioritized Routing for Synchronous Traffic

In this section, we show how varying probability P of giving a stream packet priority over
a datagram affects the throughput and jitter of synchronous traffic.

If P = 1.0, the age routing algorithm works as follows. Stream packets are considered
first. They are ordered by decreasing age and then, beginning from the oldest one, assigned
to the “best” outgoing links. Then, datagrams are considered. They are similarly ordered
and assigned to the remaining links.

If P < 1.0, every stream packet competing at a switch may temporarily “become” a
datagram with probability 1 — P. That is, it will not be considered in the first phase of the
algorithm. Instead, it will compete with datagrams as if it were a datagram itself.

Intuitively, the best results should be obtained when P = 1.0. In such a case, stream
packets have always the better chance to be routed over their preferred ports. They are
always given priority over datagrams.

However, the results showing the observed throughput of the stream traffic vs datagram
load (Figure 5.1) are quite surprising (throughput of datagram traffic is not shown). The
simulated network is a torus with 256 switches, and its connectivity (the number of link
pairs per switch) is 2, and 4.

For low datagram loads, the throughput is similar regardless of P. Stream packets in
such conditions rarely have to compete with datagrams and the value of the probability
is rather irrelevant. The situation changes when the load gets heavier. The throughput is
highest when the probability P that a stream packet is given priority over a datagram is

lowest. It is particularly visible in the 4-connected network.
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Figure 5.1: Throughput under uniform Poisson datagram traffic for different probabilities
P, datagram traffic contribution 0.16, and rate of stream sources 1/10

To find out why this happens, let us look at Figure 5.2 showing the numbers of blocked
and aborted sessions vs datagram load. For high loads, calls are blocked and aborted less
frequently for lower probabilities P. It seems that if stream paci-ets follow less predictable
paths (i.e., P < 1.0), they block other stream sources less often. This is understandable:
when stream packets always win the contention with datagrams, it is more likely that
they will follow the same paths to their destinations. It also implies that other stream
sources located on such paths will be more likely to have problems with regular access to
the bandwidth. It means that sessions originating from such switches will be blocked and
aborted more often.

This effect is less visible for the lower connectivity because packets simply have a smaller
routing flexibility. It means that many packets are bound to follow similar paths and possible
randomization does not change much.

However, there is a side-effect of improving the throughput by increasing randomiza-
tion in the network (i.e., decreasing P). Figure 5.3 shows jitter of isochronous sessions vs
datagram load in the above environment (the method of jitter computation was explained
in Section 2.1). It may be noticed that jitter in the network in which stream packets have
always priorities over datagrams (P = 1.0) is several times lower than jitter for P < 1.0.
Since with decreasing P the quality of routing decisions worsens (from the point of view

of a stream packet), a packet on average will need more time to arrive to the destination.
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The randomization of routing decisions and paths that helped to achieve better throughput
now increases the unpredictability of time intervals at which stream packets arrive at the
destination. This in turn significantly increases the jitter.

We have made similar observations for P close to 1. The throughput deteriorates and
the jitter improves with increasing P. The above observations show that the randomization
in deflection networks improves at least some of the performance measures. However, small
values of P should be a.voided if jitter is to be contained, that is, if we deal with, for example,
video transmissions. Probably, values close to but less than 1 would be best as they cause
minimal deterioration of throughput and decrease the probability of deadlock.

Plots of the number of aborted calls and jitter are shown only for loads under which not
too many sessions are blocked. This is because for the highest loads, the jitter decreases.
This artificial effect comes from the fact that under high load, a small number of sessions
take part in jitter computation. Many sessions are aborted or blocked, and those that make
it to the end of the experiment must come from the few sources which, because of their
fortunate locations, are not seriously disturbed by datagrams.

We can limit the number of stream sessions in the network (and limit the throughput)
but assure that these sessions experience a low jitter, or we can admit more sessions to the
network (and increase the throughput) but significantly increase the jitter. In the first case,

P = 1.0 while in the latter case, P < 1.0. As we have mentioned, the low jitter is very
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important in isochronous applications. For this reason, in the following sections, we will
consider the age routing algorithm in which probability P that a stream packet is given
priority over a datagram is 1.0. This way, we will achieve the lowest possible jitter for the

price of a decreased throughput.

5.3 Throttling Datagram Traffic

It is obvious that even with priorities assigned to isochronous packets, the stream traffic
will suffer for sufficiently high loads of datagram traffic. Under heavy load, datagrams will
occupy most of the slots. It will make the access of stream sources to the bandwidth less
frequent and predictable. It will also increase the number of blocked and aborted sessions.
One way of solving this problem is to throttle excessive datagram traffic when it becomes
too high, giving stream sources more opportunities to transmit their packets. The algorithm
exploiting this observation is as follows.

Let every source of datagram packets be equipped with token counter T, let factor
f=k/2 (k is the network’s connectivity), and let 0 < T, < T, ... If switch S senses b busy
slots (a slot carrying a packet addressed to S is considered busy) in the current routing

cycle, it performs:

T.=T.+ fx (k—-b) (5.1)
ifb_<.§,or
T.=T.—- fx (b—g) (5.2)

if b > k/2, where f = k/2.

A switch, or rather a host attached to it, may send a datagram if T. > k. Every
transmission decreases T, by & down to the minimum of 0. The maximum value of the
token counter, Tg,,,., is initially set to 2 x k2—it allows the switch to accumulate tokens
for transmission in two cycles of slots.

Every time a datagram switch acquires m packets to transmit in one cycle, it performs:

TCma: = TCma: + k x (m - mald)
if m > myuq, or -
TCma:: = TCma:: - k x (mo{d - m)

otherwise. m,4 is the previous value of m, that is, non-zero number of datagrams that

the switch acquired in some previous cycle in which m was positive. After adjusting the
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maximum number of tokens, the switch increases the token counter:
T.=T.+fxm (5.3)

In all cases, T. must not be greater than T,,,,, and T._.. must not be less than 2 x k2.

Let us analyze the benefits of this algorithm. If the network load is light, and incoming
slots perceived by a switch are usually free, the switch can freely transmit its packets. If
the load is heavy, the switch cannot transmit its datagrams every time it sees a free slot.
Instead, it will have to refrain until its token counter T, returns to the appropriate value
(i-e., at least k), relaying free slots to other switches.

To see how this mechanism works, let us analyze the following example in which the
network connectivity k = 4, the source accumulated T, = 12 tokens, and Q = 10 packets.
Since every transmission decreases T by k, the source has permissions to transmit 3 packets.
Let us assume that the load is high and the number of busy slots in several consecutive
cycles is b = 3 per cycle (i.e., there is only one free slot per cycle). In every cycle, the token
counter will be decreased by 2 (see Formula 5.2), and additionally by 4 because of packet
transmission in the available free slot. This way, after the transmission of two packets and
the time of two cycles, T, will drop to 0 and transmission of S will be stopped. From now,
it will pass the single free slots it perceives in subsequent cycles. Note that this source will
regain the access to the bandwidth only if it acquires new packets to transmit (Formula 5.3),
or if more free slots start passing through the source (the load will get lighter).

Now, let us assume that the load is moderate and the number of busy slots in several
consecutive cycles is b = 2 per cycle. Assuming the initial assumptions (T. = 12 and
@ = 10), the token counter in every cycle will increase by 4 (see Formula 5.1), and decrease
by 8 because of transmission of two packets in both available slots. After the time of three
cycles, and the transmission of six packets, T. will drop to 0. From now on, the source
will send one packet per cycle because T, will increase by 4 according to Formula 5.1, and
immediately drop to zero because of transmission of a single packet. Thus, the source will
be filling only one slot per cycle, passing the other one to the downstream switch. This
will throttle the source allowing other sources (particularly the stream ones) to access the
network bandwidth.

When a switch acquires a single burst of packets, it increases the token counter to enable
the transmission of half of that burst, and adjusts the maximum value of the token counter
to accommodate the number of tokens that will eventually allow the switch to send all

packets in the burst. Thus in subsequent cycles, if it only receives the sufficient number of
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free slots, it will transmit the whole burst. If the source continues to acquire the packets in
bursts of the same size, the token counter will increase but its maximum value will remain
the same. This way, the switch will not be able to accumulate too many tokens, which will
inhibit the datagram traffic.

The fact that Tt,,,, changes with the number of packets acquired by a switch in a single
cycle makes it possible to achieve better performance when the traffic is bursty. At the
same time, it does not deteriorate uniform traffic in which packets appear in the switch at

similar rates, i.e., when the datagram traffic is uniform.

Our scheme resembles the token bucket used to shape the traffic generated by bursty
sources. In that scheme, the tokens are placed (with some rate) in the bucket, which has
a limited capacity. If the bucket fills, newly arriving tokens are discarded. To transmit a
packet, the system must remove a token. Thus, similarly to our mechanism, a source cannot
send a packet if it does not have any tokens. However, if it only has enough tokens, it can
send a burst of packets limited by the maximal number of tokens it can collect (the bucket
capacity).

The most important difference between the token bucket and our mechanism is the fact
that the number of available tokens in the token bucket is not affected by the current load
perceived by the source. In our scheme, the value of the token counter depends on how
many free and busy slots pass through the source. The transmission rate of the source is in
fact regulated by the background load. In the extreme case of the very high load, the value
of the token counter may drop to zero blocking the transmission from a source. Clearly, this
mechanism could not be used in isochronous sources that rely on the timely transmission
of their packets. However, the token bucket could not be used in our deflection network,
because it is unable to limit the transmission rate of the source in case of the high load.

We may thus view our scheme as a version of the token bucket in which the number of
tokens (and the source activity) is a function of a network load.

Instead of our statistical approach to limiting the datagram load in the network, we could
use another approach used in local and metropolitan area networks. In this approach, a
source would be allowed to send its packets only if it possessed a token. Note that the
meaning of this token is different from what was previously discussed. In the case of the
token bucket, a token was a permission to send a packet internally generated by the source.
Here, a token is understood as a special packet that circulates in the network granting the

sources that capture it access to the bandwidth.
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This approach has several limitations even in broadcast networks it was intended for
(see Chapter 1). Token networks do not scale well and tokens themselves waste network
resources.

Our simula;tions have shown that if we allowed only one token to circulate in the deflec-
tion network, the throughput would be significantly lower than that of a network without
the token access. Imagine, for example, a network consisting of 256 switches in which only
one source at a time can transmit its packets.

We could allow multiple tokens to circulate in the network. The possession of a token
would not have to be a necessary condition for a transmission [Kam90, CS92, DG93]. This
approach works well in the networks in which we can predict the path of a packet. They do
not work in deflection networks because we simply do not know what path to the destination
the packets will choose. Packets can be deflected at a;ly switch and block the sources that
posses a token.

It seems that some known approaches that work in store-and-forward or broadcast
networks do not work in deflection networks. That is why we have to resort to application
of other schemes like the one we have presented above.

We will show in Section 5.4 that this scheme prohibits the excessive datagram traffic
to accumulate in the network, allowing stream switches to access the required amount of
bandwidth. In this scheme, a stream traffic has always priority over a datagram traffic and

the latter one is statistically throttled.

5.4 Results

In this section we present some of our simulation results obtained for a torus network
implementing the throttling mechanism described above. The results for the irregular,
triangle network were very similar and they are not shown here. The stream traffic has
always priority over datagram traffic (i.e., P = 1—see Section 5.2), and the latter one is
throttled (Section 5.3). The network has 256 switches, and its connectivity (the number of
link pairs per switch) is 2, and 4. The value of A, = 10 packets. We will investigate the
throughput, jitter and the number of blocked/aborted sessions for different contributions
¢ (0 < ¢ < 0.5) of the stream traffic vs datagram load. ¢ determines how many source-
destination pairs take part in the stream traffic. Every switch is equipped with a queue of
size k/2 x 2500. This queue stores packets that cannot be sent in a given cycle.

Note that if a datagram traffic is not throttled, the throughput of a stream traffic will

decrease with increasing load of a datagram traffic. In such a case, stream sources will be
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overflown with datagrams and their sessions will often be aborted. It may also happen that
a high intensity of datagram sources will make the queues of these sources to overflow.

Therefore, a simulation is run for increasing datagram load and it terminates if either
the queue of any datagram source overflows or the throughput of the stream traffic drops
below 0.01.

The routing scheme handles datagrams differently. Namely, stream packets are routed
according to the age algorithm but datagrams are routed according to the locally optimal
algorithm. We have mentioned that the latter scheme offers better throughput but worse

jitter. Since we are not interested in the jitter of datagram traffic, we use the better routing

scheme to handle it.

5.4.1 Poisson Datagram Traffic

This scenario was described in Section 2.2.1. In this case, however, only datagram sources
transmit their packets according to Poisson distribution.

Figure 5.4 shows the stream throughput and jitter vs datagram load for different contri-
butions of the stream traffic and different connectivities. The token counter is not used, i.e.,
the datagram traffic is not throttled. However, the isochronous stream traffic is prioritized.

For some range of datagram loads, giving priorities to the stream traffic keeps its
throughput at the same level, regardless of the datagram load. However, as the network
becomes more saturated with datagrams, these packets “overflow” stream sources not al-
lowing them to transmit at the required rate. More and more sessions are aborted, and
eventually the stream throughput drops to 0. The datagram traffic is not affected.

. As expected, higher ¢ makes this range shorter because of the relatively greater load
in the network. The jitter increases slightly with the increasing datagram load because
datagrams cause more deflections and the access of stream sources to free slots is less
regular. We have observed similar relations between the datagram load and the jitter of
stream sessions under all datagram traffic scenarios. For this reason, this performance
measure is omitted in the next subsections.

Figure 5.5 shows the stream throughput vs datagram load for a given contribution of
stream traffic and different connectivities. The plots allow us to compare two protocols:
the one that uses the token counter, i.e., throttles excessive datagra.in traffic, and the one
that only gives priorities to synchronous traffic.

When the token counter is used, the throughput of the stream traffic remains constant

for a wide range of datagram loads, then it deteriorates very slightly. The throughput of

83



& T T T T T " Y T T T
cx0.12, s70am - =012 -
0.1, sveam —— cx.1§ -~
. AT ok
- <
¢=0.16. datagam ?
=020, datagram -
k-33
0
D
] i
H ]
g
E 2r (18
%
o
wr
2F
19
° ° : . . L
0 0 10 2
Load of datageam trafic
(b) Jitter, k=2
T T T T T T T T T T v T T T
¢<0.12 sveam <— =012 +—
12 €=0.16. sv8am ~- 6F =0.16 -
ao’iozz:im b "
-
=0.16. daagam +
€020, datagam -»-
L3 4 s Aeaged
3
8 »,
0 4
i .
8 i
£ @ = af
H
or F18
20 £O-D- B D '"9"‘°“'5""-‘"4:"'6"9...“ 1+
ST s e e
P4
° el . N N . L e 0 L " : . : .
0 10 .} x 40 ] ] 0 ] 0 0 10 2 X 40 & n
Load of dalagram trafic Load of datagram traffic
(c) Throughput, k=4 (d) Jitter, k=4
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Figure 5.5: Throughput under uniform Poisson datagram traffic for contribution ¢ = 0.12
of stream traffic and transmission rate of stream sources 1/10

the datagram traffic drops in comparison to the case when no token counter is used. The
fact that the overall throughput (datagram + stream) is almost the same in both protocols
indicates that the applied token mechanism is efficient. At the same time, no bandwidth is
wasted for negotiations.

The jitter (not shown) is low and its increase is somewhat slower and more regular when
the token counter is used. The difference between its values for low and high datagram
loads is small. For example, in the 2-connected network, this difference is about 5 slots.
The increase is from the jitter of 2.5 slots for zero datagram load to almost 8 slots for the
highest datagram load of 42 packets per slot time unit. These values are even smaller in
the 4-connected network. The small values of jitter and its relatively low sensitivity to the
increase of datagram load is important particularly in jitter-sensitive applications like voice
or video. We have observed similar relations between the jitter and the load under other
datagram traffic scenarios described further in this section.

We have also observed a large difference in the number of blocked and aborted ses-
sions (not shown). In the uncontrolled network, unconstrained datagram sources often
inhibit stream sources forcing them to abort or block their sessions. In the controlled net-
work, datagram sources are not allowed to overly increase their load and the number of
blocked/aborted sessions is almost zero. It all assures that the quality of service offered to

isochronous users will remain constant regardless of the intensity of a datagram traffic. We
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Figure 5.6: Throughput under correlated Poisson datagram traffic for different contributions
c of stream traffic, transmission rate of stream sources 1/10, P = 0.4, and frequency of pair
changes [ = 1000

have observed similar relations for other patterns of the datagram traffic.
Plots for higher contributions of stream traffic ¢ = 0.16, ¢ = 0.20 and larger are similar to
those shown in Figure 5.5. That is, for some load, datagram throughput starts to decrease,

while the stream throughput remains almost the same.

5.4.2 Correlated Poisson Datagram Traffic

This scenario was introduced in Section 2.2.2. Again, only datagram sources transmit
their packets according to this distribution. The results of the simulations in which the
datagram traffic was not throttled are shown in Figure 5.6. They are very similar to the
results presented in the previous subsection.

In the 4-connected network, simulations terminate not because the throughput of the
stream traffic drops below 0.01 (like before) but because the queues in datagram switches
overflow. The queues in datagram sources in both cases (i.e., for both Poisson datagram
traffic patterns) are the same, but under correlated traffic, the switches tend to acquire
packets in bursts rather than uniformly. Recall that n sources transmit their packets with a
greater probability that the remaining part of the network. Although these groups change
every ! cycles, those sources that appear in consecutive groups are more likely to accumulate

more packets in their queues.
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The results of experiments shown in Figure 5.7, are very close to those presented in
Figure 5.5. That is, in the uncontrolled network, an increase in the datagram traffic causes
a gradual deterioration of the stream throughput. In the network in which datagram sources
are throttled, the throughput of stream sources remains stable, and the overall throughput
is even slightly better than in the case with no token counter. As before, the relations
between the datagram load and jitter (not shown) are similar to the relations observed in
the previous subsection.

This also indicates that deflection networks are not sensitive to the changing patterns
of loads, at least for as long as the global load in the neighbourhood remains at the same
level.

Plots for higher contributions of stream traffic (not presented here) ¢ = 0.16 and ¢ =
0.20, and for less frequent changes of pairs [ = 2000 and ! = 4000 are again similar to those

shown in Figure 5.7.

5.4.3 Bursty Synchronous Datagram Traffic

A bursty traffic scenario was described in Section 2.2.3. As before, only datagram sources
transmit their packets according to this distribution. The simulation results of the uncon-

trolled network are shown in Figure 5.8. Again, the relations between the throughput for
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Figure 5.8: Throughput under bursty datagram traffic for different contributions ¢ of stream
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both traffic types are similar to what was shown in previous subsections.

Similar to the correlated Poisson traffic, datagram queues overflow before the stream
throughput reaches 0.01. This phenomenon is even more pronounced here.

The results comparing the two protocols are shown in Figure 5.9. It seems that the
token mechanism works well even under this traffic scenario. As before, the throughput
of the datagram traffic decreases while the stream throughput remains almost the same.
However, a more serious deterioration of the overall throughput may be observed.

Plots for higher contributions of stream traffic ¢ = 0.16 and ¢ = 0.20 (not presented

here), and for different sleep times t = 10 and t = 30 are again similar to those shown in

Figure 5.9.

5.5 Summary

We have presented a protocol implementing simple measures aimed at providing isochronous
service for stream traffic by throttling the datagram traffic. We investigated the performance
of our protocol under several types of traffic conditions ranging from Poisson to bursty. The
simulation results indicate that the network performance for synchronous and isochronous
traffic remains stable, even under relatively heavy datagram loads. The performance for

datagram traffic decreases, but the total decrease in the maximum throughput (assuming
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Figure 5.9: Throughput under bursty datagram traffic for contribution ¢ = 0.12 of stream
traffic, transmission rate of stream sources 1/10, t = 20

uniform load) is small.

The increase in jitter is also small which suggests that our protocol is useful in jitter-
sensitive applications. The protocol works efficiently even .hen the network topology is
irregular (triangle) and a large fraction of all stations participate in synchronoué sessions.
Our solution does not require any pre-reservation of resources, and no bandwidth is wasted

on token exchange.

The main drawback of our solution is its unfairness. If a switch A overflows its less active
neighbour B with data traffic, then B will have to refrain from transmission rather than
A. Maxemchuk [Max91] has shown how to achieve fairness in the deflection network. His
solution involves collecting information as to the bandwidth requirements of every switch
along the path of a packet. This information is written to the packet’s header. Upon
reception of the packet, the destination checks if the transmission requirements of some
switches are greater than the available number of slots passing through them. If so, the
destination sends a separate request to the transmitter asking it to decrease its transmission
rate.

The drawback of this solution is the end-to-end delay. It may happen, particularly in
high-speed networks, that before a source learns that it has to decrease its transmission rate,

some other source will get blocked, and will have to abort its transmission. This solution
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also does not consider isochronous sessions whose specific timing constraints cannot be
exceeded.

However, our algorithm could be easily merged with this technique for achieving fairness
in a deflection network. With this approach, our algorithm would quickly respond to an
excessive datagram load, while the slower fairness enforcement protocol would guarantee
long-term fairness.

Regardless of the adopted policing schemes, there is always some boundary on the
combined contribution of the stream sources to the network load. Our simulations show
that if the transmission rate and the number of stream sources increase to a certain point,
the stream sources, whose traffic is not inhibited by the algorithm, will overflow each other
with packets. This will compromise the performance of stream traffic even in the total
absence of a datagram load.

Thus, our next approach will involve regulating the stream traffic that enters the network
(Chapter 6). We will see that by limiting the load and adjusting the reassembly buffers, we

can achieve a long-term quality of service.
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Chapter 6

Service Guarantees in Deflection
Networks

As we have indicated in the previous chapter, control over the quality of service in a pure
deflection network is rather difficult. A source connected to a switch may send its packet
only if at least one incoming slot is empty. In a heavily loaded network, most of the incoming
slots are non-empty and the source may not be able to transmit at the required rate. This
may have a negative impact on delay- and jitter-sensitive traffic.

The network may be heavily loaded when a source intends to initiate its session. In such
a case, if the required quality of service (e.g., packet loss and end-to-end delay) cani ot be
delivered, the source should be notified about this and its session should be blocked. It is
also possible that an already active source is suddenly overflown by packets coming from
adjacent sources initiating their sessions.

In the previous chapter we have shown that throttling the datagram traffic, and some
other simple measures, may help the network to sustain a given throughput of synchronous
traffic. That protocol, however, was still unable to control the admission of synchronous
sessions and to provide a long term quality of service.

In this chapter (see also [OG]), we propose a protocol equipped with mechanisms allow-
ing an already initiated session to sustain its quality of service regardless of other activities
in the network. We focus on a videophone application, although this protocol can be eas-
ily extended to accommodate applications like videoconferencing and transmitting video

movies (see Section 6.5).
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6.1 Network Model

The network model used in this chapter resembles the model used for investigating the
performance of deflection networks under video traffic scenarios (Chapter 4). That is, every
switch is equipped with a self-similar traffic generator. The parameters of this generator are
set such that the video trace corresponds to the trace observed in a videophone application
(Section 4.2.1).

All switches are equipped with fractal (self-similar) traffic generators described by Hurst
parameter H, the number M of independent and probabilistically identical fractal renewal
processes (FRPs) [RN96], and the load of A kB per frame. H is uniformly distributed
between Hpin and Hpe.. Every specified number of seconds, P, new random pairs of
sources are activated in the network.

As before, the switches are equipped with playout (reassembly) buffers of size B frames.
The purpose of these buffers is to smooth out jitter and order possibly misordered packets.
C will denote the network’s capacity.

A fractal traffic generator at every source generates packets which are then stored in
the transmitter queue. From this queue, they are removed and inserted to the network at
some rate. This time, the transmission rate is not the attribute of the source, but it is
determined on the per outgoing link basis. That is, a transmission rate from a source may
be different depending on the outgoing link. More precisely, the process of inserting packets
to the network is as follows.

First a routing decision at switch S assigns incoming packets (i.e., packets in transit)
to outgoing links. Then, if any outgoing links are free and if the packet queue at S is non-
empty' , S inserts its own packets. For example, assume that a transmission rate through
link 0 is 1 and through link 1 is 1/2. S will try to send its packet over link 0 if only that
link is free, and will use no more than every second free slot perceived on link 1.

Initially, the transmission rate at the given source is maximum and it is set to the same
value 1/7; for all links I (0 < | < k, where k is the network’s connectivity), and r; = 1.
That is, the source is allowed to insert its packets to the network in every available free slot.
Note that it is possible that during one slot time, more than one packet will be transmitted.
More specifically, a switch may send up to k packets during a single slot time.

Also, we will no longer look at the performance of a session between one selected pair

of switches only. We will observe how the increasing network load affects the number of

To simplify the description, we will not differentiate between a switch and the host connected to it.

92



blocked and active pairs, throughput, packet loss, and delay in our protocol.

6.2 The Protocol

In a videophone session, there are two parties S and 5. Source S sends/receives packets
to/from the corresponding sender (peer) §. Thus, S and § must act as both transmitters
and receivers.

Before sources S and § start a videophone session, they transmit dummy packets to each
other. Load and other parameters of this traffic must be “similar” to what a transmitter
can expect in the session in which “real” packets carrying video data will be transmitted.
During this time the pair of sources determines if the network is capable of processing their
traffic with the desired quality of service. This phase of the transmitter protocol will be
called setup.

The setup phase may complete only when the pair of sources have determined whether
their tentative session does not disturb the already active sessions, and the quality of service
as perceived by the receivers at S and S is fulfilled. Upon a successful completion of the
setup phase, the transmitter will begin the normal session—this phase will be called active.

It is possible that a new source will not be allowed to begin the active phase, which is
caused by the fact that not enough resources are available in the network to provide the
required service. In that case, the session is blocked.

We start the description of the protocol from the active and setup phases of the trans-
mitter. Then, we describe the way the receiver accepts or rejects a connection based on the

required quality of service.

6.2.1 Active Phase

A video source generates n; frames per second. If the network’s capacity is C and packet
length is L, a source may insert up to %ﬂ-f packets during the time of one frame. The size
of the given frame, i.e., the number of packets generated during the one frame time, also
depends on the transmission load and the current activity of the source. Every frame is
first put to the queue from which packets are removed and inserted to the network at some
rate local at every outgoing port.

Fp, also called the observation period, is the number of frames that serve to compute the

average size of the packet queue right before the generation of subsequent frames.2 Namely,

*Note that since a frame has some duration determined by the capacity of the network and the number
of frames per second, we may actually use the size of the buffer to express time.
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before a new frame 7 is generated, the source stores the current size of the queue Q;. Ideally,
this size is zero—number of free slots passing through the source during the time of one
frame should be sufficient to transmit all packets from that frame. After Fp frames are
generated, the source checks Fg last values of ;. On the basis of their values, the source

determines if the queue has been growing (see below). If it has not, the source resumes the

observation period.

Let V; denote the number of times when Q;41 > Q;, and V; = Fg — V, show how many
times Q41 < @; for i = 0..Fg — 1, where Q; is the size of the queue right before frame 7 is

generated.
The queue is considered to be growing within the observation period n, if Vb > V* and

% _y > Q%!.. In other words, the queue is considered to be growing if:
FQ 1 FQ 1 g g

e the number of packets added to the queue within the current observation period is

usually greater than the previous one; and

e the size of the queue at the end of the observation period is greater that the size of

the queue at the end of the previous observation period.

In this way, the example sequence of Q;: 030 25 18 15 will not indicate the queue’s growth.
This sequence may represent temporary increase of the queue size caused by a long burst

of packets generated by the source.

If the queue size has increased, it means that most likely, packets coming from other
sources have been inhibiting source S. Generation of packets at S is faster than their
transmission. In that case, S finds the setup source K (i.e., the new source in a setup

phase) such that:

V = M} « - i : (6.1)

is maximized. M} is the number of packets per frame sent by the setup source K through
its link ! that passed through S. 1/ is the transmission rate of K through link /. Clearly,
values of r, [ as well as the status of the source must be carried in all transmitted packets.

If K slowed down its transmission rate from 1/r; to 1/(r; + 1), Formula 6.1 would
approximate the factor by which the number of packets transmitted by K through link [
would drop. Packets transmitted through this link often pass through switch S and that is

why S will try to slow down K’s transmission over this link.
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Now, the transmitter has to check if the condition
19—V <0 (6.2)

holds, where ¢ is the number of packets added to the queue per frame averaged over the
last Fg frames. If this holds then, assuming a similar activity of the setup source K in the
future, the decrease of the number of packets transmitted by K through link ! should stop
the growth of S’s queue.

It may happen that the above formula will not hold for only one value of M}.. This
would suggest that slowing down only one source will not help. In this case, S will determine
the next source K that gives large value of V. The new value of V will be added to the old
one and again S will check if the above condition holds.

If condition 6.2 holds, S will send a slow-down (SD) request® to source K. Note that if
more than one source were determined by the above algorithm, sending that request could
be implemented as a multicast packet. The source will now refrain from transmission of
other SD messages (even if its queue grows) for the time of 3 frames. As will become clear
in Section 6.2.2, this time is sufficient to make sure that an inquired source K had enough
time to decrease its transmission rate or block the session. After that time, the number of
packets from K passing through S should decrease sufficiently. Source S will find out about
it when it resumes counting Fgp frames, and measuring the sizes of its queue Q;. If, after
another observation interval, S determines that the queue still grows, another SD request
will be sent. S will keep sending SD messages to setup sources until its transmitter queue
ceases to grow.

If the queue at S were likely to grow (according to Formula 6.2) even if all sources
registered during the last Fy frames would agree to slow down their transmission rates, S
may send SD to some sources several times. It is thus possible that a given setup source
will decrease its transmission rate over some link more than once on the request of a single
source. If a setup source is unable to do it without the increase of its queue, the session it
initiates will be blocked.

Generally, it is possible that for some time, the packet queue at S will grow making the
arrival of packets to the receiver less regular. It still does not have to cause a deterioration
of service because the receiver may adjust its playout buffer to accommodate the higher
jitter (see Section 6.2.3).

As a rule of thumb, we set Fg to 4. If Fp were greater, the source would react slower

3All acronyms of control messages are listed in appendix A.
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to changes in the network. For example, it would require more time to send SD message

responding to the packets coming from the new source.

It becomes clear why we insist on separating transmission rates through particular links.

Imagine the following scenario in which the transmission rate at the source is global.

/. i
0o
;

Figure 6.1: Separating of transmission rates

On the slow-down request from S, the 2-connected setup source K slows down its trans-
mission rate from 1 to 1/2. Clearly, S would like K to slow down its activity on link 0 (see
Figure 6.1). From now on, K will pass every second slot free. However, we do not know
which slots will be free, those passed over link 0 or over link 1. It may happen that most
slots will be passed on the other link and the number of packets from K passing through S
will not change. In that case, slowing down the other source simply does not work.

This phenomenon is particularly harmful in a 4-connected network. The probability
that a source will pass free slots over links different than the required one is 3 /4 as opposed
to 1/2 in a 2-connected network.

On the other hand, this issue may lose its significance if S is very far from K. In that
case, it is more likely that packets sent through different outgoing links will arrive to S from

the same incoming link particularly in a 2-connected network.

Let us now consider the following scenario. Sources S and K are active, and source L
has just begun the setup phase. L’s packets do not pass through S but they often deflect K's
packets such that they go through S. If S’s queue grows, S should send an SD message to
L. However, it canniot do it because L’s packets do not pass through S which does not know
that L started the setup phase. If no other active source blocks L, L will eventually begin
the active phase, and the quality of service of the session from S may degrade. Clearly, L’s
session should be blocked or slowed-down because it caused problems in an already active
source. However, in this model, S has no way to block the new source L.

For this reason, every deflection caused by setup, data packets is recorded. N amely, when
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a packet sent by source L in the setﬁp phase deflects a packet sent by an active source S,
the L’s Id is recorded in the header of the deflected packet. Every new deflection overwrites
this information which means that only the last deflection is recorded. Those deflecting
packets are treated as if they directly passed through S. That is, they are considered when.
the transmitter at S needs to send a slow-down request.

Thus, in the above scenario, S will send the SD request to the “offending” source L
despite the fact that its packets have never directly inhibited .5 packets. This will result in
blocking source L.

When a source has nothing more to transmit, it simply sends a connection finished (CF)

message to the receiver.

6.2.2 Setup Phase

In this phase, source S and its peer $ send “dummy” packets trying to determine if the
session between them is likely to sustain the required quality. For some time, S monitors
the behaviour of its queue. If the queue grows, it usually means that the network load is
high and S is often inhibited by packets coming from other sources. In such a case, the
session being initiated by S is blocked. The session is also blocked when the peer § is
blocked, when the quality of service, as perceived by the receiver at S is not fulfilled (see
Section 6.2.3), or when the source receives a slow-down SD request (see Section 6.2.1) with
which it cannot comply.

First, let us see how the setup source S responds to a slow-down request. The source

that receives SD request from switch K checks if:
1
T+-T—*7'1<Np (6.3)
1

where:

e 1/r;is the S transmission rate over link I. The purpose of the SD request sent by K

is to slow down the transmission rate at S over this link.

e 7 is the difference (in time) between the moment of transmission of the last packet
from the frame and the moment at which the frame was generated. This value is

averaged over the last Fp frames.

e 7; has a similar meaning to 7 but it concerns link I. That is, 7, records the time

between the moment of frame generation and transmission of the last packet from
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this frame through link . Note that 7 = Maz(7;) for all links 0 <=1 < k, where k is

the connectivity.

o Np is the time needed to pass one frame of packets. It depends on the network’s

capacity and frame duration.

If S slows down its transmission rate from 1/r; to 1/(r + 1), it will take on average
ﬂ;# T — T = ?17 * 71 more time to send the same number of packets through link /. When
this value is added to 7, the result stands for the overall time S needs to send all the gen-
erated packets. If this value exceeds Ng, S’s queue will be likely to grow because the time
of one frame will not suffice to transmit all packets generated during this time. In this
case, the session initiated by S will be blocked. If condition 6.3 holds, S will decrease its
transmission rate through link / and resume the observation period. In this period, S will
determine if slowing its transmission rate does not really make its queue size to increase,

and if it is enough for the active source to no longer be overflown by S packets.

The setup time may be expressed as:
Toetup =v 1% Fy

I is the minimum number of observation periods of Fg frames that must elapse before
the new source may determine if its session may or may not be accepted (see below). I Fg
gives a new source enough time to make sure that its activity does not disturb active sources.

However, it may happen that during this time, the receiver and the corresponding sender
will fail to notify S if the session (from their perspective) may be admitted. It is also possible
that S will slow down its transmission rate upon request of some active source and will need
more time to determine if the new conditions (i.e., lower rate—see above) will allow it to
carry on and if the source that requested the slow-down is satisfied. In all the cases, S will
begin another observation period of I Fp frames. Thus, S will repeat this process v times.

Tgetup is variable because v is variable. It is affected by:

e the round trip propagation delay;

e the fact that both S and its corresponding sender 5, as well as the receiver at .3, may

interrupt the session at any time of their setup phases; and

e responses to slow-down messages issued by active sources.

98



I should be at least 3. Consider the following scenario. Let us assume that source S
is in the active phase, and source K is in the setup phase. Let us also assume that K
started to overflow the active source S with its packets. If S started to perceive K’s packets
e.g., in the middle of its ¢th observation period of Fg frames, those packets might not have
inhibited its own packets severely enough to justify a transmission of an SD message to K.
However, after the next, i+ 1 observation period, S’s queue may increase forcing this source
to send SD to K. Thus, it may take 2 ¥ Fg frames for S to realize that a new source K
disturbs its session. Considering the propagation delay of SD sent to K, it becomes clear
that I > 3. During the time of I ¥ Fg, a source in the setup phase will learn if its packets
disturb other sessions.

Weset I to a “safe” value of 5. It may happen that the first “dummy” frames transmitted
by a setup source are not large. That is, the number of packets transmitted by a new source
may be too small to seriously disturb active sources. Larger value of I gives active sources
more time to block such a source.

Note that in a deflection network with the locally optimal routing scheme, round trip
propagation delay is unbounded. However, large deviations from the average end-to-end
delay between the switches are very rare, so the setup time of accepted sessions should not

seriously fluctuate.

The description of the setup phase given above is somewhat simplified. In the protocol
implementation, one of the sources would have to initiate the session by sending a “connec-
tion request”. Then, it would wait for the other party to respond. Only then, would the
pair of sources start exchanging dummy packets effectively beginning the phase described

above.
This initial stage of the setup phase does not affect the ability of the protocol to provide

a long-term quality of service in a deflection network (although it does affect the length of
the setup phase). For this reason, in our simulations, the setup phase begins as described
above, that is, assuming that both parties already know about each other.

Blocking a Connection

A session is blocked if any of the following has happened during the last observation period

of Fyp frames:

e The queue of S has grown.
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® S receives an SD request from some source and it cannot slow down according to

Formula 6.3.
e S receives a connection reject CR from the receiver at $ (Section 6.2.3).
e S receives a connection terminate CT from the corresponding source 5.

In the first three cases, S will send CT message also to the corresponding sender $,

which must be notified that the session has been blocked.

Accepting a Connection

If during the last observation period of Fg frames, source S has not been blocked, then
it will check if a connection confirm (CC) message has arrived from the receiver. If it has
not, S will resume the observation period—a source cannot begin the active phase without
making sure that the quality of service perceived by the receiver is fulfilled. ’

As soon as CC is received, S will send a connection accept (CA) message to its corre-
sponding sender 5. This way, § will know that as far as S is concerned, the quality of service
is likely to be sustained. However, it does not yet mean that the session is accepted—S
still does not know if the backward transmission from its corresponding sender $ may go
on without increasing the queus at S, and if the quality of service perceived by the receiver
at S is also fulfilled. In fact, the session may still be blocked. It may happen that § is
e.g., heavily overflown by packets coming from its neighbours and cannot freely transmit
its packets. In that case, S will send a connection terminate message (CT) to S blocking
the session.

A session may be thus accepted if S receives both CA and CC messages from S, and
S receives CA and CC messages from S. From now, the transmission of “regular” packets
begins and the session may not be blocked anymore—the active phase begins (see 6.2.1).

After a source sends a CA message to its counterpart, it slightly changes its behaviour.
Namely, it can no longer be blocked by other, active sources in the network. This is achieved
by changing the setup field in the headers of packets sent from S. Active sources no longer
perceive these packets as coming from a setup source. Thus, S behaves like an active source

but it may still be blocked by its peer.

6.2.3 The Receiver

A quality of service is described by the maximum packet loss rate Pp,, and the maxi-

mum end-to-end delay Trnor. Similar to the sender, the receiver may be in the setup or
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active phase. The initial size of the playout buffer, whose purpose is to reassemble possibly
misordered packets and smooth out the jitter, is minimal and equals B = 2 frames.

A receiver in the setup phase determines if the quality of service it perceives does not
exceed f* Ppop and f # Tinaz, where 0 < f < 1. Fraction f allows the receiver to respond
to possible violations of the quality of service before they actually occur.

Every F (the value used also in the transmitter) received frames, the receiver checks if
the delay suffered by the received packets is greater than f * Ti,... If it is, the session will
have to be blocked—to decrease the delay, the receiver would have to decrease the size of
the playout buffer to less than 2 frames. Then, the receiver sends a connection reject (CR)
message to the sender. The session will be blocked. Before it happens, the receiver will
simply refrain from receiving “dummy” data packets arriving from the sender.

If the maximum delay is not exceeded, the receiver checks if the packet loss suffered over
the last Fp frames exceeds f#* Ppq.. If it does not, the receiver will begin a new observation
period of Fg received frames. After J such periods, if the packet loss and delay have not
exceeded their maximum valués, the receiver will send a connection confirm (CC) message
to the source, notifying it that the quality of service may be sustained. The receiver will
begin the active phase in which it will only check whether the packet loss does not exceed
S * Prpor (see the explanation below).

If the packet loss exceeds f* P,.z, the receiver checks if the current packet loss is greater
than the packet loss recorded previously (i.e., from the previous observation of Fq frames).
If it is, it means that the packet loss increases. In that case, the receiver increases the size
of the playout buffer by one frame, and refrains from removing the next frame from the
buffer. This will increase the effective size of the playout buffer. Since packets will “stay”
longer in the buffer before they are removed and played, fewer packets are likely to arrive
too late and be dropped in the future.

If the current packet loss exceeding f % Py, is less than the packet loss recorded pre-
viously, the receiver will not increase the size of the buffer. As we will explain below, the
packet loss may decrease slowly. It means that for some time, it may exceed f* Pp,,, despite
the fact that no packets are dropped anymore. Obviously, increasing the playout buffer size
would be pointless in that case.

In other words, the size of the playout buffer increases only if the current packet loss

exceeds f * Ppaz and if it is greater than the previous recorded value of packet loss.

The fact that the receiver may react to a loss of the quality of service before it really
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occurs is particularly important in the setup phase. Let us assume for a moment that f = 1
and that the receiver successfully begins the active phase. Now, if the conditions in the
network increase the jitter and some packets arrive to the receiver too late to be played,
these packets will be dropped. As we have explained above, the receiver will increase the
buffer size—this, however, will also increase the delay. If the delay in the setup phase was
very close t0 Trmaz, Tmaez Will be exceeded and this quality of service will be violated. As the
simulations show, setting f to 0.5 gives the receiver enough space to accommodate increased
packet loss.

High load in the network makes arrivals of packets at the receiver less regular, which in
turn increases packet loss. If the loss exceeds f * Ppqz, the buffer size grows, increasing the
end-to-end delay. At some point, if the load in the network and the packet loss perceived
by the receiver are sufficiently high, the size of the playout buffer may increase such that
the end-to-end delay exceeds Th,qz.

However, our protocol does not allow the load to overly increase because all sources that
inhibit already active sources are blocked. The network load stabilizes at some point so the
packet loss, and thereby the end-to-end delay cannot grow beyond Tnqos.

Moreover, the observation time of I * F should allow to detect possible delay violations

in the setup phase. Such violations result in blocking th~ session.

Consider the following scenario.

Assume that 10 packets coming from frame number 5 are dropped at the beginning
of a transmission. Assume that so far, only 2500 packets were received (which gives the
average of 500 packets per frame). The loss of 10 packets corresponds to 0.004 of all received
packets. Even if consecutive frames are received without any loss, the value of packet loss
will decrease rather slowly. Packet loss of 0.004 looks bad despite the fact that it actually
corresponds to only 10 packets lost in one frame consisting of 500 packets.

It means that the guaranteed packet loss P, may be temporarily exceeded. Our proto-
col, detecting a packet loss exceeding Pp,,, will immediately increase the size of the playout
buffer. If this buffer appears to be sufficiently large, packets will no longer be dropped. If
it does not, the buffer size will further increase until the required packet loss is achieved.
This way, the packet loss in the long term will be kept below P,,,.. In other words, we are
interested in showing that once a loss violation occurs, the protocol responds appropriately

(by increasing its playout buffer) and assures that packet loss will no longer grow.
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The minimum setup time after which the receiver decides that the session should not

be accepted is Fg frames. After that time, the receiver may realize that the delay in fact

exceeds f * Traz.
The minimum setup time after which the receiver decides that the session may be

accepted is I x Fg, i.e., after the minimum number of observation periods.
Assuming that the delay threshold is greater than the initial size of the playout buffer

(i.e., if f * Tinar > 2 % NF), the maximum setup time at the receiver is determined by

J* ez — 2% Np
Np

where N (see Section 6.2.2) is a frame duration. This formula comes from the fact that

I *x Fg

the receiver starts with the buffer of size 2, and then, every I * Fp, it increases its buffer
by NF up to the maximum at f * T,0,. In the worst case, every increase of the buffer size
may take I * Fy time units because the receiver may find out that the packet loss exceeds
f * Tinap at the end of observation periods.

Clearly, in some cases, this setup time may be long (see Section 6.3). For this reason,
both the sender and the receiver could have the ability to send CT (or CR) message to its
counterpart if the setup is taking too much time. Such a time-out period would probably
depend on the patience of the users. The protocol could automatically send such packets
if the setup time exceeded the maximum value. This would indicate some problems in the
network or at the other party.

Note that the setup time could be decreased by setting the initial size of the buffer to
more than 2 frames. Actually, as we will argue in Section 6.4, this would not be the only
benefit of starting the session with a larger buffer.

Note that we do not include jitter as one of the service guarantees. The goal of the
playout buffer is to smooth out the jitter so that the traffic perceived by the user will
appear to be jitter-free. Large jitter causes packet loss which may in turn force the receiver
to adjust the size of its buffer. Thus, there is no need to distinguish jitter as a separate

performance measure since implicitly, it is already included in packet loss.

6.3 Results

Synthetic fractal (self-similar) traces used in the simulator were obtained from the traffic
generator programmed on the basis of the-algorithm given in [RN96]. We have adjusted
the load, Hurst parameter and the number M of FRPs so that the synthetic trace obtained

from the algorithm is close to the actual trace of a videophone.

103



The simulation parameters (similar to what we have seen in Section 4.2) are as follows:

network size is N = 100 switches;

o the fraction R of the playout buffer of size B is set to 0.8, that is, the size of the active

part of the playout buffer is Bg = 0.8 * B;

e packet size is 53 bytes—48 bytes for data and 5 bytes for header (like in ATM net-

works);
e all links are identical and their lengths are 1 packet (i.e., 424 bits);
e every source in a setup or active phase generates 24 frames per second;
e initial number of active sources in the network is 20;

e every 20 seconds, number P, = 4 (i.e., 8% of the network) of random pairs begin their

sessions.

We set the average load A of the traffic between a pair of active switches to 10 kB per
frame. Assuming that frame rate is 24 per second, we obtain the average load of 1.97 Mb/s
computed from a sample of 1000 frames. |

Hurst parameter of the traffic is uniformly distributed between H,,;», = 0.60 and Hpr =

0.75, and the number of FRPs is set to 15;

We have performed simulations for two different connectivities:

e 2-connected network.
Network capacity is C' = 10 Mb/s. Assuming that it takes a bit 5% 10~ sec. to travel
1 meter in the medium, having capacity C' and a link of 1 packet length, the physical

distance between every pair of neighbouring switches is about 8.5 km.

® 4-connected network.
Network capacity is C' = 5 Mb/s which, assuming links of 1 packet length, gives the

distance of 17 km between the pairs of neighbouring switches.

When a packet arrives at its destination, it is removed from the network and a number of
performance measures are computed (see Section 4.1). Note that this time, these measures

are computed for every active switch.
We monitor the overall throughput, as well as the packet loss, and end-to-end delay of

particular sessions vs the number of activated sources. We consider three environments:
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E1 - Without the control mechanism described in Section 6.2. There is no control over
the quality of service and the only limit imposed on the number of active pairs in the

network is the size of the network.

E2 - With the control variant of the mechanism in which a receiver can neither adjust the
size of its playout buffer nor affect the decision about the admission of the new session
to the network. This protocol can limit the number of activated sessions but it cannot
provide a quality of service. We will see that limiting the number of sessions alone
is an efficient way to bound the packet loss. Imposing the specific delay and packet
loss requirements, and adjusting playout buffers at the receivers (environment 3) will

allow to achieve the required quality of service.
E3 - With the full control mechanism as described in Section 6.2.

In environments E2 and E3, we also measure how many sessions initiated by new sources
are blocked in the setup phase due to the high network load. The initial size of the playout
buffer is B = 2 frames. Note that this size can change only in environment E3. The same
pairs attempt to activate their sessions in all three environments.

If we measured the packet loss throughout the simulation by adding all dropped packets
and dividing this number by the number of all received packets, its value would be mislead-
ing. As we explained in Section 6.2.3, even the loss of several packets could make the value
of this performance measure very large for the duration of a whole session. For this reason,
packet loss is reset every 20 seconds right before new Pc pairs of sources begin their setup
phases. This way, the packet loss shown in the figures below, describes the situation in the
network within the given period of 20 seconds. This makes it easier to compare various
environments, and it shows how adjusting the playout buffer size helps the receiver sustain

the long term quality of service.

Figure 6.2 shows how many new pairs of sources are blocked and admitted to the network
with connectivity & = 2 and £ = 4. The number of randomly selected pairs that every 20
seconds try to begin a session is P, = 4. The number of activated pairs in the network
grows linearly with the number of pairs that try to begin their sessions only in E'l. In that
environment, every pair of sources that want to begin the session is allowed to do so. The
number of blocked sessions, not shown in the figure, is of course 0.

It is not the case in the other two environments. When the number of pairs in the

network exceeds some value, new sessions are blocked. That is why, the number of active
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Figure 6.2: Number of active and blocked pairs vs number of activated pairs

sources eventually becomes almost constant, and the number of blocked sources becomes
P, (which was set to 4). Note that it just happened that the plots for the environments 2
and 3 in the 2-connected network are identical.

We may notice that some sessions are blocked even when the number of pairs in rthe
network is not large (e.g., 28). Apparently, the location of the sources that initiated those
sessions was such that the packets were overflowing already active sources. The protocol
is able to block these sources. Then, still some pairs of sources may be allowed to activate
their sessions as long as their packets do not affect already active sessions.

Figure 6.3 shows the packet loss at one of the receivers that suffered some packet loss
almost from the beginning of the session. In the 2-connected network, the receiver was
located in the switch number 83 and in the 4-connected network, it was located in the
switch number 26. As we have mentioned above, packet loss (and also delay) are reset
every 20 seconds so these two performance measures show the situation in the network in
those particular intervals. As before, the number of randomly selected pairs that every 20
seconds try to begin new sessions is P, = 4.

In environment E1 (figures 6.3a and 6.3c), packet loss generally increases with the
addition of every F. new pairs. The only exception is for 32 active pairs—apparently, the
activity of other sources in the network did not increase the jitter perceived by the receiver
to the point in which packets had to be dropped.

Packet loss in environment E2 is much lower. It is because of the fact that much fewer
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sessions are admitted to the network. For example, in the 2-connected network, the number
of active pairs does not exceed 30 (see Figure 6.2a). Limiting the number of active sources
limits the load, jitter and thereby packet loss.

Figures 6.3b and 6.3d show the packet loss at the same receivers as well as the required
guarantee imposed on packet loss in environment E3. In both cases, i.e., for both values of
Pr..z, packet loss was identical.

Indeed, for example in the 2-connected network, after activation of 8 new sessions, so
that their total number is 27 (one session is blocked—see Figure 6.2a) the packet loss exceeds
Praz- In that period of 20 seconds (or 480 frames) 60 packets from one frame were dropped.
When the protocol at the receiver side detected this, it increased the playout buffer by 1
frame which was clearly sufficient to sustain zero packet loss in the remaining part of the
session.

Similar scenarios were seen in the 4-connected network in which the playout buffer was
increased to 3 frames.

Thus, as we have signaled in Section 6.2.3, packet loss may temporarily exceed the al-
lowed maximum value. However, after the receiver adjusts its playout buffer, the required

quality of service is achieved.

Figure 6.4 shows the remaining performance measures in the 2-connected and 4-connected
networks. Again, our attention is focused on receivers at switches 83 and 26, respectively.

The delay perceived at the selected receiver in environment E1 increases with the in-
creasing load (figures 6.42 and 6.4c). When the load is high, packets wait longer in the
queues before they are inserted to the network. Propagation delay is also increased because
a higher number of deflections extend the packets’ paths. It all adds up to higher end-to-end
delays.

In environment E2, in which some sources are blocked, the end-to-end delay is much
lower because the load in the network does not grow significantly.

In environment E3 the delay is most regular. It increases sharply at the beginning
particularly in the 4-connected network. This corresponds to the moment at which the
receiver’s buffer was increased by 1 frame in the 2-connected network and 2 frames in the
4-connected network. From that moment, packets arriving to the receiver must have spent
more time in the buffer before they were played. Notably, the delay in the remaining part
of the simulated session was almost constant.

The throughput in environment E1 increases regardless of the network load. This is one
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more feature that makes deflection networks attractive. We may notice, however, that the
increase is slightly smaller for a greater number of activated pairs. It is caused mainly by the
packet loss that decreases the number of successfully received packets, thereby decreasing
the throughput. As we could expect, in two other environments the throughput is smaller
(by about 20% for the highest load) which is caused by the fact that there are fewer active
sources in those networks. Note that the shapes of the plots showing the throughput and

the number of active pairs (Figure 6.2) are similar.

The length of the setup time in environment E?2 is slightly above I x Fp = 20 frames
(recall that 24 frames correspond to 1 second). After the observation period of I * Fp
frames, the source will know if its queue grows and if it disturbs other sources. It will thus
either send connection terminate CT or connection accept CA to the corresponding source.
Similar messages received from the corresponding source complete the setup phase.

The setup time is longer in environment E'3, even if the receiver does not have to increase
its playout buffer. It is because the sender cannot send a CA message to the corresponding
sender before the arrival of a connection confirm CC message from the receiver. The CC
message, on the other hand, cannot arrive to the sender during its first observation period
of I « Fg frames because the observation period at the receiver has the same length. It also
begins after first setup packets are received. ‘

In fact, in the implementation of this protocol, the setup time would be even somewhat
longer. Recall that we have not considered the time needed by a source to “call” another
source.

In our simulations, the average setup time observed in environment E?2 was about 1

second, and the setup time in environment E'3 was about twice as long.

6.4 Possible Improvements of the Protocol

In the setup phase, a new source “probes” the network transmitting dummy frames. If
there is enough bandwidth available in the network, the pair of sources will be allowed to
begin their actual session. To fulfill its purpose, the dummy frames should well represent
the session. It may make sense to keep signatures of typical sessions, i.e., pre-generated
sequences of frames to be used for session probing during the setup phase. Such signatures
could be viewed as implicit QoS specifications. A shaping/policing scheme at the source
would make sure that the outgoing traffic conforms to the specification (burstiness, peak

and average rate) implicitly encoded in its signature. This way, we could be certain that
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if a new source does not disturb already active sessions in the setup phase, it will not
impair their performance later. Slight increases of the traffic caused by the new sources
transmitting packets in their setup phases, could still be absorbed by receivers.

We mentioned in Section 6.2.3 that the receiver could start its setup phase with a buffer
size greater than 2. This would not only give a shorter setup time but could also assure that
no packet will be dropped during the session. Note that for example in our simulations (see
Figure 6.3b), buffer of size 3 would give zero packet loss throughout the session. Estimation
of the initial size of the buffer B is not difficult. The receiver should pick maximum B such

that:
B+ Np+T, < fxThex

holds, where T}, is the access and propagation delay, and Np is the duration of the frame.
This would still give the receiver some space to increase its playout buffer (note the f in
the formula) if the packet loss somehow increased beyond f * Py .

A precise value of T}, is not known—it depends on the propagation delay and the time
the packets spend in the sender’s queue. Both these values may vary. However, recall that
the queues at the transmitters are not likely to grow without a bound because new sessions
that could cause that are blocked. Thanks to this, the load and thereby the number of hops
(trat determines the propagation delay) also remain manageable.

The receiver could approximate the value of T}, by checking the moments at which pack-

ets passing through its switch were generated.

It is easy to simplify this protocol if its complexity appears to be too high. To do it,
a setup source that receives a slow-down message SD must be blocked—it cannot slow-
down. This way, the setup phase will become shorter, and active sources will not have to
distinguish between packets sent from the setup source via different outgoing links. The
header format will no longer include fields carrying the link number through which the
packet was transmitted and the transmission rate concerning this link.

The only downside is the decreased throughput. Since every SD message received by
a setup source forces it to block the session, fewer pairs will be allowed to initiate their

sessions. However, our simulations show that the throughput decrease is very low, about

3.
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6.5 Summary

Our results indicate that limiting the number of active sources coupled with the receivers’
ability to adjust the size of their playout buffers allows the network to provide a long term
quality of service. Notably, no resources are reserved in advance and no bandwidth is
wasted on tokens. This also suggests that this protocol is easily scalable. In fact, with the
increasing size of the network and/or network’s capacity, only the setup phase need to be
extended. In that phase, sources initiating a session must collect confirmations from each
other.

The results obtained from simulations of triangle networks (not shown here) are similar.
That is, the protocol seems to work properly even in networks with irregular topologies.

It seems that other applications would require some minor changes from the protocol.
For example, in the setup phase of a videoconference, the connection accept (CA) message
would be multicast. Every source has to wait for CA from all other sources before beginning
the active phase. The arrival of at least one connection terminate CT message, which would
often be multicast as well, would block the session (or perhaps trigger a new attempt with
reduced QoS requirements).

Transmission of video movies would not require CA messages—a video source has no
corresponding sources. The source would only make certain that its transmission is possible
without disturbing active sessions and that the quality of service is provided as required by

the receivers.

Let us review the properties of this protocol against the list of properties expected from

the ideal protocol (see [DG93)).

1. Simplicity.
This protocol is simple. The number of control messages required to establish a
connection is also very low. As we have mentioned, no resources are reserved in

advance which also simplifies this protocol.

2. Fairness.
This protocol does not provide perfect fairness. It may still happen that switch $
wishing to initiate its session is overflown by packets transmitted by highly active
neighbours even if the rest of the network is relatively idle. However, if those active
neighbours are in the setup phase, S may force them to slow down or even block their

sessions.
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3.

Throughput in the network should not decrease with the increasing transmission rate

or network size.

True. In fact, the throughput in deflection network, understood as the ratio of received
bits to time, increases with the increasing size of the network. It must be pointed
out, however, that the setup phase will also increase under such conditions. The

maximum round-trip delay, which affects the observation time, increases together

with the increasing size of the network.

Note that a higher response time and, consequently, shorter setup phase, may be

achieved by giving control packets priorities over data packets.

. Average access delay should approach 0 as the load approaches 0.

True. When the network load is very low, the sources simply insert their packets in

all free slots they perceive.

The protocol should accommodate heterogeneous traffic demands, guaranteeing a fi-
nite maximum packet delay for synchronous traffic and a sustainable throughput for
asynchronous traffic.

A finite (although unbounded) maximum packet delay is assured in this protocol.
Large deviations fron: the average interarrival delay are extremely rare regardless of

the network load and traffic.

If the sources of asynchronous traffic are treated in the same way as the sources of
synchronous traffic, throughput of the asynchronous traffic should not suffer. However,
as we saw in Chapter 5, it may make sense to give the “more important”, synchronous
traffic priority over the asynchronous traffic. In this case, packets originating at

synchronous sources may throttle asynchronous sources decreasing their throughput.

. The protocol should carry synchronous traffic of variable intensity, up to using the

whole bandwidth of the network.
The protocol can certainly carry traffic of variable intensity but, in contrast to the
uncontrolled network (environment E1), the maximum throughput is slightly lower.

There is an obvious trade-off between the throughput and quality of service.

. The protocol should be self-synchronizing, so that jitter remains negligible.

Jitter is not negligible in deflection networks. Packets may follow different paths and
arrive at destinations misordered. This certainly increases the jitter in the network.

However, as we have pointed out in Chapter 2, jitter does not seem to be seriously
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affected by the traffic patterns in the network and transmission rates of the sources.
Thus, the reassembly buffer of a reasonable size can smooth out the traffic arriving
at the destination. Moreover, the destination may dynamically change the size of the

buffer reacting to a possible increase of jitter.

. The protocol should be predictable, so that a critical failure can be recognized by at
least one station in time not exceeding maximal end-to-end delay.

True. The ways of detecting and haﬁdling failures in deflection networks are described

in [Max87].
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Chapter 7

Asynchronous Deflection with
Transient Buffers |

In this chapter (see also [0OG98a]), we investigate several routing algorithms for asyn-
chronous deflection networks, i.e., ones that operate in an unslotted manner. We determine
the impact of an extra input buffer space on the qﬁality of routing decisions. Finally, we
compare the performance of asynchronous and synchronous deflection networks.

Traditionally, deflection networks have been viewed as slotted systems. In such a net-
work, packets arrive at a switch in orchestrated batches and are examined simultaneously.
This way, a routing decision deals with all packets that arrive at the switch within the
current slot and accounts for the combined preferences of all these packets [Max85, Max87,
Max89, Max91, MK93]. This approach poses some implementation problems: in a realistic
environment, transmission rates of different switches may not be exactly the same, and the
synchronization of the network may be difficult. To keep the slot arrival rate steady, a
switch may need additional buffer space and/or the network may have to resort to compli-
cated backpressure mechanisms [Max88). As the performance of such techniques depends
on the (normalized) propagation delays across the network, they do not scale very well to
the increasing network size and/or transmission rate. The fixed packet (slot) size is another
drawback.

Alternatively, one may consider asynchronous networks, in which packets (not necessar-
ily of the same length) may arrive at a switch spontaneously [GM93, MWW90a, MWWS$0b).
With the simplest implementation of this idea, the switch will make a routing decision for
one packet at a time, as soon as the packet’s header (destination) has been recognized. Asyn-
chronous routing decreases the complexity of synchronous networks but it tends to make
significantly worse routing decisions, particularly at low connectivities (e.g., 2 x 2 switches).

On the other hand, as pointed out in [GM93], the quality of asynchronous routing decisions
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improves with the increasing connectivity of the switch.

To see why in some cases asynchronous deflection routing may perform significantly
worse than synchronous routing, consider the following scenario at a 2 x 2 switch. Packet
P, arrives at the switch and both output ports are idle. Assume that the packet doesn’t
clearly prefer any output port, i.e., the switch is free to choose any of them to relay the
pa.cket. Suppose the switch chooses port p;. A moment later, while P, is still being relayed,
another packet, P, arrives at the same switch. This time P, prefers py, i.e., the port that
is being occupied by P;. There is no choice but to deflect the new packet, although if both
packets were available at the same time, the switch would be able to avoid the deflection.
Note that if another packet, say P, arrives while P, is being deflected, the switch will
have absolutely no flexibility as to the fate of that packet. Consequently, it may get into
a sustained scenario of unbounded duration in which all packets arriving at the switch are
continuously being deflected. This phenomenon is particularly harmful in networks with
small connectivities and under heavy load.

The above problem can be alleviated by equipping the switch with some transient buffer
space. This space will make it possible to postpone a routing decision for a while, until it can
be confronted with the routing decisions for other packets. In this chapter we discuss a few
possible implementations of this idea and their impact on the performance of asynchronous

deflection routing.

7.1 Network Model

We consider the torus topology (Figure 1(a)), which is the standard configuration for
Manhattan-street networks (MSN) [Max85]. Notably, other topologies that we tried (includ-
ing some biased topologies, e.g., a triangle) produced performance results highly consistent
with those obtained for the torus. In relative terms, the results presented in this chapter
should hold for many other reasonable topologies.

Every switch is equipped with some buffer space; the way of using these buffers is part of
the routing strategy. The network operates in an asynchronous manner, in a way described
in the Introduction. Packets are not explicitly aligned at the switch, they may be of different
length and they are allowed to arrive at any time.

Every switch has a host capable of contributing traffic to the network. The traffic
is uniform which means that all sources and destinations are equally probable. Every
host generates packets according to the Poisson distribution with a given mean. The load

parameter determines how many new packets appear in the entire network during the time
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needed to transmit a single packet. To reduce the number of parameters and eliminate
irrelevant degrees of freedom, we keep the packet length fixed, although the routing rules
never pose this requirement. Our experiments carried out for variable packet length (see
Section 7.2.3) have produced similar results to those where the packet length was fixed. The
actual packet length is immaterial: what matters is the ratio of the buffer size at a switch

to the (average) packet length.

delay input
lines buffers host
1 N\ input output

network T
input ot | I output

ports ' ' n ports

Figure 7.1: Simplified model of a switch

To avoid disrupting the relayed traffic by its own packets, every switch employs delay
lines separating its input ports from the routing fabric (including the buffer space). If a
switch whose host is backlogged finds at least one delay line free (see Figure 7.1), it removes
the first outgoing packet from the host’s queue and inserts it into the input buffer—as if
the packet arrived from the network on the corresponding input port. With the delay line,
the switch makes sure that the packet transmitted by the switch will not collide with a
packet entering the buffer from the input port. The minimum size of a delay line must be
L, where L is the maximum length of a packet.! With this approach, the switch is never

forced to drop a packet, which we view as a fundamental property of deflection routing. If
an incoming packet is addressed to the current switch (i.e., its host), the switch receives the
packet and removes it from the network.

H w R

I

Figure 7.2: Input buffer

The input buffer consists of three logical parts corresponding to three stages of packet

processing—as shown in Figure 7.2.

e Part H absorbs the packet for the amount of time needed by the switch to recognize

the packet’s header, more specifically, the packet’s destination. A routing decision

!An internal switch, e.g., one that is not connected to a host, need not be equipped with delay lines.
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regarding the packet can only be made if its destination is known.

e Part W is the “waiting room.” It allows the switch to defer the routing decision for
some time, e.g., to coordinate it with routing decisions for other packets. This part
may be empty, in which case the routing decision for the packet must be made as soon

as the first bit of the packet has passed the H part.

e Part R corresponds to the amount of time needed by the switch to actually make a

routing decision.

In the sequel, H, W, and R will be used to denote the amount of time spent by a packet
in the three components of the input buffer. As is customary in homogeneous networks, we
will use one bit as a time unit. We assume that H and R are fixed, but W can be varied.
If W = 0, the total length of the input buffer is the shortest possible. Note that the delay
lines used by the hosts are in fact separate buffers.

A routing decision made at time ¢ is performed H + W bits after the first bit of the first
packet affected by this decision entered the input buffer. Let us denote this packet by P. If
W 3 0, the routing decision may involve packets that arrived later than P, assuming that
their destinations have been recognized (the packets have passed through H) before time ¢.
We say that such a routing decision is initiated by packet P.

Our primary performance criterion is the maximum throughput achievable by the net-
work expressed as the total number of received bits per one bit of time. A single simulation
experiment was run as long as the differences among the four consecutive snapshot values of
throughput taken at intervals corresponding to 50 times the maximum propagation distance
in the network were more than 1% (i.e., until the throughput reached the equilibrium).

For the results presented in this chapter, the simulation parameters were as follows:
e network size N = 100 switches

o packet length L = 1024 bits?

e R = H =102 bits (i.e., 1/10 of L)

e link length [ = 4000 bits (almost 4 packets)

e delay line length d > L (this was one of the variables)

2In Section 7.2.3 we present some results for variable packet length.
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Note that R and H are practically irrelevant—they just slightly inflate the propagation
distance between a pair of neighbouring switches. As it turns out (Section 7.2.2), sometimes
it makes sense to increase the length of the delay lines (d) above the minimum (L); thus,
this parameter was varied in some experiments. Retaining the torus topology, we have
investigated networks with connectivities ¥ = 2,4,8. If k = 4, all links in Figure 1(a) are
bidirectional; with k = 8, four diagonal bidirectional links are added to every switch. The

most important variable was W, i.e., the “useful” length of the input buffer.

7.2 The Standard Algorithm

The most natural routing algorithm routes the packets arriving on the same input port in
the order of their arrivals. Thus, a packet can only be routed if no other packet precedes it
in the input buffer. If W > 0,. it is possible that more than one packet will compete for the
same free outgoing port. In such a case, the locally optimal routing decision [BC90, GM93]
assigns free output ports to all competing packets in such a way that the sum of the
shortest distances to their destinations is minimized. If several possible selections give the
same minimum sum, one of them is chosen at random. This randomization was postulated
in [Max91] as a way of eliminating livelocks in MSN. Note that in asynchronous deflection
ne-works, which are inherently nondeterministic, the problem of livelocks is less serious.

The routing algorithm operating according to the above rules will be called standard.

7.2.1 Performance of the Standard Algorithm

k=2 . k=4 k=8

W max. | saturated | max. | saturated | max. | saturated

0 5.530 3.495 14.288 12.897 70.726 70.416
128 il 5.597 4.143 17.829 14.950 72.957 72.757
256 || 5.837 4.459 18.605 15.456 69.204 68.340
512 || 6.086 5.135 18.322 14.605 60.775 56.018
1024 || 7.212 5.543 15.156 11.825 46.231 36.231
1536 || 6.471 5.349 13.545 10.276 38.195 30.589
2048 || 5.687 4.991 12.004 9.682 37.507 26.504

Table 7.1: Maximum and saturated throughput for different W and & (standard algorithm)

Table 7.1 shows the maximum achievable throughput and the saturated throughput3 in

the asynchronous torus network for several waiting times W and different connectivities.

3The reason why the saturated throughput in an asynchronous deflection network tends to drop is ex-
plained in [GM93].
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Figure 7.3: Maximum overall throughput vs waiting time W in the buffer for different
connectivities :

Figure 7.3 shows the maximum throughput achieved for a given connectivity and W.

One would expect that the maximum throughput will increase with increasing W, be-
cause the quality of a routing decision will tend to improve. However, this only holds for
some ranges of W. In particular, if & = 2, the throughput for W = 1024 is higher than
for W = 0, bu: it drops for larger W. If k = 4, the throughput reaches its maximum for
W = 256 and then drops. If k = 8, the throughput reaches its peak for an even smaller
value of W = 128.

w

3

2

— e — o — 1
o sl e — ()

Figure 7.4: Standard algorithm, k = 2

Let us start with the 2-connected network. To understand why the throughput drops
when W > L, consider the scenario illustrated in Figure 7.4. Lines A, B, and C show
different left (input) boundaries of the buffer, corresponding to different values of W. C
which is also the right boundary of the buffer, corresponds to W = 0. Without missing
anything important, we can assume that R = H = 0.

Consider case A. Packet 1 arrives at the end of the buffer (C) first and competes with
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packet 3 (it does not compete with 2 because 2 is behind 1 in the same buffer). Thus,
we have two competing packets and neither of the output ports is busy (notation C(2,0)).
After a while, packet 2 reaches C. There is no packet for it to compete with (the fate of
3 has already been determined), and there is only one available output port (the one freed
by packet 1). We denote this situation by C(1,1). The history of the routing decisions is
Cc(2,0), C(1,1). '

In case B, when packet 1 reaches C, packet 3 is not yet available; thus, the first routing
decision is C(1,0). When packet 2 gets to the end of the buffer, it will compete with 3
(C(2,0)). The two routing decisions are C(1,0), C(2,0).

When W = 0 (case C), all three packets will be routed independently: C(1,0), C(1,0),
C(1,1).

The best chance for all packets to be routed over their preferred iinks is in case B. The
first packet gets its prefered port and at least one (but possibly both) of the remaining two
packets gets its prefered port as well.

Next is case C. The reason why it is worse than B is that the last packet (3) must be
touted via the only available port, so its chances for getting the prefered port are smaller
than in the previous case.

Case A (the largest buTer) turns out to be the worst of them all! First we have a
competition (C(2,0)) in which one packet gets its prefered port for sure, but the other one
may be deflected. This is followed by C(1,1)—a no-choice relay—in which packet 3 may
also suffer a deflection.

We can see that the best routing decisions in the above scenario are made when W is
greater than 0 but smaller than L. Table 7.2 shows the frequencies of the particular types
of routing decisions under heavy load for different values of W. They were obtained by
observing routing at every switch and counting how many times a switch makes a particular
decision (i.e., C(1,0), C(2,0) or C(1,1)).

W || C(1,0) { C(2,0) | C(1,1)
0 0.200 | 0.003 | 0.797
1024 || 0.046 | 0.224 |} 0.730

1536 || 0.018 | 0.225 | 0.757
2048 || 0.014 | 0.226 | 0.760

Table 7.2: Standard algorithm, load 14, k=2

When W = 0, the percentage of potentially bad routing decisions C(1, 1) is higher than

121



for W = 1024. Then as W increases, the frequency of C(1, 1) increases as well. At the same
time, the percentage of good decisions C(1,0) decreases. '

When the input buffer is longer than L, it is more likely that a packet P, following
packet Py that initiates a routing decision will be ahead of another packet P; competing
with P,. In this scenario, P; will have only one link to be routed over. If buffers are smaller,
this situation is less likely to happen.

The same phenomenon is observed for connectivities higher than 2. Note that the
throughput for £ = 4 and k = 8 starts to drop before W reaches L (Table 7.1 and Figure 7.3).
The reason for this is given below. _

One observation that one can make is that a smaller W causes splitting a large rout-
ing decision into several smaller decisions involving fewer packets. In the extreme case of
W = 0, every routing decision concerns only one packet (unless two packets arrive at the
switch at exactly the same time). Then the sustained deflection scenario mentioned in the
introduction is likely to occur, especially if £ = 2. But even in a 4-connected network, if
four packets are routed to the output ports and then another packet arrives and reaches
the end of the input buffer, it may not have too many output ports to select from. In
particular, if it follows the packet that initiated the routing decision, there will be only one
port available. If the buffers are not v.ry long, fewer packets (e.g., 2) may be routed at a
time, so packets followirig them will be more likely to find more output ports available. But
this can only happen if consecutive packets arriving at the switch over the same link are
separated by some gaps. If every packet is immediately followed by another, W becomes
irrelevant because then (ignoring the extremely rare cases of two or more packets arriving
at exactly the same time) every packet is routed individually. This also explains why the
throughput in a saturated network tends to drop: the benefits of a nonzero W tend to
disappear when packets become more closely spaced.

To understand the reason why the saturated throughput for £k = 4 and W = L is even
worse than for W = 0, consider the scenario shown in Figure 7.5.

In case A, W is large but still somewhat smaller than L. First, packet 2 competes with
packet 1in C(2,2). Note that it cannot compete with with 3 or 4 because these packets are
preceded by packets that are being routed. Then, the routing decisions for packets 3 and 4
are both C'(1,3). The history is C(2,2), C(1, 3), C(1,3).

In case B, packet 2 is routed alone in C(1,2). Then, 1 competes with 3 in C(2,2).
Finally, packet 4 finds three outgoing ports busy, so the routing decision is C(1,3). The
history is C(1,2), C(2,2), C(1,3).
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Figure 7.5: Standard algorithm, k = 4

With W = 0, packet 2 is routed as before (C(1,2)). Then, packet 1 is routed alone
in C(1,2) (the predecessor of packet 3 has left the buffer, so again two output ports are
available). Finally, packets 3 and 4 reach C and each of them finds three ports busy. The
history is C(1, 2), C(1,2), C(1, 3), C(1,3).

In the last case, we have two no-choice relays C(1, 3). In the second case, the situation
is better: there is only one no-choice routing, one “reasonable” routing (C(1,2)) and one
“passable” decision (C'(2,2)). In case A, we have two no-choice relays C(1,3) and one

“passable” decision C(2,2). The routing history in this case (with the largest buffer) is

surprisingly the worst!

W C(1,0) | C(2,0) | C(3,0) | C(4,0) | C(1,1) [ C(2,1) [ C(3,1) | C(1,2) C(2,2) | C(1,3) |
0 0.038 | 0.000 | 0.000 | 0.000 | 0.155 | 0.001 [ 0.000 | 0.391 | 0.004 | 0.411
256 0.020 | 0.014 | 0.007 | 0.002 | 0.063 | 0.075 | 0.032 | 0.218 | 0.170 | 0.399
512 0.018 | 0.018 | 0.014 | 0.008 | 0.032 | 0.067 | 0.064 | 0.134 | 0.211 | 0.434
1024 || 0.006 | 0.007 | 0.009 | 0.014 | 0.003 | 0.019 | 0.065 | 0.048 | 0.249 | 0.581
2048 || 0.003 | 0.004 | 0.004 | 0.011 | 0.002 | 0.006 | 0.061 | 0.009 | 0.259 | 0.642

Table 7.3: Standard algorithm, load 32, k=4

Table 7.3 shows the frequencies of the particular types of routing decisions for k = 4.

When W = 0, the percentage of potentially bad routing decisions C(1, 3) is higher than for
W = 256. Then, with increasing W, the frequency of C'(1, 3) increases, and for W = 512 it

is even greater than for W = 0. We may also notice that the percentage of good decisions

C(1,0) or C(1,1) decreases.
Due to the large number of possible routing decisions, we do not show their frequencies

for the 8-connected network.
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7.2.2 Standard Algorithm with Longer Delay Lines

In the previous section, we noticed that small gaps between consecutive packets arriving on
the same link tend to worsen the quality of routing decisions. One natural way to increase
these gaps is to increase d—the length of the delay lines—beyond L. As we increase packet
sﬁa,cing, the maximum throughput achievable by the network will tend to decrease because
of the incurred bandwidth wastage. However, the improved quality of routing decisions

may compensate for this loss and outweighTit. Clearly, there must be a middle ground

somewhere.
k=2, W=1024 k=4, W=256 k=8, W=128
F max. | saturated | max. | saturated | max. | saturated
0 | 7.212 5.543 18.605 15.456 72.957 72.757
1.0 || 7.948 7.963 20.705 20.491 77.935 77.933
2.0 || 8.157 8.049 21.286 20.721 72.870 72.260
3.0 || 7.923 7.892 20.762 19.980 66.415 65.159

Table 7.4: Maximum and saturated throughput for different F, W, and k (standard algo-
rithm with longer delays)
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Figure 7.6: Saturated throughput vs F for different connectivities

Let F' be the fraction by which the length of the delay line d is increased above L. For
example, if F = 0.5, d = L + 0.5 L. Table 7.4 and Figure 7.6 show the maximum and
saturated throughput for different connectivities k¥ and for the buffer size W for which the
observed throughput (see Figure 7.3) was maximum. This table suggests that increasing

d up to 3L (F = 2) in a network with k < 8, and 2L (F = 1) for k = 8 results in some
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F || C(1,0) | C(2,0) | C(1,1)
0.0 || 0.201 | 0.003 | 0.796
1.0 | 0.181 | 0.386 | 0.433
2.0 )] 0.323 | 0.360 | 0.317
3.0 0415 | 0.328 | 0.257

Table 7.5: Standard algorithm with longer delay lines, load 14, W=1024, k=2

F 1C(1,0) | C(2,0) | C(3,0) | C(4,0) | C(1,1) | C(2,1) | C(3,1) | C(1,2) [ C(2,2) | C(1,3)
0.0 || 0.038 | 0.000 | 0.000 | 0.000 | 0.156 | 0.001 | 0.000 | 0.391 [ 0.003 | 0.411
1.0 || 0.064 | 0.046 | 0.014 | 0.002 | 0.191 | 0.117 | 0.020 | 0.284 | 0.086 | 0.176
2.0 0.128 | 0.059 | 0.014 | 0.001 | 0.236 | 0.098 | 0.014 [ 0.247 | 0.062 | 0.141
3.0 )| 0.176 | 0.066 | 0.012 | 0.001 | 0.260 | 0.091 | 0.011 | 0.227 [ 0.049 | 0.107

Table 7.6: Standard algorithm with longer delay lines, load 32, W=256, k=4

improvement in the achievable throughput, with the most significant improvement observed

for k = 8 and F = 1. Tables 7.5 and 7.6 show the distribution of the routing decisions for

different values of F.

7.2.3 Variable Packet Length

In this section, we show the performance results for the standard algorithm with variable

packet length. For these experiments, the minimum and maximum packet length was set to

128 and 2048 bits, respectively. The actual length of every packet was determined by Poisson

distribution with the mean of 1024 bits. Packets shorter than 128 bits were inflated to the

minimum legal size, packets longer than 2048 bits were split into several smaller packets.

The remaining parameters were left as before, except for d which had to be increased to

2048 bits.

k=2 k=4 k=8

W max. | saturated | max. | saturated | max. | saturated
0 5.548 5.271 19.103 18.550 75.765 75.571
128 || 5.597 5.706 20.157 20.045 77.890 77.354
256 || 6.222 6.092 20.796 20.546 75.756 75.059
512 || 6.959 6.733 20.212 20.024 | 68.702 68.561
1024 |{ 7.914 7.898 17.299 16.753 51.451 50.958
1536 || 7.057 7.035 14.063 13.362 | 39.186 | 36.307
2048 | 6.500 6.394 12.074 11.682 | 38.279 | 31.313

Table 7.7: Maximum and saturated throughput for different W and & (variable packet

length)
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W | C(1,0) | C(2,0) | C(1,1)
0 0.387 | 0.002 | 0.611
1024 || 0.175 | 0.390 | 0.435
1536 || 0.082 | 0.425 | 0.493
2048 || 0.039 [ 0.414 | 0.547

Table 7.8: Standard algorithm (variable packet length), load 14, k=2

W ][ C(1,0) | C(2,0) [ C(3,0) | C(4,0) | C(1,1) | C2,1) | C(3.1) | C(L,2) | C(2:2) | C(1,3)

0 0.087 | 0.000 | 0.000 | 0.000 { 0.291 | 0.001 | 0.000 { 0.403 | 0.001 | 0.217

256 0.065 | 0.047 | 0.013 | 0.002 | 0.193 { 0.113 | 0.019 | 0.287 | 0.086 | 0.175

512 || 0.037 | 0.058 | 0.040 | 0.010 | 0.110 | 0.137 | 0.051 | 0.222 | 0.118 | 0.217

1024 || 0.011 | 0.032 ; 0.063 } 0.051 } 0.021 | 0.063 | 0.059 | 0.164 | 0.168 | 0.368

2048 || 0.003 | 0.004 | 0.013 | 0.049 | 0.004 ; 0.021 | 0.101 | 0.042 | 0.237 | 0.526

Table 7.9: Standard algorithm (variable packet length), load 32, k=4

Table 7.7 shows the maximum and saturated throughput in the 2, 4 and 8-connected
networks. Tables 7.8 and 7.9 show the type frequencies of routing decisions for several
values of W and connectivities 2 and 4. Relations between the throughput and the waiting
time are similar to what we have seen in the previous sections.

The results for the variable packet length tend to be better than those presented in
Section 7.2.1 (especially for higher connectivities), because we get here (without asking
for it) the benefits of increased d (discussed in the previous section). Note that the delay
line must accommodate the longest packet; therefore, if many packets are shorter than the

maximum, they will tend to be separated by gaps without any additional measures.

7.3 The “Quick” Algorithm

One possible way to improve the performance of the “standard” algorithm is to speed up
routing in those cases when a packet’s fate becomes known before the packet has reached the
end of the input buffer. Such a packet will be immediately forwarded to the selected output
port, without having to go through the entire buffer. Besides decreasing the amount of time
spent by the packet in the buffer, this approach will also improve the chance that the next
packet will find more output ports free. One drawback of this solution is a more complicated

organization of the buffer space and, consequently, more expensive switch hardware.
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k=2
w algorithm | max. | saturated
1024 S 7.212 5.543
512 Q 15.108 14.726
1024 Q 16.901 16.825
1536 Q 16.643 15.587
2048 Q 15.598 14.999
k=4
256 S 18.605 15.456
256 Q 26.993 25.983
1024 Q 42.797 42.193
2048 Q 32.797 32.794
k=8 .
128 S 72.957 72.757
128 Q 84.766 84.426
512 Q 132.436 | 132.124
1024 Q 83.006 82.804

Table 7.10: Maximum and saturated throughput of standard (S) and quick (Q) algorithms

7.3.1 Comparison with the Standard Algorithm

Table 7.10 compares the maximum and saturated throughput achieved by the standard and
quick algorithms. The delay lines were L bits long in both cases.

The throughput achieved by the; quick algorithm is significantly higher than that of the
standard algorithm. For k = 2 and 4, the improvement factor exceeds 2, and it comes close
to 2 for k = 8. Tables 7.11 and 7.12 show the frequency of particular classes of routing

decisions for & = 2 and 4.

LW [[C1,0]C(2,0) [Ca,1)]

512 || 0.187 | 0.616 | 0.197
1024 || 0.214 | 0.783 | 0.003
1536 || 0.183 | 0.785 | 0.032
2048 || 0.192 | 0.723 | 0.085

Table 7.11: Quick algorithm, load 20, k=2

It is interesting to note that the throughput increases in a wider range of the buffer size
W. For example, if k = 4, the throughput for W = 1024 is higher than the throughput for
W = 256 (which is the optimum buffer size for the standard algorithm). This is because
many packets do not have to go through the entire buffer and, from their perspective, the

buffer appears shorter than it is.
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W_ [ C(1,0) [ C(2,0) | C(3,0) | C(4,0) | C(L,1) | C(Z,1) | C@:1) | C(1.2) | C2.2) | C(L.3)

256 | 0.018 } 0.034 | 0.042 | 0.023 | 0.080 | 0.130 | 0.082 | 0.198 | 0.168 | 0.225

1024 || 0.013 | 0.065 | 0.205 | 0.271 | 0.025 | 0.067 | 0.078 | 0.071 | 0.064 | 0.141

2048 || 0.022 | 0.074 | 0.154 | 0.151 | 0.049 | 0.094 | 0.081 | 0.118 | 0.092 | 0.165

Table 7.12: Quick algorithm, load 50, k=4

7.3.2 Longer Delay Lines

A natural next step is to see how the quick algorithm will perform when we increase d—the
length of the delay lines—which enforces packet spacing. This idea proved beneficial for the

standard algorithm (Section 7.2.2).

k=2, W=1024 k=4, W=256 k=8, W=128

F max. | saturated | max. [ saturated | max. | saturated
0 | 16.901 16.825 26.993 25.983 | 84.346 83.305
0.5 || 13.891 13.478 26.368 | 25.443 83.858 82.954
1.0 || 13.377 12.604 | 24.737 | 24.674 80.668 80.565
1.5 || 11.462 11.374 | 24.351 24.192 78.326 78.129
2.0 || 10.879 10.830 24.106 | 23.757 74.123 73.844

Table 7.13: Maximum and saturated throughput for different F', W, and k (quick algorlthm
with longer delay lines)

The results of this experiment are shown in Table 7.13. Surprisingly, increasing d does
not help at all. The best results were consistently observed for F = 0.0, i.e., d = L. To

understand why, consider the following example illustrated in Figure 7.7.

Figure 7.7: Quick algorithm with longer delay lines, k = 2

The input buffer is visualized as the space between the two vertical lines. The presented
scenario is quite frequent in a heavily loaded network. Packet 1 initiates a routing decision
and competes with packet 2 (C(2,0)). When packet 3 reaches the end of the buffer, it will

find both outgoing ports free—packet 2 will have been removed by then because it does
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not have to pass the entire buffer. The routing decision initiated by packet 3 will be again
C(2,0).

This is exactly what we wanted to achieve in the standard algorithm by increasing d.
We conclude that this mechanism is already present in the quick algorithm by the virtue
of the fast removal of packets whose fate is known. Consequently, we cannot gain much by
increasing d, but we lose some throughput due to the bandwidth wastage.

F || C(1,0) | C(2,0) | C(1,1)
0 0.214 | 0.783 | 0.003
0.5 || 0.314 | 0.682 | 0.004
1.0 §| 0.399 | 0.598 | 0.003

1.5 ] 0.467 | 0.531 | 0.002
2.0 || 0.518 | 0.481 | 0.001

Table 7.14: Quick algorithm with different F, load 20, W = 1024, k = 2

F [ C(1,0) | C(2,0) | C(3,0) | C(4,0) | C(L,1) | C(Z.1) | C3,1) | C(L.2) | C2,2) | C(1,3)

0 0.018 | 0.034 | 0.042 | 0.023 | 0.080 | 0.130 | 0.082 | 0.198 | 0.168 | 0.225

0.5 || 0.049 | 0.058 | 0.035 | 0.009 | 0.159 | 0.144 | 0.046 | 0.235 | 0.111 | 0.154

1.0 || 0.079 | 0.067 | 0.026 | 0.004 | 0.213 | 0.129 | 0.027 | 0.251 | 0.077 | 0.127

1.5 | 0.110 | 0.07v7 | 0.024 | 0.004 | 0.243 | 0.123 | 0.022 | 0.236 | 0.063 | 0.098

2.0 || 0.140 | 0.088 | 0.025 | 0.003 | 0.262 | 0.115 | 0.018 | 0.218 | 0.050 [ 0.079

Table 7.15: Quick algorithm with different F, load 50, W = 256, k =

Tables 7.14 and 7.15 show the frequencies of the routing decision types for connectivities
2, and 4. For k = 2, increasing F' (and thus d) has almost no effect on the number of worst

routing scenarios C'(1, 2). The routing decisions are not improved and the number of packets

in the network decreases.
Throughput differences for & = 4 are smaller. This fact is also reflected in the number of

the worst routing scenarios (C(1,3)) which drops much faster than for £ = 2 (Table 7.15).
This improvement counteracts the throughput deterioration caused by the smaller number

of packets that may be inserted into the network.

7.4 The Complete Algorithm

This time we will try to improve the quality of a routing decision by postponing it until
the last possible moment. With this approach, every packet is forced to go through the

entire input buffer (as with the standard algorithm). Whenever a packet reaches the end of
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the input buffer and must be routed, the routing decision will take into account all packets
currently visible to the switch, even if some of them have been already assigned to output
ports by a previous routing decision.

This algorithm is complex. When the connectivity is high and input buffers are long,
many packets may compete at the switch at the same time. Since solving the routing
problem practically boils down to examining every possible assignment of packets to output
ports, the algorithm may turn out to be infeasible for k = 8 or higher. This is why we
confine our discussion to connectivities 2 and 4.

One might expect that the throughput achievable by this algorithm will never decrease
with increasing W. The more packets are considered by the routing algorithm, the better
its outcome should be. However, as shown in the tables in Section 7.2, a packet initiating
a routing decision often finds all £ — 1 ports busy. It has only one outgoing link to be
routed over, which means that when the load is high (and gaps between packets are small),

the routing algorithm is doomed to perform poorly regardless of the number of considered

packets.
k=2
W algorithm | max. | saturated
1024 C 4.528 3.948
1024 S 7.212 5.543
1536 C 5.501 3.756
1536 S 6.471 5.349
2048 C 5.416 4.220
2048 S 5.687 4.991
k=4
768 C 18.410 | 16.151
768 S 17.476 | 15.735
1024 C 18.911 15.413
1024 S 15.156 11.825
2048 C 16.249 | 13.341
2048 S 12.004 9.682

Table 7.16: Maximum and saturated throughput of the standard (S) and complete (C)
algorithms for different W and &

As we can see in Table 7.16, the throughput in the network with & = 2 is even worse with
the complete algorithm than with the standard one. To understand why, let us consider

a scenario (in a connectivity-4 network) that is favorable for the complete algorithm (see

Figure 7.8).
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Figure 7.8: Complete algorithm, k = 4

In the standard algorithm, packet 1 would compete with packet 2 for two free ports. The
routing decision would assign these two packets to the ports such that the cost C' (combined
deflection penalty) of this decision would be minimal. In the complete algorithm, packets 3
and 4 also take part in the routing decision. They may influence the assignment of packets
1 and 2 such that the cost of routing these two packets is higher than C but the cost of
routing all four packets is reduced. This way, as more packets are considered, a better

routing decision can be made.
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Figure 7.9: Complete algorithm, k = 2

Note, however, that this kind of improvement is only possible in a network with a
connectivity higher than 2. If k = 2, only two scenarios can occur (Figure 7.9). In scenario
(A), two packets compete for two free output ports. With the standard algorithm, the port
assignment would be optimal from the viewpoint of packets 1 and 2. With the complete
algorithm, including packet 3 in the routing decision might theoretically decrease the routing
cost for all three packets by changing the assignment for 1 and 2. However, since packet 3
follows 1, 3 will only be routed after packet 1 leaves the buffer. This means that packet 1
can be routed over its best link without considering packet 3. Of course, the same situation
occurs when 3 follows 2.

By the same token, in scenario (B), the number of packets considered in the routing
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decision does not matter. Packet 1 has only one port over which it can be routed. '
Similar scenarios may occur in a network with connectivity 4. However, in such a-
network, the complete algorithm is at least given an opportunity to exhibit its feature. In
some range of W, this opportunity outweighs the negative impact of the malicious scenarios.
The effect of increasing W is similar to what we have seen for the standard algorithm
(Section 7.2), i.e., the throughput increases and then starts to decrease. It is noticed that

the range of W in which the throughput increases is larger than in the standard algorithm.

W || C(1,0) ] C(L,1)
1024 || 0.208 0.792
1536 || 0.225 0.775
2048 || 0.214 0.786

Table 7.17: Complete algorithm, load 14, k=2

[ W [C1,0]C1n]C2) [C(.3)
768 0.029 0.150 0.405 0.416
1024 0.032 0.151 0.405 0.412
2048 0.024 0.128 0.393 0.455

Table 7.18: Complete algorithm, load 32, k=4

Tables 7.17 and 7.18 show the type frequency of routing decisions. Note that this time
the assignment of packets to their outgoing ports is re-evaluated at every routing, and in
fact only one packet is selected and forwarded to the free link. That is why we consider
only k types of routing decisions: one packet competes when there are no busy links, one
packet competes when there is one busy link, etc.

If we compare these tables with their counterparts in Section 7.2.1, we can see that for
k = 2, the percentage of potentially bad decisions is higher in the complete algorithm than

in the standard one. This is reversed for k = 4, in line with our earlier reasoning.

7.5 Comparison of Asynchronous and Synchronous Routing
Algorithms

Table 7.19 compares all asynchronous routing algorithms presented in the preceeding sec-
tions. The waiting time W was chosen to maximize the throughput in each case.
As expected, the lowest throughput in the network with k = 2 is obtained when the

complete algorithm is used. We showed in Section 7.4 that for connectivity 2, routing

132



k=2
W | algorithm | max. | saturated
1024 Q 16.901 16.825
20481 C 5.416 4.220
1024 || S,F=2.0 8.157 8.049
1024 S 7.212 5.543
k=4
1024 Q 42.797 42.193
768 C 18.911 15.413
256 || S,F=2.0 | 21.286 20.721
256 S 18.605 15.456
k=8
512 Q 132.436 | 132.124
128 || S,F=1.0 | 77.935 77.933
128 S 72.957 72.757

Table 7.19: Maximum and saturated throughput for different W and k—comparison of
asynchronous schemes (S-standard, Q-Quick, C-Complete)

decisions can only be worsened by considering all packets competing at the switch.

A higher throughput is achieved by the standard algorithm, particularly if the delay line
is longer than L. We showed in Section 7.2.1 that increasing the gaps between the packets
improves tiie routing decisions made by this algorithm.

Table 7.20 compares the maximum throughput in asynchronous and synchronous torus
networks. The amount of buffer space in the synchronous networks was equal to the mini-
mum required for slot alignment, i.e., one slot per input port.

We may see that the throughput in the synchronous networks exceeds the throughput
in their asynchronous counterparts, even if the best (quick) algorithm is used. When the
load is sufficiently high, some packets will always be “stuck” behind the packets whose fate
has been already determined. Their chances for being routed via their prefered links are
smaller because there are fewer free output ports to choose from.

Visible as it is, the difference between the quick algorithm and synchronous routing
is much smaller than between the standard algorithm and the quick one. This difference

amounts to about 7% for k = 2, 19% for k = 4, and 25% for k& = 8.

7.6 Summary

Our results indicate that among the asynchronous routing algorithms, the best are those

that assure that a packet competing at a switch will perceive a large number of free ports.
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k=2
W || algorithm | max. | saturated
synch. 18.306
1024 Q 16.901 16.825
2048 C 5.416 4.220
1024 || S,F=2.0 8.157 8.049
k=4 '
synch. 52.386 | -
1024 Q 42.797 42.193
768 C 18.911 15.413
256 S,F=2.0 | 21.286 20.721
k=8
synch. 165.838
512 Q 132.436 | 132.124
128 S,F=1.0 | 77.935 77.933

Table 7.20: Maximum and saturated throughput for different W and k—comparison with
synchronous routing

That is why, the standard algorithm with long delay lines and the quick algorithm give the
best results.

We have also shown that some solutions may produce counterintuitive results, e.g.,
increasing the amount of buffer space may deteriorate the network’s performance. For this
reason, the selection of the buffer size in an asynchronous network should be made with
caution. Generally, the higher the connectivity, the smaller the recommended length of the
buffer.

Although our experiments have been carried out for Poisson traffic, one should expect
that the performance of the routing algorithms for other traffic patterns will be similar. As
we have noticed in Chapter 2, deflection networks are not very sensitive to changing traffic
patterns. '

Among the routing algorithms discussed in this chapter, the standard algorithm is the
simplest, and the quick algorithm (which is only slightly more complicated) offers the high-
est throughput. This throughput approaches that achievable with synchronous routing;
thus, asynchronous deflection appears to be a feasible alternative, especially in high-speed

applications, where synchronous deflection may be difficult to implement.
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Chapter 8

Deflection Networks vs
Store-and-Forward Networks

So far, we have shown that deflection networks posses features that make them suitable in
high speed environments. In this chapter, we compare the performance and buffer space
requirements in deflection and store-and-forward networks. We show that if no resources are
reserved in advance, a deflection network performs much better than a store-and-forward
network with a similar set of resources.

First, we present the models of both networks. Then, we discuss simulation results of

two video applications. Finally, we'conclude this chapter.

8.1 Network Model
8.1.1 Deflection Network

Simulation model of deflection networks used in this chapter is identical to the model
presented in Section 4.1. That is, we look at the performance of a video session between
a selected pair of switches. Also, the receiver may sometimes be resynchronized with the

transmitter, as it was described in Section 4.2.1.

8.1.2 Store-and-forward Network

The model of a store-and-forward network operates as follows. Every packet, upon entering
aswitch, is stored in an intermediate buffer.! There is one such buffer in every switch. After
all incoming packets are admitted to the switch, the switch may insert its own packets at the
end of the intermediate buffer if it has has anything to transmit and if there is free space

in the buffer. Note that the number of packets that may be transmitted in one routing

1As in the model of deflection networks, it is first stored in a short, one-slot buffer for alignment.
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cycle is greater than one. It is limited only by the available free space in the buffer and the
number of packets that the switch wants to transmit. In other words, the sender tries to
insert as many packets as possible, filling completely the buffer. This allows it to obtain a
better access time (and better overall delay).

Then, the packet from the buffer’s head is routed to its best link. This link is determined
on the basis of the route stored in the packet’s header. Then, the whole buffer is scanned
in search for packets whose next switch on their paths may be reached through one of the
remaining free links. If such packets are found, they are routed to their préferred links. Note
that in this way, up to k (where k is the network connectivity) incoming packets may be
relayed to outgoing links in one routing cycle. It greatly improves the performance because
packets belonging to different sessions do not block each other if they are to be relayed over
different outgoing links. At the same time, packets belonging to the same session are not
misordered. Packets that remained in the buffer after this operation are shifted to the head
of the buffer. This completes the routing cycle.

In the algorithm presented above, incoming packets may be dropped. In every routing
cycle, up to k packets are inserted to the buffer. However, if for example all packets in
the buffer belong to the same session and they are supposed to be routed over the same
outgoing link, only one of them may be removed from i:he buffer. The number of incoming
packets may thus exceed the number of relayed packets which causes a buffer overflow and
packet loss. In deflection networks, this could not happen because every packet had to be
relayed over some outgoing link even if this link was not preferred.

If incoming packets are considered one by one always starting from port 0 up to port
k — 1, it is possible that packets arriving from higher numbered links will be constantly
dropped. This will happen for example if only one packet is removed from the buffer in one
routing cycle, and more than one packet arrives to the switch. Clearly, packets from link
0 will be entering the buffer while packets arriving from other links will be dropped. For
this reason, the order with which packets are fetched from incoming ports is randomized.
It gives (on average) the same chances to every session passing through the switch.

Packets always arrive to the destination in the order of their transmission. Packets
belonging to the same session always follow the same route determined when the session is
initiated. This route is determined such that the distance from the source to the destination
is the shortest. That is why a packet’s path between an active pair of switches is always

the same.
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Synchronization, as introduced in Section 4.2.1, is very helpful in deflection networks
when no packets are dropped at intermediate switches. A small number of packets received
from a given frame suggests that packets were delayed and the receiver lost synchronization
with the sender. Some frames are played before all packets belonging to this frame appear
of the receiver.

In a store-and-forward network, packets may fail to arrive to the receiver because they
were dropped at some intermediate switch. Resetting the session, which always involves
losing some number of already received packets, may only make the situation worse. Of
course, it is possible that the awaited packets are not dropped but simply delayed like in
deflection networks (which may happen when the sender is blocked by other sessions). In

“this case, reset and resynchronization would be beneficial. However, the receiver does not
know what causes the delay and for this reason, as our simulations indicate, in most cases
it is safer not to allow the receiver to reset any sessions. i

We have observed, however, that if the size of intermediate buffers is large enough to
assure a small packet loss at intermediate switches, the packet loss obtained from the sim-
ulator with synchronization is lower. These results, shown in the tables in Section 8.2, are
denoted with *. They were obtained from the simulator with synchronization. We are not
concerned here how the receiver found out that syn'chroniz"'ation is beneficial in the given
network (we have mentioned that it would be rather difficult). We simply wish to present

the best results obtained from the simulations of our store-and-forward network.

In the next section, we show a comparison between the deflection and store-and-forward

network in the environments characteristic to videophone and transmission of video movies.

8.2 Results
8.2.1 Videophone Traffic

This environment was introduced in Section 4.2.1.

In the deflection network, we were changing size B of the playout buffer and investigating
the average packet loss and end-to-end delay. In the store-and-forward network, we set the
playout buffer size to B = 2 frames. Then, we were changing the buffer size at intermediate
switches and observing the performance measures. We also investigated the overall buffer
space allocated in the network, excluding 1-slot buffers for alignment and transmitter queues

(whose size in both networks were identical).
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buffer space (frames) | loss | delay (s)
4.00 0.0071 | 0.1598
6.00 0.0047 | 0.1969
8.00 0.0014 | 0.1618
10.00 0.0007 | 0.1953
12.00 0.0011 | 0.2439
14.00 0.0003 | 0.2359

Table 8.1: Deflection network in videophone application (k=2)

intermediate buffer space (slots) | buffer space (frames) | loss | delay (s)
64 10.51 0.3385 | 0.0771

128 17.02 0.2251 | 0.0798

256 30.04 0.1306 | 0.1035

512 . 56.08 0.1248 | 0.1100

1024 * 108.17 0.1094 | 0.1343

2048 - 212.34 0.1092 | 0.1930

Table 8.2: Store-and-forward network in videdphone application (k=2)

Tables 8.1 and 8.2 show the total buffer space expressed in frames?, packet loss and
end-to-end delay in the deflection and store-and-forward networks, respectively.

The first column in Table 8.1 shows the sum of buffer spaces at suitches S0 and S1.
Thus, e.g., 4.0 means that both switches are equipped with playout buffers of size 2.0 frames.
Note that the playout buffer in a deflection network is the only buffer space allocated in
the network, needed by the selected pair of switches.

The first column in Table 8.2 shows the size of the intermediate buffer in slots at every
switch. The second column shows the overall buffer size in the entire network including
the playout buffers in S0 and S1 expressed in frames®; * denotes results obtained from
the simulator with synchronization. In those cases, the packet loss at intermediate buffers
was smaller than the packet loss in playout buffers. It means that the packet loss was
caused mainly by the fact the receiver was not properly synchronized with the sender.
Synchronization significantly improved the performance.

We may observe a huge difference in packet loss between the deflection and store-and-
forward network. We have noticed that packets in the latter one are lost mainly at interme-

diate buffers which means that playout buffers are sufficiently large. Under these conditions,

2With the parameters listed in Section 4.2.1, one frame in the 2-connected network contains 983 packets
(or slots), and one frame in the 4-connected network contains 492 packets.
$For example, buffer space of 10.51 = (64 * 100)/983 + 4.
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packet loss in store-and-forward network is thus caused by the insufficient amount of buffer
space at intermediate switches.

Note that at the same time, total buffer space requirements are much smaller in the
deflection network. On the other hand, end-to;end delay in the 2-connected deflection
network is about twice as large as the delay in the store-and-forward network.

This difference in delays is caused by much lower access delays at the sources in the
store-and-forward network. In such a network, packets are blocked in sender S only by the
packets whose sessions were initiated such that their paths are passing through S. Usually,
there are periods when S is blocked (a relevant source of a background session is active
with frame transmission), and long periods when S may transmit freely (a relevant source
already transmitted all packets belonging to a frame). Of course, if there are more than
one background session passing through S, these periods may be less regular. The access
time is also reduced because a sender may insert to the buffer many (up to the intermediate
buffer size) packets in one routing cycle.

In the deflection network, a sender may transmit only up to & packets per routing cycle.
Moreover, access to the network is less regular. Various packets from many sources may
pass through S, deflected from their shortest paths. Even if a background source stops
transmitting for a moment, there is a probability that some other packets will ti.ke the
place of the suddenly “missing” packets. Moreover, packets originating from S may return
to S further throttling its traffic and increasing access delay—something that cannot happen
in a store-and-forward network. It all has a strong impact on access time to the network.

However, we can imagine a situation in which many sessions pass through some source
in a store-and-forward network. In such a case, this source will be usually blocked. In a
deflection network, even under heavy load, there is always a possibility that the source will
perceive a free slot allowing it to transmit its packet.

We have observed that packets in a store-and-forward network are rarely dropped in
the playout buffer at the receiver even if its size is small (2 frames). Since many packets
are dropped at intermediate buffers, more frames on average fit in the playout buffer. It
is in fact equivalent to increasing a playout buffer size. Those packets that make it to
the receiver tend to arrive there in a rather regular fashion (usually one by one in every
consecutive cycle).

In a deflection network, irregularity of transmissions and arrivals (caused by the fact that
packets follow different paths) makes the receivers drop packets relatively often. Playout

buffers are sometimes too short.
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buffer space (frames) | loss [ delay (s)
4.00 0.0046 | 0.0827-
6.00 0.0016 | 0.1004
8.00 0.0000 | 0.1337

Table 8.3: Deflection network in videophone application (k=4)

intermediate buffer space (slots) | buffer space (frames) | loss [ delay (s)
256 ~ " - 56.03 0.5162 | 0.1093
512~ 108.06 0.5150 | 0.1544
1024 - 212.13 0.4814 | 0.2496

Table 8.4: Store-and-forward network in videophone application (k=4)

Of course, as we have already mentioned, it may happen that packets originating from
a large number of sources in store-and-forward networks will have paths passing through
the monitored source blocking it completely. In such a case, we would observe more packets
dropped in the playout buffer.

This seems to be confirmed by our results shown in tables 8.3 and 8.4. In the 9-connected
network, there were 34 péirs of active background switches and we observed a slight packet
loss in the playout buffer only when the total buffer space was the largest. Clearly, it was
caused by the fact that fewer packets were dropped at intermediate switches.

In the 4-connected network, there are 42 pairs of active background switches causing
some packet loss in the playout buffer regardless of the amount of total buffer space. More
(than in the 2-connected network) paths are likely to include the observed source and,
on the average, more packets may be blocked at this source. More packets arrive to the
destination irregularly what causes a higher packet loss in the playout buffer. The fact that
other switches on the paths from the selected source are also more loaded further increases
the packet loss. To improve the results, we applied the algorithm with synchronization.

The propagation delay (and thereby end-to-end delay) is also higher in the network in
which more switches are active. In the 2-connected network, a packet rarely has to pass
through a large buffer in every intermediate switch. In the example 4-connected network,
due to the greater number of active sessions, packets usually have to spend more time in
intermediate switches. This delay obviously increases with the increasing buffer space.

We have also performed simulations with a larger playout buffer. The packet loss was
similarly disastrous. This indicates that the large number of active sessions in the network

causes frequent buffer overflows and a high packet loss. There seems to be a strong corre-
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lation between the number of active sessions and the performance of a store-and-forward

network.

8.2.2 Transmission of Video Movies

On the basis of our observation from Chapters 3 and 4, we consider two multicast algo-
rithms: R_Class or R_Ext. We have observed that in the transmission of video movies,
the application of R_Ext with the minimum replication distance Ry = 1 gives much better
results than application of R_Class (or R_Ext with large Ry). Every replication in R_Class
may produce several M-packets that will further divide in subsequent switches. We have
observed that when the number of multicast destinations is large, a single M-packet sent
by the source may produce many multicast fragments that will circulate in the network.
These fragments may inhibit not only‘ other switches but the source of the M-packet itself.

In a store-and-forward network, M-packets belonging to a given session are always repli-
cated at the same switches and they always follow the same paths to their destinations.
They can neither return to the source blocking new transmissions nor deflect other packets
from their routes. When an M-packet is replicated and some of its fragments overflow the
intermediate buffer, these fragments are dropped. The order in which they are dropped is
random. This way, no destination is being privileged.

At first sight, dropping fragments addressed to a smaller number of destinations seems
to be a good idea. This way, packets addressed to a large number of destinations would
be more likely to “survive” which would probably increase the overall throughput of the
multicast traffic. However, it could also decrease the throughput (and increase the jitter)
perceived by destinations located far from the source. Fragments of M-packets addressed
to such destinations usually carry very few destinations in their headers and they would be
most affected by overflows of intermediate buffers. For this reason, as mentioned above, a
fragment to be dropped is picked at random.

A multicast source no longer inserts to the network as many packets as possible, like
it is done in the videophone traffic. Instead, only one packet per routing cycle may be
transmitted. This is because intermediate buffers should not be full. If a buffer is full
at some switch and an M-packet is to be replicated at this switch, it is obvious that its
fragments will have to be dropped. For this reason, it is better to somewhat limit the
transmission rate of a multicast source.

Thus, in the simulations of a deflection network we use the R_Ext scheme with the min-

imum replication distance Ry = 1, and in the simulations of a store-and-forward network
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we use R_Class.

buffer space (frames) | loss [ delay (s)
2.00 0.0001 | 0.0649
3.00 0.0000 | 0.0990
4.00 0.0000 | 0.1290
5.00 0.0000 | 0.1659
6.00 0.0000 | 0.1992

Table 8.5: Deflection network in transmission of video movies (k=2)

intermediate buffer space (slots) | buffer space (frames) | loss [ delay (s)
128 ; 15.02 0.0271 | 0.0680

256 28.04 0.0167 | 0.0683

512 54.08 0.0068 | 0.0683

1024 ™ 106.17 0.0035 | 0.0695

2048 = 210.34 0.0027 | 0.0820

Table 8.6: Store-and-forward network in transmission of video movies (k=2)

buffer space (frames) | loss | delay (s)
2.00 0.0000 | 0.0640
3.00 0.0000 | 0.0974
4.00 0.0000 | 0.1307
5.00 - 0.0000 | 0.1641
6.00 0.0000 | 0.1980

Table 8.7: Deflection network in transmission of video movies (k=4)

We have compared (Tables 8.5-8.8) the performance of a deflection network using the
best multicast algorithm in this application (R_Ezt with replication distance Ry = 1) with
the performance of a store-and-forward network (R-Class algorithm). Note that the playout
buffer space per destination is considered, not the sum of sizes of all playout buffers in
all D = 30 destinations. As before, * denotes results obtained from the simulator with
synchronization.

The results are in fact similar to what we saw in the context of the videophone traffic.
The performance of the store-and-forward network is much worse than the performance of
the deflection network despite the fact that buffer space used by the former is much greater.

It seems that without any advanced reservation techniques, both the point-to-point and
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intermediate buffer space (slots) | buffer space (frames) [ loss [ delay (s)
128 15.02 0.0625 | 0.0678
256 28.04 0.0206 | 0.0689
512~ 54.08 0.0410 | 0.0793
1024 * 106.17 0.0314 | 0.0869
2048 ~ 210.34 0.0285 | 0.0963

Table 8.8: Store-and-forward network in transmission of video movies (k=4)

multicast applications perform much worse in the store-and-forward network than in the

deflection network.

8.3 Summary

It seems that increasing the intermediate buffer space in a store-and-forward network, al-
though it somewhat decreases packet loss, is not a good solution. As it was pointed out,
every intermediate buffer may finally overflow. It depends on the network load and existing
traffic patterns in the network. What makes things worse is the fact that it is harder (or
even impossible) to control their sizes.

Of course, the same can be said about deflection networks. However, it is easy to change
the size of a playout buffer if it is needed (see Chapter 6). Moreover, although the jitter is
theoretically unbounded, large deviations from the average interarrival delay are very rare
and therefore it is possible to dynamically set a playout buffer that will assure an acceptable
packet loss.

Desired performance in a store-and-forward network may be achieved only when re-
sources are reserved in advance. Without any such mechanisms, performance of a “pure”

store-and-forward network is inferior to the performance of a “pure” deflection network.
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Chapter 9

Conclusions and Suggestions for
Future Research

9.1 Conclusions

In this dissertation, we have studied the suitability of the connection-less paradigm, exem-
plified by deflection routing, in high-speed networks.

We have presented experimental results showing the expected jitter, and consequently
buffer space requirements, in deflection networks used to carry traffic with timing con-
straints. We have concluded that with reassembly buffers of a reasonable size, the network
can cater to practically any sensible isochronous session, offering a very low packet loss rate.
Moreover, these buffers are allocated on a per session basis exclusively at the destination.

We have pointed out that multicasting is also important in high-speed networking envi-
ronments. We have presented a number of simple multicast schemes for deflection networks.
Some of those schemes use limited replication, which does not depend on extra buffer space
at a switch. Notably, among the simpler schemes, the one involving the least amount of
processing turns out to be the best. The proposed schemes seem to be especially well suited
for relatively small multicast groups because the length of an M-packet’s header increases
with the increasing group size. However, this increase may be reduced by partitioning the
multicast recipients.

 Since the Jitter is not large and the reassembly buffer of reasonable size can easily smooth
it out, we could expect that deflection networks may perform well in isochronous applica-
tions. Also, thanks to the proposed multicast schemes, we could test the performance of the
networks in applications like videoconference that require this service from the network. We
have observed the performance of three multimedia applications in deflection networks. We

have proposed an efficient and simple synchronization scheme that significantly reduces the
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packet loss, particularly when the playout buffer is too small or when the conditions in the
network temporarily disrupt the regularity with which packets arrive at the receiver. We
have also examined the suitability of different multicasting schemes in videoconference and
transmission of video movies. Our results suggest that despite the fact that packets may
arrive at the receivers misordered, the performance of defjection networks in multimedia
applications turns out to be very good. '

We have also investigated the issue of quality of service in deflection networks. We have
presente& a protocol implementing simple, statistical measures and investigated its perfor-
mance under several types of traffic conditions ranging from Poisson to bursty. Simulation
results indicate that the network performance for synchronous and isochronous traffic re-
mains stable, even under relatively heavy datagram loads. The performance for datagram
traffic decreases, but the total decrease in the maximum throughput is small. The increase
of jitter is also very small, which suggests usefulness of this algorithm in jitter-sensitive
applications. The protocol works efficiently even when the network topology is irregular
(triangle) and a large fraction of all stations participate in synchronous sessions. Our solu-
tion does not require any pre-reservation of resources, and no bandwidth is wasted on token
exchange.

Our next approach to this problem provides a long-term quality of service in the deflec-
tion network. We have obtained this by limiting the number of active sources coupled with
the receivers’ ability to adjust the sizes of their playout buffers. Similar to our previous
solution, no resources are reserved in advance and no bandwidth is wasted on tokens. This
also suggests that this protocol is easily scalable. In fact, with the increasing size of the
network and/or network’s capacity, mainly the setup phase, in which sources initiating a
session must collect confirmations from each other, has to be extended.

Next we have studied several asynchronous routing algorithms. Asynchronous deflec-
tion poses an interesting (and more realistic) alternative to slotted synchronous deflection
networks. We have noticed that the best algorithms are those that assure that a packet
competing at a switch will perceive a large number of free ports. We have also shown
that some solutions may produce counterintuitive results, e.g., increasing the amount of the
buffer space may deteriorate the network’s performance. For this reason, the selection of the
buffer size in the asynchronous network should be made with caution. With buffers of the
appropriate size, the throughput approaches that achievable by synchronous routing; thus,
the asynchronous deflection appears to be a feasible alternative, especially in high-speed

applications, where the synchronous deflection may be difficult to implement.
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Finally, we have compared the performance of a deflection network with the performance
of a store-and-forward network. It seems that increasing intermediate buffer space in a store-
and-forward network, although it somewhat decreases packet loss, is not a good solution.
Intermediate buffers may finally overflow and what makes things worse is the fact that it
is harder (or even impossible) to control their sizes. The desired performance of a store-
and-forward network may be achieved only when the network resources are reserved in
advance. Without such mechanisms, the performance of a “pure” store-and-forward network
is inferior to the performance of a “pure” deflection network.

From our studies of deflection networks, we conclude that the application of a connection-

less paradigm in high-speed networks is a feasible alternative to a connection-oriented

paradigm.

9.2 Future Research
9.2.1 Distributed Computing

We have not investigated the performance of deflection networks under scenarios charac-
teristic to distributed computing. These scenarios will be certainly common in high speed
networks. One of their features, present also in other high-speed applications, is the high
burstiness of the traffic they introduce. We have shown that deflection networks perform
very well even under “unfriendly” traffic scenarios, including bursty ones. We may thus
expect that their performance will be satisfactory also in distributed computing. However,

it would be interesting to see their performance in some specific applications.

9.2.2 Mobile Computing

Mobile computing gains more and more significance. Computer users want to access their
file systems or read e-mail regardless of their geographical location. Mobile computing poses
new problems such as the disparity between the low bandwidth of a wireless medium (usually
associated with mobile computing) and the high bandwidth of a “stationary” network.
Routing in such networks is also more difficult due to their dynamic nature.

Mobile networks are highly dynamic—a user may quickly change the cells changing the
foreign agents it communicates with. With a connection-oriented approach every transition
from one cell to another could involve tearing down the old connection and establishing the
new one which is obviously expensive.

Very high routing flexibility of deflection networks fits in this challenging environment.

There is'no notion of circuit or stream present in the network and packets are routed
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individually. This suggests the suitability of deflection networks in mobile computing and

it would be interesting to investigate it. -

9.2.3 Comparison with Other Networks

In Chapter 8, we have compared the performance of a deflection network with a performance
of a generic store-and-forward network. It would be interesting to make similar comparisons
with some specific networks under the specific traffic scenarios that we can expect to find
in high-speed networks. Example comparison with DQDB has been made by authors of
[MK93] who have shown that the performance of a deflection network is better than the

performance of DQDB.

9.2.4 Further Studies of the Quality of Service

We have proposed a scheme improving the performance of a stream traffic regardless of the
intensity of the datagram traffic (Chapter 5), as well as the protocol allowing to achieve a
long term quality of service (Chapter 6). In the context of this protocol, we have considered
only isochronous (video) sessions. It would be interesting to merge these two schemes
and investigate the performance of a network under mixed (datagram and stream) traffic
scenarios. The first scheme could throttle the excessive datagram traffic while the latter one

would control the admission of new stream sources to the network and provide a quality of

service.
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Appendix A

Control messages

Control messages used in the protocol presented in Chapter 6.

SD (slow-down) request.
Sent by source S to the source in the setup phase whose packets most frequently

inhibit S’s transmission.

CC (connection confirm) message.

Sent by the receiver to the source that initiates the session. It informs the source in

a setup phase that a required quality of service may be sustained.

CT (connection terminate) message.
Sent by source S to the receiver and to peer $ during the setup phase. It indicates

that a packet queue at S increases or that S received SD request from the active

source. It leads to blocking a session.

CA (connection accept) message.
Sent by source S to peer S. It indicates that S is ready to begin the active phase of

a session.

CF (connection finished) message.

Sent by the source to the receiver. It completes the session.
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Appendix B

The Simulator

We have used two types of simulator to obtain the results presented in this thesis: syn-
chronous (slotted) and asynchronous. Results given in Chapters 2 — 6 and 8 were produced
by the slotted simulator while the results in Chapter 7 were produced by the asynchronous

simulator.

Below, we describe the general structure of both simulators.

B.1 Slotted Simulator

The kernel of this simulator was written in C++ by Prof. Pawel Gburzynski. Its cor-
rectness was verified in [GM93]. In that paper, the authors used this simulator to obtain
the throughput of a deflection network and compared it to the throughput obtained from
theoretical analysis.

We have extended the slotted simulator to be able to simulate various protocols presented
in this thesis and investigate diverse performance measures relevant in the context of a
particular protocol. We have also written and used a number of traffic generators like
Poisson, bursty, self-similar to be able to observe the behaviour of the deflection network
under various traffic conditions.

Let the switch connectivity (i.e., the number of incoming and outgoing links at a switch)
be k. Every switch in the simulated network is represented by a C++ object consisting of

the following main fields:
e Id — the numerical identifier of the switch;
e Neighbour — array with k Ids of the immediate neighbours;

¢ Incoming — array representing k incoming ports of the switch. A packet (slot) arrives

from the neighbour Neighbour[i] to the port Incoming[i], where 0 < i < k.
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® Outgoing — array representing k- outgoing ports of the switch. A packet that leaves

the switch from the outgoing port Outgoing[i] will be received by Neighbour[i].

e Link — 2-D array representing k links outgoing from the switch. A packet leaves the
switch through port Outgoing[i] and is inserted to link Link[i]. If the length of the
link is I, the packet arrives to the neighbour Neighbour[i] ! slots (or units of time)

later. It is then inserted to the appropriate port of the neighbour’s array Incoming.

¢ Buffer — array of slots representing the buffer that gives the switch enough time to

make a routing decision.
® Queue — array representing the queue of generated packets that await transmission.

At the beginning of a simulation, the parameters of the simulator are read from the input
file. These parameters include the network size N, seeds of random numbers generator,
the length of the links, and other more specific parameters that depend on the simulated
protocol (like the Hurst parameter of a fractal traffic generator used in a simulation of
a videophone). Then, N objects representing switches are created. Depending on the
topology and connectivity of the network we want to simulate, the variables described above
are initiated. Note that the contents of Neighbour define the topology of the network, and
its size determines the connectivity.

Then, the shortest path algorithm computes the shortest distances between each pair
of switches in the network. A global, NxN array storing these values is used by a routing
algorithm executed on the incoming packets at every switch.

The simulator described here is slotted, i.e., simulation time is divided into slots of the
same length. During one slot unit of time, the simulator performs four main operations

that constitute a single simulation cycle:

1. New packets are generated and inserted to the queues at the switches. The number

and distribution of new packets depends on the traffic generator used in a simulator.
2. All slots in the links are shifted by one.
3. Every switch:

o receives the packets that were addressed to it;

e inserts new packets if there are any in the queue and if some slots are free at the

switch;
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e routes the packets to outgoing ports according to the used routing algorithm

(locally optimal, age, etc.).
4. Performance measures (e.g., throughput, jitter) are updated.

These steps are repeated until certain conditions are met, e.g., the overall throughput
observed in the network becomes stable. At the end, the results measured throughout the

simulation are written to the output file.

Another important class used in the simulator is Slot with the following fields:

e Seq — sequential number of the packet. It is important in jitter and throughput

measurement.
e Source — Id of the switch that sent the given packet.
e Destination — Id of the switch to which the packet is sent.

e HopCount — Counter of the number of hops which is incremented on every hop. It is

used in computing end-to-end delays.

In an empty slot, all these variables have null values. When a packet is generated, they are
set to appropriate values. They again are cleared by the receiver of the packet, i.e., by the

switch whose Id is the same as the slot’s Destination.

Depending on the considered protocol, we were modifying slightly the simulator de-
scribed above. For example, when we investigated real-time traffic in deflection networks
(Chapter 2), we selected two most distant switches in the network: the source and the
receiver. Then, the source was generating packets at a constant rate whose value was one
of the simulator parameters. Traffic generators in all other switches except the two se-
lected ones were generating packets according to some distribution (e.g., Poisson). During
the simulation, throughput and interarrival delays were computed at the selected receiver.
Throughput was computed using the number of received packets and the number of elapsed

simulation cycles. Jitter was computed on the basis of delays between arrivals of consecutive

packets.

B.2 Asynchronous Simulator

In this section, we describe the asynchronous simulator used in Chapter 7 in which we

investigated the effect of transient buffers on the performance of asynchronous deflection
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networks. The operation of this simulator is based on the notion of discrete events (e.g.,
arrival or transmission of a packet, etc.) that are scheduled and executed at various times.

Let us start our description from “event” which is represented by class Event with the

following fields common for all events:
e Wake — time at which the event will be executed.

e SwitchId — Id of the switch with which the event is associated. For example, the

event responsible for inserting a packet to the network must be associated with some

switch.

Event also contains a virtual function Process(). By overloading this function in descen-
dant classes (i.e., particular events) we are able to arbitrarily change the behaviour of the
event.

Almost every event completes the execution of function Process() by scheduling an-
other event. For example, event INSERT whose purpose is to insert a new packet to the
input buffer of a switch sets event SEND scheduled to be executed bufferLength bits (i.e.,
units of time) from the current moment. After that (simulated) time, the packet reaches.
the end of the buffer and may take part in a routing decision, i.e., event SEND is triggered.

Obviously, the events scheduled for execution must be stored and handled somewhere.

For this purpose, we use class Kernel. Its most important function is Root () that performs

essentially three operations:

1. It finds the earliest event on the list of events, i.e., the event whose Wake value is the

smallest.
2. It advances the simulation time to that moment.

3. It removes the found event from the list and calls the Process() function of that

event, i.e., the event is executed.

As we have mentioned, an event often creates a new event and schedules its execution, after
which the event is inserted to the list. These three steps are executed in a loop until the
special event END is encountered. END is scheduled when the prescribed simulation time has
elapsed. This event completes the simulation.

Other features of the simulator are similar to what we have already described in the
previous section. That is, performance measures are computed and written to the files,

packets are generated according to the prescribed traffic scenarios, etc. Unlike the slotted
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simulator, various actions of the network are represented by events whose execution order
is asynchronous. For example, in the slotted network, all switches in the network route the
packets to outgoing links or receive packets addressed to them at the same time. In the
asynchronous network, whose simulator was described in this section, these two events may

occur at different switches at completely different moments.
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