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Abstract

The Internet of Things (IoT) is an emerging technology that is connecting

billions of otherwise ordinary devices to the Internet. A key component of

IoT is Low- power and Lossy Networks (LLNs), composed of various resource-

constrained devices with limited energy, memory, and processing power. To

communicate with each other, devices (referred to as nodes) in LLNs require

an efficient routing protocol. ROLL (Routing Over Low power and Lossy

networks), a working group of the Internet Engineering Task Force (IETF),

designed RPL, the standard IPv6 Routing Protocol for Low-Power and Lossy

Networks, to meet specific needs of LLNs. RPL generates low control plane

traffic and offers a range of interesting features for LLNs. However, RPL has

several deficiencies with regard to security and point-to-point communications.

This thesis investigates and tackles some of these deficiencies.

Chapter 3 introduces and analyses the DAO induction attack, a new attack

against RPL. In the DAO induction attack, a compromised node in the net-

work periodically transmits a special control message. Each of these crafted

control messages induces many nodes in the network to transmit in response.

This significantly increases the power consumption of nodes, hence reducing

the lifetime of battery-operated IoT devices. In addition, the attack severely

impacts end-to-end latency and packet delivery ratio, two important network

performance metrics. The chapter proposes a lightweight solution to counter

the attack. The proposed solution imposes no overhead when the network is

in its normal operation (i.e., it is not under attack) and can quickly detect the
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attack even when the network experiences high packet loss rates.

Chapter 4 studies the sender’s authentication problem in RPL and proposes

a solution based on the Blom key pre-distribution scheme. The proposed

solution has a significantly lower computation cost than the original Blom

scheme, hence is more suitable for computationally constrained IoT devices.

Finally, Chapter 5 studies the quality of the RPL’s Point-to-Point (P2P)

paths. In particular, it analyzes how much RPL’s P2P paths “stretch” com-

pared to the shortest paths. It shows that the average stretch is a factor of

at least two in any RPL network. Furthermore, it shows that RPL’s stretch

factor can be considerably higher than two in some network topologies includ-

ing linear networks and grid networks. To improve the quality of RPL’s P2P

paths, the chapter proposes a solution that is simple to implement and fully

compatible with RPL.
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Preface

The results presented in Chapter 3 were published in International Conference
on Software, Telecommunications and Computer Networks (SoftCOM 2020) [1]
and IEEE Internet of Things Journal [2].
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Chapter 1

Introduction

RPL (Routing Protocol for Low-Power and Lossy Networks) is the standard

routing protocol for Low power and Lossy Networks (LLNs). LLNs are a key

component of IoT, and are typically composed of various resource-constrained

devices with limited energy, memory, and processing power [3]. RPL generates

low control plane traffic and offers a range of interesting features for LLNs. For

instance, RPL can cope with low-speed links and high transmission error rates

and can adjust its traffic with the network’s dynamics. RPL, however, has de-

ficiencies with regards to security and point-to-point communications. In this

thesis, we study these deficiencies and propose easy to implement solutions.

1.1 Motivation

1.1.1 RPL’s Security

Recent research has shown that RPL is vulnerable to a wide range of attacks,

including Denial-of-Service (DoS) attacks which can considerably degrade the

network’s performance and shorten the lifetime of nodes operating in the net-

work. Security is one of the main concerns of RPL networks, particularly when

these networks are deployed in critical infrastructures such as smart grid. Due

to the multicast nature of transmissions and lack of tamper-resistant equip-

ment in IoT devices, providing security for these networks is a complex task.

In particular, mitigating security attacks in LLNs is not trivial because imple-

menting security solutions such as digital signature can greatly degrade the

performance of resource-constrained nodes. In the absence of security solutions
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such as digital signatures, an internal attacker (e.g., a compromised node) may

alter, inject, replay, and generate data or control messages to impact the reg-

ular operation of RPL networks [4], [5]. For instance, in the version number

attack [6], a compromised node can initiate a whole network repair by sending

a single control message on behalf of the root. Similarly, in our proposed at-

tack (Chapter 3), a compromised node can send a control message on behalf of

the root and trigger many nodes in the network to send redundant messages.

Such attacks, generate many redundant transmissions, hence can significantly

degrade the performance of the network, and reduce the lifetime of IoT devices

that run on batteries. Consequently, it is necessary to design lightweight and

efficient solutions to counter such attacks.

1.1.2 Point-to-Point Routing in RPL

RPL supports three main communication patterns: Multipoint-to-Point (MP2P),

Point-to-Multipoint (P2MP), and Point-to-Point (P2P). MP2P and P2MP en-

able communications between the network’s root (i.e., the sink) and the re-

maining nodes in the network, while P2P enables communications between any

two nodes in the network. The main focus in designing RPL was on MP2P

and P2MP communications (from the root), rather than P2P communications.

As a result, RPL is not optimized for P2P communications. For instance, in

RPL’s basic mode of operation (RPL’s common mode of operation) a P2P

packet has to travel from the source all the way up to the root and then travel

all the way back down from the root to the destination. This is normally a

much longer path than the shortest path between the source and destination,

as we will show in this thesis. This is not desired as P2P communications is

an essential component in many emerging IoT applications such as building

automation and remote control applications [7] where the IoT networks aim

to control actions rather than collect data.

To improve P2P communications, RPL provides two “upgrades” over its

basic mode of operation. 1) Multicast Destination Advertisement Object

(MDAO), and 2) storing mode. The former solution allows a source node

to send its data packets directly to the destination if the destination is within
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the transmission range of the source. The latter solution allows the common

ancestor of the source and destination (instead of the root) to redirect the

source packet down towards the destination. Therefore, in the storing mode,

a packet may not need to go all the way up to the root and then get redi-

rected towards the destination. This solution requires non-leaf nodes to store

a routing table, which can add pressure on nodes with limited memories. This

is more harsh for nodes near the root as they have more nodes as their chil-

dren. Therefore, it is important to devise a lightweight and efficient method

to improve RPL’s P2P routing.

1.2 Thesis Contributions

To tackle the problems mentioned in the previous section, we present three

research works in Chapter 3 to Chapter 5. The contributions of these chapters

are summarized as follows:

1.2.1 The DAO Induction Attack: Analysis and Coun-
termeasure

Chapter 3 introduces and studies the DAO induction attack, our proposed

novel attack against RPL. In the DAO induction attack, a compromised node

in the network periodically transmits a special control message. Each of these

crafted control messages induces many nodes in the network to transmit in

response. We show that transmitting these unnecessary messages can signifi-

cantly increase the power consumption of nodes, hence reduce the lifetime of

battery-operated IoT devices. In addition, we show that the attack severely

impacts end-to-end latency and packet delivery ratio, two important network

performance metrics. For instance, in a network with 50 nodes, our simula-

tion results show that the attack increases the average end-to-end latency and

packet loss ratio by 410% and 260%, respectively. To counter the attack, we

propose a lightweight solution. We show that our solution imposes no overhead

when the network is in its normal operation (i.e., it is not under attack) and

can quickly detect the attack even when the network experiences high packet
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loss rates.

1.2.2 LBAM: A Lightweight Authentication Mode for
RPL

Chapter 4 studies the authentication problem of the RPL protocol and pro-

poses a new authentication mode for RPL using the Blom key pre-distribution

scheme [8]. The main contribution of this work is that we show that the

computational cost of the Blom scheme can be significantly reduced at the

cost of slight increase in memory requirement. This makes the Blom scheme

more suitable for computationally-constrained IoT devices. We compare the

computation overhead of original Blom scheme with the proposed lightweight

Blom for MSP430 CPU family and show that the computation overhead of

the proposed scheme is much lower than original Blom scheme. Moreover, we

formulate the attacker’s cost for capturing nodes and show that there is no

better algorithm other than brute-force.

1.2.3 P2P paths in RPL

We study the quality of RPL’s P2P paths in Chapter 5. In particular, we

analyze how much RPL’s P2P paths “stretch” compared to the shortest paths.

We prove that the average stretch is a factor of at least two in any RPL

network. That is, the RPL’s P2P path between two randomly selected source

and destination nodes in any network is expected to be at least twice as long

as the shortest path between the two nodes. Furthermore, we show that RPL’s

stretch factor can be considerably higher than two in some network topologies

including linear networks and grid networks. To improve the quality of RPL’s

P2P paths, we propose a solution which is simple to implement and fully

compatible with RPL. Moreover, our solution does not require nodes to store

any routing table, which is important as nodes in LLNs are typically highly

resource-constrained. We evaluate our proposed solution using the Contiki-

NG operating system and its built-in Cooja emulator, and show that our

proposed solution can significantly improve the quality of RPL’s P2P paths

with a modest overhead.
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1.3 Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 provides the neces-

sary background on Low Power and Lossy networks, RPL and key management

techniques. The next two chapters deal with RPL’s security, and propose new

mitigations. In particular, Chapter 3 introduces DAO induction attack and

proposed a lightweight mitigation technique, and Chapter 4 proposes a new

authentication mode for RPL based on well known Blom key predistribution

scheme. Chapter 5 analyzes P2P routing efficiency in RPL and provides a

lightweight method to enhance P2P routing in RPL. Finally, Chapter 6 con-

cludes the thesis and presents possible extensions to these works, and provides

potential directions for future works.
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Chapter 2

Background

2.1 Internet of Things and Wireless Sensor

Networks

Internet of Things (IoT) and Wireless Sensor Networks (WSN) share certain

characteristics with each other [9], [10]:

• In both networks, nodes are usually limited in terms of processing power,

battery and memory.

• Both networks suffer from unstable connectivity. Devices may turn off

due to limitation in power. Communication links between devices are

lossy and unstable.

Despite these similarities, IoT and WSN are not the same and have several

differences. First, the traffic pattern in WSN is mostly Multiple Point to Point

(MP2P); WSN originally designed for data collection without any smartness

at nodes. Furthermore, nodes send data to specific sink nodes and the data is

processed outside of the network. IoT, however, introduces intelligence to the

devices by delegating certain decisions to them. In addition, IoT devices may

communicate directly with each other to coordinate actions.

The second major difference is that IoT devices use the IP protocol stack.

This means that each device can directly communicate with any Internet end

system. Also, routing protocols in IoT are based on IP addresses. This is not

the case in WSN. In WSN, routing protocols usually use the location of nodes
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and the way they are located with respect to each other to route a packet to

the sink [9].

2.1.1 General Security Issues in Wireless Sensor and
Ad-hoc Networks

Security is one of the main concerns in Ad-hoc and wireless sensor networks.

These networks are susceptible to security attacks that impact the following

security attributes:

• Availability: this feature guarantees network services despite the denial

of service attacks. An attacker can perform a denial of service attack

in various layers of the network to disrupt the service. For instance, an

adversary may apply jamming to make interference for communication

between nodes in the physical layer. In the network layer, a malicious

node could disrupt the routing services and disconnect nodes from the

network. A denial of service attack usually concerns battery exhaustion

as devices are usually resourced constrained with limited power. For

example, in a sleep deprivation attack, an attacker prevents a node from

turning off its radio to save energy. As a result, nodes consume more

energy, and their battery is exhausted faster.

• Confidentiality: this attribute keeps certain information private from

unauthorized entities. Some network transmissions, depending on ap-

plications, contain sensitive information. If an attacker gets access to

this information, it can use them to establish strong attacks against net-

works. For example, routing messages can provide valuable information

to an attacker to identify and locate her targets.

• Integrity: this ensures that a message is delivered to the destination

without any change. This is very important for routing protocols. An

attacker may alter routing messages to downgrade the routing perfor-

mance or even disconnect nodes from the network.
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Table 2.1: Classes of constrained devices in Low Power and Lossy Networks
(1 KiB = 1024 bytes) [12].

Device Categories RAM (data size) ROM (code size)

Class 0 < 10 KiB < 100 KiB

Class 1 ≈ 10 KiB ≈ 100 KiB

Class 2 ≈ 50 KiB ≈ 250 KiB

• Authentication: this allows a node to verify the identity of other nodes

in the network. In a network without authentication an attacker can

easily use fake identities or steal legitimate identities of other nodes to

gain unauthorized access to resources and information.

Ad-hoc and WSN networks use wireless links which are susceptible to at-

tacks such as eavesdropping, message replay, and message distortion. These

attacks can violate all the attributes mentioned above. Second, nodes in these

networks usually are not tamper-resistant. Therefore, in addition to external

security threats, we must take into account the attacks that launched from

inside of the network. Finally, the topology of these networks can be changed.

Therefore, the relation between nodes may change over time. This can cause

problems for security solutions that only work within static networks.

2.2 Low Power and Lossy Networks

Low Power and Lossy Networks (LLNs) are networks in which nodes are highly

resource constrained, and communication links are unstable with relatively

high loss rates and low data rates. LLNs are a key component of IoT and have

many applications including industrial monitoring, building automation (e.g.

heating and lightning), asset tracking, smart agriculture, and eHealth [11].

Devices in LLNs can be placed into three categories as shown in Table 2.1.

2.2.1 Challenges of Routing in LLNs

LLNs are different from the traditional IP networks. Routers in LLNs are

highly constrained in terms of battery, memory, and processing power. LLN
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devices are connected through different communication mediums including

wired and wireless. LLNs networks can compromise thousands of nodes [13],

and must support different types of traffic patterns. High data rate traffic

can easily congest the network and increases the packet loss and latency. A

routing protocol for LLNs must handle and cope with all these limitations and

challenges.

Routing Over Low Power and Lossy Networks (ROLL) is a working group

of Internet Engineering Task Force (IETF) that works on the routing topics

of Internet of Things. One of the main tasks of ROLL was to investigate

and analyze the existing routing protocols and define fundamental routing

requirements for LLNs. The group limited the scope of LLNs application

into four major categories: urban network, building automation, industrial

automation, and home automation. They chose these applications as a set of

representative networks, and assumed a routing protocol that addresses the

requirement of these applications is deemed to be a good choice for other

networks. Considering the above applications, the ROLL group established

four routing requirements for LLNs.

• Home automation routing requirements in LLNs [14].

• Industrial routing requirements in LLNs [15].

• Routing requirements for urban LLNS [16].

• Building automation routing requirements in LLNs [17].

The above documents did not make any assumption about link layer proto-

col; they only determined a list of requirements for the network layer of LLNs.

Some of these requirements are as follows:

• A routing protocol must support unicast, anycast, and multicast com-

munication to support three main traffic patterns. Multi Point-to-Point:

traffic from several nodes to a single sink node, Point-to-Point: traffic

between any pair of nodes, and Point-to-Multipoint: routing traffic from

a single node to several nodes in the network.
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• A routing protocol must support adaptive routing, that is a new path

must be dynamically and automatically recomputed if the network con-

dition changes. In addition, a routing protocol must support different

metrics to find routes.

• A routing protocol must support constrained devices.

• Scalability: number of nodes in an LLN may vary from 250 nodes in

home automation [14] to up to 10, 000 in urban applications [16]. A

routing protocol for LLNs must support all such networks.

• Security is very important in many LLNs applications such as smart

grid, building automation, and industrial automation. In particular,

authentication is listed as a mandatory feature in all documents.

The IETF ROLL group investigated the current and the state-of-the-art

routing protocols to find whether any existing routing protocols can satisfy

LLNs requirements [18]. They considered several routing protocols includ-

ing link state protocols: OSPF [19], IS-IS [20], OLSR [21] , OLSRv2 [22],

TBRPF [23], and distance vector protocols: AODV [24], RIP [25], DSR [26],

DYMO [27]. The ROLL group analyzed these routing protocols using the

following metrics:

• Node cost, which is the ability of a protocol to integrate router prop-

erties into routing metrics and uses node features for constraint-based

routing.

• Control cost, which indicates the efficiency of a routing protocol in

terms of controlling traffic power consumption.

• Link cost, which evaluates the ability of a protocol in term of integrating

link properties into routing metrics.

• Routing state, which shows whether a routing protocol scales reason-

ably with regards to memory.
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Table 2.2: Protocol comparison.

Routing
protocol

Routing
state

Loss
response

Control
cost

Link cost Nose cost

OSPF fail fail fail pass fail

IS-IS fail fail fail pass fail

AODV pass fail pass fail fail

DSR fail pass pass fail fail

RIP pass fail pass NA fail

TBRPF fail pass fail pass NA

DYMO pass NA pass NA NA

OLSRv2 fail NA NA pass pass

• Loss response, which measures the performance of a routing protocol

in terms of handling link failures and recomputing paths.

Table 2.2 shows the result of evaluation of these routing protocols [18].

The value ‘NA’ indicates that the protocol does not have that feature so the

ROLL group could not conclude if the test was successful.

As shown in Table 2.2 none of the existing routing protocol could satisfy

the requirements of LLNs. Therefore, ROLL proposed a new distance-vector

routing protocol called RPL (IPv6 Routing Protocol for Low power and Lossy

Networks), which is specified in the standards document RFC 6550 [13].

2.2.2 Link State vs Distance Vector Routing

There are two general routing algorithms: link-state and distance-vector. In

link-state algorithms, each node maintains a global view of the network topol-

ogy in addition to a cost for each link in the network. Each node finds the

best path to other nodes using its own view of the topology. To maintain an

up-to-date topology information, each node periodically sends link costs of its

own links to other nodes. In link-state protocols each node must have O(N2)

space to maintain topology information, where N is the number of nodes in

the network.

In distance vector protocols, on the other hand, nodes do not have a global
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view of the network. Instead, each node maintains the distance and the next

hop towards each destination. In distance vector routing, information are

advertised as vector of distance and direction (next hop). The memory re-

quirement of distance-vector routing protocols is O(N × e), where e is the

average degree of nodes (i.e., the average number of neighbours of nodes).

Although link-state routing protocols are more powerful in terms of finding

the best path between any pair of nodes and updating the routing information

in case of a change, they require a significant amount of resources such as

memory and control messages to synchronize routing information. Because of

limited resources, therefore, link-state routing protocols are not suitable for

LLNs. Consequently, ROLL used the distance-vector approach in designing

the RPL routing protocol for LLNs.

2.3 Overview of the RPL Protocol

RPL is a distance-vector routing protocol, which can operate on various link

layer standards, including Bluetooth and IEEE 802.15.4 [28]. RPL was de-

signed to be very adaptive to different network conditions and do not overre-

act to minor changes in the network. This section overviews the operation of

RPL protocol [13]. Before delving into the RPL protocol operation, let us first

cover some terminologies and introduce some of the RPL’s main components.

2.3.1 RPL Terminology

DODAG

RPL builds its topology in one or more Destination Oriented Directed Acyclic

Graph (DODAG), a loop-free network topology, as shown in Fig. 2.1.

DODAG Root

Each DODAG has a single root (a node with no outgoing edges), which acts as

the data sink. The root controls several parameters over the network which are

advertised over the network using control messages. These parameter include

Trickle Timer options, Path control size, MinHopRankIncrease, and DODAG
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of DODAG. A DODAG Version is identified uniquely by the (RPLInstanceID,

DODAGID, DODAGVersionNumber) tuple.

Parent

A parent of a node in a DODAG is the next node on a route towards the

DODAG root. In a DODAG, a node’s rank is always higher than the rank of

its parent.

Sibling nodes

Two nodes are called siblings if they have the same rank and are withing the

transmission range of each other. Note that sibling nodes do not necessarily

share a common DODAG parent.

Upward and downward routes

In RPL, upward routes are from leaf nodes toward the DODAG root. Upward

routes provide MP2P communication. In RPL, the upward routes are created

via nodes’ preferred parents: each RPL node has a set of neighbours in its

one-hop distance. From this set, the node selects a group of nodes that have

strictly smaller rank than its own rank. This group is called candidate parents.

From this group, the node chooses one as a preferred parent to convey traffic

toward the DODAG root.

In contrast, downward routes refer to the reverse direction. These routes

are used for P2MP or P2P communications.

Modes of operation

RPL supports two modes of operation for downward traffic: storing mode and

non-storing mode. In the storing mode, all nodes except the root and leaf

nodes store routing table entries for destinations. In this mode, a P2P packet

sent from a source node to a destination node can be directed by the common

ancestor of two nodes. In the non-storing mode, only the DODAG root stores

a routing table. In this mode, a P2P packet must travel upward all the way
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to the DODAG root where it is directed downward towards the destination

node.

Objective Function (OF)

An objective function specifies essential settings such as routing metrics, opti-

mization objectives, rank calculation formula, and parent selection criteria in

RPL DODAG [13]. RPL standard defines objective functions to accommodate

different IoT applications for the following reasons:

• To choose the best DODAG to join.

• To compute the rank of each node in DODAG.

• To create a parent set and select a preferred parent.

Currently, RPL has two standard objective functions:

• Objective Function Zero (OF0) [29]: this OF uses hop count. Therefore,

the rank of a node calculated based on OF0 is basically the hop-distance

of the node from the root. OF0 is the default objective function to ease

the inter-operation of different implementations of the RPL protocol [30].

• Minimum Rank with Hysteresis Objective Function (MRHOF) [31]: this

OF uses hysteresis for choosing the path with smallest metric. The

metric that MRHOF uses is determined by the metric container field

of DIO messages. By default the MRHOF uses Expected Transmission

Count (ETX) to compute Rank. ETX of the link is defined as the

expected number of transmission required to successfully transfer a single

packet over a link [29].

RPL is flexible with regards to OFs. Designers can modify the existing OFs

or design new ones that better fit their application.

2.3.2 RPL Control Messages

RPL protocol has five main control messages. These messages are used to

create, maintain, and propagate the network topology and routing information.

RPL’s control messages are:
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1) DODAG Information Object (DIO)

DIO messages are sent by RPL nodes to advertise information about the

DODAG and its characteristics. DIO messages are used to form the DODAG

topology, find other nodes in the network, and maintain DODAG. DIO conveys

several mandatory as well as optional information. The mandatory informa-

tion of the DIO is: RPLInstanceID to identify the current RPL instance,

DODAG’s ID, DODAG’s version number, RPL’s modes of operation, the rank

of sender, and DODAG configuration such as objective function. The base

structure of the DIO message is shown in Fig. 2.2.

2) Destination Advertisement Object (DAO)

The DAO message is used to propagate downward routing information along

the DODAG to provide support of P2MP and P2P traffic. A DAO message

includes the following information:

• DAO sequence: an integer counter that is incremented by the sender

whenever a new DAO is sent.

• RPLInstanceID: it shows the ID of the current RPL instance. It is

learned from DIO message.

• Path information: it indicates addresses of nodes that are reachable via

the sender of the DAO message. A node uses this information to create

and update its routing table.

When RPL is in the non-storing modes, nodes send DAO messages to the

root. In the storing mode of operation, a node sends DAO messages to its

preferred parent instead of the root. An special case of DAO message is No-

Path DAO. This message is used in the storing mode to remove a downward

route from the routing tables of other nodes.

3) Destination Advertisement Object Acknowledgment (DAO-ACK)

The recipient of a DAO message may send a DAO-ACK. The DAO-ACK

message is a unicast message that is sent in response to a unicast DAOmessage.
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2.3.3 Trickle Timer

RPL uses an algorithm called Trickle timer to decrease the overhead of its

control messages in the network [32]. Following to the Trickle timer, nodes

send control messages when there is an inconsistency in the received control

messages. If a node receives a DIO message from one of its neighbours, and the

message is consistent with the node’s information, it increments a “redundancy

counter” by one. If the value of redundancy counter is greater than a threshold

in a specific listening interval, the node suppresses its own DIO message and

does not broadcast it. Furthermore, the node doubles its listening interval. If

a node receives an inconsistent DIO message, however, it resets its listening

interval and redundancy counter to their initial values and broadcasts a DIO

message. This way, the Trickle timer algorithm tries to avoid transmitting

control messages when they are not necessary.

The Trickle timer algorithm has three main components:

1. The minimum interval size (Imin) which sets the minimum length for

listening intervals.

2. The maximum interval size (Imax) which indicates the largest listening

interval. Therefore, the maximum number of times a listening interval

can be doubled is log2(Imax/Imin).

3. An integer that shows the redundancy threshold.

The Trickle timer’s parameters can be changed based on network’s application

and condition.

2.3.4 DODAG Building Process

RPL builds a DODAG step by step. To this end, nodes that are already in the

network (initially just the root) periodically transmit DIO messages according

to Trickle timer. If a new node wants to join the network, it should receive a

DIO message to obtain DODAG information. If the new node does not receive

a DIO message, it can send a DIS message to request DODAG information.
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When an existing node in the network receives a DIS message, it replies by

transmitting a DIO message.

After receiving a DIO message from a lower rank node, the receiving node

adds the sender address of the DIO message to its candidate parent set and

calculates its rank with respect to the new candidate parent. The candidate

parent that results in the lowest rank is selected as the node’s preferred parent.

At the end of this procedure, each node has an upward path towards the root

(through its parents).

A node that wants to be reachable by the root advertises its address in a

DAO message and sends it to one of its DAO parents. The course of action

taken by the node’s DAO parent depends on the RPL’s mode of operation. In

the storing mode, the receiving node first updates its routing table and then

forwards the DAO message to its own parent. In the non-storing mode, the

receiving node only forwards the DAO packet toward the root (in this mode,

the receiving node does not have a routing table to update).

2.3.5 Loop detection and avoidance mechanisms

Routing loops can dismantle the network operation. The RPL protocol can

detect loops and inconsistencies and repair the topology. In a DODAG, a loop

may occur for various reasons. For example, a loop may occur if DIO messages

are lost, or if a leaf node fails to inform its parent that a specific destination

is not reachable anymore. Also, a loop can occur if an RPL node changes its

position within the network.

Loop avoidance mechanism

RPL defines two rules to prevent loops from occurring: max-depth rule and

anti-greedy loop. The max-depth rule states that a node must not select a

node with a rank higher than the its rank + DAGMaxRankInrease as a parent.

This rule decreases the chance of a node to attach to another node in its own

sub-DODAG and create a loop. The max-depth rule cannot completely avoid

loops from occurring, but it can confine loop sizes and ease the detection of

loops.

19



The second rule, anti-greedy, does not allow a node to increase its rank

and go deeper (i.e., farther from the root) to have more parent choices. If a

node increases its rank in a greedy manner, it can create loops and instability

in DODAG.

2.3.6 RPL Security Modes

RPL provides the following security modes:

• unsecured mode: In this mode, RPL does not provide a security measure.

It, however, may utilize the link-layer security to protect its messages.

• pre-installed mode: In this mode, security keys are manually installed

on nodes before they are deployed in the network. Nodes use these pre-

installed keys to secure RPL messages.

• authenticated mode: similar to the previous mode, nodes have pre-installed

keys, but these keys are used only for authenticating the nodes who want

to join the network as a leaf. All nodes except the leaf nodes must obtain

a second key from an authentication authority after joining the network.

2.4 RPL Security Concerns

Although RPL provides two security modes, it is prone to several security

attacks. We can divide the RPL attacks into two major categories with respect

to the state of the adversary in the network: internal attacks and external

attacks. The latter refers to attacks where the adversary does not have a valid

security key, hence cannot join the RPL DODAG. The former attacks, on the

other hand, refer to those where the adversary has a valid security key and can

participate in RPL. Recall that RPL relies on its pre-installed mode (where

keys are pre-installed in nodes) for its security.

The attributes of LLNs, such as limited physical security and resource con-

straints, make it easy for an adversary to breach the security and join the

network. As a result, many proposed RPL attacks are internal attacks. Some

of these attacks such as Blackhole attacks, sinkhole attacks, wormholes, and
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flooding attacks, are inherited from ad hoc and sensor networks. There are,

however, many attacks that are exclusive to RPL. These attacks typically

misuse RPL control messages and parameters to disrupt the routing services.

Some of the well-known and most important attacks in this category are Ver-

sion number attack [6], Rank attack [33], DAO insider attack [34], and DIO

suppression attack [35].

The security solutions and mitigation mechanisms in RPL fall into two

major classes. The first class includes those that use an intrusion detection

system (IDS). IDS methods are designed to detect different attacks and miti-

gate their impacts on the network [33]. IDS solutions continuously monitor the

network for attacks. If one found, they try to identify the attacker and limit

the impact of the attack. We can classify the IDS in RPL into four classes

based on their detection strategy:

• Signature based IDSs: this family of IDSs create a distinct pattern for

each security attack based on the attack’s characteristics and its im-

pact on network behavior, such as control messages overhead, energy

consumption, and delay [4]. The caveat of the methods in this class of

IDSs is that they cannot detect an attack which has not been registered

before.

• Anomaly based IDSs: the main detection strategy in this category of

IDSs is to compare the network’s behavior to its normal behavior. An

anomaly based IDS creates a normal behavior profile for the network

using the network’s statistics. If the behavior of the network is different

from this normal profile, it raises an alarm for a possible attack. This

family of IDSs has typically a large false-positive and false-negative as

defining an accurate normal profile for the network is not straightforward.

• Specification based IDSs: this type of IDSs are similar to the anomaly

based IDSs. The distinguishing factor is that they define the normal

profile manually and based on the network protocol parameters. An

example of an IDS in this class is SVELTE [36] proposed by Raza et al..
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• Hybrid IDSs: methods in this class combine two or more of previous

techniques to improve the performance.

The second class of solutions for securing RPL are those who target a

specific attack. These solutions typically introduce new control messages, pa-

rameters, thresholds, or cryptography solutions to either completely prevent

the attack or limit the attack’s impact. For example, authors in [37] pro-

posed a hash-chain technique to prevent Version number attack in RPL. In

Section 3.7, we explain the existing RPL attacks and the possible countermea-

sures/mitigations.

2.5 Key Management Schemes

Message encryption and authentication, hence security keys, are necessary to

secure RPL networks. There are three main security key agreement methods in

general: trusted-server, self-enforcing, and key pre-distribution [38]. Trusted-

server methods use a trusted server to provide keys to nodes in the network.

Although RPL standard proposes the authenticated mode to support this type

of key management, this mode is currently reserved for future work. As of

September 2021, there is no official document that explains the procedure of

this mode. The RPL standard specifies that the authentication mode must not

use symmetric cryptography. However, it does not mention how asymmetric

cryptography could be deployed to provide node authentication and support

a key retrieval by the node intending to operate as a router. The methods

of the second type that is self-enforcing methods, are based on asymmetric

cryptography such as Diffie-Hellman [39] and RSA [40]. Asymmetric methods

are not desirable for RPL devices because they are computationally heavy.

Finally, in key predistribution methods, security keys are distributed to nodes

before they are deployed in the network. This kind of key management is

completely compatible with the pre-installed mode of the RPL protocol and

is suitable for LLNs’ devices. There are three main sub-categories for key pre-

distribution techniques: network shared key, full pairwise key, and random

key.
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Network-Wide Shared Key

As the name suggests, in this method all nodes in the network use a single

shared key. This key is used by every node in the network to encrypt and

decrypt messages. This simple method has certain advantages: 1) it requires

minimum memory as each node needs to store only a single key, 2) it does

not need any key agreement procedure to run between nodes in order to find

common keys. On the negative side, the network-wide shared key method

has minimum resiliency against node captures; if an attacker captures and

compromises a single node, the security of the entire network is compromised.

Furthermore, revoking the access of a compromised node is challenging since

all nodes, except the compromised node, must receive a new key.

Fully Pairwise Scheme

In this method, each node has a distinct security key for every other node in

the network. This method provides a full level of authentication and maximum

resiliency against node compromises. If an attacker compromises a node, it

cannot gain any information about keys between non-compromised nodes. The

fully pairwise key scheme, however, needs a large memory because each node

must store N − 1 keys in its memory, where N is the number of nodes in the

network. In addition, when a new node joins the network, key sets of all the

existing nodes must be updated, which is not an easy task.

Random Key Pre-distribution

In this scheme, each node is pre-loaded with a random subset of keys (key ring

set) from a large key pool. After deployment in the network, any two nodes

can use the collection of keys that they share (if there is any) to establish

a pairwise key. The size of key pool and the key ring set are set such that

two randomly selected nodes would have at least one shared key with a given

probability. Random key pre-distribution schemes can be viewed as a trade-

off between network-wide shared key and fully pairwise schemes: they require

less memory than the fully pairwise key scheme, and are more resilient to node
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capture than the shared key scheme.
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Chapter 3

The DAO Induction Attack:
Analysis and Countermeasure

3.1 Overview

In this chapter we present a new attack against IPv6 Routing Protocol for

Low-Power and Lossy Networks (RPL), the emerging routing standard for the

Internet of Things (IoT). In the proposed attack, a compromised node peri-

odically transmits a special control message. Each of these crafted control

messages induces many nodes in the network to transmit in response. We

show that these redundant transmissions significantly increase the power con-

sumption of nodes, hence reduce the lifetime of battery-operated IoT devices.

In addition, we show that the attack severely impacts end-to-end latency and

packet delivery ratio (PDR), two important network performance metrics. For

instance, in a network with 50 nodes, our simulation results show that the at-

tack increases the average end-to-end latency and packet loss ratio by 350%

and 160%, respectively. To counter the attack, we propose a lightweight solu-

tion. We show that our solution imposes no overhead when the network is in

its normal operation (i.e., it is not under attack) and can quickly detect the

attack even when the network experiences high packet loss rates.

3.2 Adversary Model

As shown in Fig. 3.1, we consider an RPL multi-hop network with a single

root. We assume that RPL uses a shared secret key (at the link-layer or by
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the scope of this work. Fig. 3.1 illustrates the above adversary model.

3.3 The DAO induction Attack

In RPL, each node maintains a DAO Trigger Sequence Number (DTSN) and

reports it in its DIO messages. If a node receives a DIO message from one of

its DAO parents and realizes that the parent has incremented its DTSN, the

node must schedule a DAO transmission [13]. In the non-storing mode, the

node must also increment its own DTSN. Therefore, in the non-storing mode,

a DTSN increment by a node will cause all its descendants to increment their

DTSN in turn, triggering DAO transmissions from the entire sub-DODAG [13].

In the DAO induction attack, a malicious node repeatedly increases its

DTSN to trigger DAO transmissions. This can cause many transmissions,

particularly in the non-storing mode (a common mode of operation as many

IoT devices are too constrained to operate in the storing mode [13]) as all

descendants of the malicious node transmit each time the malicious node in-

crements its DTSN.

For example, consider the network shown in Fig. 3.2. Assume that the

network operates in the non-storing mode. In this mode, if node A increments

its DTSN, every other 11 nodes in sub-DODAG1 will increment their DTSN

in turn and send a DAO message to the root. Note that sending each of these

DAO messages to the root requires several transmissions, as each node on the

path to the root has to forward the message.

In Fig. 3.2, every node has only one DAO parent (bold lines show parent

child connections). If some nodes decide to select more than one DAO parent,

the DAO induction attack may trigger even more nodes to transmit a DAO

message. For instance, suppose that node L chooses two nodes, P , and DP , as

its preferred parent and DAO parent, respectively. Then, a DTSN increment

by A would trigger not only all the nodes in sub-DODAG1 but also L and all

its six descendants. The number of triggered nodes, in this case, accounts for

about two-thirds of all the nodes in the network.

We remark that the DTSN counter is an 8-bit unsigned integer, so it has a
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ber of descendants of A increases from 11 to 18, as in this case L and all its

descendants become descendants of node A.

To get an idea of how many nodes the attack may trigger, consider a rect-

angular network with a root placed at a fixed location. Suppose N nodes are

distributed in the network uniformly at random. In addition, suppose that the

malicious node is selected uniformly at random from one of the root’s neigh-

bours. Note that root’s neighbours have the maximum number of descendants

among non-root nodes. The following proposition establishes a lower bound

on the expected number of nodes that the attack triggers.

Proposition 3.1 Let δ denote the node’s density, ∆ be the portion of the

root’s transmission area that is within the network’s rectangular area, and Γ

denote the number of nodes triggered by the attack. Then, we have

E[Γ] ≥
( η

∆ · δ

)

·N − η,

where η is the average number of node’s ancestors among the root’s neighbours,

and the average is taken over all the nodes that are neither root or root’s

neighbour.

Proof. Let k denote the number of neighbours of the root, and mi, 1 ≤ i ≤ k,

denote the number of descendants of root’s ith neighbour. Let u be a node,

and Au denote the number of u’s ancestors among the root’s neighbours. Then,

η is the average of Au, where the average is taken over all the nodes that are

neither root or root’s neighbour. We have

η ≥ 1,

because every node that is not the root or its neighbour is a descendant of at

lease one of the root’s neighbours. By the definition of η, we have

k
∑

i=1

mi = η · (N − k). (3.1)

Since the malicious node is selected from the roots’ neighbours uniformly at

random (i.e, with probability 1
k
), the expected number of descendants of the

29



malicious node is

E

[

∑k

i=1 mi

k

]

= E

[

η · (N − k)

k

]

= η · E[
1

k
] ·N − η,

(3.2)

where the first equality is by (3.1). By Jensen’s inequality, if X is a random

variable and φ is a convex function, then

E[φ(X)] ≥ φ(E[X]).

Note that k is a random variable. Thus, setting φ(X) = 1
X

and X = k, we get

E[
1

k
] ≥

1

E[k]
. (3.3)

The size of the root’s transmission area πR2, where R is the root’s transmission

range. Let ∆ be portion of the root’s transmission area that is within the

network’s rectangular area. We have

∆ =
πR2

κ
,

where κ ≥ 1 depends on the location of the root. For instance, if the root is

located on the boundary of the network, then κ ≥ 2 because at most half of

the transmission area of the root falls inside the network. If the root is located

at the corner of the network, we get κ = 4 as, in this case, one quarter of the

root’s transmission area would fall inside the network rectangular area. The

expected number of neighbours of the root is equal to ∆ ∗ δ, that is

E[k] = ∆ · δ.

Therefore, by (3.2) and (3.3), we get

E

[

∑k

i=1 mi

k

]

≥
η

∆ · δ
·N − η

=
( κ · η

πR2δ

)

·N − η

�
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Example 1 Consider a network where 100 nodes with transmission range

25m are distributed uniformly at random in a 100m× 100m square area. Sup-

pose the root is located at the corner of the network, and each node chooses

two DAO parents in addition to its preferred parent. Then, by Proposition 3.1,

we get E[Γ] ≥ 61, that is, at least 61% of all nodes are expected to be triggered

by the DAO induction attack.

As mentioned in Proposition 3.1, the value of η is at least equal to one. In

the particular case where each node selects precisely one parent, we get η = 1.

In general, the more parent nodes select, the higher the value of η. One way

to look at this is that when nodes select more parents, they are more likely

to become a descendant of the malicious node. In Section 3.6, we confirm the

result of Proposition 3.1 for various settings.

3.5 Our proposed Countermeasure

The DAO induction attack is significantly more severe in the non-storing mode

than the storing mode (we will confirm this in Section 3.6). Therefore, it is

more important to mitigate this attack in the non-storing mode. In this mode,

similar to the version number attack, we can avoid the DAO induction attack

by authenticating the root’s messages. To support this authentication, how-

ever, we need to rely on either digital signatures or hash chains. As mentioned

in Section 3.5, these two methods may not be practical and/or desired in net-

works with constrained devices. To address this, we propose a lightweight,

reactive solution to detect and mitigate the DAO induction attack. An im-

portant feature of our solution is that it does not impose an overhead on the

network when it is not under an attack.

Our proposed solution works in two phases: detection and identification. In

the detection phase, we use the root to detect the onset of the DAO induction

attack. Upon detecting the attack, our solution moves to the identification

phase, where the root searches the network for the compromised node so it

can be removed from the network. We remark that our solution relies on the
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root and does not require any external monitoring nodes to be deployed in the

network. In designing our solution, we consider the following objectives:

1. detect the DAO induction attack with high probability,

2. impose minimal or no extra overhead under the normal condition when

there is no attack in the network, and

3. be compatible with the current RPL specification and require minimum

changes to the standard.

3.5.1 Detecting the Attack

Without any provision, the root may not be able to detect the DAO induction

attack. This is particularly the case when nodes select a single parent, the

default setting in the Contiki operating system[43], and many IoT networks.

This is because, in this setting, the malicious node can drop all the generated

DAO messages, as all such messages are generated by the descendants of the

malicious node; hence they must go through the malicious node to get to the

root. Even if a DAO message reaches the root, the root may not suspect the

DAO induction attack. This is due to two facts: first, the DTSN number is

not echoed in DAO messages [13]. Therefore, the root cannot observe a DTSN

update by examining the received DAO messages; second DAO messages can

be generated because of other reasons such as a parent change [13].

Our detection mechanism. To enable the root to detect the DAO induc-

tion attack, we propose a minor adjustment in the RPL’s DTSN processing. In

this adjustment, we simply require nodes to accept DTSN updates from any of

their neighbours rather than just their DAO parents. Note that this solution

imposes no overhead on the nodes. It is because with or without this adjust-

ment, a legitimate update DTSN in the non-storing mode will disseminate in

the whole network (i.e., in both cases, each node transmits a single DAO up-

date). With the adjustment, however, DAO updates triggered by the attacker

will find their way to the root, while without the adjustment, they may not,

as the attacker can drop DAO updates to hide the DAO induction attack from
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the root. For instance, in Fig. 3.2, without applying our adjustment, a DTSN

update by the attacker (node A) will only propagate in sub-DODAG 1; hence

the update is not noticed by the root. Further, the attacker can drop all the

DAO packets generated by the nodes in sub-DODAG1 because all such DAO

packets have to go through the attacker (as the root of sub-DODAG 1) to

reach the root. Therefore, the attacker can prevent the root from receiving

DAO messages1.

Our detection mechanism comes with two significant advantages. First,

it enables the root to always detect the DAO induction attack. Second, it

imposes no overhead when the network is under no attack. We formally state

and prove these advantages in the following two propositions.

Proposition 3.2 The proposed detection mechanism enables the root to detect

any DAO induction attack launched by a single attacker2.

Proof. Recall that in our detection mechanism, each node must accept a

DTSN update from any of its neighbours. Let A and R denote the attacker

and the root, respectively. Since the network is connected, there must be a

path of nodes u1, u2, ..., uk, where u1 = A, uk = R, and ui and ui+1 are within

the transmission range of each other for every 1 ≤ i < k. Let 2 ≤ j ≤ k be

the largest integer such that uj has received the DTSN update. If j 6= k, then

we must have that node uj+1 has not received the DTSN update. This is a

contradiction as uj+1 is within the transmission range of uj, thus it will receive

the DTSN update from uj. Therefore, we must have j = k, which implies that

the root will receive the DTSN update.

�

Proposition 3.3 The proposed detection mechanism does not impose any

overhead when the network is not under the DAO induction attack.

1Even if the root receives a DAO message, it may not detect the attack. It is because

DTSN is not included in DAO messages.
2In Proposition 3.4, we consider the case where there are more than one attackers.
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Proof. When the network is not under attack, the only legitimate DTSN

update is the one that is initiated by the root. In RPL, a DTSN update

by the root will trigger every node in the network to transmit a single DIO

message and unicast a single DAO message to the root. In the modified version

of RPL, as in the original version, a legitimate DTSN update in the non-storing

mode will trigger every node to transmit a single DIO message and unicast a

single DAO message to the root. Therefore, our detection mechanism imposes

no overhead when the network is not under the DAO induction attack. When

the network is under attack, however, our mechanism ensures that the root

will hear about the DTNS update, hence detect the attack.

�

Note that the overhead of our detection mechanism on the root is very

small. All the root needs to do is to check whether or not the DTSN number

has been updated in received DIO messages. If there is an updated DTSN

number, some other node (i.e., the attacker) must have illegitimately incre-

mented the DTSN number.

Thus far, we have assumed that there is only a single compromised node in

the network. In practice, however, the attacker may compromise more than one

node because, for instance, multiple nodes in the network may use the default

or weak access credentials, or multiple nodes have the same software/hardware

vulnerability, or because the attacker has physical access to multiple nodes

prior to their installation in the network. If the attacker compromises multiple

nodes, then the attacker can launch a stronger DAO induction attack by using

a single compromised node to repeatedly increase the DTSN number, and using

the remaining compromised nodes to drop the triggered control messages to

prevent them from reaching the root. For this strong attack to be effective,

however, the set of compromised nodes that drop messages must constitute a

cut in the communication graph (Proposition 3.4).

Note that an attacker controlling a cut in the network is in a strong posi-

tion as it can control the whole traffic going to/from one part of the network

to the other part where the root is located. To be placed in this vital position,
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the attacker has to carefully select nodes to compromise. In particular, com-

promising random nodes will not be helpful to the attacker unless the attacker

compromises a large number of nodes (see Fig. 3.10 in Section 3.6.3). We

remark that in the presence of such strong attacks, we need stronger measures

(such as the deployment of monitoring nodes which regularly report to the

root) to detect the DAO induction attack.

Proposition 3.4 The attacker cannot prevent the root from detecting the

DAO induction attack if the set of compromised nodes that drop messages

does not constitute a cut in the communication graph.

Proof. Let S be the set of nodes that are not compromised, S1 ⊆ S be

the set of nodes that receive the DTSN update initiated by the attacker, and

S2 = S\S1 be the ones that do not receive the update. If the root is in S1, then

the attack is clearly detectable. Therefore, let us assume that the root is in

S2, which means that S2 is not empty. Note that no node in S2 is a neighbour

of any node in S1, as otherwise the node in S2 will receive the DTSN update

from its neighbour in S1. This implies that the set of nodes that drop messages

must be cutting the network into disconnected non-empty components S1 and

S2, hence they constitute a cut in the network. �

3.5.2 Malicious Node Identification

The proposed detection mechanism enables the root to detect and report the

DAO induction attack. After detecting the attack, the network administrator

should examine and search the network for the malicious node. The root can

help here by narrowing down the search space; it can provide the network

administrator with a shortlist of potentially compromised nodes. In the fol-

lowing, we propose an identification method which enables the root to narrow

down the search space to two nodes, guaranteeing that at least one of them is

a compromised node.

Our identification method. We assume that each node has a pairwise

secret key with the root. This single key is pre-installed at nodes (similar to
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Algorithm 1: Performing a DTSN update with the new adjustments

Procedure: initialization
DTSNparent ← NULL
DTSN update ← False
end procedure
Procedure: DIO processing
// process the received DIO messages from each node in the

neighbours set (N)

if DIO received from ni ∈ N then
// if the DIO reflects a DTSN update from ni and the

DTSN update is False

if DTSN(DIO) > DTSN ni & DTSN update = False then
DTSN update ← True
// update DTSN value of ni and DTSNparent

DTSN ni ← DTSN ni++
DTSNparent ← ni

// update its own DTSN and broadcast DIO

DTSN ← DTSN++
// enable the detection timer

Trigger detection timer(T )
// schedule DAO messages to the root

for each DAO parent ∈ P do
Send(DAO)

end
Broadcast DIO()
// wait until the timer expires

Wait for timer()
// reset parameters

DTSNparent ← NULL
// reset DTSN update

DTSN update ← False
end

end
end procedure
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Algorithm 2: Detection mechanism of the DAO induction attack at
the root
Procedure: initialization
anomaly detected ← False
probing procedure ← False
end procedure
Procedure: DIO processing
// process the received DIO messages from each node in the

neighbours set (N)

if DIO received from ni ∈ N then
// if the received DIO reflects an illegitimate DTSN update

if DTSN(DIO) > DTSN ni & root DTSN update = False &
anomaly detected = False then
// an attack has been detected

anomaly detected ← True
potential attackers ← {}
// call the probing procedure (Algorithm 3)

potential attackers ← Probing procedure (ni)
anomaly detected ← False
return potential attackers

end

end
end procedure

the secret network key) and is used by the root to authenticate queries and re-

sponses. Because messages between the root and legitimate nodes are authen-

ticated, a malicious node cannot modify or generate legitimate query/response

messages; at best, the malicious node can drop legitimate messages. The pro-

posed identification method has a parameter T , and requires each node to

1. temporarily store the ID of the node from which it has accepted the

latest DTSN update (for simplicity we call this node DTSNparent). The

ID can be deleted after T seconds;

2. accept at most one DSTN update every T seconds.

Algorithm 1 demonstrates how each node processes a DTSN update, and Algo-

rithm 2 explains how the root detects a DAO induction attack. The parameter

T ensures that a DTSN update cannot propagate within T seconds of a pre-

vious one. The value of T is set such that the root has enough time between
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Algorithm 3: Probing procedure at the root to identify the attacker

Input: ni

Output: list of potential attackers
Procedure: initialization
attacker 1 ← NULL
attacker 2 ← NULL
target node ← ni

visited nodes ← {}
end procedure
Procedure: probing
// search until finding potential attackers

while target node ! = NULL and target node not in visited nodes do
// update the list of visited nodes with target node

Update (visited nodes, target node)
// update potential attackers

attacker 2 ← attacker 1
attacker 1 ← target node
// If no answer receives, the target node is NULL

target node ← request DTSNparent (target node)
end
return attacker 1, attacker 2
end procedure

two consecutive updates to receive the first update and identify the malicious

node through the following fast probing procedure.

Probing procedure. The probing procedure (Algorithm 3) works in steps

as follows. In the first step, the root queries the node, say u1, from which it

received an illegitimate DTSN update (i.e., a DTSN update not initiated by

the root) for the first time. In response to this query, u1 reports the ID of the

node, say u2, from which it received the DTSN update for the first time. In

Step i ≥ 2, the root sends a query to ui through the path u1, u2, . . . ui, asking

ui about the node from which it received the DTSN update for the first time.

We remark that honest nodes only respond to authenticated queries from the

root.

Since the number of nodes in the network is finite, the above probing

procedure will inevitably terminate with one of the following two cases: 1) the

root does not receive any response from uj for some j ≥ 1; or 2) for some j > 1,

the root receives a response claiming that uj has received the DTSN update
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from an earlier node ui, where i < j. In the first case, the root reports nodes

uj and uj−1 as potential compromised nodes3. In the second case, the root

reports nodes uj and ui as potentially compromised nodes. In the following

proposition, we prove that the compromised node is always one of the two

nodes that the root reports.

Proposition 3.5 The compromised node is always one of the two nodes in

the root’s report.

Proof. The compromised node has only two options when it receives the root’s

query: 1) do not respond; 2) report a node. In the first case, by our probing

procedure, the root will include the compromised node in its report. The

second case can result in two different situations according to the attacker’s

response:

• The compromised node reports a node that has already been probed by

the root: in this case, by the probing procedure, the root will put the

compromised node in its report.

• The compromised node reports a node, say v, that has not been probed

yet. By the procedure, in the next step, the root will send a query to v,

asking v about the first node from which it has first received the DTSN

update. If v is not within the communication range of the attacker, then

the root’s query will not reach v.4 In this case, the root will not receive

any response from v; hence the root will put both v and its previous

node (the compromised node) in its report. Now, let us assume that v

is within the transmission range of the compromised node. In this case,

v will report the compromised node, since as its neighbour, v must have

received the DTSN update from the compromised node first. If the root

receives v’s response, it will put the compromised node in its report. If

the root does not receive v’s response, it will also put the compromised

node in its report. Therefore, in any case, the compromised node will

3If j = 1, then the root reports only u1 as the compromised node.
4The attacker can change the route to deliver the packet to v. However, this change will

be detected by v as the message will fail the integrity check at node v.
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the first time. Of course, A can drop u9’s response, but this will result in the

root putting A in its report. Instead of node u9, if A reports, say, u15, then the

root will contact u15 using the path

u2, u4, u7, A, u15

In this case, node A has to change the route, as otherwise, the query will not

reach u15. Such a change, however, will be detected by u15; hence u15 will not

respond at all. Since the root does not receive any response from u15, it will

put A in its report.

Impact of a mobile attacker. As shown earlier, the set of nodes that

the attacker triggers depends on the location of the attacker. By moving in

the network, therefore, the attacker can trigger different sets of nodes. If the

objective of the attacker is to trigger the maximum number of nodes, however,

a mobile attacker should find the optimal location in the network and stay

there.

With regards to avoiding detection, a mobile attacker does not have an

advantage over a stationary attacker. It is because, in our solution, a DTSN

update is broadcast in the whole network. Such a broadcast update will always

find its way to the root unless the network is partitioned. Also, our solution

can find the ID of the mobile attacker, as each honest node stores and keeps

the ID of the node from which it has received the first DTSN update. Even

if the attacker moves, this information will remain in the network and will

be used in the probing procedure to identify the attacker. Note that in the

probing procedure, the root will identify the attacker if the attacker does not

respond (e.g., because the attacker has moved).

3.6 Experimental Analysis

To evaluate the impact of the DAO induction attack on the network’s perfor-

mance, we performed a diverse set of simulations using the Contiki operating

system [43], a lightweight and open-source operating system designed for IoT.
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We considered a sample scenario in which nodes are distributed uniformly

at random in a 150m × 150m square area network. The network dimensions

have been chosen based on a sample smart building IoT network such as a

warehouse. Fig. 3.4 shows a sample network generated in our simulation.

Each node is static and transmits one data packet with a payload of 50

bytes to the root every 60 seconds. This data traffic transmission model tries

to model a typical sensing IoT network with sensors which transmit their data

to the sink of the network at predefined slots. To simulate link failure, we used

the Unit Disk Graph Model (UDGM) with a unified transmission range of 40m

for all nodes including the root. UDGM is the default setting of Contiki, and

emulates distance loss for propagation model. RPL uses its default objec-

tive function which is the Minimum Rank with Hysteresis Objective Function

(MRHOF) [46].We used CSMA/CA for the link layer and ContikiMAC [47] for

the radio duty cycling (RDC) protocol. In ContikiMAC, which is the default

setting of RDC protocol in Contiki OS, the radio is maintained off when there

is no incoming or outgoing packet. ContikiMAC is power efficient but imposes

larger end-to-end latency. For the transport layer, we used the User Datagram

Protocol (UDP) [48]. The simulation parameters are summarized in Table 3.1.

3.6.2 Impact of the DAO Induction Attack

We evaluated the impact of the DAO induction attack on the following metrics.

• DAO overhead: the total number of DAO transmissions, including trans-

missions of original DAOmessages as well as transmissions for forwarding

DAO messages towards the root.

• Average power consumption: the average consumed power by each node

in the network.

• Average packet loss ratio: the packet loss ratio averaged over all the

nodes in the network. The packet loss ratio of a node is one minus the

ratio of the number of received packets by the DODAG root from that

node over the total number of packets sent by the node.
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Table 3.1: List of Simulation Parameters

Simulation parameters Value

Simulation time 1800s

Radio medium UDGM: Distance Loss

Topology dimension 150m× 150m

Number of nodes 20, 30, 40, and 50

Modes of operation Storing and Non-storing

Objective Function MRHOF

Transmission/ Interference range 40m/80m

Traffic rate per node 1 packet per minute

Sensor node type Zolertia Z1

Number of simulations 10 per each topology

link layer protocol IEEE 802.15.4-CSMA/CA

Node positioning Uniform distribution

• Average latency: the average end-to-end latency of all packets success-

fully received by the root.

Fig. 3.5 shows the total number of DAO transmissions (i.e., the DAO over-

head) for both RPL modes of operation. As shown, the DAO induction at-

tack significantly increases the DAO overhead in both storing and non-storing

modes. In more extensive networks, this overhead is higher. When there is no

attack, the DAO overhead increases slowly with the number of nodes. Under

the DAO induction attack, however, the DAO overhead grows at a significantly

higher rate. Note that, the impact of the DAO induction attack is higher in

the non-storing mode than the storing mode. This is expected because, in the

non-storing mode, a DTSN increment triggers all the nodes in the attacker’s

sub-DODAG to transmit DAO messages.

Fig. 3.6 shows the average power consumption of nodes when the network is

under the DAO induction attack. To calculate the average power consumption,

we used the collect-view feature available in Contiki [49]. As shown, the power

consumption increase because of the DAO induction attack is more noticeable

in the non-storing mode than in the storing mode. This is expected because, in
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The impact of the DAO induction attack on the packet loss ratio is shown

in Fig. 3.8. This impact is insignificant in small networks, particularly in the

storing mode. The impact is, however, considerable in networks with about 40

and more nodes. As in the previous cases, the DAO induction attack is more

severe in the non-storing mode than in the storing mode.

3.6.3 Detecting the DAO Induction Attack

In Proposition 3.2, we proved that using our method, the root can always

detect any illegitimate DTSN update. In the presence of packet loss, however,

the root may not hear about a DTSN update immediately. This is because the

DTSN update may not reach the root if the network experiences high packet

loss. An interesting question then is how many times an attacker can update

DTSN before it gets detected by the root.

To evaluate the impact of packet loss on the detection capability of the

root, in each run of simulation we distributed 50 nodes uniformly at random

in a network of size 150m × 150m and randomly selected one node as the

attacker. We varied the packet loss rate from 0 to 60% and measured the

expected number of times the attacker increments its DTSN before the root

detects the attack. Fig. 3.9 shows the result of this simulation. As shown,

when the packet loss rate is small the root is able to detect the DAO induction

attack immediately.
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Next, we evaluated the number of random nodes the attacker has to com-

promise in order to cut the network (in an attempt to hide the attack from the

root). In Fig. 3.10, the x-axis shows the number of compromised nodes, and

the y-axis shows the probability the network is cut. As shown in this figure,

the attacker needs to compromise a considerable number of nodes to cut the

network, particularly as the transmission range increases. For example, when

the transmission range of nodes is 40m, the detection rate is above 90% even

when the attacker compromises nearly half of the total number of nodes in the

network.

3.7 Related Work

3.7.1 Existing security attacks against RPL

Recent research has shown that RPL is vulnerable to a wide range of security

attacks [36], [50], [51], [5], [52]. In the following we briefly overview the existing

related attacks against RPL and their countermeasures.

• DIO suppression attack: the goal of this attack is to intercept or slow

down the transmission of DIO messages in the network. To this end, a

malicious node replays previously heard DIO messages. The effect of

this attack is a general degradation of the routes quality or a partition

of the network [53]. This attack can also create loops in the DODAG.

The RPL’s replay protection mechanism [13] can prevent this attack at

the cost of an increase in the signaling overhead (hence an increase in

the energy consumption).

• DIS flooding attack: when a new node wants to join an RPL network,

it can send a DIS messages to receive DIO messages from its adjacent

nodes. In the DIS attack [54], the attacker repeatedly sends DIS mes-

sages, which causes all the nodes in the vicinity of the attacker to repeat-

edly transmit DIS messages in response. As shown in [55], this attack

can significantly increase the number of control message transmissions.
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Authors in [51] claimed that their proposed intrusion detection system

can mitigate the DIS attack.

• DAO insider attack: in this attack a compromised node periodically

transmits DAO control messages to its parent. Each of these DAO trans-

missions triggers a sequence of transmissions by the nodes on the path

from the compromised node to the root of the network. The authors

in [34] introduced this attack and investigated its side effect on the per-

formance of the network. They also proposed a solution called SecRPL

to alleviate the impact of this attack by restricting the number of times

a parent can forward DAOs.

• Routing table falsification: in this attack, the attacker advertises

false routing information to other nodes. Consequently, neighbours choose

wrong route for sending information [5].

• Worst parent attack: in RPL, each node chooses a node with the

lowest rank from its potential parent list as its preferred parent. In the

worst parent attack, a malicious node is programmed to choose the worst

node in its parent list as its preferred parent and create a non-optimized

route. Consequently, all the traffic routed through the malicious node

experience a delay. The malicious node may add extra delay by forward-

ing DAO messages of its children with delay. The impact of this attack

was investigated in [56]. As proposed in [36], one possible solution to

detect this attack is to draw a global view of the network graph.

• Neighbour attack: in this attack the attacker forwards DIO messages

without updating them (i.e., without adding its own information to the

message) [57]. As a consequence, a node may choose a non-neighbour

node as a parent. Since the non-neighbour parent is far away, the victim

node has to consume more transmission power to communicate with its

parent. This attack can also create loops and inefficient routing paths.

• Blackhole attack: in the blackhole attack, an attacker drops all the

packets that it is supposed to forward. This attack can target the routing
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control packets in an attempt to disrupt the network traffic [58], [59].

Authors in [60] evaluated the impact of the blackhole attack in RPL

networks.

• DAG inconsistency attack: a malicious node modifies or adds fake

information about DODAG in the header of RPL control messages. This

attack can be used to reset the trickle timer of a victim node, create a

black hole, or even partition the network [5]. The RPL local and global

repair mechanisms can fix the problems caused by this attack. However,

they cannot prevent the DAG inconsistency attack in the first place.

• Version number attack: an attacker increases the version number in

DIO messages; this forces nodes to rebuild the whole DODAG. As shown

in [6], this attack can cause significant data loss through creating many

loops in the topology. To prevent this attack, [37][61] proposed using a

hash chain to authenticate root’s requests to change the version number.

Authors in [62] proposed a distributed monitoring approach to detect

this attack.

• Energy depletion attack: a malicious node deliberately generates and

transmits a large number of packets to legitimate destination nodes to

deplete the energy resource of nodes on the routing path to the desti-

nation nodes. Authors in [63], proposed a threshold detection scheme

called “MAD” against the energy depletion attack. In MAD, each RPL

node keeps the number of received packets from its child node during

a window of time, and compare it with a threshold which is calculated

dynamically to discover compromised nodes. If the number of received

messages from a node exceeds the threshold, that node is considered as

a potential attacker.

• Sinkhole attack: this attack runs in two steps: first, a malicious node

attracts traffic from its neighbours by advertising fake control messages.

Second, after receiving the traffic, it drops or modifies selected packets.

In an RPL network, the malicious node can attract traffic by changing its
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rank. This attack has been evaluated in [33] and [55]. Also, the authors

in [64] proposed two countermeasure against this attack: parent-fail-over

and rank verification.

• Wormhole attack: a wormhole is an out of band connection between

two nodes. Many packets can be delivered faster through the wormhole

than via normal paths. A wormhole in itself is not necessarily a security

breach. For example, a wormhole can be used to forward mission crit-

ical messages where high throughput is important. However, when the

wormhole is controlled by attackers, they can use it to launch attacks

such as sinkhole or traffic analysis [65].

• Selective forwarding attack (gray hole attack) In the selective

forwarding attack, the attacker refuses to forward selected packets with

the objective of disrupting communications. An instance of this attack

is to selectively drop RPL control messages and forward the remaining

traffic. Heartbeat protocol [33] can be used mitigate this attack.

• Rank attack: a malicious node increases or decreases its rank inten-

tionally in order to change the structure of the network. By increasing

rank, the attacker can create loops and inconsistency in the network. By

decreasing its rank, on the other hand, the attacker attracts other nodes

to select the attacker as their parent [5]. Authors in [67] and [55] studied

this attack and evaluated its impact using the NS2 network simulator

and Contiki OS.

• Routing table overload attack: in this attack, a malicious node ad-

vertises many fake routing information to overload the routing table of

a victim node. When the routing table is saturated, the victim node is

unable to add any new route to the table.

• Sybil attack: in a Sybil attack, the attacker uses many identities to, for

example, increase its influence in the network. A general technique to

prevent the attack is identity validation. A solution against this attack

in IoT is proposed in [68].
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Security attacks Prerequisites Effect Countermeasure

DIO suppression
attack

- DODAG inconsis-
tency and degrading
routing services

Replay protec-
tion mechanism

DIS flooding at-
tack

- Resource consump-
tion

None

DAO insider at-
tack

- degrading routing and
increasing power con-
sumption

SecRPL [34]

Routing table
falsification

Storing mode Sub DODAG isolation
and increasing latency

None

Worst parent at-
tack

- Loops and inconsis-
tencies

None

DAG inconsis-
tency attack

Optional
header

Power and link avail-
ability

RPL loop detec-
tion mechanism

Version number
attack

- Power consumption
and making loop

VeRA and
TRAIL

Energy deple-
tion attack

- Power consumption MAD

Wormhole at-
tack

at least two
malicious
nodes

Sub DODAG isolation Geographical
data [33] and
Merkel trees [66]

Sinkhole attack - Degrading routing ser-
vices and delay

SVELTE, Rank
verification [37],
and parent fail-
over [64].

Blackhole attack - disrupting routing
protocol

SVELTE and
Monitoring of
counters [60]

Selective for-
warding attack

- sub DODAG isolation Monitoring of
counters

Rank attack - Route disruption VeRA and
TRAIL

Neighbour
attack

- False routes and re-
source consumption

RPL loop detec-
tion mechanism

Routing table
overload attack

storing mode Increasing delay None

Sybil attack - Compromised Route
or Broken Network

Authentication

Replay attack - DODAG inconsisten-
cies and loops

Replay protec-
tion mechanism

Table 3.2: Summary of attacks on RPL protocol

53



• Replay attack: an attacker captures a packet, and resend it at a later

time. One kind of this attack in the context of RPL network is Routing

Information Replay attack which can change the routing information

with outdated routing paths [69], [70], [5]

3.8 Conclusion

In this chapter, we introduced the DAO induction attack, a novel attack

against the RPL protocol in which a malicious insider node increments its

DTSN number periodically to trigger many redundant transmissions in the

network. Through various simulations, we showed that the attack adversely

impacts network performance and power consumption, particularly when the

network operates in the non-storing mode. To mitigate, we proposed a light-

weight solution to detect the attack. The proposed solution can be imple-

mented on common IoT platforms with minimum changes to the RPL proto-

col. Furthermore, it imposes no overhead on IoT devices, requires no external

monitoring nodes, and can quickly detect the attack even when the network

experiences high packet data loss rates. To discover the attacker, we proposed

an identification method that returns two nodes as potential attackers. We

proved that one of the returned nodes is always the attacker. Finally, we re-

mark that our proposed solution can mitigate similar security attacks, such as

the version number attack.
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Chapter 4

A Lightweight Authentication
Mode for RPL

In this chapter, we tackle the sender’s authentication problem of the RPL

protocol. We propose a new authentication mode for RPL based on the Blom

key pre-distribution scheme [8]. We introduce a lightweight Blom scheme and

show that the computational cost of the Blom scheme can be significantly

reduced at the cost of a slight increase in memory requirement. We compare

the computational overhead of our proposed scheme with that of the original

Blom scheme and show that our proposed solution needs much lower resources.

4.1 Problem Overview

Currently, there is no mechanism in RPL to allow nodes authenticate the

sender of a message [71]. This has led to a range of identity attacks where an

attacker generates fake identities or steals legitimate identities of other nodes

to masquerade itself. The existing identity attacks in RPL can be placed

into three different classes: Sybil attack, ID spoofing attack, and Clone ID

attack. In Sybil attack a compromised node takes multiple identities on a

single physical node that operates in DODAG [5], [4], [33]. We refer to these

identities as Sybil IDs. In Clone ID attack a malicious node uses a single

valid identity on several cloned physical nodes [57]. In ID spoofing attack a

malicious node replaces the source address of a packet with a fake or a valid

ID to mislead the recipient of the packet [57].
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In an RPL network, a malicious node can use an identity attack to dam-

age the network while hiding its true identity. For example, a malicious node

can periodically send DIS messages with different fake IDs to force its adja-

cent nodes to reply with DIO messages and reset their Trickle timers [72].

This will impose congestion and increase power consumption of nodes in the

attacker’s vicinity. In another group of attacks, an attacker can send RPL

control messages using the ID of other nodes to perform illegitimate actions in

the network without putting its identity in danger. For example, an attacker

can spoof the ID of a parent node and send a DIO message with infinite rank

to its children to detach them from the DODAG. In another possible attack,

a malicious node increases DTSN or Version number and sends DIO messages

using stolen identities to perform the DAO induction attack [73] or the ver-

sion number attack [74] without compromising its identity. Or, the attacker

can send DAO messages to the root or parents with fake IDs or stolen IDs

to install downward paths in the network. In general, an attacker can use an

identity attack in combination with other attacks to protect its true identity

from being detected while damaging the network.

To mitigate identity attacks, nodes should be able to verify identity of the

sender for each received message. Supporting authentication in RPL networks

is, however, challenging because

1. Impracticality of asymmetric cryptography: the limited computational

power of RPL devices makes it hard to use asymmetric algorithms such

as RSA signature [40].

2. Limited memory: RPL constrained devices can maintain a limited num-

ber of security keys in their memory. In large networks, its is therefore

not possible for nodes to keep a distinct key for every other node in the

network.

3. Node compromise: RPL devices are low cost and are not tamper resis-

tant [5]. Furthermore, in many applications RPL nodes are deployed in

public areas, which exposes devices to physical attacks by an adversary.
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An adversary is able to take control of the captured nodes and extract

their security keys.

4. Lack of a prior knowledge of traffic pattern: in many applications the

topology of the network is not known before deployment. Furthermore,

the topology changes in dynamic networks. This makes it difficult to

determine nodes’ positions in the network.

A practical solution for RPL authentication problem must satisfy the fol-

lowing requirements:

• Each node must be able to authenticate any other node in the network.

• The solution should work without requiring a third authority or verifier.

• The solution must require a minimum overhead for adding new nodes to

the network.

• The solution must be resilient to node capture. In particular, an attacker

who has captured and compromised security keys of a small number of

nodes in the network should not be able to impersonate as an uncom-

promised node.

• The solution must impose low computational overhead.

• The solution must be independent of the network’s topology.

Among the existing solutions, Blom key pre-distribution scheme satisfies all

the above features with the exception that its computational overhead is on

the high side. In this work, we show how we can modify the Blom scheme to

significantly reduce its computational overhead at the cost of a slight increase

in memory requirement.

4.2 Blom Key Pre-distribution Scheme

Consider a network with N nodes. In the bootstrapping phase of the Blom

key pre-distribution scheme, a server generates a public (λ + 1) × N matrix
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Assume nodes 2 and 5 want to communicate securely with each other after

they are deployed in the network. To establish a pairwise key node 2 calculate

the following:

K2,5 = 〈A2, G5〉 =
[

16 12 5 3
]

·









1
13
17
12









= 8

Similarly, node 5 computes K5,2 as

K5,2 = 〈A5, G2〉 =
[

10 14 11 10
]

·









1
4
16
7









= 8

In this example, the secret pairwise key between nodes 2 and 5 is 8. Note

that, to provide enough security, the order of finite fields used in practice is

much larger than 19 (the order is typically at least 280).

4.3 Enhancing the Blom scheme for RPL net-

works

In this section, we show how to significantly reduce the computational cost of

the Blom’s KPD scheme at the cost of a slight increase in memory require-

ment. The main idea is to use random (binary) linear matrices instead of

Vandermonde matrices over for matrix G.

4.3.1 Revisiting the Generator Matrix G

Recall that nodes i and j need to compute an inner product (4.2) to generate

a pairwise secret key. Computing this inner product requires λ + 1 field mul-

tiplications and λ field additions. In general, computing a field multiplication

is considerably harder than computing a field addition. Therefore, the main

computation cost of generating a pairwise key is λ+ 1 field multiplications.

Suppose the elements of the generator matrix G are either zero or one

(i.e., G is a binary matrix in Fq). In this case, computing the inner product

does not require any multiplications because multiplication by one or by zero
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are trivial. Therefore, if the generator matrix is binary, a pairwise key can

be generated much faster than when the generator is a Vandermonde matrix.

The problem with using a binary generator matrix is that a binary matrix

may have a set of λ + 1 columns that are linearly dependent. As a result, an

attacker may compromise a node by capturing less than λ + 1 other nodes,

while in the original Blom scheme (with a Vandermonde generator matrix) the

attacker needs to capture λ+ 1 nodes to compromise any other node.

The above problem can be mitigated in two ways. First, suppose that every

λ−k columns (as opposed to every λ+1 columns) of the binary matrix G are

linearly independent, where k is a non-negative integer. Then, the attacker

needs to capture at least λ− k nodes (as opposed to λ+1 nodes) to comprise

any other node. If k is small, one may prefer to use the binary matrix G

(instead of the Vandermonde matrix) to significantly reduce the computation

at the cost of a slight decrease in the resilience of the network against node

captures. Alternatively, if network resilience against λ node captures is a must,

one can increase the value of λ by k. This approach essentially trades memory

for computation as increasing the value of λ by k requires nodes to store k

extra field elements in their memory.

The second mitigation is based on the idea that a binary matrix G is practi-

cally as good as a Vandermonde matrix in terms of resilience to node captures

if an attacker is unable to find a set of less than λ + 1 linearly dependent

columns in the binary matrix G. As will be discussed later, there are indica-

tions that, in general, finding a set of linearly independent columns in matrix

G is hard.

The idea of using a binary generator matrix can be extended to using a

generator matrix with elements from a set S ⊂ Fq. For instance, the set S can

consist of 0, 1, as well as -1, that is S = {0, 1,−1}. Without loss of generality,

assume that nodes u1, u2, . . . , ux, x ≥ 1 have been captured. Clearly, the

pairwise key between two nodes ui and uj is compromised if either G:,i or G:,j is

a linear combination of G:,1, G:,2, . . . , G:,x. Also, capture of nodes u1, u2, . . . , ux

reveals no information about the pairwise key between ui and uj if neither G:,i

nor G:,j is a linear combination of G:,1, G:,2, . . . , G:,x.
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Theorem 4.1 Let ui be an uncaptured node (i.e., x < i ≤ N). The probability

that G:,i is a linear combination of G:,1, G:,2, . . . , G:,x is at most ( 1
|s|
)λ+1−x,

where x ≤ λ+ 1 and |S| denotes the cardinality of the set S.

Proof. Without loss of generality assume that G:,1, G:,2, . . . , G:,x are indepen-

dent. By performing elementary column operations on the (λ+ 1)× x matrix

[G:,1, . . . , G:,x] we can obtain a (λ + 1) × x matrix G′ = [G′
:,1, . . . , G

′
:,x] such

that for some 1 ≤ t1, . . . , tx ≤ λ+ 1

[(G′
t1,:

)T (G′
t2,:

)T . . . (G′
tx,:)

T ] = Ix,x, (4.4)

where Ix,x denotes the identity matrix of size x× x. Since G′ = [G′
:,1, . . . , G

′
:,x]

is constructed by performing elementary column operations, G:,i is a linear

combination of G:,1, G:,2, . . . , G:,x, i.e.

G:,i = a1G:,1 + a2G:,2 + . . .+ axG:,x, (4.5)

if and only if it is a linear combination of G′
:,1, G

′
:,2 . . . , G

′
:,x, i.e.

G:,i = b1G
′
:,1 + b2G

′
:,2 + . . .+ bxG

′
:,x. (4.6)

where b1, b2, . . . , bx ∈ S, is at most |S|x.1 The vector G:,i is a random

vector from a vector set of size |S|λ+1. Consequently, the probability that G:,i

is a linear combination of G′
:,1, G

′
:,2, . . . , G

′
:,x (and hence a linear combination

of G:,1, G:,2, . . . , G:,x) is at most

|S|x

|S|λ+1
=

1

|S|λ+1−x
. (4.7)

�

By Theorem 5.1, the probability that the pairwise key between two uncap-

tured nodes ui and uj is compromised is at most

1− (1− (
1

S
)λ+1−x)2, (4.8)

1Note that not all such vectors have all elements in S
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when x < λ + 1 and is one when x ≥ λ + 1. For example, when |S| = 8

and λ + 1 = 200 a pairwise key between two uncaptured node is secure with

probability at least 0.999 if x < 197. Therefore, for relatively small values

of |S|, the modified Blom scheme provides nearly the same resiliency as the

original scheme.

We can carefully choose the finite field Fq and S so the inner product is

still computationally light. One approach is to use Fp, where p is a Mersenne

prime (a prime which is one less than a power of two) and choose

S ⊆ {0, 20, 21, 22, . . . , 2blog2(p)c}. (4.9)

In this case, computing the inner product only requires (circular) shifts instead

of modular multiplications [75]. Note that there are only four Mersenne primes

whose size is less than 128 bits. These primes are

22 − 1, 27 − 1, 231 − 1, and 2127 − 1. (4.10)

If the security level is, for example, 64 bits then we can choose p = 27 − 1.

In this case, to achieve 64 bits security, we can generate a single generator

matrix G and 10 symmetric matrices D1, . . . , D10. Then, every node ui will

be loaded with (D1G)T:,i, . . . , (D10G)T:,i and Gi,:. To compute a pairwise key, a

node has to compute 10 inner products and combine the results. Note that,

the computational cost of 10 inner products when the vector elements are 7

bits is approximately the same as the computational cost of one inner product

when the vector elements are 70 bits.

4.4 LBAM: a lightweith Blom based Authen-

tication Mode for RPL

In this section, we propose a lightweight Blom-based authentication mode

(LBAM) for RPL based on the lightweight Blom scheme introduced in previous

section. The proposed authentication mode can work beside other internal and

external security mechanisms such as intrusion detection systems and trust

management schemes. LBAM is compatible with mobile RPL networks and
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does not need any re-initializing mechanism when a node restarts. Another

advantage of LBAM is that new nodes can be added to the network at any

time without requiring any updates/changes in the existing nodes. The LBAM

mode can completely mitigate sender’s authentication problem i.e. no node

(internal or external) can claim the identity of another node unless the attacker

physically compromises the victim node or compromises λ+1 different nodes.

To run a network with LBAM, the root first generates matrices G and D.

After generating the public and private matrices, in the bootstrapping phase

each node is loaded with a public information, G:,i = RPL LBAM PBi, and

a private secret, A:,i = RPL LBAM PRi, before deployment in the network.

Each node must preserve its private secret and do not reveal it to any other

node under any circumstances. After deployment and during the neighbour

discovery phase nodes exchange their own public information, RPL LBAM PB,

with their neighbours. Each node should maintain the public information of

its neighbours to use it in case of sending a packet. To send an authenti-

cated packet to a destination node Nd, the sender node Ns must perform the

following steps (Figure 4.3):

1. Prepare the message according to the pre-installed mode, i.e. encrypt

the message with the network wide shared key, if any.

2. Add its RPL LBSM PB to the option part of the message.

3. Calculate the common pairwise key Ks,d using (RPL LBSM PR)s and

(RPL-LBSM-PB)d between itself and the destination node according to

the Blom scheme. To accelerate the procedure of key generation a node

may save this common pairwise keys for its neighbours for future usages.

4. Set the code field in the IP header of ICMPv6 message to reflect that

LBAM is enabled.

5. Generate a HMAC of entire message, HMAC = Hash(Ks,d,message),

using proper lightweight MAC algorithm such as light-MAC [76] and

concatenate the MAC to the message.
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because each node knows the next code of its neighbours.

In another work, Airehrour et al. [79] proposed SecTrust-RPL, a new secu-

rity framework for RPL. The authors proposed to install additional hardware

on IoT devices to calculate a trust factor for each node. They showed that

SecTrust-RPL can mitigate the impact of Rank attack and Sybil attack sig-

nificantly. To protect the network agaist Sybil attack, the author proposed to

bind the physical location of each node to its identity. Although this method

can provide some degree of mitigation to the sender’s authentication problem,

a node can still take another node’s ID and send packets using the other node’s

ID.

Authors in [80] studied a Sybil attack in which the main goal of the adver-

sary is to disrupt the routing process of the RPL protocol by sending wrong

routing information to the root or other nodes in the network. To detect

the attack, the authors proposed a detection algorithm based on highest rank

common ancestor (HRCA). In their approach each non-leaf node analyzes

the incoming packets periodically and extracts the previous node ID for each

received packet. If two incoming packets with the same source address are re-

ceived via two different previous nodes, the common ancestor reports a Sybil

attack alarm to the root of the network. In the non-storing mode, this ap-

proach can only detect the existence of the attack but not the attacker itself.

Also, this method can have a high false positive rate.

Other works that study identity-based attacks in RPL are [81], [82], [72],

[80]. These works only considered a limited version of the attack or assumed

a special case of Sybil attack. In term of mitigation, there is not an effective

and lightweight countermeasure for Sybil attack to completely prevent the

attack in RPL. Current solutions only offer a limited mitigation and, in the

best case, can detect the attack but not the attacker. Currently, there is no

solution that can prevent Sybil attack from taking place in the network, or

discover the attackers.

Authors in [81] evaluated the impact of Sybil attack against RPL when

the attacker is a mobile node. They considered an adversary that moves in

the network and broadcasts DIS messages with multiple fake identities. They
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analyzed the impact of the attack on the performance of RPL and showed that

the attack can severely impact packet delivery and control message overhead.

The authors did not propose a mitigation method for this special Sybil attack.

In a recent work, Pu evaluated the DIS flooding Sybil attack in RPL net-

works using OMNeT++ [72]. In this attack, similar to the one studied in [81],

an attacker broadcasts many DIS messages to overwhelm legitimate nodes.

To mitigate the attack, the author proposed a solution based on the Gini in-

dex. This solution assumes that valid identities in the network have a specific

distribution that the attacker is not aware of.

In [82], Murali et al. proposed a lightweight intrusion detection for Sybil

attacks in mobile RPL networks. They also modeled the attack with artificial

bee colony and evaluated the attack using Contiki operation system. To detect

the Sybil attack they add three new features to DIO messages; None, times-

tamp, and control message counter. The None ID is assigned to each node

upon joining the network. Each node uses its Nonce ID to broadcast messages

to other nodes. If the Nonce ID of the received message is not the same as

previous records, there is a possibility of a Sybil attack. This method cannot

immune the network against internal Sybil attacker as all nodes are aware of

the Nonce ID of other nodes. A malicious internal node can, therefore, send a

message using another node’s identity.

4.8 Conclusion

In this Chapter, we proposed LBAM, a lightweight authentication mode for

RPL to provide message authentication in RPL networks. LBAM employs our

proposed lightweight Blom key pre-distribution scheme. The lightweight Blom

scheme uses binary matrices and require significantly less computation than

the original Blom scheme, hence is more suitable for RPL networks. We sowed

that the lightweight Blom scheme can be practically as good as the original

Blom scheme with regards to resilience against node captures.
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Chapter 5

Analyzing RPL Point-to-Point
Communications in the Internet
of Things

5.1 Overview

In this chapter, we study the quality of paths used in RPL for P2P commu-

nications. In particular, we analyze how much RPL’s P2P paths “stretch”

compared to the shortest paths. We prove that the average stretch is a factor

of at least two in any network. We also show that, in some networks, the

stretch factor grows with the number of devices in the network. We verify

our analytical results using the Contiki-NG operating system and its built-in

Cooja simulator. In addition, we evaluate the quality of RPL’s P2P paths in

terms of end-to-end delay. Our results show that the average end-to-end delay

of RPL P2P paths is up to a factor of 2.3 higher than that of the shortest

paths.

5.2 RPL’s Stretch Factor

The stretch factor (also referred to as dilation or distortion) is a metric which

can be used to compare length of paths selected by a routing protocol to length

of the shortest paths.

Let G = (V,E) be the communication graph, where V is the set of nodes in

the network. There is an edge (s, d) ∈ E between any two distinct nodes s and
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d if and only if s and d are within the transmission range of each other1. Let

ds,d denote the minimum hop distance between two nodes s and d in G, and

d
(RPL)
s,d denote the length of the path that RPL uses2 for P2P communications

between s and d.

Definition 1 (Stretch Factor of a Single Path) Given a routing protocol

P, we denote the stretch factor of a path between s and d as St
(P)
s,d and define

it as

St
(P)
s,d =

d
(P)
s,d

ds,d
, (5.1)

where d
(P)
s,d denotes the length of the P2P path between s and d in the protocol

P.

Remark 1 When RPL works in the non-storing mode, we have

d
(RPL)
s,d = ds,r + dr,d, (5.2)

where r is the root of the network. It is because in the non-storing mode, a

P2P packet has to travel up to the root and then travel down to the destination.

Example 3 Consider the network shown in Fig. 5.1. In this network, the

shortest distance between nodes s and d is two (i.e. ds,d = 2), because node s

is connected to d via Node 10. If RPL works in the non-storing mode, then

we will have d
(RPL)
s,d = 6, because a packet from s to d has to travel all the way

up to the root and then travel all the way down to the destination d. If RPL

works in the storing mode, however, we get d
(RPL)
s,d = 4, because a packet from

s to d can be redirected at Node 2, which is the common ancestor of nodes s

and d. Therefore, in this example, we get that St
(RPL)
s,d = 6

2
= 3 if RPL is in

the non-storing mode, and St
(RPL)
s,d = 4

2
= 2 if RPL is in the storing mode.

1Note that the DODAG generated by RPL is a spanning subgraph of G.
2If the RPL’s path from s to d is different than the RPL’s path from d to s, then d

(RPL)
sd

is defined as the length of the longer one.
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random. Therefore, by (5.2) we get

St(RPL) = E[St
(RPL)
s,d ] = E

[

ds,r + dr,d
ds,d

]

,

Notice that

E

[

ds,r + dr,d
ds,d

]

= E

[

ds,d + dd,r
ds,r

]

= E

[

dr,s + ds,d
dr,d

]

,

because the source, the destination and the root are all selected uniformly at

random. Therefore

St(G) =
1

3
·

(

E

[

ds,r + dr,d
ds,d

]

+ E

[

ds,d + dd,r
ds,r

]

+E

[

dr,s + ds,d
dr,d

])

=
1

3
· E

[

ds,r
ds,d

+
dr,d
ds,d

+
ds,d
ds,r

+
dd,r
ds,r

+
dr,s
dr,d

+
ds,d
dr,d

]

=
1

3
· E

[(

ds,r
ds,d

+
ds,d
ds,r

)

+

(

ds,d
dr,d

+
dr,d
ds,d

)

+

(

ds,r
dr,d

+
dr,d
ds,r

)]

≥
1

3
· (2 + 2 + 2)

= 2,

where the inequality is by the fact that, for every positive real number r, we

have r + 1
r
≥ 2, because

(r − 1)2 ≥ 0 =⇒ r2 + 1 ≥ 2r =⇒ r +
1

r
≥ 2.

�

The stretch factor of RPL can be considerably higher than two in a net-

work. In fact, the RPL’s stretch factor can grow with the number of nodes

in the network. For instance, in linear networks, RPL’s stretch factor grows

logarithmically with the number of nodes as stated in the next theorem.

Theorem 5.2 Suppose that RPL works in the non-storing mode in a linear

network. Then, the RPL’s stretch factor is θ(logN), where N is the number

of nodes in the network.
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Proof. Let Nl and Nr denote the number of nodes that are located on the

left and right side of the root, respectively. We have

St(RPL) =
2

(Nl +Nr)(Nl +Nr − 1)
×

(

Nl ·Nr +
∑

1≤i<j≤Nl

i+ j

j − i
+

∑

1≤i<j≤Nr

i+ j

j − i

)

.
(5.4)

Using the fact that the nth harmonic number is θ(log n), we get that
(

∑

1≤i<j≤n

i+ j

j − i

)

∈ θ(n2 log n). (5.5)

Note that either Nl ≥
N
2

or Nr ≥
N
2
, where N = Nl + Nr. Therefore,

by (5.4) and (5.5), we get that St(RPL) = θ(logN). �

Theorem 5.2 proves that RPL’s stretch factor in linear networks grows with

the number of nodes. This may not happen in other networks, particularly

in 2-D networks. For instance, in the following we show that RPL’s stretch

factor in 2-D grid networks is bounded by a constant. To prove this, we first

consider a general family of networks called ζ-uniform networks.

Definition 3 (ζ-uniform Network) Let Ni(u) denote the number of nodes

that are at hop distance i from node u in the communication graph. We call a

network ζ-uniform if

∀i ≥ 1, u : Ni(u) ≤

(

ζ · i

∆2

)

·N,

where N is the total number of nodes, and ∆ is the network’s diameter, i.e.

∆ = max
u,v∈V

du,v.

Lemma 5.3 Any 2-D grid is a 16-uniform network.

Proof. Let Gg be a n× n grid network with N = n2 nodes. Without loss of

generality, assume that nodes are located at coordinates (i, j), 0 ≤ i, j ≤ n−1.

Note that in 2-D grid networks, the shortest distance between two nodes is

the Manhattan distance between them. Therefore, for any node u, we get

Ni(u) ≤ 4i.
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For instance, N1(u) ≤ 4, because there are at most 4 nodes at distance one

from u in the grid network. Moreover, we have ∆ = 2n. Thus

Ni(u) ≤ 4i

=

(

16i

(2n)2

)

.n2

=

(

16i

∆2

)

.N

�

Theorem 5.4 In any ζ-uniform network, the stretch factor of RPL’s non-

storing is at most Γ ≈ 2
3
· ζ2.

Proof. The stretch factor is

1

N(N − 1)(N − 2)
·
∑

r 6=s 6=d

ds,r + dd,r
ds,d

=
2

N(N − 1)(N − 2)
·
∑

r 6=s 6=d

ds,r
ds,d

=
2

N(N − 1)(N − 2)
·
∑

s

∑

1≤i,j≤∆

i

j
·Ni(s)N

(i)
j (s)

(5.6)

where

N
(i)
j (s) =

{

Nj(s) if j 6= i

Nj(s)− 1 if j = i

Since the network is ζ-uniform, for every integer i, and node s, we have

Ni(s) ≤

(

ζ · i

∆2

)

·N
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Thus, by (5.6), the stretch factor is

2

N(N − 1)(N − 2)
·
∑

s

∑

1≤i,j≤∆

i

j
·Ni(s)N

(i)
j (s)

=
2

(N − 1)(N − 2)
·
∑

1≤i,j≤∆

i

j
·Ni(s)N

(i)
j (s)

≤
2

(N − 1)(N − 2)
·
∑

1≤i,j≤∆

i

j
·

(

ζ · i

∆2

)

·N ·

(

ζ · j

∆2

)

·N

=
2N2 · ζ2

(N − 1)(N − 2)
·
1

∆4
·
∑

1≤i,j≤∆

i2

=
2N2 · ζ2

(N − 1)(N − 2)
·
1

∆3
·
∑

1≤i≤∆

i2

=
2N2 · ζ2

(N − 1)(N − 2)
·
1

∆3
·
∆(∆ + 1)(2∆ + 1)

6

≈
2

3
· ζ2.

�

The following corollary is a direct result of Lemma 5.3 and Theorem 5.4.

Corollary 1 For any 2-D grid network Gg, we get

St(RPL) ∈ O(1),

that is the RPL’s stretch factor is constant with the number of nodes in the

network.

As mentioned earlier, RPL has two mechanisms to reduce its stretch fac-

tor: 1) supporting direct communication between neighbouring nodes, and 2)

storing mode. The former mechanism allows neighbouring nodes to commu-

nication directly without involving the root. While this is a good solution, it

has limited impact on the RPL’s stretch factor because majority of nodes are

non-neighbours. The latter mechanism can reduce the stretch factor of non-

neighbouring nodes at the cost of increasing communication overhead, and

requiring every node to store a routing table.

In the next section, we propose a solution that does not require nodes

to store routing tables, yet it achieves a lower stretch factor than the RPL’s
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storing mode. To achieve this, in our solution, nodes randomly select and

report the ID of a small number of their low rank neighbours to the root.

We show that reporting even a single neighbour can greatly help the root in

discovering shorter P2P paths between nodes, hence significantly reducing the

stretch factor. A feature of our solution is that it is fully compatible with RPL

as the RPL standard allows nodes to select and report more than one parent

(i.e. more than one neighbour with lower rank than themselves) to the root

in their DAO messages.

5.3 Proposed Solution

Suppose a source node s wants to communicate with a destination node d. In

the non-storing mode of RPL, a packet from s to d first travels up all the way

to the root, and then travels all the way down to the destination d. If the root

knows the shortest path between s and d, it can inform the source about this

shortest path when it receive the first packet form s. This way, the subsequent

packets from s to d can go through the shortest path instead of the long path

through the root.

The main challenge with the above approach is that the root does not know

the whole network topology in RPL networks. In fact, the root only knows

the DODAG, which is a subgraph of the communication graph. To provide

the root with the whole network topology (i.e., the communication graph),

one approach is to have every node report all of its neighbours to the root

using DAO messages [83]. This approach is, however, costly for the following

reasons:

• It imposes a large communication overhead as each node has to report all

its neighbours to the root. The amount of this overhead is particularly

large on nodes near the root, since these nodes need to forward all such

messages to the root.

• It is sensitive to network changes: if any neighbour of a node turns off

or goes out of the node’s range, the node must report the change to the
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root by sending a new DAO message.

• It is resource consuming for nodes, particularly those with several neigh-

bours, because nodes have to constantly check the connection to their

neighbours (so they can update the root if any changes occur).

Our RPL-Compatible Solution. We propose that each node randomly

selects and reports a small number (e.g., up to three) of its DAO parents to the

root. We remark that the RPL standard allows each node to select more than

one parent and report them to the root in their DAO messages. Therefore, our

proposal is fully compatible with the RPL standard. Since each node reports

only a small number of its neighbours (instead of all its neighbours), the root

will have only partial information about the communication graph, hence may

not be able to find the shortest path between two nodes. However, in the

next section we show that even with this partial information, the P2P paths

that the root can find are considerably shorter than those used in the RPL’s

storing mode. In fact, our simulation results show that, if nodes report only

a single extra DAO parent, the P2P paths that the root discovers are up to

25% shorter than those in RPL’s storing mode. Furthermore, if nodes report

as few as three extra DAO parents, the P2P paths that the root discovers are

nearly as short as the shortest paths.

Reporting Random Neighbours. In our solution, nodes randomly se-

lect a small number of nodes from their parent set and report them to the

root in DAO messages. Notice that the solution restricts nodes to select from

their parent set. A generalization of the solution is to allow nodes to randomly

select nodes from their whole set of neighbours rather than just their parent

set. This clearly gives more flexibility to nodes, and can be beneficial when

there is not enough nodes in the parent set. This generalization is, however,

not fully compatible with RPL as the standard has no provision for reporting

neighbours (other than those from the parent set). This incompatibility can

make the above generalization hard to implement in practice.

Selection Criteria. A node may have several options to choose nodes

from its parent set. For instance, suppose the parent set has four nodes, and
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the node needs to select only two nodes for the set. In our solution, the two

nodes are selected uniformly at random. Our solution can be generalized to

allow nodes to select their parents based on a criteria such as the parent’s

maximum residual energy or its stability. For example, a node may decide to

select the two parents that have been in its range for the longest period of

time in an attempt to minimize the number DAO messages it has to send due

to a change in its neighbourhood. We remark that this generalization, unlike

the previous one, is fully compatible with RPL, as RPL does not enforce how

nodes should select parents from their parent set.

5.4 Experimental Analysis

In this section, we evaluate the performance of RPL P2P communication and

our proposed method using Contiki-NG (release v4.5) [84] a lightweight and

open source operating system specially designed for low power and lossy net-

works. Contiki-NG supports many standard protocols including IPv6, 6LoW-

PAN, and RPL. We performed a diverse range of simulations using Cooja

(Contiki’s default emulator) which emulates the real behaviour of IoT devises.

Contiki-NG routing stack provides two RPL implementations: RPL-lite and

RPL-classic [84]. The former only supports the non-storing mode with min-

imal functionalities of RPL, while the latter supports both the storing and

non-storing modes. To get the full support for both modes, therefore, we used

the RPL-classic.

5.4.1 Setup

We distributed a set of N ∈ {100, 200, 300, 400, 500} nodes, uniformly at ran-

dom in a square region of size 100m× 100m. Fig. 5.2 shows a sample network

topology in our simulation with N = 30 nodes, and a randomly selected root.

The nodes are static and operate in both storing and non-storing modes in a

single DODAG. To simulate link failure, we used the Unit DISK Graph Model

(UDGM) the default setting of Contiki which emulates distance loss for prop-

agation model. We set the transmission range to 15m for all nodes including
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the root. We used the default objective function of the RPL, which is the Min-

imum Rank with Hysteresis Objective Function (MRHOF). For the link layer

and radio duty cycling (RDC) protocol we used CSMA/CA and ContikiMAC

respectively. In ContikiMAC, radio is kept off when there is no incoming or

outgoing packet. For the transport layer, we used the User Datagram Pro-

tocol (UDP) [48]. To evaluate the stretch factor, we used Cooja mote which

provides flexibility to simulate large RPL networks. We also deployed Zolertia

Z1 mote [45], which is an MSP430-based board benefiting from a radio chip

compatible with the IEEE 802.15.4 link layer protocol to evaluate the average

end-to-end delay.

In order to measure the end-to-end delay of the shortest path routes, we

enhanced the Contiki NG RPL-classic implementation to extend the source

routing support to all nodes3. To avoid extra communication overhead, the

shortest path routing information (computed using the Floyd-Warshall algo-

rithm [85]) was loaded into all nodes prior to the evaluation of the average

end-to-end delay. To consider the impact of congestion on the end-to-end

delay, we set all the nodes to periodically send 50 Bytes of data packets to

the root, while measuring the end-to-end delay between two randomly se-

lected nodes as source and destination. The 50 Byte size of data packets were

selected to prevent packet fragmentation in the network (IEEE 802.15.4 max-

imum transmit unit is 127 bytes [28]). We further adjusted the transmission

rate proportional to the number of nodes in the network to keep all networks

at a similar congestion level.

The source sends few data packets to the destination according to RPL,

and through the shortest path graph. To evaluate the impact of the root’s

location, we placed the root at three different positions in the network: corner,

center, and random. We performed 50 rounds of emulations for each setting

and reported the average in each case. In our simulations, we evaluated the

performance of the RPL protocol for the following metrics.

• Stretch factor as defined in Definition 2;

3The original implementation supports source routing only for the root.
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As shown in Fig. 5.15, stretch factor of RPL increases with the number of

nodes in the network. However, the stretch factor remains under five even in

extremely large networks. This is in line with the result of Corollary 1, which

states that the stretch factor of RPL is bounded in 2-D grid networks.

5.5 Related Work

Several works evaluated different aspects of the RPL protocol. Iova et al. [86]

presented an analysis of the RPL protocol in terms of reliability and robust-

ness, mobility, and scalability. They concluded that RPL needs improvement

in different segments particularly in P2P as emerging IoT applications rely on

this type of communication more than before. In another work, Tripathi et

al. [87] evaluated the RPL protocol in both small and large scale outdoor net-

works and showed that RPL’s P2P communication is not efficient. This evalu-

ation was limited to the RPL’s storing mode of operation, and two topologies,

where the root is located at the center of the network. Majority of RPL net-

works, however, work in the non-storing mode. Furthermore, as we show in

our analysis, the location of the root impacts the performance of P2P commu-

nication.

Since the inception of the RPL standard, several works tried to enhance

its P2P routing by, for example, modifying the protocol, or proposing a new

method. In the following, we briefly review the related research that aimed

to improve the P2P routing support of RPL. We place these works into three

categories.

RPL Modification. Kim et al. [83] recently proposed NG-RPL to im-

prove the efficiency of RPL P2P routing. NG-RPL assumes that the root has

a full view of the network topology. Whenever a P2P packet passes through

the root, the root informs both the sender and destination nodes about the

shortest path between them. To equip the root with the full network topol-

ogy, however, NG-RPL requires every node to report all of its neighbours

to the root. This imposes a considerable communication overhead. In addi-

tion, nodes must constantly monitor all their neighbours, so they can report
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topological changes to the root in time. This is a considerable burden on

resource-constrained nodes in RPL networks.

In another recent work, Rojas et al. proposed a hierarchical routing mech-

anism called IoTorii [88]. IoTorii assigns a set of meaningful MAC addresses

to the nodes in the network to allow each node to have several path options

to route its packets. Although this method can provide shorter paths for P2P

communication, it requires leaf nodes to store large routing tables. This is

not desirable because leaf nodes in RPL networks are typically highly resource

constrained

Another work in this category is Enhanced RPL protocol (ERPL) [89].

ERPL provides the same functionality of the RPL’s MDAO with a lower con-

trol message overhead. The idea of ERPL is to use DIO messages as a proxy to

obtain the address of neighbours. In ERPL, when a node receives a DIO mes-

sage, it extracts the sender’s address from the message and then updates/adds

an entry in its forwarding table. This allows discovery of one hop neighbours

without relying on broadcasting MDAO messages.

Reactive Protocols. Many reactive routing protocols based on the Ad-

hoc On-demand Distance Vector (AODV) were proposed to improve the RPL’s

P2P routing in LLNs. NST-AODV [90] and LOAD-ng [91] are two examples

of such protocols. These protocols try to reduce the overhead of the AODV

protocol to make it more suitable for LLNs. To discover P2P paths, however,

these protocols require each node to flood the network with request/response

messages. This imposes a large overhead specially in large and dense networks.

Another protocol in this category is P2P-RPL [92]. P2P-RPL is not based

on AODV, yet it finds P2P routes to other nodes on demand by creating a

temporary routing tree rooted at the source node. This process requires all

nodes to take part in the formation of temporary routing tree in the discovery

stage, hence generates a significant number of control messages, and increases

the energy consumption of nodes [7].

Location-Based Methods. Zhao et al. [93] presented the Energy-Efficient

Region-based Routing Protocol for LLNs (ER-RPL). ER-RPL takes advantage

of the existing DODAG structure of RPL for P2P route discovery [93]. In par-
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ticular, ER-RPL utilizes the region feature of static networks to discover P2P

routes between a pair of source and destination with engaging only a small

portion of nodes in the network. Efficiency of discovered P2P routes in ER-

RPL highly depends on the accuracy of estimated location, which has a direct

relation with the network configurations.

A Geographic location-based Dynamic Opportunistic routing protocol (GDO-

RPL) for point-to-point communication was proposed by Chakraborty et al. [94]

to reduce the memory overhead and mitigate mobility issues in P2P commu-

nication. In their method, a pair of nodes find a direct route between each

other using geographical location information. Jung et al. proposed the loca-

tion aware P2P-RPL (LA P2P-RPL) to improve the efficiency and reliability

of P2P routes along the network [95]. As the previous method, their method

depends on the location information of the nodes. Such location information

may be inaccurate or impossible to obtain for some IoT devices.

5.6 Conclusion

In this chapter, we compared the length and end-to-end delay of RPL’s P2P

paths with those of their corresponding shortest paths. We proved that RPL’s

P2P paths in the non-storing mode (a common mode of operation for RPL)

can be considerably longer than their corresponding shortest paths. In par-

ticular, we proved that the stretch of RPL’s non-storing mode is at least two

in any network, and can be considerably higher in some topologies such as

linear networks and 2-D grid networks. Our simulation results showed that

the RPL’s storing mode can, to some extent, provide shorter P2P paths (de-

pending on the network’s density, size, and location of the root) than the

non-storing mode at the expense of memory and communication overhead to

store and maintain routing tables. To improve the P2P routing in RPL, we

then proposed a simple and fully compatible solution. We showed that our

solution can provide significantly shorter P2P paths than the RPL’s storing

mode, without requiring nodes to store and maintain a routing table. In ad-

dition, we showed that our solution imposes significantly less overhead than
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NG-RPL, while achieving comparable stretch factors.

95



Chapter 6

Conclusion and Future Work

6.1 Conclusion

Low-power and Lossy Networks (LLNs), a key component of IoT networks, are

composed of various resource-constrained devices with limited energy, mem-

ory, and processing power. RPL (IPv6 Routing Protocol for Low-Power and

Lossy Networks) is the standard routing protocol for LLNs, which meets many

requirements of these networks. RPL, however, has several shortcomings in

terms of security and P2P routing efficiency. In this thesis, we presented three

research projects related to RPL’s security and P2P routing.

In Chapter 3, we introduced the DAO induction attack, a novel routing

attack against the RPL protocol. In the DAO induction attack an internal

attacker increments its DTSN number periodically to trigger redundant DAO

transmissions in the network. Through extensive simulations, we showed that

the attack negatively affects network performance and power consumption, in

particular when the network operates in the non-storing mode. To alleviate,

we proposed a two-fold lightweight solution to detect the attack and identify

the attacker. The proposed solution can be implemented on common IoT

platforms with minimum changes to the RPL protocol. Moreover, it imposes

no overhead on IoT devices, requires no external monitoring nodes, and can

quickly detect the attack even when the network experiences high packet data

loss rates. We proved that unless the attacker cuts the network into two

disjoint parts, the proposed mitigation always detects the attack and find the

adversary.
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In Chapter 4, we addressed the sender’s authentication problem of RPL

and proposed a lightweight authentication method for RPL based on the well

known Blom key pre-distribution. We build a lightweight Blom scheme by

using random binary matrices. We showed that random binary matrices can

significantly decrease the computation cost of Blom for constrained devices.

We compared the overhead of our proposed scheme with original Blom scheme

using MSP430 processor family. The results showed that the computation

of proposed scheme is much less than original Blom. We showed that our

proposed Blom scheme preserve a good resiliency against capturing attack,

using extensive simulations for large RPL settings. Finally, we proved that

the adversary does not have any better strategy than a brute force to find the

minimum set of nodes with dependent private keys.

In Chapter 5, we studied the performance of the P2P routing in RPL.

We systematically formulated the average stretch factor criteria for RPL. We

proved that the stretch of RPL’s non-storing mode is at least two in any

network, and can be considerably higher in some topologies such as linear

networks and 2-D grid networks. Using extensive simulations, we showed that

the RPL’s storing mode can provide shorter P2P paths (depending on the

network’s density, size, and location of the root) than the non-storing mode

at the expense of memory and communication overhead to store and maintain

routing tables. To enhance the P2P routing in RPL, we proposed a simple and

fully compatible solution. We showed that the proposed solution can achieve

considerably shorter P2P paths than RPL’s storing mode, without requiring

nodes to maintain a routing table. In addition, we showed that our solution

imposes significantly less overhead than NG-RPL, while achieving comparable

stretch factors.

6.2 Further Extensions and Future Research

A valuable future work is to implement and evaluate the DAO induction at-

tack (and similar attacks in the literature) in real-world multi-hop networks.

Another interesting direction for future research is to combine the DAO in-

97



duction attack with other attacks such as various Sybil attack. Such hybrid

attacks can be more severe and harder to mitigate. In terms of mitigation,

a distributed external monitoring system can be studied to provide a strong

countermeasure against the severe versions of the DAO induction attack, i.e.,

when many nodes are compromised or when the DAO induction attack is

combined with other attacks.

The proposed lightweight Blom-based authentication mode in Chapter 3

can provide authentication for unicast messages and local multicast packets. It

is not, however, suitable for source authenticating when it comes to network-

wide broadcasts. To authenticate the source in a network-wide broadcast,

we think key predistribution schemes can be still useful if designed carefully.

For example, consider a network with at most
(

10
2

)

= 45 nodes, and suppose

that we want to enable nodes to authenticate root’s broadcast messages. To

achieve this, the root can generate ten secret keys, and provide each node with

a unique pair of these keys. To broadcast a message to the whole network,

the root creates ten message authentication codes (MACs), and add them

to the message. When a node receives the message, it verifies two of the

MACs (corresponding to the keys it has), and accepts the message if both

verifications pass. Notice that in the above scheme, no single node can convince

another node that it is the root. This is because each node has a unique pair

of secret keys. However, if two or more nodes collide, together they may

create a message and convince another node that the message is from the

root. This shows that more work is needed to make the above idea resilient

against collusion attacks, or cases where multiple nodes are compromised.

In our proposed solution in Chapter 5, all the P2P packets, except the

first packet in a P2P communication, travel a much shorter path than the

path they travel in the RPL’s storing mode. An interesting research direction

is to find a way for the first packet to travel a short path too. To achieve

this, a source node can proactively contact the root to inquire about P2P

paths to its desired destinations. This approach, however, can increase the

network overhead if many source nodes regularly contact the root for P2P

path information.
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