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A bstract

Nuclear Magnetic Resonance (NMR) Spectroscopy is one of a few current 

techniques which can be used to determ ine three-dim ensional structures of 

biomoleculcs at atomic resolution. T he operating  principle of NMR is based 

on the  nuclear magnetic resonance phenom enon of the atom ic nucleus. While 

it has been widely used to determ ine conform ation of biomolecules. NMR 

experim entation is extremely tim e-consum ing for large molecules such as pro­

teins. due to their structural complexity. Due to  its  popularity, innovative d a ta  

analysis and com putational m ethods have been applied in NMR Spectroscopy. 

The tim e needed to  resolve protein s tru c tu re  using NM R can be dram atically 

decreased from years to weeks with the assistance of these innovative methods. 

This thesis provides a comprehensive survey of NM R Spectroscopy including 

the operating principle of nuclear m agnetic resonance, the detailed procedure 

for protein structure determ ination by NM R Spectroscopy, a  comprehensive 

review of existing methods used in NM R Spectroscopy, and the advantages of 

applying com putational methods.
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C hapter 1 

Introduction

The intention of this d issertation  is to provide a  comprehensive survey on 

Nuclear M agnetic Resonance Spectroscopy with a concentration on com pu­

ta tional issues. We explain the Nuclear Magnetic Resonance phenomenon, 

and introduce the related applications of NMR spectroscopy. T he focus of 

this dissertation is the com plete procedure of applying NMR spectroscopy for 

resolving protein three-dim ensional structures. In addition, we investigate a 

series of software to dem onstrate  the procedure of generating protein struc­

tures from NMR experim ental data .

C hapter 1 describes the background knowledge and the m otivation for this 

work, followed by a survey on some related work in the N uclear M agnetic 

Resonance Spectroscopy field. C hapter 2 explains the procedures of NMR 

spectroscopy for protein s tru c tu re  determ ination. C hapter 3 dem onstrates the 

complete process using a com bination of different software, and presents the 

experim ental results. C hap ter 4 presents the conclusions and fu ture work.

1.1 N M R  Spectroscopy

NMR spectroscopy and X -ray crystallography are currently two m ajo r m eth­

ods for protein s truc tu re  determ ination. As an indirect experim ental m ethod. 

NMR spectroscopy m ight no t be able to achieve the same accuracy as X-ray 

crystallography. T he resolution of protein structu re by X-ray crystallogra­

1
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phy could roach loss than 1A. hut 1-lA for NMR spectroscopy. Nevertheless. 

NMR spectroscopy is able to determ ine the threo-dimensional s truc tu re  of a 

protein in solution under nearly physiological conditions. Furtherm ore, the 

NMR spectroscopy process could be accelerated by com puters and molecular 

modelling procedures, which have a larger development space. We believe th a t 

NMR spectroscopy will replace X-ray crystallography to  become the dom inant 

m ethod of protein structure determ ination in the future. NMR spectroscopy 

was developed on the basis of the nuclear magnetic resonance phenom enon. In 

order to have a clear understanding of NMR spectroscopy, we need to  review 

the essential principles of Nuclear Magnetic Resonance.

1.1.1 T he N uclear M agnetic R esonance P henom en on

NM R spectroscopy is a protein structu re determ ination technique in atom ic 

resolution. The atom  is the smallest unit in protein structure . A toms consist 

of atom ic nucleus and electrons, and the atom ic nucleus consists o f  protons 

and neutrons. The atom has no charge, because the positive charge from each 

proton counteracts the negative charge from each electron, while neutrons have 

no charge. The atomic number is defined as the num ber of protons in th e  atom , 

which is used to distinguish different types of atom s. T he same type o f atom s 

w ith different numbers of neutrons are called isotopes.

A nucleus behaves as if it is spinning. The to tal effect of the im aginary 

spinning nucleus (protoas and neutrons) is considered to  be a physical prop­

erty. the nuclear spin. Spin is an  intrinsic angular m om entum  of the  atom ic 

nucleus which is measured by the nuclear spin quantum  number I .  Spins may 

be paired against each other in tin* nucleus. The rules to determ ine I  are 

listed: (1 ) If either the neutron num ber or the proton num ber is odd. and the 

o ther one is even, the nucleus has a half-integer spin quantum  num ber (i.e.. 

1 / 2 . 3 /2): (2 ) If both the neutron and the proton num bers are odd. th e  nucleus 

has an integer spin quantum  number (i.e.. 1 . 2. 3): and (3) If the neutron and 

the proton numbers are both even, the nucleus has no spin, and th e  nuclei

o
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A p p l i r d  M a g n e tic  F ie ld

Precevsionai • 
O rb it

/  M agnetic  M om ent p

\
Spinning
Nucleu>

/  ;

Figure 1 .1 : T he precession axis of spinning nucleus changes from parallel (left) 
to opposite (right) orientation

in this category are NMR-inactive. For a nucleus of spin 7. there are 27 ■— 1 

spin sta tes  (energy levels), ranging from —7 to -i-7 which corresponds to the 

magnetic spin quantum  number m:

m  =  —I. —I  -r 1 .......1 — L 7.

The nuclei w ith 7 =  1/2 include !H (Hydrogen). 13C (Carbon). loN (Nitrogen). 

I9F (Fluorine) a n d 31P (Phosphorus): the nucleus w ith 7 =  1 includes deuteron 

2H: and the typical isotopes with no spin include 12C. 1JN. 160  (Oxygen). The 

nuclei w ith 7 = 1 / 2  are the easiest ones to detect in NMR spectroscopy exper­

iments. so the following text is concerned only w ith the NMR spectroscopy of 

spin 7 =  1 /2  nuclei which have two spin states: high and low energy.

Any charged object has a magnetic mom ent, and generates a  magnetic field 

when it is moving. Therefore, the spinning nucleus produces a small electric 

current and a m agnetic field associated with it. The magnetic moment /i of 

the spinning nucleus is a vector represented by the arrows, as seen in Figure 

1 .1 . The n a tu ra l s ta te  of nuclei in atom s is shown in the left side of Figure 1.2. 

W hen an external magnetic field is applied to the  spinning nuclei, the nuclei in 

the field will precess about the spin rotation axis w ith the angular frequency 

o,'0. i.e. Larrnor Frequency, as shown in Figure 1.1. The Larmor Frequency is 

given by

~o =~;B0.

3
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a  h

Figure 1.2: (a) Nuclei in the natu ra l state: (b) Nuclei under the external 
magnetic field Bo

where the gyrom agnetic ratio  7  is a characteristic constant for a given nucleus, 

and the precession frequency a;0 is proportional to the strength of the external 

magnetic field B 0. There will be only two possible orientations of the precession 

axis for the nucleus under the external magnetic field: parallel (low energy) or 

opposite (high energy) to  the external field, as illustrated in Figure 1 .1 .

When the processing nuclei are irrad iated  with a radio frequency (RF) pulse 

a t the proper frequency, nuclei will spin-flip either from low energy s ta te  to 

high energy s ta te  or from high energy s ta te  to low energy state , by absorbing or 

em itting a certain  quantum  of energy (Figure 1.3). W hen this spin transition  

occurs, the nuclei are said to be in resonance with the applied rad iation , which 

is referred to  as Nuclear Magnetic Resonance. The electrom agnetic rad ia tion  

supply can induce nuclear m agnetic resonance only if its frequency is equal to 

the  frequency of the oscillating electric field generated by nucleus precession. 

Under these circum stances, the energy needed in resonance can be transferred 

from the electrom agnetic radiation to the precession nucleus. As illustrated  in 

Figure 1.3. the absorbing or em itting energy is equal to the energy difference 

between two spin states, which is expressed by

N.E  — Ei — E-2 =  /iu-’o — ~fiBo. (1.1)

where h is Planck's constant h divided by 2~. and E\ and E> denote the energy 

levels of nuclei in the spin states —1/2 and 1/2. respectively. As the frequency

4
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AKK

Figure 1.3: The energy difference between spin states. E\ and E 2  represents 
high energy and low energy level

of the nuclear transition  between two energy levels. v0 can be calculated by

Uo 7 -Bo ,

v° ~  oZ = —  - (L 2)

which is proportional to  the angular Larm or frequency jj0. Therefore. Equation 

(1.1) could also be w ritten  as A E  =  hv0. During the absorbing procedure, it 

is possible th a t the nuclei will reach a s ta te  with equal population of the nuclei 

in both  directions: the spin system  is then  saturated. Therefore, th e  existence 

of the sa tu rated  s ta te  implies the presence of the relaxation process. W ithout 

further RF pulses, the  spin system  will return to the therm al equilibrium  by 

the relaxation process. D uring the relaxation process, the decaying precession 

frequency is recorded and am plified by NMR instrum entations. T he resulting 

signal is "Free Induction Decay” (FID ). Further processing of FID will be 

discussed in later sections.

1.1.2 C hem ical Shift

The resonance frequencies of each individual nuclei are not only relevant to  the 

strength of the external m agnetic field j90 applied to it. but also dependent on 

the local chemical environm ents of the individual nuclei. The secondary mag­

netic field is generated by the m otion of the electrons surrounding the nucleus, 

induced by the external m agnetic field. The actual magnetic field depends on

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



both  the external m agnetic held and the secondary m agnetic hold. The mod­

ulation effect of the secondary held is defined as skidding. The variation of 

the resonance frequency with shielding is term ed as chemical shift. The actual 

field present at the nucleus is denoted by -Bn*-,,/ which is equal to B0(l -  cr). 

and the term shielding is represented by the Greek le tter a. If Bo is replaced 

by B ^ i  in Equation (1.2). the resonance frequency is defined as

-;Bo{\ ~ a)
Co = ---------------- .

Chemical shift in Parts Per Million (PPM ) is defined as

(a'o — a'rof,.roI1C(. ) x  1 0  , . . n t;
d — ~ ( r̂vfrrence ^ *

~  reformer

where a’o is the resonance frequency of the nucleus, and ayeferrno- is the ref­

erence frequency. For both  proton and carbon, the reference frequency is 

the resonance frequency relative to  th a t of the tetram ethylsilane ((C H z ) ,S i . 

usually called TM S). Chemical shift makes the nuclei in different chemical en­

vironm ents distinguishable. Chem ical environm ent refers to the interactions 

between nuclei, including chemical bonds, scalar coupling, dipolar coupling 

and hydrogen bond. On the basis of the chemical shift phenomenon, it is 

possible to m ap different chemical shifts to amino acid residues by peak as­

signment. This is one of the key processes of NMR spectroscopy for protein 

structu re  determ ination. The detailed procedure for applying Nuclear Mag­

netic Resonance in protein s truc tu re  determ ination will be presented in the 

next chapter.

1.2 R elated Work

1.2.1 X -R ay C rystallography

X-ray crystallography is an existing technique for protein structure determ ina­

tion used as an alternative to  NMR spectroscopy. It is a technique developed 

on the basis of physical scattering  properties of electrons. The basic principle

6
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Figure I. !: One unit cell in the crystal lattice

of X-ray crystallography is to place the crystal of a protein in X-rays, and the 

X-rays diffracted from the crystal can be recorded on a piece of photographic 

film with the angles and intensities inform ation. The three-dimensional struc­

tures of proteins are determ ined by results of the analysis of reflections on the 

photographic films.

In X-ray crystallography, all th e  experim ents are based on crystals of pro­

teins. Therefore, the first step is to  grow a  crystal of the protein. The crystal 

can be described as a  three-dimensional heap of unit cells w ith their edges 

forming a crystal lattice. A un it cell is the smallest repeating unit in the 

crystal, it is defined by three vectors — a. b. c — which denote three lattice 

dimensions. These three vectors (a. 6 . c) can be determined by angles between 

them  which are denoted as a . 3. and 7 . To repeat a unit cell in a crystal 

lattice, q . 3. and 7  are necessary param eters. The crystal la ttice structure is 

depicted in Figure 1.5.

The crystal is placed in the X-ray beam after it has been prepared. Under 

the radiation of X-ray. the crystal may be damaged by the energy passing 

from the X-ray. To avoid such dam age, in the experiments, experts use a 

nitrogen stream  "cryostream” to keep the crystal at very low tem peratures. 

The source of inform ation used in X-ray Crystallography is the diffraction 

pattern  of X-rays being deflected by the crystal. In the experim ents, it is 

necessary to ro tate the crystal a t such an angle to provide sufficient d a ta  on 

different angles. Diffraction patterns of X-rays include not only the intensity 

and the position of the spots, bu t also the phases of the deflected rays. The
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Figure 1.5: A crystal la ttice is a three-dimensional stack of un it cells

relative positions of two atom s can be reflected from the phase shift between 

two deflected rays.

From a com puting science point of view, if the phase inform ation o f the 

spots is known, then corresponding electron densities can be calculated. A 

three-dimensional electron density is generated to  m ap to  am ino acid groups 

in the protein sequence.

1.2.2 C ryoelectron  M icroscopy

Although it is one of the protein structure determ ination techniques, cryoelec­

tron microscopy is no longer widely used in this area. It is a three-dim ensional 

image reconstruction technique th a t involves freezing the biological sam ple in 

order to view the sample with the least possible distortion and the fewest pos­

sible artifacts. Cryoelectron microscopy is particularly designed for proteins 

whose crystals are difficult to  obtain, such as large m ultisubunit proteins. The 

structures of these proteins can be obtained by cryoelectron microscopy.

In this technique, a protein sample is rapidly frozen in liquid helium to

S
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preserve its structu re , and then examined in the frozen, hydrated s ta te  in a 

cryoelectron microscope. M icrographs are taken and recorded on film. A mi­

crograph looks like a photograph of a region of the ice with the  particles frozen 

in mid-tumble. Sophisticated com puter programs analyze two-dimensional mi­

crographs and reconstruct the protein 's structure in three dimensions.

1.3 M otivation

As is well known, the functions of protein are determ ined by protein struc­

tures. Techniques for protein s truc tu re  determ ination play an  essential role in 

many fields related to  protein functions. As one of the two m ain experim ental 

m ethods for protein s tructu re  determ ination. NMR spectroscopy may not be 

able to achieve the sam e accuracy as X-ray crystallography; however. XMR 

spectroscopy com plem ents it in many ways. W ith the application of com pu­

tational m ethods and dynam ics inform ation with the protein functions. XMR 

spectroscopy becomes a more efficient technique for protein s tructu re  deter­

m ination. and is expected to play a more significant role in structu ra l biology. 

The m otivation for XM R spectroscopy research comes from the rapid growth 

of applications of protein. The rest of this section will describe two essential 

applications of protein s tructu re  determ ination.

1.3.1 P ro te in  E ngineering

Protein engineering is based on p ro tein ’s three-dimensional structu re  and its 

relationship to biological functions. Its purpose is to reconstruct the natu ra l 

proteins and. further, create proteins more suitable for hum an needs through 

molecular design and its subsequence on gene transform ation. In brief, the aim 

of protein engineering is to reconstruct natural proteins in order to create re­

quired proteins w ith specific functions for applications in industry, agriculture, 

and medical trea tm ent, etc.

9
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In protein engineering, the first, s tep  is to determine protein structures. 

Once the protein s tructu re  is ready, it is added to protein databases, such as 

PDB (Protein D ata  Bank) to  com pare w ith other proteins, in order to discover 

patterns of different levels of the protein structure which are relevant to its 

biological functions. From this step, we can discover the inherent relationship 

between the structu res and functions of proteins.

There are several exam ples of research into protein engineering— such as 

insulin protein engineering and antibody humanization. Insulin is a specific 

medicine for diabetes, however, natu ra l insulin lasts only a few hours after 

injection. Patien ts who require several injection a day experience more pain. 

I t is im portan t, therefore, to  create a new type of insulin w ith more long- 

lasting and beneficial effects, in order to  minimize patient discom fort. In 

insulin protein engineering, one way to  achieve this is to keep the biologically 

active structu re  and reinforce the connection strength am ong other parts  of 

the structu re a t the sam e tim e, in order to  resist damage from the enzyme.

1.3.2 D rug D esign

Another application of protein is the drug design based on macro-molecules, 

such as protein and nucleic acid. These macro-molecules are prim arily pro­

teins. Medicine takes effect through the interaction between the medicine and 

the receptor. Therefore, once the  protein structure of the receptor is known, we 

can create the m ost effective medicine to transform its s tructu re  to  produce 

a cure. There exist many kinds of drug  designs based on macro-molecules. 

There are drug designs based on the structu re of the antibody, the cancer 

gene expression product, and the struc tu re  of the receptor on the surface of 

the cell, for exam ple. In principle, as long as st ructures of macro-molecules 

with biological functions axe known, we can design the com plem entary small 

molecules to adjust the ir functions.

10
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Chapter 2 

Protein  Structure  
D eterm ination  Procedure

The physical principles of N uclear M agnetic Resonance (NMR) phenomena 

and related works of NM R spectroscopy were presented in Chapter 1. This 

chapter will introduce the experim ental procedure for protein structu re  de­

term ination using NMR spectroscopy. Topics to be discussed include NMR 

instrum entation, d a ta  acquisition, d a ta  processing, peak picking, peak assign­

ment. and structure determ ination.

2.1 N M R  Instrum entation

A wide variety of NMR instrum entation  is available for experiments. The 

common components of NM R spectrom eters are: (a) superconducting magnet 

for supplying an external m agnetic field B 0. (b) pulse programm er and radio 

frequency (RF) transm itter to  generate and control RF pulse with strength  B \. 

(c) probe for placing the sam ple in the m agnet, (d) receiver for receiving the 

residting NMR signals, and (e) com puters for d a ta  acquisition and processing. 

These subsystem com ponents are shown in Figure 2.1.

The magnet com ponent consists of a field-frequency lock system, shim coils, 

and probe. The field-frequency lock system built into the  magnet is used to 

maintain the stability of the s ta tic  m agnetic field. The shim coil is utilized 

to opt imize the spatial homogeneity of the m agnetic field by integrating a set

11
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Figure 2.1: Schematic layout of an  NM R spectrom eter. The m ajor compo­
nents. including the m agnet. RF electronics, receiver, and computer: and im­
portan t subsystems are illustrated  [14],
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of auxiliary room-t,emperat,ure electrom agnets into the m agnet component, to 

compensate the inhom ogeneity of the main magnetic field. This process is 

usually called “shim m ing". The probe is used to generate the m ain magnetic 

field B q.

The RF transm itte r is composed of a frequency synthesizer, amplifiers, and 

pulse programm er. Among these RF electronics, the frequency synthesizer is 

the source of the RF pulses. T he pulse programmer here is used to  control the 

timing, duration, am plitudes, and phases of the R F  pulses. In NM R experi­

ments. usually one RF tran sm itte r is needed for generating proton frequencies. 

Additional RF transm itte rs  are needed for generating RF frequencies for het- 

eronuclcar spectroscopy.

The receiver com ponent in the figure contains the pream plifier, phase- 

sensitive detector, and analog-to-digital converter (ADC). The preamplifier 

is used to  amplify the weak NM R signals from the probe. The phase-sensitive 

detector provides quadratu re  detection of the signal. Audio filters included in 

this com ponent are used to  lim it the frequency bandw idth of the spectrom eter. 

The ADCs convert the analog signals into digital signals for d ig ital processing 

in the com puter.

Early NMR experim ents were conducted on electrom agnets and operated in 

the continuous wave (CW ) mode. NMR instrum ents using a  superconducting 

magnet and operating in the pulse Fourier transform (FT) m ode now dom inate 

the market. All NMR spectroscopy experiments discussed in this thesis are 

based on this type of NM R instrum ent. The advantages of a  superconducting 

magnet over an electrom agnet are its higher sensitivity and greater stab il­

ity. This is because the  differences between the chemical shifts are amplified, 

with the increase of m agnetic field strength, which leads to b e tte r separation 

between nuclei resonances.

13
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2.2 D ata A cquisition

In the spectrom eter, a superconducting m agnet provides static  m agnetic field 

Bo- Transverse m agnetic field B\ will be generated by a series of RF pulses. 

The time-varying current resulting from the probe is amplified and digitized by 

the preamplifier and ADC. respectively, and then recorded by the spectrom ­

eter. The resulting current and tim e signal are called frce-induction decay 

(FID). FID will be sent to the com puter for further processing to  be intro­

duced in the next section.

The time dom ain signal is sampled a t evenly spaced time intervals, w ith 

the sampling interval denoted by A t. The sam pling ra te  is

A t" 1 =  2  /„ .

Here. /„  represents the Nyquist frequency. To understand the Nyquist fr e ­

quency. it is necessary to  introduce the Nyquist-Shannon sampling theorem.

T h e o re m  2 .2 .1  (N y q u is t-S h a n n o n  S a m p lin g  T h e o re m  [4]) When con­

verting from  an analog signal to digital (or otherwise sampling a signal at dis­

crete intervals), the sampling frequency m ust be greater than or equal to twice 

the highest frequency o f the input signal in order to be able to reconstruct the 

original perfectly from  the sampled version.

If the sam pling ra te  is 2 /„ . all the com ponents with frequencies higher 

than  f n will be aliased or folded to lowcr-frequency components. The Nyquist 

frequency f n is the m axim um  frequency of the com ponents which can be re­

constructed with sam pling ra te  2 /„ .

To simplify the digitization process, the m agnetic resonance frequencies 

in NMR spectroscopy are measured as their differences from a reference fre­

quency. If the resonance frequency is larger than  the reference frequency, the 

difference frequency is positive: otherwise, the difference frequency is negative. 

The problem w ith the digitization process is th a t this process only records the 

m agnitude of frequency difference, bu t not the sign. It is impossible to  dis­

tinguish +500 Hz or -500 Hz from the reference frequency. The problem can

14
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Figure 2.2: Experim ental scheme for quadrature detection. The incoming 
signal recorded by the probe and preamplifier is split into two parallel channels. 
The signal in each channel is mixed with a reference signal, passed through 
a low-pass audiofilter, and digitized. Real (cosine-modulated) and im aginary 
(sine-modulated) com ponents of the signal are obtained by shifting the relative 
phase of the reference signals by 90° [14].

be solved by placing the reference frequency to one side of the frequency spec­

trum . whereby all the resonance frequencies have the sam e sign. However, 

the disadvantages of placing the reference frequency to one side instead of in 

the middle of the spectrum  include: ( 1 ) increased noise level of the spectrum : 

(2) requirement for m ore RF transm itter power due to the doubled frequency 

range generated from R F pulses: and (3) increase of the requirem ents in the 

da ta  acquisition instrum ent.

As concluded from the  above, the reference frequency will be kept in the 

middle of the frequency spectrum . A technique called "Q uadrature D etection” 

is then introduced to  determ ine the sign of the frequency. Q uadratu re  detec­

tion records both sine and cosine com ponents of the signals during sam pling, 

as shown in Figure 2.2. The two channels are cosine-m odulated and  sine- 

m odulated signals w ith frequency j ,-0 _  ^Ve/- If the signal resulting from the 

probe and preamplifier is sine-m odulated as cos(a.'0 f)- quadratu re detection 

process [1 1 ] can be described by:

cos(a,-0/.) •S7?/*“ ';r cos(u.'ot.) -  i cos(a.*0/ )

mixnr* cos(a,’o0  cos(xrvft)  -  / cos(a:o0  sin(a;rr/f)
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— -  cos[(^'o -r u:rt.f)t\ -r -  cos[(u;o — u:r€f) t\

“ ̂  Slll[(a ’̂o “t" -^re/ ) ̂ ] ^ ̂  sin[(iu’o ^ ref )̂ j

umliofiltm  I +  i , s i„ [ ( i ..0 -  * „ / ) t ]

=  \  exp [/(-•o -  u;Tef)t\.

in which i =  \ / —T is a m athem atical mechanism to distinguish the signals 

between two channels.

2.3 D ata  Processing

As illustrated  in Figure 2.1. the digital signals resulting from ADC will be 

sent to  the com puter for further processing. The typical technique used in 

d a ta  processing is the Fourier Transform which extracts inform ation from the 

digital signals. A variety of other d a ta  processing techniques are applied before 

or after Fourier Transform to optimize or purify the results.

M ultiple processing m ethods applied on the XMR d a ta  preparation are: 

( 1 ) zero filling. (2) apodization. (3) linear prediction. (4) Fourier transform, 

and (5) phase correlation. In the rest of this section, a detailed introduction 

to each processing m ethod will be given.

2.3.1 Zero F illing

Zero filling is one of the d a ta  processing techniques used prior to Fourier trans­

form. The reason for this step is th a t the complex Fourier transform  of .V data  

points consists of a real component and an im aginary com ponent. Only half 

of the original num ber of d a ta  points are included in the real spectrum  com­

ponent. and inform ation is lost while discarding the im aginary spectrum . The 

resulting spectrum  has only half the resolution of the original one. Therefore, 

zero filling is designed to improve the resolution of t he spectrum  by appending
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zeros after the collected d a ta  points. In addition, if the fast Fourier transfor­

m ation (FFT) is used to calculate the discrete Fourier transform ation, zero 

filling is needed to change the number of d a ta  points to be an integral power 

of 2 . i.e.. 2 " for some integer n.

If N  is equal to 2" for some integer n . zero filling will double the number 

of d a ta  points by filling zeros. If A" is not an integral power of 2 but in 

the range (2 n. 2 ri~1). zero filling will generate a new d a ta  sot of 2 " ~ 1 d a ta  

points by appending (2 7l_M — N )  zeros to the end of the original da ta  set. 

No inform ation is obtained from additional zeros appended in the d a ta  set. 

Further im provement of the appearance of the spectrum  can be achieved by 

interpolating zeros between da ta  points in the frequency domain spectrum .

2.3.2 A p od ization

A podization is ano ther technique used to optim ize the spectrum  before apply­

ing Fourier transform . Apodization is utilized to reduce truncation artifacts, 

increase signal-to-noise ratio, and generate desired lincshapes. Apodization 

works by m ultiplying the apodization function A(a’) to the original lineshape 

function in frequency domain S (a’) as Equation (2.1)

Equivalent function in tim e domain a(t) will generate the sam e lineshape when 

it is multiplied with continuous function s(t)  in tim e domain as Equation (2.2)

Here. T  represents the Fourier transform of the  function a[t)s(t).  In order 

to reduce the truncation  artifact, the time-dom ain spectrum  FID has been 

brought sm oothly down to zero by apodization a t tim e tmax. Therefore, the 

corresponding frequency-domain lineshape has been broadened, and the reso­

lution of the spectrum  decreases.

There are a variety of apodization functions available, such as "B artlett'', 

"cosine". “G aussian ''. "Hamming". “Hanning” , "uniform” . and "W elch"[2].

(2 . 1 )

S '(a - )= ^ { a ( f ) .s (0 } . ( 2 .2 )
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For instance, function "cosine" is calculated as

^ ( ^ ) c o s m e  C O S ( n  t / - t - m a x ' ) •

2.3.3 Linear P red ic tio n

The most typical use of the linear prediction (LP) is to in terpolate missing 

da ta  points or to ex trapo la te  the FID beyond the acquisition tim e, in order to 

improve spectra resolution and increase signal-to-noise ratio . The Ar-th da ta

in which M  is the num ber of previous d a ta  points, i.e.. the prediction order 

of LP: k  is an integer in the range [0. .V — 1]; a™ is the m -th linear prediction 

coefficient: and Sm represents the prediction error. The optim al solution of 

LP is the set of the linear prediction coefficient am which minimizes the least- 

squares of the prediction errors, i.e..

In general. LP is applied to  the FID  before Fourier transform  in order to 

optim ize the resulting frequency-dom ain spectrum.

Furtherm ore, linear prediction is used as the alternative of the Fourier 

transform . The frequency-dom ain spectrum  can be generated directly from 

the set of linear prediction coefficients. aTtl. Owing to the higher com putational 

complexity of the linear prediction m ethod compared to  the Fourier t ransform, 

it is not feasible to use LP for the case of large d a ta  sets.

2.3 .4  Fourier Transform

Fourier transform  is responsible for transform ation between the time-dom ain 

and the frequency-dom ain function which is an im portan t step  in d a ta  pro­

point can be predicted from the linear combination of the preceding M  data  

points by

mmi n ( £ 4 ) -
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cessing. Typically, Fourier transform  is to transform  the time-dom ain function 

to the frequency-domain function sis

S ( jj) =  n ^ ) } =  r  s ( t ) e - ^ d t :
J -cc

S {r )  =  ^{s(*}} =  [  s(t)e~ i2vvldt, (2.3)
J -0Q

in th a t, a; — 2~v. The inverse Fourier transform  is the inverse process of the 

typical Fourier transform:

-'* J -0c

* (0  =  r ' { S ( r ) } =  (2.4)
J - 3 0

Since discrete Fourier transform  has lower com putationsil complexity than di­

rect Fourier transform , smd the FID has been digitized by sampling, discrete

Fourier transform  is applied in NMR experim ents:

iV-l

S (v )  = S{k /{ .X ± t) \  =  s ( j± t ) e - '2^ k /y .
>=o

and the inverse process of the discrete Fourier transform  is described as

.v-i
s ( jA t)  = T ~ l { S [ k / (N A t)] }  =  - ^  S [k /( . \ 'A t)]e* * W s .

‘ k=o

In the two equations above. A’ is the num ber of d a ta  points. A t is the sampling

interval, and k  =  — -Y/2......0 ....... .Y/2. The frequency range represented by the

Fourier transform ed spectrum  is in which Nvquist frequency /„  is

equal to  1/'(2A t).

No inform ation is lost during the Fourier transform  because the signal 

energy is identical in both tim e-dom ain and frequency-domain signals, based 

on ParsevaFs theorem [2j.

2.3.5 P h ase C orrelation

The real com ponent of the frequency-dom ain spectrum  consists of absorpt ivo 

and dispersive lineshapes denoted by A ( ^ )  and D (uj). respectively, and they
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arc calculated by

.4(^) =  cos[fl0 -r +  sin[0o +  0!(a:)]/m {S(a;)}:

D(u;) -  -  sinWo ~ 0: {u;)}Re{S(u:)}-coslOo-rOxluj^lTnlSiu:)}.

in which 0o is the zero-order phase correction and 6X (_•) is the first-order phase 

correction. The function of the phase correlation is to optim ize the appearance 

of the frequency-domain spectrum  by adjusting two param eters. 0O and 0;(u;). 

until the lineshapes in the real com ponent of the spectrum  are absorptive only.

2.4 Peak Picking

Peak picking is a process designed to filter out artificial peaks, to calibrate 

NMR signal lineshapes. and recognize the intensity of each peak. A series 

of two- and three-dimensional NMR spectra  are used for protein structure 

determ ination, where each dim ension represents the chemical shift in ppm for 

a certain type of nuclei. Because of strongly overlapping peaks, and spectral 

distortions due to artificial peaks, even robust m ethods m ight fail for NMR 

signal recognition in complex spectra.

There exists a variety of software for performing the peak picking process. 

For example. AUTOPSY [35] is able to deal with overlap and  deviations from 

ideal Lorentzian line shape. ATNOS [31] was developed m ainly for autom ated 

Nuclear Overhauser Effect Spectroscopy (NOESY) peak picking.

In more detail. AUTOPSY is an autom ated peak picking and peak inte­

gration m ethod. The essences of this program  are the function for local noise 

level calculation, the use of lineshapes extracted from well-separated peaks 

for resolving strongly overlapping peaks, and the consideration for symmetry. 

The key observation utilized by A UTOPSY  is th a t m ultidimensional spectra 

typically contain multiple peaks th a t have the same lineshape and the same 

chemical shift in one frequency dom ain.

When using AUTOPSY, the first step is to determ ine noise level, which is 

crucial so th a t weak peaks can also be recognized. The noise level is calculated
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locally since the noise level value for each ID slice (rows and columns in 2D 

spectra) is calculated. Therefore. AUTOPSY is able to deal w ith water lines 

and artifacts. The second step is the segmentation process, which divides the 

spectrum  into connected regions composed of da ta  points: the d a ta  points 

ou t of the regions are discarded in this step. The well-separated peaks are 

identified first in the  th ird  step, using a symmetry violation criterion. In order 

to  resolve the duplication problem of the lineshapes caused in the previous 

step, the fourth s tep  is to group the similar lineshapes. Then, in the fifth step, 

the group of lineshapes are used to generate the potential peaks, which are a 

com bination of the  lineshapes from each dimension. This process is restricted 

in a bounding box of the region. The generated peaks with centers outside 

the bounding box are not processed any further. A list of po tential peaks is 

com pared with the  recognized peaks: if there is a m atch, the peak in the list 

is marked as ‘'found". The last step is the sym m etrization check process. A 

quality factor is in troduced as a criterion for further processing of the  peaks. 

Only the peaks w ith  a  quality factor reaching the requirem ent are processed 

further. By using th is procedure for peak picking. AUTOPSY is able to  resolve 

m ost overlap, artifacts, and deviation of the lineshapes.

ATNOS is an au tom ated  NOESY peak picking software used to  extract 

structu ra l constraints. The input to ATNOS includes ta rge t protein sequence, 

chemical shift lists from peak assignment, and several 2D or 3D NOESY spec­

tra . The current im plem entation of ATNOS performs multiple cycles of NOE 

peak identification, combined with autom ated NOE assignment program  CAN­

DID [32]. In each cycle. ATNOS performs autom ated NOE peak picking using 

NOESY sym m etry criterion. By re-assessing the NOESY spectra in each cycle 

of structure calculation. ATNOS enables direct feedback am ong the NOESY 

spectra, the NOE assignments, and the protein structure. The new software 

package RADAR which combines ATNOS and CANDID will be freely avail­

able soon according to  [32j.
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2.5 Peak A ssignm ent

Through NMR data  acquisition, processing, and spectral peak picking, the 

ou tpu t from every NMR experim ent is a list of spectrum  peaks. In practice, 

the ou tpu t peak list m ight still contain artificial peaks and some real peaks 

might be missing from the list because of d a ta  degeneracy, which may be cor­

rected in the peak assignment. This list of peaks will be m apped to their host 

nuclei in the am ino acid residues in the ta rge t protein sequence. Such a process 

is referred to as NM R peak assignment involving multiple peak lists. As one of 

the crucial processes, even a small error in peak assignment may cause a huge 

structure gap in the result. W hile NMR knowledge still plays an essential role 

in the success of peak assignm ent, com putational techniques become increas­

ingly im portan t in the autom ation  of the peak assignment process, ensuring 

th a t the peak assignment will become a  h igh-throughput process in the near 

future.

Peak assignment is used to  m ap peaks from m ultiple spectra  to their host 

nuclei in the target protein sequence. The two m ain pieces o f inform ation used 

in this process are signature information  and adjacency information. Signature 

inform ation is the s ta tistical inform ation about nuclei, and the local chemical 

environment and chemical shift values. In o ther words, each type of nuclei 

in a specific local chemical environm ent will have chemical shift values in a 

very narrow range. Adjacency inform ation comes from the correlation between 

multiple spectra. The chemical shift of the common nucleus in multiple spectra 

will be used to bridge peaks in those spectra, and prim arily used to connect 

adjacent spin systems. A spin system  refers to a set of chemical shifts which 

arise from nuclei residing in a common am ino acid residue. Therefore, peak 

assignment is another phase for detecting artificial peaks if they are in conflict 

w ith the formed spin system s and their m apped residues.

There are many free software tools available for peak assignm ent. To enu­

m erate a few: PASTA [37] uses threshold accepting algorithm s: GARANT 

[S, 9] uses genetic algorithm : PACES [15] and M A PPER  [29] use exhaustive
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search algorithm s; A utoAssign [53] uses heuristic best-first search algorithm s. 

Some do the peak grouping and adjacency determ ination first, and then move 

on to the spin system  assignm ent under the adjacency constraints: others do 

the peak grouping and adjacency determ ination, and the chained spin system 

assignment a t the same time. Various peak assignment m ethods are introduced 

in the following sections.

2.5.1 P eak G rouping and A djacency D eterm in ation

In the various assignm ent m ethods to be discussed, the peak grouping and ad­

jacency determ ination processes are basically the same. F irst, wo will describe 

how to group peaks into spin system s and the process of adjacency determ i­

nation. using the spectra  of sm all proteins as an example. Three spectra  are 

used to dem onstrate the  process: 2D 15N-HSQC. 3D CBCAcoNH. and 3D 

HNCACB.

In 2D 15N-HSQC, each peak contains two entries: one for the am ide proton 

(HN) chemical shift, the o ther for the directly attached nitrogen (NH) chemical 

shift. In 3D CBCAcoNH. each peak contains three entries — for HN. NH. 

and carbon chemical shift, respectively. The entry for carbon includes carbon 

alpha (CA) and carbon be ta  (CB) from the same am ino acid residue. Those 

three entries are the sam e as in the  3D HNCACB; the difference is the  carbon 

entry, which includes CA and CB from two adjacent am ino acid residues in 

3D HNCACB. HN and NH chemical shift values in the spin system s are from 

2D 15N-HSQC. CA and CB chemical shift values are then extracted  from 

CBCAcoNH and HNCACB which are complementary to each other. However, 

in general, the chemical shifts m easured out of one NMR spectrum  are different 

from those measured ou t of another. Nonetheless, the difference is very small 

and we should still be able to ex tract the triples, despite the existence of noise 

peaks and missing peaks.

At the same time, adjacency inform ation is extracted from the three spec­

tra. The connection between spin systems from adjacent am ino acid residues 

will be set up by connectivity inform ation from CB and CA peaks. CB,. CA,. 

CB,_i. and CA,_i are identified from spectra HNCACB and CBCAcoNH. CB,.
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CA,. CB,_i. and CA,_! arc recognized from each plane of the spectrum  HN­

CACB. each of which has the same NH chemical shift value. Two planes from 

the spectrum  CBCAcoNH containing CB,. CA, and CB,_.j. CA ,_j. respec­

tively. are used to verify the four peaks, and the adjacent pairs of spin systems 

are generated by this process. Including the signature inform ation obtained 

from BMRB database, the  inform ation needed for the assignm ent process is 

ready.

Further, a new com putational model is proposed from our group (Dr. L in?s 

group a t the University of A lberta) to deal with more com plicated cases of peak 

grouping. In this model, peak grouping is formulated as a weighted b ipartite  

m atching problem, where two sides of vertices represent the peaks from two 

distinct spectra respectively, and the weight of edge represents the  probability 

of m apping them  to a common am ino acid residue, taken as the square root of 

the product of the  differences of HN chemical shifts anti NH chemical shifts. 

The solution for this model is to find a  minimum weight m atching which 

indicates how two spectra  can be merged into one. The resulting "super” 

spectrum  from this repeating  process represents the list of spin system s. O ur 

approach is a globally optim al peak grouping method, w ithout considering the 

m atch tolerance and the resolution of spectral data.

2.5.2 A ssign m en t S tartin g  w ith  Spin S ystem s

This type of assignment m ethod assigns the spin system right after peak group­

ing. w ithout any adjacency inform ation. Instead of determ ining the adjacency 

inform ation during grouping, adjacency information determ ination is com­

bined into spin systems assignm ent. A few recent works utilize this scheme: 

PACES [15]. AutoAssign [53], and CIS A [43],

PACES represents the adjacency relationships among spin systems as a 

directed network, and enum erates all the possible paths in it. Each such path  

represents a possible chain of the spin systems which might be m apped to  a 

segment, of the polypeptide chain of the target protein. PACES validates each 

path by m apping it to the m ost likely segment associated with the spin system 

signature inform ation.
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AutoAssign combines adjacency determ ination  and the assignment pro­

cesses. and uses them to validate each other. This combination dram atically 

reduces the total number of possible paths com paring to PACES. AutoAssign 

keeps a list, of spin systems th a t nuclei in th is am ino acid residue may generate. 

For each pair of spin systems. AutoAssign checks if they could be m apped in 

the two lists of spin systems from two adjacent residues, respectively. If they 

can. t hen the pair is considered as a valid adjacent pair. However, the exten­

sion of the spin system path and the am biguities of the adjacencies among the 

spin systems increase the complexity of this approach. In practice. AutoAssign 

requires extra inform ation to reduce the complexity.

CISA [43] proposes another way to  com bine adjacency determ ination and 

peak assignment. The algorithm  employs a  best-first search incorporated with 

many o ther heuristics. A string of connected spin systems typically has a much 

better score a t the correct m apping position in the target protein sequence than 

almost all the other (incorrect) m apping positions, especially when the string 

are long. Therefore, a string of spin system s having a higher mapping score are 

m ore likely to be correct. In other words, adjacency and assignment support 

each other. CISA starts  with an Open List of strings and seeks to expand 

the string with the best m apping score. T he succeedingly descendant strings 

are appended to Open List only if the ir norm alized m apping scores are better 

than their ancestor's. Another list. Complete L i s t  saves strings which are not 

further expandable. Once Open List becomes empty, high confident strings 

with their mapping positions are filtered o u t from the Complete List with the 

conflicts resolved in a  greedy fashion. T he prelim inary sim ulation results in 

[43] show th a t CISA outperform s PACES. AutoAssign. and Random Graph 

Approach significantly, and many instances could not. be solved by them can 

be solved by CISA.

2.5 .3  A ssignm ent S tartin g  w ith  Spin S ystem s and A d­
jacency C onstraint

In this type of m ethod, peak grouping and adjacency inform ation determ ina­

tion are achieved at the same time. In o ther words, spin systems are connected
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into sm all spin system chains by adjacency inform ation, which m ust be mapped 

to a polypeptide segment on the target protein sequence [52].

M A PPER  is a sem i-autom atic NMR assignm ent program  th a t also starts 

w ith spin systems and their adjacencies, bu t proceeds with the assignment in 

a different manner. In more detail, the inpu t to the program  consists of the 

target protein sequence, the spectroscopically assembled short fragments of 

sequential connected residues, and CA and CB chemical shifts or amino acid 

type inform ation for each spin system. M A PPE R  performs first an individ­

ual m apping to enum erate all the possible m appings for each fragment, and 

then perform s an exhaustive search for global m apping (i.e., self-consistent 

m appings of all fragments) to obtain an unam biguous assignment. The global 

m apping is performed by fragm ent-nested loops, and  the forbidden branches 

of the search tree will be cut as early as possible during the search. The only 

permissible overlap in global m apping is the  overlap between two fragments 

which share one common residue, since the corresponding chemical shift values 

for the endpoint atom s satisfy a  user-defined tolerance.

The assignm ent algorithm  developed by our group uses the Constrained B i­

partite Matching  (CBM) formulation. The CBM model is basically the same as 

the norm al weighted b ipartite graph m atching. The differences are the group 

of am ino acid residues are ordered as their linear order in the ta rge t protein se­

quence. and the group of spin systems are partitioned  into subsets, spin system 

strings, which m ust be m apped to  a segment in the  target protein sequence 

[52], In theory, CBM problem is N P-hard even when the b ipartite  graph is 

com plete [52]. The algorithm can be described as a two-phase procedure: the 

first phase is a greedy filtering procedure in which a  certain num ber of best 

possible m appings are selected for the identified strings: the second phase is a 

m axim um  weight b ipartite m atching procedure in which the mapping between 

the isolated spin systems and the rest of the residues for every combination of 

string m appings is accomplished. The algorithm  reports the best assignment 

from all com binations in term s of the assignment, confidence — the score. This 

algorithm  autom ates the assignment process a t a global view, which produce 

an assignm ent within seconds on a Pentium  IV PC.
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2.5 .4  A ssignm ent S tartin g  w ith  P eak  Lists

Most autom ated peak assignment program s apply the same general s tra te­

gies as described above, to perform peak grouping, adjacency determ ination 

and assignment. However, the assignment m ethods s ta rting  with peak lists 

achieve peak grouping, adjacency determ ination, and assignment a t the same 

time. Therefore, am biguities arising a t each step could be generally resolved 

in this way. If such am biguities still cou ldn 't be resolved a t tha t mom ent, then 

m anual adjustm ents have to be done. The following is a brief description of 

the proposed system [S. 9].

(1) All peaks from input spectra  are put together to form a  super peak 

list, where suitable shuffling is required to ensure the spectra have the same 

reference point (NH and HN chemical shifts are employed): (2) A clustering 

algorithm  is applied on the super peak list to generate peak clusters such 

th a t peaks within a  cluster share close NH and HN chemical shifts, where 

the num ber of clusters is set to  the estim ated num ber of spin systems using 

the target protein sequence. (Note th a t some different am ino acid residues 

m ight have close NH and HN chemical shifts and thus multiple spin systems 

m ight reside in a cluster): (3) Since we cannot distinguish inter-residue and 

intra-residue peaks, an undirected graph G  =  (V. E)  is defined where each 

vertex represents a  cluster, and two vertices are adjacent if they contain close 

chemical shifts for some nuclei. (Excluding NH and HN. tolerance thresholds 

are set): (4) A best-first search algorithm  is applied which takes in the score 

scheme determ ined in the  above to  find a path  cover for graph G. At the same 

tim e, the direction of a path  will be determ ined using the spectral nature, 

w ith the exception th a t when the direction cannot be determ ined, then two 

directed copies of it are generated. The ou tpu t of the search algorithm  is a 

(directed) path cover of G  w ith their m apping positions to the target protein 

sequence.

We note tha t such a  system has a strong capability  in resolving ambiguities 

and in cross-validation. An existing assignm ent algorithm  GARANT [S. 9] is 

the m ost sim ilar to the proposed system . GARANT starts  with peak lists
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in two dim ensional COSY and two-dimensional NOESY spectra, and uses the 

knowledge of m agnetization transfer pathways as the input. It represents peak 

assignment as an optim al m atch between two graphs, of which one is built for 

expected peaks predicted by combining knowledge of the prim ary structu re  

and the m agnetization transfer paths, and the other is for the observed peaks. 

It employs a  genetic algorithm  combined with a local optim ization routine to 

find the optim al hom om orphism  of the graphs of the expected and observed 

peaks; this is evaluated by a sophisticated statistical score scheme based on 

mutual information.

2.5.5 Scoring Schem e

Scoring schemes are used to  measure the m atch between a group of spin sys­

tems and a peptide of am ino acid residues in the target protein. By including 

various term s, the scoring scheme will be able to  give the probability of the 

accuracy of each m atch between two groups. There are three representative 

scoring schemes which are histogram -based score learning [44], representative- 

based score learning, and  m ulticlass SYM with error-correcting o u tp u t codes.

Histogram -based score learning [44] includes term s representing am ino acid 

type, secondary struc tu re  type, and chemical shift values. For example, the 

score of the m atch between the spin system (HN,. NH;. CA,. CB;) and a 

specific am ino acid type aa w ith a specific secondary structu re  ss. is related 

to  the probabilities of occurrences of chemical shift values NH,. CA* and CB; 

w ith am ino acid type aa and secondary structure ss  [44]:

score((H N ,.N H ;.C A ,.C B ,) j (aa .ss))

=  10 x log ^Prob(aa . ss, NH,) x Prob(aa. ss. CA,) x P rob(aa. ss. CB*) j .

where
A'(aa. .ss. XX,)

P rob(aa . ss. XX,) =  ----- --------- -— .
A (aa. .ss)

_Y(aa. ,ss, XX..) and N (a a .s s )  are numbers of entries in BMRB database with 

(aa. ss. XX;) and (aa. ss).

Representative-based score learning applies clustering m ethods from data  

mining. C lustering is an unsuperviscd learning, but w ith the number of classes

2S
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pre-specified. O ik* of t he most popular algorithm s is Ordering Points to Iden­

tify the Clustering Structure (OPTICS) [6] which is a hierarchical density-based 

clustering m ethod for com puting an augm ented clustering ordering of objects 

for au tom atic and interactive clustering analysis. In this scoring scheme, each 

pair {an, ss) represents a class. The probability for each spin system  v gener­

ated by nuclei with (no. ss) is measured by the  sum of the Euclidean distance 

between the spin system r and the j - l h  representative spin system vj for com­

bination {aa. ss) as shown in Equation (2.5):

where r l .  n> rlt is d representative spin system s from the training set. The

score represents the Euclidean distance between two spin systems, so the less 

the score, the more likely the spin system is generated by amino acid residue 

w ith the combination.

The th ird  score scheme learning employs the m ulticlass SYM with error- 

correcting output codes. The code m atrix  is 60 x 64 which is generated by 

using the  Randomized Hill Climbing algorithm  [19]. Each row represents a 

com bination of amino acid and secondary structu re , which is a 64-bit code. 

These 64 SVMs are trained and each of them  produces entries in one column 

in the code m atrix. Given a new spin system  v = (HN;. NH,. CA*. CB,). a 

64-bit string  is produced by running these 64 SVMs. The ham m ing distance 

between it and each of the 60 class strings is taken as the score of mapping r 

to  the combination. Again, such a  score m easures the "distance" rather than 

likelihood and thus the lower the score, the more likely the spin system is 

generated by nuclei from the combination.

This section discusses the procedures for determ ining protein secondary and 

three-dimensional structures by structu ral constraints. Section 2.6.1 intro­

duces how to extract all needed structu ral inform ation. Then, the following

d

J

2.6 Structure D eterm ination
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two sections present the procedures of secondary and three-dimensional struc­

ture determination.

2.6.1 S tructural C onstra in ts Extraction

Three m ajor types of s tru c tu ra l constraints can be extracted  from experi­

mental data: distance constrain ts, torsion angle constraints, and orientational 

constraints. These constrain ts come mainly from scalar coupling, dipolar cou­

pling. hydrogen bond, and  torsion angle interactions which are particularly 

sensitive to 3D spatial m olecular conformation. Chemical shifts derived from 

the peak assignment procedure are the primary inform ation used for secondary 

structure determ ination.

NOE-derived D istance Constraints

Nuclear Overhauser Effect (NOE) is a common phenomenon for pairs of nuclei 

of any type, w ith spatial d istance between them shorter than  5A. NOE-derived 

distance constraints are the  m ost im portan t source of structu ra l information 

in protein structu re determ ination . In NOESY spectrum . NOE interactions 

between pairs of nuclei are  shown by NOE peaks. Each dimension of the 

spectrum is represented by a  chemical shift. For example, if there is a peak a t 

the point (4.5ppm, 4.6ppm ) of a  2D NOESY spectrum , an NOE interaction 

between an hydrogen a tom  w ith  chemical shift 4.5ppm and an hydrogen atom 

with chemical shift 4.6ppm  exists. The intensity of the NOE is proportional to 

the product of the inverse sixth power of the internuclear distance dij between 

nuclei i and j  and a  correlation function f (~ c). as

•V O £ ' ' a

The structural inform ation comes m ainly from NOEs between two hydrogen 

atoms, especially from pairs of hydrogen atoms close in space but far away on 

the polypeptide chain. NOE peak intensities are commonly classified into very 

weak. weak, medium., strong, and very strong [40]. Each class is constrained by a
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Table 2.1: D istance bounds for different NOE intensity classes

NOE in tensity  classes distance [A] upper bound [A]
very strong 2.3 2.5

strong- 2.S 3.1
m edium 3.1 3.4

weak 3.5 3.9
very weak 4.2 5.0

set of approxim ate d istance bounds, as shown in Table 2.1. The lower bounds 

are often set to the sum  of the van der Waals radii of the two protons. In 

order to solve the am biguities arising from spin diffusion and spectral overlap, 

the concept of am biguous distance constraint has been introduced, and is 

represented bv
n - I / 6

dFuF-2 = (  ^ 2  dk 6)
k= 1

in which k  runs through all -Y(Fi. F2) contributions to a crosspeak a t frequen­

cies Fi and F2. and <4 is the internuclear distance between two protons with 

the contributions k  determ ined  by the coordinates of a model structu re . All 

the distance constraints derived from NOEs can be incorporated into structu re  

calculation models directly, such as distance geom etry ([30], [11]) and torsion 

angle dynamics [27].

Secondary structu re  identification can be obtained by an em pirical ap­

proach based on NOE inform ation [51, 50]. An exam ple is provided in Figure 

2.3.

Hydrogen Bond Constraints

Hydrogen bond constrain ts are incorporated into the structure calculation as 

distance constraints. T hey are useful for prelim inary protein s truc tu re  calcu­

lation of larger proteins when NOE d a ta  is scarce. The hydrogen bond iim its 

the accep to r(0 )-d o n o r(//)  distance and the distance between acceptor(O ) and 

the nitrogen atom(.Y). which is covalent to the d o n o r(//)  to the ranges [l.SA. 

2.0A] and [2.7A. 3.0A]. respectively, as shown in Figure 2.4(a).
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k„

' J n o t a

dss(dxs.djn'> 
dpt, id at)
da^(i,i+3) 
dep{b‘+3) 
dasUyi+4) 
dhy(i,i+2) 
doN (b l"+2)

A 8 {n C ° )

■ ■ ■ ■  ■ ■ ■  ■■ ■■ ■ ■ ■ ■ ■ ■ ■ ■  ■
1 10 20 30 40
DPMTCEQAMASCEHTMCGYCQGPL YMTCIGI TTDPECGLP

K X H M t X X X O H I  X O X  • • • • • •  • • O *  X *  X

helix 1 | helix 2 • helix 3

Figure 2.3: Example showing m ethods recommended for presenting NM R d a ta  
supporting the secondary s tru c tu re  identification in proteins. The 40-residue 
protein, pheromone Er-2. is used as an illustration [41]. Above the am ino 
acid sequence, black squares identify residues with observably slow hydrogen- 
exchange rates. kex, a t the backbone am ide (the conditions of the exchange 
experim ent should be specified). Below the amino acid sequence, filled circles 
identify residues with 3 Jhnhq <  6.0Hz. indicative of local a -type conform ation: 
open circles correspond to  3./hnho >  S.OHz. indicative of residues in extended 
chain conformation: crosses identify residues with 3./hnhq values 6.0 to S.O Hz. 
For the sequential proton-proton NOE connectivities. da\;. dssr d$* for Pro- 
Xxx dipeptides), thick and th in  bars indicate strong and weak NOE intensities, 
respectively. The observed m edium -range NOEs das{i. i -f 3). dQ$(i . i  -f 3). 
dQs{i. i 4- 4), dss{i- i +  2), and  das { h  i 4- 2) are indicated by lines connecting 
the two residues th a t are re la ted  by the NOE. I3C ° chemical shifts relative 
to  the random  coil values. A d (13C Q). are plotted a t the bottom  of the figure, 
where positive values are shifts to lower field. The sequence locations of th ree 
helices are indicated a t the bo ttom : broken lines are used to indicate th a t the 
identification of helix 2 from these d a ta  is uncertain.

l -S < d OII <2.0 A

O O

2.7 < d „ .  <3.0 A

Figure 2.4: (a) Hydrogen bond restrain ts used during a structu re  calculation 
[47]. (b) Criterion used to detect hydrogen bonds when analyzing a s tru c tu re  
[10. 36].
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Hydrogen bond constraints have also been found useful in determ ining 

secondary structu re  elements such as o-heliccs and .7-sheets. Hydrogen bonds 

can be detected through 3h./ (three covalent bonds) and Jh./ (two covalent 

bonds) scalar couplings [10. 21)]. Furtherm ore, hydrogen bonds are inferable 

in Q-hclices. bu t not in .7-sheets. For sm all proteins, heteronuclear 3h./sc' [16] 

and 2hJ \ \c  [1~] couplings indicate the presence of a  hydrogen bond.

Torsion A ngle Constraints

Torsion angle constraints are obtained from the three-bond vicinal coupling 

constant 3 J  by the Karplus equation:

3J(0) =  .4 cos2 Q + BcosO  + C. (2.6)

where .4, B  and C  are empirical param eters determ ined by a best fit of the 

m easured J  values to  the corresponding values calculated with Equation (2.6). 

The m ost commonly used Karplus param eters are listed in Table 2.2. 9 is 

the torsion angle between the four atom s connected by three vicinal bonds. 

Therefore, given 3 ./-coupling constants, allowed ranges of the relevant torsion 

angles can be derived. The main contributions of torsion angle constraints are 

to  provide the local conformation. A lthough they do confine backbone torsion 

angles o  and  v .  and the side chain \  torsion angles, their contributions to  the 

global fold are limited.

R D Cs Orientational Constraints

Residual d ipolar couplings (RDCs) constraints are introduced into structure 

calculation as orientational constraints. S tructu ra l information is obtained 

from RDCs by observing internuclear dipolar interactions. In solution, molecules 

are isotropically oriented, so the internuclear dipolar interactions average to 

zero and cannot be observed. If proteins are immersed into an anisotropic en­

vironm ent which has a different property according to different direction, such 

as solutions containing phages or bicelles. d ipolar couplings no longer average 

to zero and produce an observable residual dipolar coupling. The residual
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Table 2.2: K arplus relations. i .J{9) =  .4 cos'2 0 +  BcosO  -f- C. for proteins be­
tween a vicinal scalar coupling constant 3./ and the corresponding torsion angle 
0. defined by the three covalent bonds between the two scalar coupled atom s. 
■‘Offset" in the tab le  represents the difference between 0 and the s tandard  tor­
sion angle o. v  or y 1. In the case of .3-methylene protons, the first num ber is 
for H;32. the second for H'33.

Angle Coupling A (Hz) B  (Hz) C (Hz) Offset (degrees) Reference
o HN -  H° 6.9S -1.38 1.72 -60 [46]

HN -  C' 4.32 0.S4 0.00 ISO [46]
Hn -  C3 3.39 -0.94 0.07 60 [46]
C 't_, -  H° 3.75 2.19 1.2S 120 [46]
C ',- , -  c-3 1.59 -0.67 0.27 -120 [33]

V H" -  N,*i -0.S8 -0.61 -0.27 -120 [45]
x 1 HQ -  H3 9.50 -1.60 1.S0 -120/0 [39]

.\ -  n 3 -4.40 1.20 0.10 120/-120 [38]
C ' - t i 3 7.20 -2.04 0.60 0/120 [21]

dipolar coupling (D ) between two nuclei i and j  is calculated by

Dij{9. o) — Da (3 cos2 9 — sin*’ 9 cos 2o •

where D a is the  d ipolar coupling tensor and D r is the rhombicity. 9 and  6  

are cylindrical coordinates describing the orientation of the internuclear vector 

i j  in the principal axis system  of the molecular alignment tensor. So. given 

the molecular alignm ent tensor. RDCs provide the orientation of internuclear 

vectors relative to  an external reference frame, which is defined in the  structu re  

calculation process as an orthogonal axis system [42]. O rientational constraints 

derived from RDCs can be included in the structure calculation process as a 

pseudo-potential energy term , similar to other constraints.

2.6.2 Secondary Structure D eterm ination

The empirical correlation between protein secondary structu re  and chemical 

shifts of C n . C 3. C . H a and  .V has been found, and a num ber of m ethods make 

use of this correlation to predict a reliable protein secondary structure . CSI
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[48. 49] and TALOS [IS] are two popular ones. In the rest of this subsection, 

there is an introduction of those two m ethods.

CSI

The library referred to as Chem ical Shift Index [48] includes chemical shifts of 

atom s C°, C 3, C', H a and .V. T he m ain principle of CSI is the com parison of 

the chemical shifts obtained from experim ents w ith the Chemical Shift Index. 

CSI is able to predict the protein secondary structure type by com paring the 

chemical shifts from the protein sequence and those from the Chemical Shift 

Index.

As shown in Table 2.3. all the CSI entries for the chemical shifts in the CSI 

library are in the form of ranges. If the chemical shift of am ino acid residue 

on the sequence is greater than  the range shown in the table, th is  residue 

is marked 4-1. If the chemical shift of am ino acid residue on the sequence is 

smaller than  the range, the residue is marked -1. If the chemical shift of am ino 

acid residue on the sequence is w ithin th is range, the residue is m arked 0. The 

secondary structure element can be roughly recognized from the m arks of each 

am ino acid residue. The rules of th a t are as follows: (1) any segm ent with 

4 "-Ts” w ithout interrupting by a "4-1” is a  helix; (2) any segm ent w ith 3 

"4-Ts" w ithout interrupting by a  "-1” is a strand: (3) any other com bination 

is a coil: (4) end points of helices and strands can be recognized by the first 

occurrence of an opposite m ark or two consecutive 0's in the CSI: (5) the 

local density of "-I/s" and "4-I V ’ measured for a window of 4 to  5 residues 

has to  exceed 70% to define a structu red  element. After a  specific secondary 

structu re element is recognized, the Chemical Shift Index will give ou t the 

angle restraints of torsion angles involved in the protein local conform ation. 

The resulting inform ation can be used as structu ral constraints for structu re 

calculation.

TALOS

TALOS [IS] not only considers the  inform ation from chemical shift, bu t also 

takes sequence sim ilarity into account. This m ethod will give the user the most
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Tabic 2.3: CSI entries for the H" chemical shifts [48]

residue a  —1 H  range (ppm) residue a  —1 H  range (ppm)
Ala 4.35±0.10 Met 4.52x0.10
Cys 4.65x0.10 Asn 4.75+0.10
Asp 4.76x0.10 Pro 4.44x0.10
Glu 4.29x0.10 Gin 4.37x0.10
Phe 4.66x0.10 Arg 4.38x0.10
Gly 3.97x0.10 Scr 4.50x0.10
His 4.63x0.10 T hr 4.35x0.10
lie 3.95x0.10 Val 3.95x0.10
Lys 4.36x0.10 Trp 4.70x0.10
Leu 4.17±0.10 Tyr 4.60x0.10

sim ilar 10 trip lets  in term s of the sim ilarity between sequences in the database 

and the query sequence. If the central residues in the given 10 triplets show 

sim ilar backbone angles, the average of them  will be considered as the angular 

restaints for the query sequence. The diagram  of the whole procedure of 

TALOS is shown in Figure 2.5.

The database used in TALOS includes C °. C*. C'. H a and .V chemical 

shifts for 20 proteins w ith a high resolution X-ray structure. TALOS utilizes 

both sim ilarity o f sequence and chemical shift to predict the restrain ts for 

backbone angles. T he idea is based on the assum ption th a t if the adjacent 

am ino acid residues have sim ilar chemical shifts to  a string  of am ino acid 

residues in the database, the central am ino acid residues in two strings should 

have similar backbone torsion angles. The sim ilarity in the am ino acid residue 

types between two strings can then be used as a complement for the criterion.

TALOS uses the  NMRW ish(a companion package to the NMR d a ta  pro­

cessing and analysis tool-N M R Pipe). which is w ritten in the language T c l/T k . 

It provides a form ula to  measure the sim ilarity between the central am ino acid 

residue of two strings, known as sim ilarity factor S { i . j )  defined by:

- i

71=  -  1

+ kl(A 6N i+ n -  ± 6 X ^ „ f  -f ^ ( A  aC;l„ -  A d C ^ J 2 
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TALOS PROGRAM

Uses:
-  residue similarity matrix <20”20)
-  compensation factors for missing shifts
-  secondary shift weighting factors

Calculates:
-  secondary shifts
-  differences in secondary shifts for all 5 atoms between 

residues (i-l.j-I). ti. jj. (i+l. j*l)
-  overall similarity score. S(i.j)
-  dihedral angles of the 10 lowest scores
-  average ( p. and st. dev. of the 10 lowest scores

Interactive inspection of predictions, elimination of outliers, selection of useful predictions

detects:

Predicted I0.V) 
for residue i.

UNKNOWN STRUCTURE

CA. CB. C\ HA. N 
chemical shifts

Residues: ti-1. i. i->-1»

Currently: 20 proteins 
3038 residues

NMR Chemical Shifts: 
CA, CB. C, HA. N 
X-Rav Structures (PDB):
resolution better than 2.2 A 
Residues: t j —I. j. j+1)

DATABASE

Figure 2.5: TALOS flowchart [IS]
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Table 2.4: Residue sim ilarity factors. A /{<.,vvpr. [IS]

Res. A R X
D

C Q E G H I L K M F P S T \Y
Y

Y

A 0 1 1 1 l 1 2 1 2 1 1 1 2 3 1 2 2 2
R 1 0 1 1 l 1 2 1 2 1 0 1 1 3 1 2 1 2
X /D  1 iL 0 1 l 1 2 1 2 1 1 1 1 3 1 2 1 2
C 1 1 1 0 l 1 2 1 2 1 1 1 1 3 1 2 1 2

Q i 1 1 1 1 2 1 2 1 1 1 1 3 ] 2 1 2
E 1 1 1 1 l 0 2 1 2 2 2 1 1 3 1 2 1 2
G 2 o 2 2 2 2 0 3 3 3 3 3 3 3 3 3 3 3
H 1 1 1 1 1 1 3 0 2 1 2 2 1 3 2 2 1 2
1 2 2 2 2 2 2 3 2 0 1 2 2 2 3 2 1 2 0
L 1 1 1 1 1 2 3 1 1 0 1 1 1 3 2 2 1 2
K 1 0 1 1 1 2 3 2 2 1 0 1 2 3 1 2 2 2
M 1 1 1 1 1 1 3 2 2 1 1 0 2 3 1 2 2 2
F 2 1 1 1 1 1 3 1 2 1 2 2 0 3 2 2 0 1
P 3 3 3 3 3 3 3 3 3 3 3 3 0 3 3 3 3
S 1 1 1 1 1 1 3 2 2 2 1 1 2 3 0 1 2 2
T 2 2 2 2 2 3 2 1 2 2 2 2 3 1 0 1 1
W /Y  2 1 1 ii. 1 1 3 1 2 1 2 2 0 3 2 i 0 1
V 2 2 2 2 2 2 3 2 0 2 2 2 1 3 2 1 1 0

-rk*n(± 5 C 'i+ n -  A S C 'j-n )2 -r k>(±6H ?.n -  A S H ' l J 2}.

where kn are empirically optim ized factors, and represents the chem­

ical shift of nitrogen atom  on (i -i- n )th  residue. Two amino acid residues are 

more similar if the sim ilarity  factor S ( i . j )  is smaller. The TALOS program  

gives out 10 strings w ith the sm allest sim ilarity factors. The sim ilarity of 

amino acid residue type is evaluated bv a 20 x 20 m atrix shown in Table 2.4.

2.6.3 3D  S tructu re C alcu lation

As described in the previous section, we can obtain different types of con­

straints. such as in terpro ton  distance and dihedral angle constraints. The 

problem discussed in th is section will concern the structure calculation algo­

rithm s based on these experim entally derived constraints. In this section, four
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kinds of algorithms which are the m ost widely used in structure calculation 

domain are introduced.

M etric Matrix Distance G eom etry

Distance geometry is the earliest algorithm  used in structure calculation. The 

inherent principle of distance geom etry is th a t it is possible to calculate C arte­

sian coordinates of a set of poin ts if all the distances among those points are 

known.

Metric m atrix distance geom etry [25] uses an .V x .V m atrix G to solve 

the problem, in which .V is the num ber of atom s on the protein sequence. 

M etric m atrix G has the property  by definition th a t it has only three positive 

eigenvalues. O ther .V — 3 eigenvalues are all equal to zero. The m atrix  GtJ is 

constructed as follows:

/  j t  Ei'h d i  -  &  d i  if«= j  \
G ^ r ' r> = {  i n * ; } '

where .V x .V distance m atrix  D lJ is calculated by

A j  =  !Ti -  tjj.

where r, (i = 1 .2 .......V) denotes the  coordinate of atom i in Cartesian three-

dimensional space. Nevertheless, in practice, the  m etric m atrix  generated from 

experimentally derived constrain ts does not possess three positive eigenvalues 

under some circumstances. In order to get the m etric m atrix we need, a  series 

of triangle inequalities check needs to  be accomplished [11].

The coordinates of all the atom s in C artesian three-dimensional space can 

be calculated by

=  V ^ e f  {i =  1 .2 ....... .V: a  =  1.2 .3).

where Af* and c" denote eigenvalues and eigenvectors of the m atrix  G. rj. r'f 

and rf  represent the coordinate of atom  i in x , y and c axis, respectively.

Based on the introduction above, we can calculate the coordinates of all the 

atom s if we know the exact distances. However, not all the distance constraints 

arc available: some of these constraints are in the form of a range. At first.
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those exact values of the distances derived from covalent s tructu re  can be input 

into the m atrix  directly. Then, for those distances with no inform ation from 

experiments, a large value will be set to be the upper bound, e.g., 40A. and 

the lower bound will be zero. Finally, a random  value will be picked between 

the lower bound and the upper bound of the range to feed into the m atrix. 

Repeating this procedure, we can obtain  a group of conformers which build 

the conformational space. The conformers obtained from this algorithm  may 

be seriously distorted. Hence, they needs to be refined by o ther m ethods, such 

as conjugate gradient m inim ization [30].

This algorithm  is no longer used in the protein structu re  calculation, and 

better algorithm s will be introduced in the following sections. However, the 

conformers generated by this algorithm  could be used as a  initial s tru c tu re  for 

other algorithm s.

Variable Target Function M ethod

The structure calculation problem in the variable target function m ethod is 

formulated as a  target function m inim ization problem. The ta rge t function 

represents the constrain t violations, and  has the following properties: (1) ta r­

get function T ( o \ . .... 6„) is equal to  zero if all the experim entally derived

constraints are satisfied: (2) T ( 6 i  p„) ^  if (p i , . . . .6 „ )  satisfies

the constraints be tte r than  (0i.....6>n). In addition, the variable ta rge t func­

tion m ethod is an algorithm  in torsion angle space. The degrees of freedom 

are n  torsion angles (Pi, o-> On).

In order to reduce the danger of being trapped  in a local m inim um , vari­

able target function increases "target, size" in a step-wise fashion. T he target 

size progresses from the intra-residue level up to  the whole polypeptide chain 

(Figure 2.6). Therefore, the local conform ation of the protein  sequence will 

be obtained first, and the global fold of the protein sequence can only be 

established near the end of the calculation.

The target functions im plem ented in variable programs are som ew hat di­

verse. The one im plem ented in the program  DIANA [26], which is discussed 

in detail here, will be com pared with the ta rge t function im plem ented in the
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Figure 2.6: Active restraints a t  various minimization levels L  of the variable 
ta rge t function algorithm . A t a given minimization level L. all d istance re­
s tra in ts  between residues i and j  w ith \j — i\ ^  L are considered [25].

program  DISMAN [12].

In the  program  DIANA, it is assumed th a t there exist nu d istance upper 

bounds, rii distance lower bounds. n t. van der Waals" repulsion lower bounds, 

and nQ dihedral angle constraints. Thus, the upper or lower bound b of the 

distance between atom  a  and atom  3  is represented by:

where. wc and ivn are weight factors for the corresponding items: I c 6  {1 nc}

w ith c =  u. I, v. dct represents the distance between atom  a \  and atom  5f. A . 

denoting the signed dihedral angle constraint violation, is calculated as

(a.. o™in, djnax)

T he target function is constructed as

max(O.f). if c — u: 
min(0. f). if c = l .v

if Oq e  [omia, 6 max]:
if oa £  [omin. o ma3[] and A min ^  A  
if oa $  [b™". o H  and A min >  A'

maxmin
maxmax

(2.7)

• 1 1
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with

A mi!1 =  m in{!omi!1 -  d Q|.2T -  jo""" -  o a\}. (2.8)

and

A max =  m in{ |6mHX -  da j .2 -  -  o'";ix -  oa ;}. (2.9)

Here, o  denotes the equivalent value of o  in the interval [0. 2:rj. i.e..

O =  o  -f- n ■ 2~.  n 6  Z .

T denotes the half-width of the forbidden interval of dihedral angle values:

r  =  -  -
omax -  o n'"‘

The target function T  above is the one implemented in the program  DI­

ANA. However, the ta rge t function T '  implemented in the program  DISMAN 

is somewhat different in the trea tm en ts  of steric constraints and dihedral angle 

constraints than  function T .  and is calculated as

r E  E  (i -
c — u,l  I t/c * i € t r  ■—t

The drawback of the im plem entation of variable target function is th a t it 

is still possible to be trapped  in local minim a [12]. Also, because of the low 

success rate, a large num ber of random ized s ta rt structures need to be used in 

the calculations in order to  generate a group of good conformers. On the other 

hand, compromise m ay be m ade between small constraints violation and com­

putational complexity. The variable target function m ethod has been proved 

to  achieve better results in determ ining a-helical proteins than .5-proteins [2Sj. 

T h a t may be a ttr ib u ted  to the factor th a t 3  sheet has more complex topology 

which involves long-range distance constraints.

M o le c u la r  D y n a m ic s  in  C a r te s ia n  S p ace

Molecular dynamics is a  m ethod for sim ulating the movement of a  molecu­

lar system. Sim ulated annealing m ethod simulates a slowly cooling process 

of a molecular system  from an extremely high tem perature. Therefore, the 

m ethod combining molecular dynam ics (MD) and simulated annealing (SA) is
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called ''molecular dynam ics sim ulation". The distinctive feature of m olecular 

dynamics sim ulation, com pared to other target function m inim ization m eth­

ods. is the presence of kinetic energy. The presence of kinetic energy greatly 

reduces the probability of being trapped  in a local minimum. Different from 

the standard MD [23]. molecular dynamics simulation uses a pseudo-potential 

energy function as the target function.

The rem ainder p art of this section will introduce molecular dynam ics sim ­

ulation in Cartesian space. T he degrees of freedom of this m ethod are the 

Cartesian coordinates of the atom s.

The governing equation of the molecular system of n atom s for molecular 

dynamics sim ulation in C artesian  space is Newton’s equation of m otion:

=  £  ( / '= 1 .2 .......n).

where, the forces Fs are given by the  negative gradient of the po ten tia l energy 

function Epot in C artesian space:

Fi =  - V . E ^ .  (2.10)

The potential function consists of the term s representing bond length and 

bond angle potentials from covalent structure, torsion angle potentials, dis­

tance constraints from non-bonded interaction, and other distance and  angle 

constraints in the form of ranges. For example, the potential function in the 

program XPLOR [13] is

e p«i =  k^ r ~  r ° ) 2 ^  ~  ^  z l  ^  cos(n ° +<>))
bonds angles dihedrals

t  ^   ̂ <5) t  ^   ̂ fcj-pppi(nicix(0. I\.~)
jmj>rop>ers nonbonded pairs

-  y  y  k . ± i
distance restraints angle restraints

where kh. ko. kc . A-rrpej. kd and k a denote a variety of force constants: r  and 9 are 

actual bond length and bond angle with r0 and 9Q corresponding to  fixed bond 

length and bond angle from covalent structure: o  denotes the actual torsion 

angle or im proper angle value: 6 is the offset of the torsion angle or im proper

•13
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potentials; R  represents the actual distance between a  non-bonded interaction 

atom pair: R mm is the distance when van der Waals potential between two 

atoms reaches its minim um : s is a scaling factor; and Ad and A Q are the 

distance and angle constrain t violation, respectively.

In order to calculate the trajectory, Newton's equation of motion is num eri­

cally integrated by different integration schemes, such as 'leap-frog' integration

The sta rting  s truc tu re  is provided by m etric m atrix  distance geometry, so 

the initial coordinates r t° are known, and the initial velocities are random ly 

assigned according to  a  M axwell-Boltzmann distribution. The probability th a t 

atom  i has the velocity r, a t  tem peratu re T  is given by:

where kg  =  1-3S x 10_23JK _1 is the Boltzm ann constant, and m* is the mass 

of atom  i. Given in itia l coordinates and velocities, it is possible to obtain  the 

velocities and positions of atom s after tim e step Af by Equation (2.12) and 

Equation (2.13). The m agnitude of the tim e step  A t m ust be small enough

of molecular dynam ics sim ulation, tem perature control is one of the essential 

steps. Velocity Rescaling is commonly used to  m aintain the tem perature. 

For each step of the  slowly heating or cooling procedure, velocity needs to 

be adjusted by a scale constant to control the tem perature. The sim ulated 

annealing protocol in the  program  X -PLO R includes adjustm ent of the steric 

repulsion.

The com plete procedure can be described as follows: (1) obtain initial 

velocities from Equation (2.14) and initial structu re  from distance geometry:

(2) calculate potential energy from Equation (2.11). then obtain forces from 

Equation (2.10): (3) determ ine new velocities after time step At from Equation 

(2.12) with known in itia l velocities and accelerations: (4) given initial positions

[13]:

vi(t 4- A t/2 )  =  i7i(t — A t/2 ) -i- A tFl ( t ) /m i. 

f i ( t  -i- A t) =  r ,( t)  4- A tr ,(f  4- A t/2 ).

(2 . 12)

(2.13)

(2.14)

to sample the fastest m otions (of the order of 10 l0.s). During the procedure
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Tabic 2.5: Comparison of m olecular dynam ics simulations in C artesian  and 
torsion angle spaces

Q uantity Cartesian space Torsion angle space
Degrees of 3 N  coordinates: n torsion angles:
freedom Xl...... 0\ ......
Equations of 
motion

Newton’s equations:
m.Xt =

Lagrange equations:

~  dOk =  ^ ^  =  ■C,fc,n — Epot)
Kinetic energy Ekin =  3 YLi=\ Ekin =  i  £ L =  i M ( 0 ) k M
Mass m atrix  M Diagonal, elem ents m, n x 77., non-diagonal, non-constant
Accelerations ■■ _  l dh?„. 

1 rn, i)x. 0 = M (9)~ l C{0.9)  (77 linear equations)
Com putational P roportional to .V If solving system of linear equations:
complexity of proportional to n3
acceleration If exploiting tree s truc tu re  of molecule:
calculation proportional to n

of atom s and current velocities, calculate new positions by 2.13: (5) repea t the 

above 4 steps, until the system  is a t equilibrium  or the target tem pera tu re  is 

reached. All 5 steps are repeated on every s ta rt structure to ob ta in  a  group 

of good conformers.

Torsion Angle Dynam ics

The fundam ental difference between torsion angle dynamics and  m olecular 

dynam ics in Cartesian space is the  degrees of freedom. Torsion angle dynam ics 

use torsion angles as the degrees of freedom instead of Cartesian coordinates. 

As a  representation, the program  DYAXA [27] is discussed in this section. 

A comparison between torsion angle dynam ics and molecular dynam ics in 

Cartesian space is made in Table 2.5.

Since the degrees of freedom are torsion angles, in the program  DYAXA. 

the molecular system of the protein  has been represented as a  tree s truc tu re  

w ith a fixed base rigid body and o ther n rigid bodies connected by n ro ta tab le  

bonds, as illustrated in Figure 2.7. Each rigid body contains one or several 

atom s with unchangeable relative positions. The tree structure s ta rts  from the 

base rigid body. X-tcrm inus of the polypeptide, and ends a t the  C-term inus
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Angular velocity

Linear velocity v.
Rigid bodv k(mass n\ .'inertia tensor I* )

Centre of mass

^ * . Reference«1 Torsion point i>

Figure 2.7: (a) Tree structu re  of torsion angles for the tripcp tide Yal-Ser-Ile. 
Circles represent rigid units. R ota tab le bonds are indicated by arrows th a t 
point towards the p art of the structu re th a t is ro tated  if the corresponding 
dihedral angle is changed, (b) Excerpt from the tree s truc tu re  formed by the 
torsion angles of a  molecule, and various quantities required by the torsion 
angle dynam ics algorithm  of [34]
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and the sido-chains. Therefore. n torsion angles am ong 0, 1 n rigid bodies

are denoted by 0l .0-j......0n. In Figure 2.7. p(k)  denotes the preceding rigid

body of rigid body k in the polypeptide chain. The torsion angle between 

two rigid bodies p(k) and k is represented by 0k . ek denotes a unit vector 

illust rating the direction of the bond connecting rigid bodies p(k)  and k. rk is 

a  position vector of the "reference point', i.e.. the end point of the bond bet ween 

p(k)  and k. The only movement allowed in this tree structu re  is the rotation 

of the bonds. The incompatible covalent s tructu re  of the tree structure, such 

as closed flexible rings, will be solved by the partic ipation  of other met hods, 

such ; l s  molecular dynamics in Cartesian space.

In the program  DYAXA. the target function I* represents potential energy 

Epot by

where the function f c(d.b) may be in the form of any of the three equations 

below:

This illustrates the effect of a violated distance constrain t on the target func­

tion. In Equation (2.15). baj  represents lower and  upper bounds, while dnj  

denotes the  actual distance between atom s a  and  3. Ic (e =  u .l .v )  are atom  

pairs ( o . .?) w ith upper and lower bounds, and van der W aals's repulsion dis­

tance bounds, respectively: Id is the set of restrained torsion angles: anti irt{

are all weighting factors in various constraints: and A t is the size of the torsion 

angle constrain ts violation (refer to Equation (2.7-2.9)). Tk. half-width of the

Epot —  u  o  I  •

in which, u'o =  10kJmol_1A is an overall weight factor, and the target 

function itself is

r = Z  + ( 2 - 1 5 )

f c{d.b) =  ( d - b ) 2.

•17
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forbidden range of torsion angle k, is

Q m a x    n m i n
I™'   _ k  k
r * ----------------- 2-------- '

where 0™tn and 6™ax are lower and upper bound of torsion angle k, respectively.

As described in Figure 2.7. the angular and the linear velocity of rigid body 

k  are relevant to the angular and the linear velocity of rigid body p(k)  and the 

effect of ro tation  of the bond between them . It is therefore easy to obta in  the 

equations of angular velocity wk and linear velocity rk =  rk of the reference 

point for rigid body k  w ith k  =  1. 2 ..... n:

Wk -  'tCp(fc) -r ek0k. (2.16)

V k  — ^p(k) (t"fc ^ p (k ) ) Tv (2.1 / )

In Equation (2.16), angular velocity w k of the rigid body k  is the sum of the

angular velocities of the preceding rigid body p(k)  and the bond connecting 

them . Therefore, kinetic energy is given by

I  71
£kin =  -  { m k V 2k -r w k ■ I k w k -f- 2vk ■ ( w k A m * !  '*)].

k = l

where Yk denotes the vector from the reference point rk to the center of mass. 

The mass is represented by m k. and the inertia  tensor by I*.

The inertia  tensor of the rigid body k  is a  symmetric 3 x 3  m atrix, given

by

(Ifc)»j =  ^  ^tUa (?/~c),j H a iV a j )• 
a

where a is a  variable going through all the atom s contained in the rigid body 

k. ya is the vector from reference point to  the atom  a. and Sij is the Kronccker 

symbol. In practice, all the rigid bodies have been treated as solid spheres 

w ith mass m k to improve the efficiency of the algorithm .

n  = 0 .

2
I* = o

4 S
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in which, p is the radius with center a t reference point rk and 13 is a 3 x 3 

unit, m atrix. In the  program  DYANA, p = 5 A and rnk = lO^/ri^niQ, in which 

nk is the number of atom s in the rigid body k . and rn0 = 1.66 x 10~2"kg.

The equations of m otion for a  classical mechanical system  with generalized 

coordinates are the Lagrange equations [7]:

d  /  d L \  dL  _
=  0 (A-=  1 .2 ....... n). (2.1S)

d t \dd k '  dek

in which L =  E kin — E pot. Therefore, the equation for n x n mass m atrix  -1/(0) 

and n-dimensional vector C(9,9)  can be derived:

M { 9 ) 9 ~ C ( 9 . 9 )  =  0. (2.19)

In order to obtain th e  torsional accelerations 9. we need to  in tegrate Equations 

(2.IS) and (2.19) a t  each tim e step, which has extrem ely high com putational 

complexity in large molecular systems. Therefore, in the program  DYANA. 

the recursive algorithm  in [34] has been used to calculate the torsional accel­

erations.

The algorithm  [34] calculates three six-dimensional vectors ak. ek. zk and 

two 6 x 6  m atrices Pk and o k w ith (k  =  1 ,2 ..... n) for the  initialization process:

ak = (wk A ek)9k 
_ dlp(fc) A (v k -  Vp(k))

( 2 .20 )

ek =
ek
0

~k —
u.'fc A Ifcicjt 

_ (tZ’k • m kYk)wk -  u.'pnk}'k .

Pk =
Ik mkA{Yk)

, - r n kA{Yk) m k 13

o k =
13 A  (ft -  rp[k)) 
0 3 I 3

where 03 is a 3 x 3 zero m atrix , and A(x) is an antisym m etric 3 x 3  m atrix 

with the property th a t for all vectors y: A {x )y  = x  A ij.
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Next, the following equations are calculated recursively over all the rigid 

bodies in the backward direction, k = n .n  — 1 ..... 1:

D k = ek ■ Pkek.

Gk =  Pkek/ D k.

n  \  d VSk — — ek ■ (zk -f Pkak) — — -.
oek

Pp{k) <  Pp(k) d- Ok(Pk ~  Gkek Pk)Qk -

Zp{k) <------ Zp(k) d- Ok { z k +  PkOk  - f G kSk). (2.21)

in which Dk and s k are scalars. G k is a six-dimensional vector, and arrow <—  

is to  assign the right-hand side to  the  left-hand side.

Finally, a recursive loop over all the rigid bodies in the forward direction 

will be made to  derive torsional accelerations, k  =  1 .2 ..... n:

T

0k = s k/ D k - G k -a k. (2.22)

ak <—  ak ~  ek9k -r- ak . (2.23)

T he auxiliary quantities D k. G k and s k are calculated from Equation (2.21). 

Acceleration is given by Equation (2.22). In th is loop, auxiliary quan tity  ak

is updated  by Equation (2.23). w ith initial value oq being equal to the zero

vector.

The recursive algorithm  used in DYANA follows these steps:

(1) According to the torsion angles 9(t) a t tim e t. calculate the Cartesian 

coordinates of all atom s [24],

(2) Calculate the potential energy function E pot(t) = E pot{9{t)). and its 

gradient V E pot{t).

(3) Get current tim e step. A t. =  A, A t'. in the tim e sequence {t — A t')  —>

t —¥ (t -f- A t) .  A t '  denotes the previous tim e step of A t .  and scaling factor

where A™-'1* =  1.025 is the upper bound of the scaling factor A,, the time 

constant r  =  20. s ref denotes the reference value for the relative accuracy of
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energy conservation. and z{t.) as the relative change of the total energy in the 

time step A t'  is given by

E{t) -  E{t -  A t ')
:(0 = E(t)

(4) Control the tem peratu re by scaling the torsional velocities.

9(t — A t ' /2 )  <- XT0{t ~  A f'/2 ).

0(f) A T0{t).

The scaling factor XT is calculated as

_ /, , 7 ^ - 7 ( Q  
7 \ /  ' r T ( t )  '

and the current tem peratu re T{t)  is given by

T (t)  =
n k B

where Boltzm ann constant k B =  1-3S x 10_23JK _ I. and the kinetic energy is 

calculated by F*;,n (t) =  Ekm{8{t).#e(0)- Tem perature and tim e-step control 

can be turned off by setting  r  to  oc.

(5) Determ ine the torsional accelerations 0(f) by Equations (2.20-2.22).

(6) Use a leap-frog scheme to  calculate new angular -velocities at half time- 

step:

9(t ~  A t /2 )  = 9{t -  A t ' / 2) +  A ^ 0(f).

and to calculate the new estim ated  angular velocities a t full time-step:

+ ■A() = i l  + s i t b ) * '  + A(/2) -  -  A,72!-
(7) Calculate new torsion angles:

9{t -r A t )  = 9{t) ~  At9{t  +  A f/2 ).

The algorithm  will loop recursively over the above seven steps. Tim e step 

value will be updated  after execution of Step 7. The initial values of variables 

are: t =  0, A t '  =  A t .  and 0f (O) =  0(—A t/2 ) .  Initial value for the torsional
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Tabic 2.6: Com putation time (in seconds) for DYANA structure calculations 
of the proteins BPTI and cvclophilin A on different com puters [25, 27].

Com puter B PT I Cvclophilin A
NEC SX-J 13 36
DEC Alpha S400 5/300 20 S6
SGI Indigo2 R 10000 (175 MHz) 23 127
IBM RS/6000-590 35 141
Crav .1-90 4-1 141
Convex Exemplar 44 177
Hewlett-Packard 735 47 209

velocities 0(—-M/2) are determined by a  norm al d istribution  with zero mean 

value and a standard  deviation th a t guarantees the initial tem perature has a 

initial value T(0).

W ith regard to the efficiency of s truc tu re  calculation by program DYAXA. 

the com putation time is listed in Table 2.6 [25. 27]. The com putation tim e 

is below 1 mine for small proteins such as B PT I. and only 3.5 minutes for 

proteins such as cvclophilin A. on the generally available computers listed in 

Table 2.6. Since an NMR structure calculation always results in a group of 

comformers [50]. it is more efficient to  run the  calculations in parallel. In 

DYANA. parallel com puting is im plem ented using language INCLAN. Using 

a  dedicated Cray .1-90 com puter w ith eight processors, the elapsed tim e for

the calculation of 100 BPTI conformers on n = l  S processors was closely

proportional to l / v .  which is the theoretically  achievable optimum [27].
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Chapter 3 

Experim ental R esu lts

In this chapter, some experim ental results are presented tha t follow the steps 

introduced in C hapter 2. Each step will be introduced in detail from the exper­

im ental aspect, including I /O  files and  experim ental procedure. Experim ental 

results given here are from experim ents on the  protein MT0776 conducted by 

W ishart Research Group [oj. MT0776 is a  protein from an organism called 

“M ethanobacterium  therm oauto trophicum ", which is a m ethane producing 

organism from the Archaea kingdom of bacteria. I t  is the 776th protein found 

on the genome sequence, so it was designated MT0776 [3j.

3.1 D ata Processing

The input d a ta  for the entire experim ent are the signals recorded, digitized, 

and amplified by an XMR spectrom eter. The signals are usually called Free 

Induction Decay (FID), which are tim e-dom ain spectra  as illustrated in Figure 

3.1. The d a ta  acquisition software for MT0776 experim ents arc YNMR.

D ata  processing is utilized to perform  the conversion between time-domain 

and frequency-domain spectra, noise filtering, resolution increase, and line- 

shape smoothing. The functionalities of the existing d a ta  processing software 

include Fourier transform, apodization. linear prediction and phase correction 

for 1D-3D spectra. The d a ta  processing could also be performed by a pipeline 

of unix command, as in the program X M RPipe. where each tinix command
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Acquisition time

Figure 3.1: O ne-dimensional Tim e-dom ain Spectrum  FID

I----------------- ■----------------- 1----------------- >-----------------1----------------- '----------------- i----------------- '----------------- 1

4.0  3.5  3.0 2.5  2.0

ppm

Figure 3.2: One-dim ensional Frequency-domain Spectrum

represents a  single d a ta  processing step. The d a ta  processing software us­

ing in the experim ents o f MT0776 is XM RPipe. The o u tp u t files from d a ta  

processing are 1D-3D frequency-domain spectra. Figure 3.2 is an exam ple of 

one-dimensional frequency-dom ain spectrum .

3.2 Peak Picking

The peak picking program  reads in 2D or 3D spectra  d a ta  and identifies po­

tential peaks, along w ith their intensities. For protein MT0776. two 3D spectra  

CBCAcoNH and HXCACB. and one 2D spectra 15X-HSQC (heteronuclear 

single quantum  correlation) are used for backbone assignm ent. The other two 

3D spectra CcoXH and HccoXH are used for side-chain assignment. In 2D
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Figure 3.3: Two-dimensional HSQC (heteronuclear single quantum  correla­
tion) Spectrum  before Peak Picking

15N-HSQC (Figure 3.3). each peak contains two entries, one for am ide proton 

(HN) chemical shift, the other for the directly attached nitrogen (NH) chem­

ical shift. In 3D CBCAcoNH. each peak contains three entries, for HN. NH. 

and  carbon chemical shift, respectively. The entry for carbon includes carbon 

alpha (CA) and carbon beta  (CB) from the sam e am ino acid residue. Those 

three entries are the same as in the 3D HNCACB: the difference is the carbon 

entry, which includes CA and CB from two adjacent am ino acid residues in 

3D HNCACB. In 3D spectra CcoNH. three entries of each peak correspond to 

HN. NH. and side-chain carbon chemical shift, respectively. However, in 3D 

spectra  HccoNH. the th ird  entry of each peak is a side-chain hydrogen chemi­

cal shift. Once all the spectra needed to  build the  protein s tructu re  are ready, 

we can proceed to the peak picking process. O ther com plem entary spectra are 

2D 13C-HSQC. 3D HNCA. 3D HNCO. and 3D HNHA. 3D HNCA and 3D 

HNCO have the same entries as 3D HNCACB. In 3D HNHA. the three entries 

are (N. HN. HA): the entries for 2D 13C-HSQC are (C. H).

oo
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The first stage in the peak picking process is to filter the noise based on 

the possible chemical shift ranges for each spectrum . The possible peak should 

be found in the range of [6.5ppm-12ppm] for HN. [40ppm-65ppm] for CA. 

[60ppm-75ppmi for CB. [12ppm-40ppm] for side-chain carbon. and [90ppm- 

137ppm] for backbone N. Therefore, peak picking should be restrained to t hese 

ranges. Figure 3.-1 is an example of resulting spectrum .

The next stage is the au tom ated  peak picking process which is usually 

performed by software alone. This process usually identifies the coordinates 

and intensities of the potential peaks, and does not have a high accuracy. 

This means that the peak list generated by software cannot be used directly 

for peak assignment, and the  last stage peak list correction is performed to 

ensure a qualified peak list. For the HNCACB spectrum  of MT0776. the peak 

list resulting from the autom ated peak picking process includes 29-14 peaks 

w ith intensity threshold value a t 1000000 on the NMRDraw standard.

In the final stage, knowledge of correlations between different spectra, dipo­

lar coupling, and scalar coupling are used to  correct the peak list following the 

autom ated peak picking process. In spectrum  HNCACB. the CA and CB 

peaks from the z-th and (i — l) - tn  residue should have corresponding peaks on 

two different planes from spectrum  CBCAcoNH. and the peaks from spectrum 

CBCAcoNH could be used to  verify potential peaks in spectrum  HNCACB. 

The CB peaks appearing in spectrum  CBCAcoNH should have negative in­

tensities. shown in red color in spectra . In spectrum  HNCACB. the peaks 

from the residue z are usually more intense than  those from the residue (z — 1). 

Making a qualified peak list is one of the m ost crucial stages in the whole pro­

cedure. The resulting peak list from this stage includes only 2730 real peaks 

out of the original 2944 peaks in the HNCACB spectrum  of protein MT0776 

data . These are the result coming from peak picking software NMRYiew.
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Figure 3.4: Two-dim ensional HSQC (heteronuclear single quan tum  correla­
tion) Spectrum  after Peak Picking

3.3 Peak A ssignm ent

The peak assignm ent process is use to assign peaks to am ino acid residues 

on polypeptide chains of a  protein. The first stage of the assignm ent is peak 

grouping, which groups the chemical shifts from the same am ino acid residue 

to a  spin system . The inpu t file will be the peak lists generated by the peak 

picking process. Peak grouping could therefore be done by searching for identi­

cal backbone NH and HN chemical shift values among the peak lists of HSQC. 

CBCAcoNH. and HNCACB. The backbone NH and HN chemical shifts are 

collected from the 2D HSQC spectrum . Backbone CA and CB chemical shifts 

are obtained from HNCACB with complementary inform ation from CBCA­

coNH.

Once the spin system  is formed, the connection between spin system s from 

adjacent am ino acid residues will be set up by the connectivity inform ation 

of CB and CA peaks in the second stage. CB,. CA,. CB,_i, and CA,_! are
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identified from spectra  HNCACB and CBCAcoNH. An o u tp u t file will be 

w ritten out. which includes inform ation about, the two adjacent spin systems.

The third stage of the assignment is to generate possible spin system  chains 

in order to map to  the polypeptide chain. The possible am ino acid type of each 

spin system is determ ined based on the knowledge of chemical shift statistics 

(Table 3.1) and spin topology. W ith the connectivity inform ation derived from 

the preceding stage, possible spin system chains are generated.

The last stage is to m ap those possible spin system chains to  the protein 

sequence by a  scoring scheme. The scoring scheme used in th is experim ent 

takes four factors into account. They are the length of the spin system  chain, 

deviations of the chemical shifts on chemical shift statistics, intensities of the 

peaks for each spin  system, and the sim ilarity to  the sequence from a homology 

protein, if available. The m apping process starts  from the  spin system s which 

can be unam biguously assigned, as illustrated in Table 3.2. Scores have been 

assigned by the scoring scheme to each m apping between spin system  chains 

and segments on the  protein sequence. Finally, the greedy search is applied 

to com plete the assignm ent process by searching from the  highest score. Once 

the backbone assignm ent (i.e., sequential assignment) is com plete, side-chain 

carbons' and hydrogens' chemical shifts are assigned from sp ectra  CcoNH and 

HccoNH. respectively. The peak assignment based on the HNCACB spectrum  

of MT0776 results in S unassigned amino acid residues whose chem ical shifts 

are not found a t all. These unassigned amino acid residues will be m ade up by 

the peak assignm ent resulting from the CBCAcoNH spectrum . Appendix A 

is an example of th e  ou tp u t peak list file from peak assignm ent on 15N-HSQC 

spectrum .

3.4 N O E SY  A ssignm ent

Nuclear O vcrhauser Effect (NOE) is a common phenomenon for pairs of nuclei 

of any type w ith  spatial distance between them shorter than  5A. Nuclear 

ovcrhauser effect between pairs of hydrogen atom s is the easiest one to  detect

5S
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Tabic 3.1: Amino acid chemical shift statistics I [1]

Amino
Acid

Atom
Name

Atom
Type

Num ber 
of Shifts

Minimum
Shift

Maximum
Shift

Average
Shift

Standard
Deviation

ALA H H 14184 0.95 12.25 S.19 0.63
ALA HA H 1202S 1.24 S.62 4.26 0.45
ALA HB H 11081 -2.29 3.70 1.37 0.2S
ALA C C 6966 49.30 1S5.42 177.76 2.69
ALA CA C 10362 42.82 99.00 53.20 2.13
ALA O CD C 9465 0.00 99.00 19.04 2.54
ALA X | X 11688 1S.2S 219.60 123.24 4.56

Table 3.2: Amino acid chemical shift statistics II [5]

CA chemical CB chemical
shift (ppm) shift (ppm)

Glvcines 43-4S N /A
Serine 57-61 61-65

Threonine 60-6S 63-70
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in NMR experim ents. Therefore, both entries of NOE spectrum  are chemical 

shift values of hydrogen atom s. As the distance constraints source. NOESY 

experiments are the m ost im portan t experiments for the s truc tu re  calculation. 

However. NOESY peak assignm ent will not achieve good results w ithout the 

assistance of the sequential assignment, results. NOESY peak picking and 

assignment are the sam e processes, as the sequential assignm ent described in 

the previous two sections. Based on the dipolar coupling knowledge, peaks in 

NOESY are predictable with known chemical shifts on the polypeptide chain 

of the protein. For instance, if a peak has corresponding hydrogen chemical 

shifts to the hydrogen atom s on the protein sequence for bo th  entries of the 

peak, then th a t 's  a real peak. Therefore, in the experim ents, artificial peaks 

could be partially  filtered in th is way. Three spectra 2D 1H-1H NOESY, 3D 

1H-15N NOESY and 3D 13C-NOESY are used for NOESY assignm ent. The 

entries of peaks from the spectrum  2D 1H-1H NOESY, 3D 1H-15N NOESY, 

and 3D 13C-NOESY are (H. H).(N. H, H) and (C. H, H). respectively.

The peak list o u tp u t from the NOESY assignment includes inform ation 

about the peak positions, hydrogen chemical shift values, and peak intensi­

ties. Using the NOESY analysis tool, param eters for the cut-off intensities 

for each classes of N OE peaks could be adjusted by the  user, and the  NOE 

constraints file can be w ritten  out in different formats as shown in Appendix 

B. For instance, th e  constrain t in the NOE distance constraint file are the dis­

tance bounds between two atom s {(resid 2 and name HN) (resid 2 and name 

HA)}. The lower bound is (3.0-1.2). and the upper bound is (3.0-f-1.5).

3.5 3D  Structure Calculation

The algorithm  used for s truc tu re  calculation is molecular dynam ics in C arte­

sian space. The representative software using here is X PLO R. The first stage 

of structure calculation is to generate a homology model (Swiss PDB model

[22]) of the protein. Protein S tructure Files (PSF) are generated as a sum­

mary of the atom  type, mass, partial charge, and connectivity of the molecular

GO
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system. PSF files are generated from the original PDB file, using SwissPDB 

in com bination with the topology file. Tin* topology file is the file which shows 

the skeleton of the protein: it is usually generated from a group of homol­

ogy protein topologies. A tem plate coordinate set is also generated with the 

PSF file as input: it produces an arb itrary  extended conformation with ideal 

geometry, and writes out as a tem plate file.

The second stage is the simulated annealing procedure, which simulates the 

slowly cooling procedure from a very high tem perature. The input files include 

the s truc tu re  file PSF. the tem plate file, the NOE distance constraints file and 

the d ihedral angle constraints file (Appendix C). For example, four atoms 

{(resid 1 and nam e c) (resid 2 and name n) (resid 2 and nam e ca) (resid 2 and 

nam e c)} for each constraint in the file are four atom s involved in this dihedral 

angle on the  sequential order of protein sequence. T he numbers in the dihedral 

angle constrain ts file {1.0. -120.0. 10.0. 2} represent the energy constant ka 

in E quation 2.11. the value of this dihedral angle, the tolerance of this angle, 

and the  exponent of the dihedral angle term  in the potential energy function 

E quation 2.11 respectively. The param eters involving starting  tem perature, 

tim e step , the num ber of structures generated, and other param eters related 

to the energy term s could be adjusted by the user. The ou tpu t of this stage is 

a group of conform ations of the atoms: another sim ulated annealing protocol 

will be executed to refine the resulting conform ations. The output PDB files 

include inform ation representing the overall energy value, energy value for each 

energy term , constraint violations, and many param eters describing the protein 

structu re . F igure 3.5 shows several conformers of protein MT0776. There are 

slight differences between conformers in the sam e column, but big differences 

between two columns. Therefore, structure calculation needs to run a large 

num ber o f tim es to  get a group of good conformers.

The last stage will be the checking procedure which checks the acceptable 

protein structu res. In practice, it is impossible to determ ine which conforma­

tion represents the exact structure of the protein. By using a protein checking 

program , we will be able to distinguish which conform ation is the closest to 

the real s truc tu re  by different sets of standards.

G1
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Figure 3.5: Several conformers of protein MT0776
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C hapter 4 

C onclusions and Future W ork

This chapter presents conclusions and  possible future work.

4.1 C onclusions

Nuclear M agnetic Resonance (NMR) spectroscopy is one o f a few available 

techniques which can be used to determ ine three-dim ensional structures of 

macromolecules. A lthough NMR spectroscopy may not achieve the same ac­

curacy as X-ray crystallography, w ith the acceleration by com putational and 

molecular modelling m ethods. NMR spectroscopy com petes X -ray crystallog­

raphy for becom ing the dom inant high-throughput technique for protein s truc­

ture determ ination in the future.

This d issertation provided a global picture of the procedure of protein struc­

ture determ ination using Nuclear M agnetic Resonance spectroscopy from com­

puter science point of view. The procedure of protein s truc tu re  determ ination 

based on NM R spectroscopy experim ents includes d a ta  acquisition, d a ta  pro­

cessing. peak picking, peak assignment, and structu re determ ination. Besides 

the detailed process of each stage of the procedure, several available programs 

and software were discussed and com pared with each o ther in this disserta­

tion. Some innovative progresses on the peak assignment process made in our 

group were presented further. The com plete procedure was dem onstrated  in 

C hapter 3. using the protein MT0776 (from W ishart Research G roup [5]) as an
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example.

In conclusion. NMR. spectroscopy is an extremely powerful tool for solving 

m acrom olecular structures. Innovative com putational and molecular m od­

elling m ethods dram atically  decreased the tim e of resolving protein struc­

tu re  by NMR from years to weeks. W hereas. NMR. spectroscopy is a semi­

au tom ated  process. There are no completely m ature or fully autom ated pro­

gram s or software for the entire s tructu re  determ ination procedure. In order to 

generate an acceptable protein structure , considerable manual work is involved 

in the procedure. As technique develops, improved com putational m ethods for 

each process can be expected.

4.2 Future Work

D eterm ining protein structu re based on NMR spectroscopy is a  rewarding and 

challenging research problem. Several projects can serve as follow up work:

(1) com bination of the existing software or programs: (2) autom ation  of each 

process in NMR spectroscopy: (3) com plete pipeline of NM R spectroscopy on 

pro tein  structure determ ination.

F irst of all. we may be able to combine different software or program s 

together to produce a b e tte r m ethod. For the structu re  determ ination process, 

d istance geometry could be used to generate starting  structu res for torsion 

angle dynamics algorithm . A lthough torsion angle dynam ics algorithm  is the 

m ost widely used structu re  calculation algorithm , it is no t able to  deal with 

the structu re  calculation of the closed flexible rings part of the protein. The 

com bination of these three algorithm s can lead to a better solution for the 3-D 

s truc tu re  calculation process.

Second aspect of the future work can be the au tom ation of each process 

in NM R spectroscopy. Considerable m anual work is involved in each process 

more or less. Therefore, au tom ation  of the procedure is fairly crucial for the 

fu ture development of the NMR spectroscopy.

In addition, the development of a com plete pipeline of protein structu re
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determ ination by NMR spectroscopy i> also a potential project. There are 

a num ber of software ami programs available for each process of NMR spec­

troscopy for protein structure determ ination. However, input and output files 

from various software are not. com patible with each other. It takes a long pe­

riod of tim e to learn how to use various soft wan*. Once a complete pipeline is 

generated, the procedure could be highly accelerated.

Go
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A ppendix A  

Peak List Sam ple

la b e l  d a ta s e t  sw s f
N15 HI
h sq c l5 .n v
{1 8 0 0 .0 0 }  {3 0 0 0 .3 0 }
{6 0 .7 9 7 0 } {5 9 9 .9 3 3 0 }
N15.L N15.P N15.W N15.B N15.E N 15.J N15.U H l.L  H l.P Hl.W H l.B  H l.E  H I. J 
H l.U  v o l  i n t  s t a t  comment flagO
0 { 7 1 .n} 1 2 3 .299  0 .1 8 3  0 .1 8 3  ++ 0 .0 0 0  {?} { 7 1 .hn} 9 .3 5 4  0 .0 4 4  0 .0 4 4  ++
0 .0 0 0  {?} 0 .08073  0 .0 8 0 7 3  0 {?} 0
1 { 7 8 .N} 1 1 3 .842  0 .3 0 7  0 .3 1 8  ++ 0 .0 0 0  {?} { 7 8 .HN} 9 .1 5 3  0 .0 4 2  0 .0 4 3  ++
0 .0 0 0  {?} 0 .1 1 8 4 5  0 .1 1 8 4 5  0 {?} 0
2 { 5 4 .N} 1 1 8 .917  0 .2 4 2  0 .4 6 4  ++ 0 .0 0 0  {?} { 5 4 .HN} 9 .0 8 5  0 .0 3 6  0 .0 6 1  ++
0 .0 0 0  {?} 0 .24631  0 .2 4 6 3 1  0 {?} 0
3 {9.N } 120 .542  0 .1 7 5  0 .4 1 7  ++ 0 .0 0 0  {?} {9.HN} 9 .0 7 0  0 .0 3 0  0 .0 6 5  ++ 0 .0 0 0  
{? }  0 .35988  0 .3 5 9 8 8  0 {?} 0
4 { 1 2 .N} 1 2 3 .228  0 .2 1 4  0 .3 3 3  ++ 0 .0 0 0  {?} { 1 2 .HN} 8 .9 9 9  0 .0 5 2  0 .0 7 2  ++
0 .0 0 0  {?} 0 .1 7 8 6 4  0 .1 7 8 6 4  0 {?} 0
5 { 3 5 .N} 122 .7 0 5  0 .3 1 8  0 .7 5 2  ? 0 .0 0 0  {?} { 3 5 .HN} 8 .861  0 .0 2 6  0 .0 4 4  ++
0 .0 0 0  {?} 0 .2 4 9 9 6  0 .2 4 9 9 6  0 {?} 0
6 { 5 6 .N} 121 .489  0 .2 6 8  0 .4 9 1  ++ 0 .0 0 0  {?} { 5 6 .HN} 8 .7 6 9  0 .0 4 1  0 .0 5 7  ++
0 .0 0 0  {?} 0 .2 0 9 9 9  0 .2 0 9 9 9  0 {?} 0
7 { 8 8 .N} 120 .2 0 3  0 .2 0 2  0 .6 3 6  ? 0 .0 0 0  {?} { 8 8 .HN} 8 .8 3 2  0 .0 3 3  0 .0 7 5  ++
0 .0 0 0  {?} 0 .45919  0 .4 5 9 1 9  0 {?} 0
8 { 7 2 .n} 1 1 6 .994  0 .2 5 9  0 .6 3 3  ++ 0 .0 0 0  {?} { 7 2 .hn} 8 .7 9 2  0 .0 3 4  0 .0 5 4  ++
0 .0 0 0  {?} 0 .24283  0 .2 4 2 8 3  0 {?} 0
9 { 5 8 .N} 1 2 0 .585  0 .2 9 7  0 .3 2 3  ++ 0 .0 0 0  {?} { 5 8 .HN} 8 .7 8 4  0 .0 5 0  0 .0 5 4  ++
0 .0 0 0  {?} 0 .1 2 5 7 2  0 .1 2 5 7 2  0 {?} 0
10 { 2 8 .N} 114 .902  0 .1 7 8  0 .5 1 4  ++ 0 .0 0 0  {?} { 2 8 .HN} 8 .7 6 3  0 .0 3 7  0 .0 7 5  ++
0 .0 0 0  {?} 0 .4 3 2 7 2  0 .4 3 2 7 2  0 {?} 0
11 {6.N } 122 .860  0 .2 7 9  0 .4 3 6  ++ 0 .0 0 0  {?} {6.HN} 8 .7 3 3  0 .0 3 3  0 .0 5 0  ++ 0 .0 0 0  
{?} 0 .19 8 9 3  0 .1 9 8 9 3  0 {?} 0
12 { 9 9 .N} 119 .821 0 .2 2 0  0 .5 2 0  ? 0 .0 0 0  {?} { 9 9 .HN} 8 .7 0 1  0 .0 3 4  0 .0 7 1  ++
0 .0 0 0  {?} 0 .40770  0 .4 0 7 7 0  0 {?} 0
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A ppendix B  

N O E D istance C onstraints F ile  
Sam ple

s e t  m essage=on echo=on end 
! I n tr a -r e s id u e  n oes
a s s ig n (r e s id 2 and name HN ) ( r e s id 2 and name HA ) 3 .0  1 .2  1 .5
a s s ig n (r e s id 2 and name HN ) ( r e s id 2 and name HB# ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 2 and name HG# ) ( r e s id  2 and name HB# ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 3 and name HN ) ( r e s id 3 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 4 and name HN ) ( r e s id 4 and name HA ) 3 .0  1 .2  1 .5
a s s ig n ( r e s id 4 and name HN ) ( r e s id 4 and name HB# ) 4 .0  2 .2  1 .5
a s s ig n ( r e s id 4 and name HD# ) (r e s id  4 and name HB# ) 4 .0  2 .2  1 .5
a s s ig n ( r e s id 4 and name HN ) ( r e s id 4 and name HD# ) 4 .0  2 .2  2 .5
a s s ig n ( r e s id 5 and name HN ) ( r e s id 5 and name HB# ) 4 .0  2 .2  1 .5
a s s ig n (r e s id 6 and name HN ) ( r e s id 6 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 7 and name HN ) ( r e s id 7 and name HA ) 4 .0  2 .2  1 .0
a s s ig n (r e s id 7 and name HN ) ( r e s id 7 and name HB# ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 8 and name HN ) ( r e s id 8 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 9 and name HN ) ( r e s id 9 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 9 and name HN ) ( r e s id 9 and name HB# ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 11 and name HN ( r e s id 11 and name HB# ) 4 .0  2 .2  1 .5
a s s ig n (r e s id 12 and name HN (r e s id 12 and name HB# ) 4 .0  2 .2  1 .5
a s s ig n (r e s id 12 and name HN ( r e s id 12 and name HA ) 4 .0  2 .2  1 .0
a s s ig n (r e s id 13 and name HN ( r e s id 13 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 13 and name HN ( r e s id 13 and name HB# ) 4 .0  2 .2  1 .5
a s s ig n ( r e s id 14 and name HN ( r e s id 14 and name HA# ) 4 .0  2 .2  1 .5
a s s ig n ( r e s id 15 and name HN ( r e s id 15 and name HA ) 4 .0  2 .2  1 .5
a s s ig n ( r e s id 16 and name HN ( r e s id 16 and name HA ) 4 .0  2 .2  1 .5
a s s ig n ( r e s id 16 and name HN ( r e s id 16 and name HD# ) 4 .0  2 .2  1 .0
a s s ig n (r e s id 16 and name HD# ) ( r e s id  16 and name HE# ) 4 .0  2 .2  1 .5
a s s ig n (r e s id 17 and name HN ( r e s id 17 and name HB# ) 4 .0  2 .2  1 .5
a s s ig n (r e s id 18 and name HN ( r e s id 18 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 19 and name HN ( r e s id 19 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 22 and name HN ( r e s id 22 and name HA ) 4 .0  2 .2  1 .0
a s s ig n ( r e s id 22 and name HN ( r e s id 22 and name HA ) 4 .0  2 .2  1 .0
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A ppendix C 

D ihedral A ngle C onstraints File  
Sam ple

s e t  m essage= off ech o = o ff end r e s t r a i n t s  d ih ed ra l r e s e t  
Phi r e s t r a in t s :  minimum d e v ia t io n  = 30 d eg rees
! ! 2
a s s ig n  ( r e s id  1 and name c ) ( r e s id  2 and name n )
( r e s id  2 and name ca) ( r e s id  2 and name c ) 1 .0  -1 2 0 .0  1 0 .0  2 
! ! 3
a s s ig n  ( r e s id  2 and name c ) ( r e s id  3 and name n )
( r e s id  3 and name ca) ( r e s id  3 and name c ) 1 .0  -1 2 0 .0  1 0 .0  2 
! ! 4
a s s ig n  ( r e s id  3 and name c ) ( r e s id  4 and name n )
( r e s id  4 and name ca) ( r e s id  4 and name c ) 1 .0  -1 2 0 .0  1 0 .0  2 
! ! 5
a s s ig n  ( r e s id  4 and name c ) ( r e s id  5 and name n )
( r e s id  5 and name ca) ( r e s id  5 and name c ) 1 .0  - 9 0 .0  1 0 .0  2 
! ! 6
a s s ig n  ( r e s id  5 and name c ) ( r e s id  6 and name n )
( r e s id  6 and name ca) ( r e s id  6 and name c ) 1 .0  - 7 0 .0  1 0 .0  2 
! ! 7
a s s ig n  ( r e s id  6 and name c ) ( r e s id  7 and name n )
( r e s id  7 and name ca) ( r e s id  7 and name c ) 1 .0  -7 0 .0  1 0 .0  2 
! ! 8
a s s ig n  ( r e s id  7 and name c ) ( r e s id  8 and name n )
( r e s id  8 and name ca) ( r e s id  8 and name c ) 1 .0  - 7 0 .0  1 0 .0  2 
! ! 9
a s s ig n  ( r e s id  8 and name c ) ( r e s id  9 and name n )
( r e s id  9 and name ca) ( r e s id  9 and name c ) 1 .0  -6 5 .0  1 0 .0  2 
! ! 10
a s s ig n  ( r e s id  9 and name c ) ( r e s id  10 and name n )
( r e s id  10 and name ca) ( r e s id  10 and name c ) 1 .0  -6 5 .0  1 0 .0  2 
! ! 11
a s s ig n  ( r e s id  10 and name c ) ( r e s id  11 and name n )
( r e s id  11 and name ca) ( r e s id  11 and name c ) 1 .0  -6 5 .0  1 0 .0  2

i o
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