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Abstract

Nuclear Magnetic Resonance (NMR) Spectroscopy is one of a few current
techniques which can be used to determine three-dimensional structures of
biomolecules at atomic resolution. The operating principle of NMR is based
on the nuclear magnetic resonance phenomenon of the atomic nucleus. While
it has been widely used to determine conformation of biomolecules. NMR
experimentation is extremely time-consuming for large molecules such as pro-
teins. due to their structural complexity. Due to its popularity, innovative data
analysis and computational methods have been applied in NMR Spectroscopy.
The time needed to resolve protein structure using NMR can be dramatically
decreased from vears to weeks with the assistance of these innovative methods.
This thesis provides a comprehensive survey of NNMR Spectroscopy including
the operating principle of nuclear magnetic resonance. the detailed procedure
for protein structure determination by NMR Spectroscopy, a comprehensive
review of existing methods used in NMR Spectroscopy. and the advantages of

applyving computational methods.
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Chapter 1

Introduction

The intention of this dissertation is to provide a comprehensive survev on
Nuclear Magnetic Resonance Spectroscopy with a concentration on compi-
tational issues. \We explain the Nuclear Magnetic Resonance phenomenon.
and introduce the related applications of NMR spectroscopy. The focus of
this dissertation is the complete procedure of applyving NMR spectroscopy for
resolving protein three-dimensional structures. In addition. we investigate a
series of software to demonstrate the procedure of generating protein struc-
tures from NMR experimental data.

Chapter 1 describes the background knowledge and the motivation for this
work, followed by a survev on some related work in the Nuclear Magnetic
Resonance Spectroscopy field. Chapter 2 explains the procedures of NMR
spectroscopy for protein structure determination. Chapter 3 demonstrates the
complete process using a combination of different software. and presents the

experimental results. Chapter 4 presents the conclusions and future work.

1.1 NMR Spectroscopy

N)MR spectroscopy and X-rayv cryvstallography are currently two major meth-
ods for protein structure determination. As an indirect experimental method.
N)MR spectroscopy might not be able to achieve the same accuracy as NX-ray

crystallographyv. The resolution of protein structure by X-ray cryvstallogra-
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phy could reach less than 1AL but 1-1Afor NMR spectroscopy. Nevertheless.
NMR spectroscopy is able to determine the three-dimensional structure of a
protein in solution under nearly physiological conditions.  Furthermore. the
NMR spectroscopy process could be aceelerated by computers and molecular
modelling procedures. which have a larger development space. We believe that
N)MR spectroscopy will replace X-ray erystallography to become the dominant
method of protein structure determination in the future. NMR spectroscopy
was developed on the basis of the nuclear magnetie resonance phenomenon. In
order to have a elear understanding of NMR spectroscopy. we need to review

the essential principles of Nuclear Magnetic Resonance.

1.1.1 The Nuclear Magnetic Resonance Phenomenon

NMR spectroscopy is a protein structure determination technique in atomic
resolution. The atom is the smallest unit in protein structure. Atoms consist
of atomic nucleus and electrons. and the atomic nucleus consists of protons
and neutrons. The atom has no charge. because the positive charge from each
proton counteracts the negative charge from each electron. while neutrons have
no charge. The atomic numberis defined as the number of protons in the atom.
which is used to distinguish different tvpes of atoms. The same type of atoms
with different numbers of neutrons are called isotopes.

A nucleus behaves as if it is spinning. The total effect of the imaginary
spinning nucleus (protons and neutrons) is considered to be a phyvsical prop-
erty. the nuclear spin. Spin is an intrinsic angular momentum of the atomic
nucleus which is measured by the nuclear spin quantum number /. Spins may
be paired against cach other in the nucleus. The rules to determine [ are
listed: (1) If either the neutron number or the proton number is odd. and the
other one is even. the nucleus has a half-integer spin quantum number (i.c..
1/2. 3/2): (2) If both the neutron and the proton numbers are odd. the nucleus
has an integer spin quantum number (i.e.. 1. 2. 3): and (3) If the neutron and

the proton numbers are both even. the nucleus has no spin. and the nuclei

(B
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Figure 1.1: The precession axis of spinning nucleus changes from parallel (left)
to opposite (right) orientation

in this category are NMR-inactive. For a nucleus of spin /. there are 21 + 1
spin states (energy levels). ranging from —/J to </ which corresponds to the

magnetic spin quantum number m:
m=-].-IT+1....1-11

The nuclei with I = 1/2 include 'H {Hydrogen), '*C (Carbon). '*N (Nitrogen).
19F (Fluorine) and *!P (Phosphorus): the nucleus with I = 1 includes deuteron
H: and the typical isotopes with no spin include 2C. **N. *Q (Oxygen). The
nuclei with J = 1/2 are the easiest ones to detect in NMR spectroscopy exper-
iments. so the following text is concerned only with the NMR spectroscopy of
spin I = 1/2 nuclei which have two spin states: high and low energy.

Any charged object has a magnetic moment. and generates a magnetic field
when it is moving. Therefore. the spinning nucleus produces a small electric
current and a magnetic field associated with it. The magnetic moment u of
the spinning nucleus is a vector represented by the arrows. as seen in Figure
1.1. The natural state of nuclei in atoms is shown in the left side of Figure 1.2.
When an external magnetic field is applied to the spinning nuclei. the nuclei in
the field will precess about the spin rotation axis with the angular frequency
wy. 1.e. Larmor Frequency. as shown in Figure 1.1. The Larmor Frequency is
given by

wp =" Bo.
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Figure 1.2: (a) Nuclei in the natural state: (b) Nuclet under the external
magnetic field By

where the gyromagnetic ratio v is a characteristic constant for a given nucleus.
and the precession frequency wy is proportional to the strength of the external
magnetic field By. There will be only two possible orientations of the precession
axis for the nucleus under the external magnetic field: parallel (low energy) or
opposite (high energy) to the external field. as illustrated in Figure 1.1.
When the precessing nuclei are irradiated with a radio frequency (RF) pulse
at the proper frequency, nuclei will spin-flip either from low energy state to
high energy state or from high energy state to low energy state, by absorbing or
emitting a certain quantum of energy (Figure 1.3). When this spin transition
occurs. the nuclei are said to be in resonance with the applied radiation, which
is referred to as Nuclear Magnetic Resonance. The electromagnetic radiation
supply can induce nuclear magnetic resonance only if its frequency is equal to
the frequency of the oscillating electric field generated by nucleus precession.
Under these circumstances. the energy needed in resonance can be transferred
from the clectromagnetic radiation to the precession nucleus. As illustrated in
Figure 1.3, the absorbing or emitting energy is equal to the encrgy difference

between two spin states, which is expressed by
AF = E1 - E'_) = fbu.'() = ";'le(). (11)

where £ is Planck’s constant & divided by 27. and E, and E, denote the cnergy

levels of nuclei in the spin states —1/2 and 1/2. respectively. As the frequency
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Figure 1.3: The energy difference between spin states. £, and £, represents
high energy and low energy level

of the nuclear transition between two energy levels. vy can be calculated by

0 ~By

€

(1.2)

Top =

vl

[SV]

7 27

which is proportional to the angular Larmor frequency . Therefore, Equation
(1.1} could also be written as AE = hvg. During the absorbing procedure, it
is possible that the nuclei will reach a state with equal population of the nuclei
in both directions; the spin syvstem is then saturated. Therefore. the existence
of the saturated state implies the presence of the relaxation process. Without
further RF pulses. the spin svstem will return to the thermal equilibrium by
the relaxation process. During the relaxation process. the decaying precession
frequency is recorded and amplified by NMR instrumentations. The resulting
signal is “Free Induction Decay” (FID). Further processing of FID will be

discussed in later sections.

1.1.2 Chemical Shift

The resonance frequencies of each individual nuclei are not only relevant to the
strength of the external magnetic field B, applied to it. but also dependent on
the local chemical environments of the individual nuclei. The secondary mag-
netic field is generated by the motion of the electrons surrounding the nucleus.

induced by the external magnetic field. The actual magnetic field depends on
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both the external magnetic field and the secondary magnetic field. The mod-
ulation effect of the secondary ficld is defined as shzelding. The variation of
the resonance frequency with shielding is termed as chemical shift. The actual
field present at the nucleus is denoted by Bigew which is equal to Bg(l — o).
and the term shielding is represented by the Greek letter o. If By is replaced

by Biocar in Equation (1.2). the resonance frequency is defined as

_ Bo(l = o)

g =

27
Chemical shift in Parts Per Million (PP)) is defined as

i 6
- (wo — Wreference) X 10 5
0= = (Un:ft'rcncc - U) x 10°.

“reference

where wy is the resonance frequency of the nucleus. and wieference 15 the ref-
erence frequency. For both proton and carbon. the reference frequency is
the resonance frequency relative to that of the tetramethylsilane ((CH;),S:.
usuaily called TMS). Chemical shift makes the nuclei in different chemical en-
vironments distinguishable. Chemical environment refers to the interactions
between nuclei. including chemical bonds. scalar coupling. dipolar coupling
and hvdrogen bond. On the basis of the chemical shift phenomenon. it is
possible to map different chemical shifts to amino acid residues by peak as-
signment. This is one of the kev processes of NMR spectroscopy for protein
structure determination. The detailed procedure for applving Nuclear Mag-
netic Resonance in protein structure determination will be presented in the

next chapter.

1.2 Related Work

1.2.1 X-Ray Crystallography

X-ray crystallography is an existing technique for protein structure determina-
tion used as an alternative to NMR spectroscopy. It is a technique developed

on the basis of phvsical scattering properties of electrons. The basic principle

6
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Figure 1..f: One unit cell in the crystal lattice

of NX-ray crystallography is to place the crystal of a protein in X-rays. and the
X-rays diffracted from the crystal can be recorded on a piece of photographic
film with the angles and intensities information. The three-dimensional stric-
tures of proteins are determined by results of the analysis of reflections on the
photographic films.

In X-ray crystallography. all the experiments are based on crystals of pro-
teins. Therefore. the first step is to grow a crystal of the protein. The crystal
can be described as a three-dimensional heap of unit cells with their edges
forming a crystal lattice. A unit cell is the smallest repeating unit in the
crystal. it is defined by three vectors — a. b. ¢ — which denote three lattice
dimensions. These three vectors (a. b. ¢) can be determined by angles between
them which are denoted as a. 3. and ~. To repeat a unit cell in a crvstal
lattice. a. 3. and ~ are necessary parameters. The cryvstal lattice structure is
depicted in Figure 1.5.

The crystal is placed in the X-ray beam after it has been prepared. Under
the radiation of X-rav. the crystal may be damaged by the energy passing
from the X-rav. To avoid such damage. in the experiments, experts use a
nitrogen stream “cryvostream” to keep the crvstal at very low temperatures.
The source of information used in X-ray Crystallography is the diffraction
pattern of X-rays being deflected by the crystal. In the experiments. it is
necessary to rotate the crystal at such an angle to provide sufficient data on
different angles. Diffraction patterns of N-rays include not only the intensity

and the position of the spots. but also the phases of the deflected rays. The

=]
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Figure 1.5: A crvstal lattice is a three-dimensional stack of unit cells

relative positions of two atoms can be reflected from the phase shift between
two deflected rays.

From a computing science point of view, if the phase information of the
spots is known, then corresponding electron densities can be calculated. A
three-dimensional electron density is generated to map to amino acid groups

in the protein sequence.

1.2.2 Cryoelectron Microscopy

Although it is one of the protein structure determination techniques. cryoelec-
tron microscopy is no longer widely used in this area. It is a three-dimensional
image reconstruction technique that involves freezing the biological sampie in
order to view the sample with the least possible distortion and the fewest pos-
sible artifacts. Crvoelectron microscopy is particularly designed for proteins
whose crystals are difficult to obtain. such as large multisubunit proteins. The
structures of these proteins can be obtained by crvoclectron microscopy.

In this technique. a protein sample is rapidly frozen in liquid helium to
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preserve its structure, and then examined in the frozen. hydrated state in a
cryvoelectron microscope. Micrographs are taken and recorded on film. A mi-
crograph looks like a photograph of a region of the ice with the particles frozen
in mid-tumble. Sophisticated computer programs analvze two-dimensional mi-

crographs and reconstruct the protein’s structure in three dimensions.

1.3 Motivation

As is well known. the functions of protein are determined by protein struc-
tures. Techniques for protein structure determination play an essential role in
many fields related to protein functions. As one of the two main experimental
methods for protein structure determination, NMR spectroscopy may not be
able to achieve the same accuracy as X-ray cryvstallography; however, NMR
spectroscopy complements it in many ways. With the application of compu-
tational methods and dynamics information with the protein functions, NMR
spectroscopy becomes a more efficient technique for protein structure deter-
mination, and is expected to play a more significant role in structural biology-.
The motivation for NMR spectroscopy research comes from the rapid growth
of applications of protein. The rest of this section will describe two essential

applications of protein structure determination.

1.3.1 Protein Engineering

Protein engineering is based on protein’s three-dimensional structure and its
relationship to biological functions. Its purpose is to reconstruct the natural
proteins and, further. create proteins more suitable for human needs through
molecular design and its subsequence on gene transformation. In brief, the aim
of protein engineering is to reconstruct natural proteins in order to create re-
quired proteins with specific functions for applications in industry. agriculture,

and medical treatment, etc.
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In protein engineering, the first step is to determine protein structures.
Once the protein structure is ready, it is added to protein databases. such as
PDB (Protein Data Bank) to compare with other proteins. in order to discover
patterns of different levels of the protein structure which are relevant to its
biological functions. From this step. we can discover the inherent relationship
between the structures and functions of proteins.

There are several examples of research into protein engineering— such as
insulin protein enginecering and antibody humanization. Insulin is a specific
medicine for diabetes, however. natural insulin lasts only a few hours after
injection. Patients who require several injection a day experience more pain.
It is important. therefore. to create a new type of insulin with more long-
lasting and beneficial effects. in order to minimize patient discomfort. In
insulin protein engineering, one way to achieve this is to keep the biologically
active structure and reinforce the connection strength among other parts of

the structure at the same time. in order to resist damage from the enzyme.

1.3.2 Drug Design

Another application of protein is the drug design based on macro-molecules.
such as protein and nucleic acid. These macro-molecules are primarily pro-
teins. Medicine takes effect through the interaction between the medicine and
the receptor. Therefore. once the protein structure of the receptor is known. we
can create the most effective medicine to transform its structure to produce
a cure. There exist many kinds of drug designs based on macro-molecules.
There are drug designs based on the structure of the antibody. the cancer
gene expression product. and the structure of the receptor on the surface of
the cell. for example. In principle. as long as structures of macro-molecules
with biological functions are known. we can design the complementary small

molecules to adjust their functions.

10
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Chapter 2

Protein Structure
Determination Procedure

The physical principles of Nuclear Magnetic Resonance (NMR) phenomena
and related works of NMR spectroscopy were presented in Chapter 1. This
chapter will introduce the experimental procedure for protein structure de-
termination using NMR spectroscopy. Topics to be discussed include NMR
instrumentation. data acquisition, data processing. peak picking. peak assign-

ment. and structure determination.

2.1 NMR Instrumentation

A wide variety of NMR instrumentation is available for experiments. The
common components of NMR spectrometers are: (a) superconducting magnet
for supplyving an external magnetic field By. (b) pulse programmer and radio
frequency (RF) transmitter to generate and control RF pulse with strength B;.
(c) probe for placing the sample in the magnet. (d) receiver for receiving the
resulting NMR signals. and {e) computers for data acquisition and processing.
These subsystem components are shown in Figure 2.1.

The magnet component consists of a field-frequency lock system. shim coils.
and probe. The field-frequency lock svstem built into the magnet is used to
maintain the stability of the static magnetic field. The shim coil is utilized

to optimize the spatial homogeneity of the magnetic field by integrating a set

11
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Figure 2.1: Schematic layout of an N)MR spectrometer. The major compo-
nents. including the magnet. RF electronics, receiver, and computer: and im-
portant subsvstems are illustrated [14].
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of auxiliary room-temperature electromagnets into the magnet component to
compensate the inhomogeneity of the main magnetic field. This process is
usually called “shimming™. The probe is used to generate the main magnetic
field By.

The RF transmitter is composed of a frequency synthesizer. amplifiers. and
pulse programmer. Among these RF electronics, the frequency synthesizer is
the source of the RF pulses. The pulse programmer here is used to control the
timing. duration. amplitudes, and phases of the RF pulses. In NMR experi-
ments. usually one RF transmitter is needed for generating proton frequencies.
Additional RF transmitters are needed for generating RF frequencies for het-
eronuclear spectroscopy.

The receiver component in the figure contains the preamplifier. phase-
sensitive detector. and analog-to-digital converter (ADC). The preamplifier
is used to amplify the weak NMIR signals from the probe. The phase-sensitive
detector provides quadrature detection of the signal. Audio filters included in
this component are used to limit the frequency bandwidth of the spectrometer.
The ADCs convert the analog signals into digital signals for digital processing
in the computer.

Early NMR experiments were conducted on electromagnets and operated in
the continuous wave (C\W) mode. NMR instruments using a superconducting
magnet and operating in the pulse Fourier transform (FT) mode now dominate
the market. All NMR spectroscopy experiments discussed in this thesis are
based on this tvpe of NMR instrument. The advantages of a superconducting
magnet over an electromagnet are its higher sensitivity and greater stabil-
ity. This is because the differences between the chemical shifts are amplified.
with the increase of magnetic field strength. which leads to better separation

between nuclei resonances.

13
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2.2 Data Acquisition

In the spectrometer, a superconducting magnet provides static magnetic field
By. Transverse magnetic field B; will be generated by a series of RF pulses.
The time-varying current resulting from the probe is amplified and digitized by
the preamplifier and ADC. respectively. and then recorded by the spectrom-
eter. The resulting current and time signal are called free-induction decay
(FID). FID will be sent to the computer for further processing to be intro-
duced in the next section.

The time domain signal is sampled at evenly spaced time intervals. with

the sampling interval denoted by At. The sampling rate is
At =2f,.

Here. f, represents the Nyquist frequency. To understand the Nygquist fre-

quency. it is necessary to introduce the Nyquist-Shannon sampling theorem.

Theorem 2.2.1 (Nyquist-Shannon Sampling Theorem [4]) When con-
verting from an analog signal to digital (or otherwise sampling a signal at dis-
crete intervals), the sampling frequency must be greater than or equal to twice
the highest frequency of the input signal in order to be able to reconstruct the

original perfectly from the sampled version.

If the sampling rate is 2f,. all the components with frequencies higher
than f, will be aliased or folded to lower-frequency components. The Nyquist
frequency fn is the maximum frequency of the components which can be re-
constructed with sampling rate 2f,,.

To simplifv the digitization process. the magnetic resonance frequencies
in NMR spectroscopy are measured as their differences from a reference fre-
quency. If the resonance frequency is larger than the reference frequency. the
difference frequency is positive: otherwise. the difference frequency is negative.
The problem with the digitization process is that this process only records the
magnitude of frequency difference. but not the sign. It is impossible to dis-

tinguish +500 Hz or -500 Hz from the reference frequency. The problem can
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Figure 2.2: Experimental scheme for quadrature detection. The incoming

signal recorded by the probe and preamplifier is split into two parallel channels.
The signal in each channel is mixed with a reference signal. passed through
a low-pass audiofilter. and digitized. Real (cosine-modulated) and imaginary
(sine-modulated) components of the signal are obtained by shifting the relative
phase of the reference signals by 90° [14].

be solved by placing the reference frequency to one side of the frequency spec-
trum. whereby all the resonance frequencies have the same sign. However.
the disadvantages of placing the reference frequency to one side instead of in
the middle of the spectrum include: {1) increased noise level of the spectrum:
(2) requirement for more RF transmitter power due to the doubled frequency
range generated from RF pulses: and (3) increase of the requirements in the
data acquisition instrument.

As concluded from the above. the reference frequency will be kept in the
middle of the frequency spectrum. A technique called “Quadrature Detection™
is then introduced to determine the sign of the frequency. Quadrature detec-
tion records both sine and cosine components of the signals during sampling.
as shown in Figure 2.2. The two channels are cosine-modulated and sine-
modulated signals with frequency Wy — wr.;. If the signal resulting from the
probe and preamplifier is sine-modulated as cos(«t). the quadrature detection

process [14] can be described by:

cos(wot) splitter cos(wpt) — i cos(wot)
il cos(wot) coS(wr, st) — 1 cos(wot) sin(wrest)
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in which / = /—~1 is a mathematical mechanism to distinguish the signals

between two channels.

2.3 Data Processing

As illustrated in Figure 2.1. the digital signals resulting from ADC will be
sent to the computer for further processing. The typical technique used in
data processing is the Fourier Transform which extracts information from the
digital signals. A variety of other data processing techniques are applied before
or after Fourier Transform to optimize or purifyv the results.

Multiple processing methods applied on the NMR data preparation are:
(1) zero filling. (2) apodization. (3) linear prediction, (4) Fourier transform.
and (5) phase correlation. In the rest of this section. a detailed introduction

to each processing method will be given.

2.3.1 Zero Filling

Zero filling is one of the data processing techniques used prior to Fourier trans-
form. The reason for this step is that the complex Fourier transform of .V data
points consists of a real component and an imaginary component. Only half
of the original number of data points are included in the real spectrum com-
ponent. and information is lost while discarding the imaginary spectrum. The
resulting spectrum has only half the resolution of the original one. Therefore.

zero filling is designed to improve the resolution of the spectrum by appending
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zeros after the collected data points. In addition. if the fast Fourier transfor-
mation (FFT) is used to calculate the discrete Fourier transformation. zero
filling is needed to change the number of data points to be an integral power
of 2. i.c.. 2" for some integer n.

If V is equal to 2" for some integer n, zero filling will double the number
of data points by filling zeros. If .V is not an integral power of 2 but in
the range (2",2"71). zero filling will generate a new data set of 2**! data
points by appending (2"*! — V) zeros to the end of the original data set.
No information is obtained from additional zeros appended in the data set.
Further improvement of the appearance of the spectrum can be achieved by

interpolating zeros between data points in the frequency domain spectrum.

2.3.2 Apodization

Apodization is another technique used to optimize the spectrum before apply-
ing Fourier transform. Apodization is utilized to reduce truncation artifacts.
increase signal-to-noise ratio, and generate desired lineshapes. Apodization
works by multiplving the apodization function A(x) to the original lineshape

function in frequency domain S(w) as Equation (2.1)
S'(w) = A(w) * S(w). (2.1)

Equivalent function in time domain a(t) will generate the same lineshape when

it is multiplied with continuous function s(¢) in time domain as Equation (2.2)
S'(w) = Fla(t)s(t)}. (2:2)

Here, F represents the Fourier transform of the function a(t)s(¢). In order
to reduce the truncation artifact, the time-domain spectrum FID has been
brought smoothly down to zero by apodization at time ¢,,,. Therefore. the
corresponding frequency-domain lineshape has been broadened. and the reso-
lution of the spectrum decreases.

There are a variety of apodization functions available. such as “Bartlett”™.

“cosine”. “Gaussian”. “Hamming”. “Hanning”. “uniform™. and “Welch™[2].
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For instance. function “cosine”™ is calculated as

a(t)cosine = COS(7t/2tmaz)-

2.3.3 Linear Prediction

The most typical use of the linear prediction (LP) is to interpolate missing
data points or to extrapolate the FID bevond the acquisition time. in order to
improve spectra resolution and increase signal-to-noise ratio. The k-th data
point can be predicted from the linear combination of the preceding M data

points by
M

s(kAL) = =D ams(k — m]At) + 2y,
m=1

in which .}/ is the number of previous data points, i.c.. the prediction order
of LP: k is an integer in the range [0..\ — 1; a,, is the m-th lincar prediction
coefficient: and s, represents the prediction error. The optimal solution of
LP is the set of the linear prediction coefficient a,, which minimizes the least-

squares of the prediction errors, i.e..
M

min ngm).

m=1
In general. LP is applied to the FID before Fourier transform in order to
optimize the resulting frequency-domain spectrum.

Furthermore. linear prediction is used as the alternative of the Fourier
transform. The frequencyv-domain spectrum can be generated directly from
the set of linear prediction coeflicients. a,,. Owing to the higher computational
complexity of the linear prediction method compared to the Fourier transform.

it is not feasible to use LP for the case of large data sets.

2.3.4 Fourier Transform

Fourier transform is responsible for transformation between the time-domain

and the frequencv-domain function which is an important step in data pro-
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cessing. Typically, Fourier transformn is to transform the time-domain function

to the frequency-domain function as

Sw) = f{.@(ﬁ)}:/ s(t)e ™t
S(e) = f{s(t)}:/w s(t)e "L, (2.3)

in that. «w = 2xv. The inverse Fourier transform is the inverse process of the

tvpical Fourier transform:

s(t) = 7-'“{5(::)}:51;/ S(w)etdu:

.
—

o~
~

if

FHS(v)} = /vc S(v)e* . (2.4)

Since discrete Fourier transform has lower computational complexity than di-
rect Fourier transform. and the FID has been digitized by sampling. discrete

Fourier transform is applied in NMR experiments:

S(w) = SE/(¥A0] = FLsGAD} = 3 sGAGe I,

5=0
and the inverse process of the discrete Fourier transform is described as

N-1

s(iat) = FHSk/(NAY]} = % S Sik/(N ARy

k=0
In the two equations above. 2V is the number of data points. At is the sampling
interval, and A = —N/2.....0..... N/2. The frequency range represented by the
Fourier transformed spectrum is [— fn. fs]- in which Nyquist frequency f, is
equal to 1/{2A¢).
No information is lost during the Fourier transform because the signal
energy is identical in both time-domain and frequency-domain signals. based

on Parseval’s theorem [2]

;

2.3.5 Phase Correlation

The real compoenent of the frequency-domain spectrum consists of absorptive

and dispersive lineshapes denoted by A(w) and D(w). respectively. and theyv
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arc calculated by

Aw) = cosiy + 0 (w)]Re{S(w)} + sin[fy + 0, ()] Im{S(x)}:
D) = —sinlty + 0,(w)]Re{S(w)} + coslby + O, (w)]Im{S(x)}.

in which 6 is the zero-order phase correction and 6, («) is the first-order phase
correction. The function of the phase correlation is to optimize the appearance
of the frequency-domain spectrum by adjusting two parameters. 6, and 6, ().

until the lineshapes in the real component of the spectrum are absorptive only.

2.4 Peak Picking

Peak picking is a process designed to filter out artificial peaks. to calibrate
NMR signal lineshapes. and recognize the intensity of cach peak. A series
of two- and three-ditnensional NMR spectra are used for protein structure
determination. where each dimension represents the chemical shift in ppm for
a certain tyvpe of nuclei. Because of strongly overlapping peaks, and spectral
distortions due to artificial peaks. even robust methods might fail for NMR
signal recognition in complex spectra.

There exists a variety of software for performing the peak picking process.
For example. AUTOPSY [35] is able to deal with overlap and deviations from
ideal Lorentzian line shape. ATNOS [31] was developed mainly for automated
Nuclear Overhauser Effect Spectroscopy (NOESY') peak picking.

In more detail. AUTOPSY is an automated peak picking and peak inte-
gration method. The essences of this program are the function for local noise
level calculation. the use of lineshapes extracted from well-separated peaks
for resolving strongly overlapping peaks. and the consideration for symmetry.
The key observation utilized by AUTOPSY is that multidimensional spectra
tvpically contain multiple peaks that have the same lineshape and the same
chemical shift in one frequency domain.

When using AUTOPSY'. the first step is to determine noise level. which is

crucial so that weak peaks can also be recognized. The noise level is calculated
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locally since the noise level value for each 1D slice (rows and columns in 2D
spectra) is calculated. Therefore. AUTOPSY is able to deal with water lines
and artifacts. The second step is the segmentation process, which divides the
spectrum into connected regions composed of data points; the data points
out of the regions are discarded in this step. The well-separated peaks are
identified first in the third step. using a symmetry violation criterion. In order
to resolve the duplication problem of the lineshapes caused in the previous
step. the fourth step is to group the similar lineshapes. Then. in the fifth step.
the group of lineshapes are used to generate the potential peaks. which are a
combination of the lineshapes from each dimension. This process is restricted
in a bounding box of the region. The generated peaks with centers outside
the bounding box are not processed any further. A list of potential peaks is
compared with the recognized peaks: if there is a match, the peak in the list
is marked as “found”. The last step is the svmmetrization check process. A
quality factor is introduced as a criterion for further processing of the peaks.
Only the peaks with a quality factor reaching the requirement are processed
further. By using this procedure for peak picking. AUTOPSY is able to resolve
most overlap. artifacts. and deviation of the lineshapes.

ATNOS is an automated NOESY peak picking software used to extract
structural constraints. The input to ATNOS includes target protein sequence.
chemical shift lists from peak assignment. and several 2D or 3D NOESY spec-
tra. The current implementation of ATNOS performs multiple cycles of NOE
peak identification. combined with automated NOE assignment program CAN-
DID [32]. In each cycle. ATNOS performs automated NOE peak picking using
NOESY syvmmetry criterion. By re-assessing the NOESY spectra in each cycle
of structure calculation. ATNOS enables direct feedback among the NOESY
spectra. the NOE assignments. and the protein structure. The new software
package RADAR which combines ATNOS and CANDID will be freely avail-

able soon according to {32].
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2.5 Peak Assignment

Through NMR data acquisition, processing, and spectral peak picking. the
output from every NMR experiment is a list of spectrum peaks. In practice.
the output peak list might still contain artificial peaks and some real peaks
might be missing from the list because of data degeneracy. which may be cor-
rected in the peak assignment. This list of peaks will be mapped to their host
nuclei in the amino acid residues in the target protein sequence. Such a process
is referred to as NMR peak assignment involving multiple peak lists. As one of
the crucial processes, even a small error in peak assignment may cause a huge
structure gap in the result. While NMR knowledge still plays an essential role
in the success of peak assignment. computational techniques become increas-
ingly important in the automation of the peak assignment process. ensuring
that the peak assignment will become a high-throughput process in the near
future.

Peak assignment is used to map peaks from multiple spectra to their host
nuclei in the target protein sequence. The two main pieces of information used
in this process are signature information and adjacency information. Signature
information is the statistical information about nuclei, and the local chemical
environment and chemical shift values. In other words. each type of nuclei
in a specific local chemical environment will have chemical shift values in a
very narrow range. Adjacency information comes from the correlation between
multiple spectra. The chemical shift of the common nucleus in multiple spectra
will be used to bridge peaks in those spectra. and primarily used to connect
adjacent spin syvstems. A spin svstem refers to a set of chemical shifts which
arise from nuclei residing in a common amino acid residue. Therefore. peak
assignment is another phase for detecting artificial peaks if they are in conflict
with the formed spin svstems and their mapped residues.

There are many free software tools available for peak assignment. To enu-
merate a few: PASTA {37] uses threshold accepting algorithms: GARANT
[S. 9] uses genetic algorithm: PACES [15] and MAPPER [29] use exhaustive

1y
~
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search algorithms; AutoAssign [33] uses heuristic best-first search algorithms.
Some do the peak grouping and adjacency determination first. and then move
on to the spin system assignment under the adjacency constraints: others do
the peak grouping and adjacency determination, and the chained spin system
assignment at the same time. Various peak assignment methods are introduced

in the following sections.

2.5.1 Peak Grouping and Adjacency Determination

In the various assignment methods to be discussed. the peak grouping and ad-
jacency determination processes are basically the same. First. we will describe
how to group peaks into spin systems and the process of adjacency determi-
nation. using the spectra of small proteins as an example. Three spectra are
used to demonstrate the process: 2D 153N-HSQC, 3D CBCAcoNH. and 3D
HNCACB.

In 2D 15N-HSQC. each peak contains two entries: one for the amide proton
(HXN) chemical shift. the other for the directly attached nitrogen (NH) chemical
shift. In 3D CBCAcoNH. each peak contains three entries — for HN. NH.
and carbon chemical shift, respectively. The entry for carbon includes carbon
alpha (CA) and carbon beta (CB) from the same amino acid residue. Those
three entries are the same as in the 3D HNCACB; the difference is the carbon
entry, which includes CA and CB from two adjacent amino acid residues in
3D HNCACB. HN and NH chemical shift values in the spin systems are from
2D 15N-HSQC. CA and CB chemical shift values are then extracted from
CBCAcoNH and HNCACB which are complementary to each other. However.
in general, the chemical shifts measiured out of one NMR spectrum are different
from those measured out of another. Nonetheless. the difference is very small
and we should still be able to extract the triples. despite the existence of noise
peaks and missing peaks.

At the same time, adjacency information is extracted from the three spec-
tra. The connection between spin systems from adjacent amino acid residues
will be set up by conncectivity information from CB and CA peaks. CB;. CA,.
CB,_,. and CA,_; arc identified from spectra HNCACB and CBCAcoNH. CB,.
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CA;. CB,_;. and CA,_; are recognized from each plane of the spectrum HN-
CACB. cach of which has the same NH chemical shift value. Two planes from
the spectrum CBCAcoNH containing CB;. CA, and CB,_;. CA,_;. respec-
tively. are used to verify the four peaks. and the adjacent pairs of spin svstems
are generated by this process. Including the signature information obtained
from BMRB database. the information needed for the assignment process is
ready.

Further. a new computational model is proposed from our group (Dr. Lin’s
group at the University of Alberta) to deal with more complicated cases of peak
grouping. In this model. peak grouping is formulated as a weighted bipartite
matching problem. where two sides of vertices represent the peaks from two
distinct spectra respectively. and the weight of edge represents the probability
of mapping them to a common amino acid residue. taken as the square root of
the product of the differences of HN chemical shifts and NH chemical shifts.
The solution for this model is to find a minimum weight matching which
indicates how two spectra can be merged into one. The resulting “super”
spectrum from this repeating process represents the list of spin svstems. Our
approach is a globally optimal peak grouping method. without considering the

match tolerance and the resolution of spectral data.

2.5.2 Assignment Starting with Spin Systems

This type of assignment method assigns the spin svstem right after peak group-
ing. without any adjacency information. Instead of determining the adjacency
information during grouping. adjacency information determination is com-
bined into spin svstems assignment. A few recent works utilize this scheme:
PACES [15]. AutoAssign {33]. and CISA [43].

PACES represents the adjacency relationships among spin systems as a
directed network. and enumerates all the possible paths in it. Each such path
represents a possible chain of the spin systems which might be mapped to a
segment of the polyvpeptide chain of the target protein. PACES validates cach
path by mapping it to the most likely segment associated with the spin system

signature information.
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AutoAssign combines adjacency determination and the assignment pro-
cesses. and uses them to validate cach other. This combination dramatically
reduces the total number of possible paths comparing to PACES. AutoAssign
keeps a list of spin systems that nuclei in this amino acid residue may generate.
For each pair of spin systems. AutoAssign checks if they could be mapped in
the two lists of spin systems from two adjacent residues. respectively. If they
can. then the pair is considered as a valid adjacent pair. However. the exten-
sion of the spin system path and the ambiguities of the adjacencies among the
spin systems increase the complexity of this approach. In practice. AutoAssign
requires extra information to reduce the complexity.

CISA [43] proposes another way to combine adjacency determination and
peak assignment. The algorithm employs a best-first search incorporated with
many other heuristics. A string of connected spin systems typically has a much
better score at the correct mapping position in the target protein sequence than
almost all the other (incorrect) mapping positions. especially when the string
are long. Therefore. a string of spin systems having a higher mapping score are
more likely to be correct. In other words. adjacency and assignment support
cach other. CISA starts with an Open List of strings and seeks to expand
the string with the best mapping score. The succeedingly descendant strings
are appended to Open List only if their normalized mapping scores are better
than their ancestor’s. Another list. Complete List. saves strings which are not
further expandable. Once Open List becomes empty. high confident strings
with their mapping positions are filtered out from the Complete List with the
conflicts resolved in a greedy fashion. The preliminary simulation results in
[43] show that CISA outperforms PACES. AutoAssign. and Random Graph

Approach significantly. and many instances could not. be solved by them can

be solved by CISA.

2.5.3 Assignment Starting with Spin Systems and Ad-
jacency Constraint

In this type of method. peak grouping and adjacency information determina-

tion are achieved at the same time. In other words. spin svstems are connected
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into small spin system chains by adjacency information, which must be mapped
to a polypeptide segment on the target protein sequence {52].

MAPPER is a semi-automatic NMR assignment program that also starts
with spin systems and their adjacencies, but proceeds with the assignment in
a different manner. In more detail. the input to the program consists of the
target protein sequence, the spectroscopically assembled short fragments of
sequential connected residues. and CA and CB chemical shifts or amino acid
tvpe information for each spin system. MAPPER performs first an individ-
ual mapping to enumerate all the possible mappings for each fragment. and
then performs an exhaustive search for global mapping (i.e.. self-consistent
mappings of all fragments) to obtain an unambiguous assignment. The global
mapping is performed by fragment-nested loops. and the forbidden branches
of the search tree will be cut as early as possible during the search. The only
permissible overlap in global mapping is the overlap between two fragments
which share one common residue, since the corresponding chemical shift values
for the endpoint atoms satisfy a user-defined tolerance.

The assignment algorithm developed by our group uses the Constrained Bi-
partite Matching (CBM) formulation. The CBM model is basically the same as
the normal weighted bipartite graph matching. The differences are the group
of amino acid residues are ordered as their linear order in the target protein se-
quence, and the group of spin systems are partitioned into subsets, spin system
strings, which must be mapped to a segment in the target protein sequence
[52]. In theory, CBM problem is NP-hard even when the bipartite graph is
complete [52]. The algorithm can be described as a two-phase procedure: the
first phase is a greedy filtering procedure in which a certain number of best
possible mappings are sclected for the identified strings: the second phase is a
maximum weight bipartite matching procedure in which the mapping between
the isolated spin systems and the rest of the residues for every combination of
string mappings is accomplished. The algorithm reports the best assignment
from all combinations in terms of the assignment confidence — the score. This
algorithm automates the assignment process at a global view. which produce

an assignment within seconds on a Pentium IV PC.
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2.5.4 Assignment Starting with Peak Lists

Most automated peak assignment programs apply the same general strate-
gies as described above. to perform peak grouping. adjacency determination
and assignment. However, the assignment methods starting with peak lists
achieve peak grouping. adjacency determination. and assignment at the same
time. Therefore, ambiguitics arising at each step could be generally resolved
in this way. If such ambiguities still couldn’t be resolved at that moment, then
manual adjustments have to be done. The following is a brief description of
the proposed system [8. 9].

(1) Ali peaks from input spectra are put together to form a super peak
list, where suitable shuffling is required to ensure the spectra have the same
reference point (NH and HN chemical shifts are emploved): (2) A clustering
algorithm is applied on the super peak list to generate pcak clusters such
that peaks within a cluster share close NH and HN chemical shifts, where
the number of clusters is set to the estimated number of spin systems using
the target protein sequence. (Note that some different amino acid residues
might have close NH and HN chemical shifts and thus multiple spin systems
might reside in a cluster); (3) Since we cannot distinguish inter-residue and
intra-residue peaks, an undirected graph G = (V. E) is defined where each
vertex represents a cluster. and two vertices are adjacent if they contain close
chemical shifts for some nuclei. (Excluding NH and HN. tolerance thresholds
are set); (4) A best-first search algorithm 1s applied which takes in the score
scheme determined in the above to find a path cover for graph G. At the same
time. the direction of a path will be determined using the spectral nature.
with the exception that when the direction cannot be determined. then two
directed copies of it are generated. The output of the search algorithm is a
(directed) path cover of G with their mapping positions to the target protein
sequence.

We note that such a system has a strong capability in resolving ambiguities
and in cross-validation. An existing assignment algorithm GARANT (8. 9} is

the most similar to the proposed syvstem. GARANT starts with peak lists

.)T
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in two dimensional COSY and two-dimensional NOESY spectra, and uses the
knowledge of magnetization transfer pathways as the input. It represents peak
assignment as an optimal match between two graphs. of which one is built for
expected peaks predicted by combining knowledge of the primary structure
and the magnetization transfer paths. and the other is for the observed peaks.
It emplovs a genetic algorithm combined with a local optimization routine to
find the optimal homomorphism of the graphs of the expected and observed
peaks; this is evaluated by a sophisticated statistical score scheme based on

mutual information.

2.5.5 Scoring Scheme

Scoring schemes are used to measure the match between a group of spin sys-
tems and a peptide of amino acid residues in the target protein. By including
various terms, the scoring scheme will be able to give the probability of the
accuracy of each match between two groups. There are three representative
scoring schemes which are histogram-based score learning [{4], representative-
based score learning, and multiclass SV'M with error-correcting output codes.

Histogram-based score learning [14] includes terms representing amino acid
tvpe. secondaryv structure type, and chemical shift values. For example. the
score of the match between the spin system (HN,;. NH;. CA;. CB;) and a
specific amino acid type aa with a specific secondaryv structure ss, is related
to the probabilities of occurrences of chemical shift values NH;. CA; and CB;

with amino acid tvpe aa and secondary structure ss [44]:

score((HN;.NH;.CA;.CB,) | (aa. ss))
= 10 x log (Prob(aa. ss. NH;) x Prob(aa. ss, CA,) x Prob(aa. ss. CBi)) .

where

]

V{aa.ss. X

Prob(aa. ss, XX;) = - )

N(aa.ss)
N(aa. ss,XX;) and N(aa. ss) are numbers of entries in BAIRB database with

(aa.ss.XX;) and (aa. ss).

Representative-based score learning applies clustering methods from data

mining. Clustering is an unsupervised learning. but with the number of classes

28

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



pre-specified. One of the most popular algorithins is Ordering Points to Iden-
tify the Clustering Structure (OPTICS) [6] which is a hierarchical density-based
clustering method for computing an augmented clustering ordering of objects
for automatic and interactive clustering analysis. In this scoring scheme. cach
pair (aa, ss) represents a class. The probability for each spin system v gener-
ated by nuclei with (aa. ss} is measured by the sum of the Euclidean distance
between the spin system ¢ and the j-th representative spin system v; for com-

bination {aa. ss) as shown in Equation (2.5):

d
score(v i (aa.ss)) = E Hu. vji, (2.5)
j=1
where v1. ta. ... v4 is d representative spin svstems from the training set. The

score represents the Euclidean distance between two spin systems. so the less
the score. the more likely the spin system is generated by amino acid residue
with the combination.

The third score scheme learning emplovs the multiclass SVM with error-
correcting output codes. The code matrix is 60 x 64 which is generated by
using the Randomized Hill Ciimbing algorithm {19]. Each row represents a
combination of amino acid and secondary structure, which is a 64-bit code.
These 64 SV\Is are trained and each of them produces entries in one column
in the code matrix. Given a new spin svstem ¢ = (HN;.NH,;.CA;.CB,). a
64-bit string is produced by running these 64 S\V'\\Ms. The hamming distance
between it and each of the 60 class strings is taken as the score of mapping v
to the combination. Again. such a score measures the “distance” rather than
likelihood and thus the lower the score. the more likely the spin system is

generated by nuclei from the combination.

2.6 Structure Determination

This section discusses the procedures for determining protein secondary and
three-dimensional structures by structural constraints. Section 2.6.1 intro-

duces how to extract all needed structural information. Then. the following
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two sections present the procedures of secondary and three-dimensional struc-

ture determination.

2.6.1 Structural Constraints Extraction

Three major types of structural constraints can be extracted from experi-
mental data: distance constraints. torsion angle constraints. and orientational
constraints. These constraints come mainly from scalar coupling, dipolar cou-
pling. hydrogen bond. and torsion angle interactions which are particularly
sensitive to 3D spatial molecular conformation. Chemical shifts derived from
the peak assignment procedure are the primary information used for secondary

structure determination.

NOQOE-derived Distance Constraints

Nuclear Overhauser Effect (NOE) is a common phenomenon for pairs of nuclei
of any type. with spatial distance between them shorter than 5A. NOE-derived
distance constraints are the most important source of structural information
in protein structure determination. In NOESY spectrum. NOE interactions
between pairs of nuclei are shown by NOE peaks. Each dimension of the
spectrum is represented by a chemical shift. For example, if there is a peak at
the point (4.5ppm. 4.6ppm) of a 2D NOESY spectrum. an NOE interaction
between an hydrogen atom with chemical shift 1.5ppm and an hydrogen atom
with chemical shift 4.6ppm exists. The intensity of the NOE is proportional to
the product of the inverse sixth power of the internuclear distance d;; between

nuclei 7 and j and a correlation function f{7.). as

NOE;; « ((;f)gf(rc).
ij
The structural information comes mainly from NOEs between two hydrogen
atoms. especially from pairs of hydrogen atoms close in space but far away on
the polvpeptide chain. NOE peak intensities are commonly classified into very

weak. weak. medium. strong, and very strong [40]. Each class is constrained by a
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Table 2.1: Distance bounds for different NOE intensity classes

NOE intensity classes | distance [A] | upper bound [A]
very strong 2.3 2.5
strong 28 3.1
medium 3.1 3.4
weak 3.5 3.9
very weak 4.2 5.0

sct of approximate distance bounds, as shown in Table 2.1. The lower bounds
are often set to the sum of the van der Waals radii of the two protons. In
order to solve the ambiguities arising from spin diffusion and spectral overlap.
the concept of ambiguous distance constraint has been introduced. and is

represented by
N »F:)

dr,.; = ( dy 6)
k=1

_—

-1/6

in which & runs through all N (F3, F») contributions to a crosspeak at frequen-
cies F) and F». and dj is the internuclear distance between two protons with
the contributions & determined by the coordinates of a model structure. All
the distance constraints derived from NOESs can be incorporated into structure
calculation models directly, such as distance geometry ({30]. [11]) and torsion
angle dvnamics [27].

Secondary structure identification can be obtained by an empirical ap-
proach based on NOE information {51, 50]. An example is provided in Figure

23.

Hydrogen Bond Constraints

Hydrogen bond constraints are incorporated into the structure calculation as
distance constraints. They are useful for preliminary protein structure calcu-
lation of larger proteins when NOE data is scarce. The hydrogen bond iimits
the acceptor(Q)-donor(H) distance and the distance between acceptor(Q) and
the nitrogen atom(.V). which is covalent to the donor(H) to the ranges [1.8A.

2.04A] and [?..T.-\. 3.0.-\]., respectively. as shown in Figure 2.4(a).
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Figure 2.3: Example showing methods recommended for presenting NMR data
supporting the secondary structure identification in proteins. The 40-residue
protein, pheromone Er-2. is used as an illustration [11]. Above the amino
acid sequence. black squares identify residues with observably slow hydrogen-
exchange rates. k... at the backbone amide (the conditions of the exchange
experiment should be specified). Below the amino acid sequence, filled circles
identify residues with 3.Jyxne < 6.0Hz. indicative of local a~type conformation:
open circles correspond to 3.Jyxua > S.0Hz. indicative of residues in extended
chain conformation: crosses identify residues with 3.Jyxye values 6.0 to 8.0 Hz.
For the sequential proton-proton NOE connectivities. dox. dsx. dsx for Pro-
Xxx dipeptides). thick and thin bars indicate strong and weak NOE intensities.
respectively. The observed medium-range NOEs d,x(2.7 + 3). das(i.i + 3).
dox (2.1 + 4), dxx(i. 1+ 2), and dyn (7,7 + 2) are indicated by lines connecting
the two residues that are related bv the NOE. ¥C* chemical shifts relative
to the random coil values. A§(**C*®), are plotted at the bottom of the figure.
where positive values are shifts to lower field. The sequence locations of three
helices are indicated at the bottom: broken lines are used to indicate that the
identification of helix 2 from these data is uncertain.

18<dyy <20A

° /

27<d, <30A

Figure 2.4: (a) Hydrogen bond restraints used during a structure calculation
[47]. (b) Criterion used to detect hydrogen bonds when analyvzing a structure
[10. 36].
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Hyvdrogen bond constraints have also been found useful in determining
secondary structure clements such as a-helices and 3-sheets. Hydrogen bonds
can be detected through 3".J (three covalent bonds) and *!.J (two covalent
bonds) scalar couplings [16. 20]. Furthermore. hydrogen bonds are inferable
in a-helices, but not in 3-sheets. For small proteins. heteronuclear 3P .Jx¢r [16]

and " Jyc {17] couplings indicate the presence of a hydrogen bond.

Torsion Angle Constraints

Torsion angle constraints are obtained from the three-bond vicinal coupling

constant 3J by the Karplus equation:
3J(0) = Acos® 0 + Beosh + C. (2.6)

where A, B and C are empirical parameters determined by a best fit of the
measured .J values to the corresponding values calculated with Equation (2.6).
The most commonly used Karplus parameters are listed in Table 2.2, € is
the torsion angle between the four atoms connected by three vicinal bonds.
Therefore, given 3.J-coupling constants. allowed ranges of the relevant torsion
angles can be derived. The main contributions of torsion angle constraints are
to provide the local conformation. Although they do confine backbone torsion
angles ¢ and ©>. and the side chain \ torsion angles, their contributions to the

global fold are limited.

RDCs Orientational Constraints

Residual dipolar couplings (RDCs) constraints are introduced into structure
calculation as orientational constraints. Structural information is obtained
from RDCs by observing internuclear dipolar interactions. In solution. molecules
arec isotropically oriented. so the internuclear dipolar interactions average to
zero and cannot be observed. If proteins are immersed into an anisotropic en-
vironment which has a different property according to different direction. such
as solutions containing phages or bicelles. dipolar couplings no longer average

to zero and produce an observable residual dipolar coupling. The residual
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Table 2.2: Karplus relations. 3.J(9) = Acos®0 + Bcosf + C. for proteins be-
tween a vicinal scalar coupling constant *./ and the corresponding torsion angle
f. defined by the three covalent bonds between the two scalar coupled atoms.
"Offset”™ in the table represents the difference between 6 and the standard tor-
sion angle 6. v or x'. In the case of .3-methylene protons. the first number is
for H32, the second for H2.

Angle Coupling A (Hz) B (Hz} C (Hz) Offset (degrees) Reference

) HY-H” 6.98 -1.38 L2 -60 [46]
HY-C" 4132 0.84 0.00 180 [16]
HY-C?  3.39 -0.94  0.07 60 [46]
C';.,—H* 3.75 2.19 1.28 120 [46]
Ci.,~-C? 139  -0.6T 027 -120 [33]

v H* -N,.; -0.88 -0.61 -0.27  -120 [45]

! He—-H? 930  -1.60 1.80 -120/0 [39]
N - H? -1.40  1.20 0.10 120/-120 (38]
C' - H? 7.20 -2.04  0.60 0/120 [21]

dipolar coupling (D) between two nuclei ¢ and J is calculated by
D;;(8.0) = D, [(3cos"’9 -1+ gD, sin”  cos 20’] .

where D, is the dipolar coupling tensor and D, is the rhombicity. € and o
are cvlindrical coordinates describing the orientation of the internuclear vector
¢j in the principal axis system of the molecular alignment tensor. So, given
the molecular alignment tensor. RDCs provide the orientation of internuclear
vectors relative to an external reference frame. which is defined in the structure
calculation process as an orthogonal axis svstem [42]. Orientational constraints
derived from RDCs can be included in the structure calculation process as a

pseudo-potential energy term. similar to other constraints.

2.6.2 Secondary Structure Determination

The empirical correlation between protein secondary structure and chemical
shifts of C*. C?. C'. H* and N has been found, and a number of methods make

use of this correlation to predict a reliable protein secondary structure. CSI
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[48. 49] and TALOS [18] are two popular ones. In the rest of this subsection.

there is an introduction of those two methods.

CsI

The library referred to as Chemical Shift Index [48] includes chemical shifts of
atoms C¢, C?. C’', H* and N. The main principle of CSI is the comparison of
the chemical shifts obtained from experiments with the Chemical Shift Index.
CSI is able to predict the protein secondary structure type by comparing the
chemical shifts from the protein sequence and those from the Chemical Shift
Index.

As shown in Table 2.3. all the CSI entries for the chemical shifts in the CSI
library are in the form of ranges. If the chemical shift of amino acid residue
on the sequence is greater than the range shown in the table, this residue
is marked +1. If the chemical shift of amino acid residue on the sequence is
smaller than the range. the residue is marked -1. If the chemical shift of amino
acid residue on the sequence is within this range. the residue is marked 0. The
secondary structure element can be roughly recognized from the marks of each
amino acid residue. The rules of that are as follows: (1) any segment with
4 “-1's” without interrupting by a “+17 is a helix; (2) any segment with 3
“+1°s” without interrupting by a “-17 is a strand: (3) any other combination
is a coil; (4) end points of helices and strands can be recognized by the first
occurrence of an opposite mark or two consecutive 0's in the CSI: (3) the
local density of “-1's™ and “+1's” measured for a window of 4 to 5 residues
has to exceed 70% to define a structured element. After a specific secondary
structure element is recognized. the Chemical Shift Index will give out the
angle restraints of torsion angles involved in the protein local conformation.
The resulting information can be used as structural constraints for structure

calculation.

TALOS

TALOS [18] not only considers the information from chemical shift. but also

takes sequence similarity into account. This method will give the user the most
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Table 2.3: CSI entries for the H” chemical shifts [48]

residue o —! H range (ppm) | residue o —! H range (ppm)
Ala 4.35%0.10 et 4.52x0.10
Cys 4.65%0.10 Asn 4.75+0.10
Asp 4.760.10 Pro 4.44%0.10
Glu 4.29+0.10 Gln 4.37£0.10
Phe 4.66=0.10 Arg 4.38+0.10
Gly 3.97=0.10 Ser 1.50=0.10
His 4.63+0.10 Thr 4.35%£0.10
Ile 3.95+0.10 Val 3.95=0.10
Lvs 4.36=0.10 Trp 4.70£0.10
Leu 4.17+0.10 Tyr 1.60=0.10

similar 10 triplets in terms of the similarity between sequences in the database
and the query sequence. If the central residues in the given 10 triplets show
similar backbone angles, the average of them will be considered as the angular
restaints for the query sequence. The diagram of the whole procedure of
TALOS is shown in Figure 2.5.

The database used in TALOS includes C°. C?, C'. H® and .V chemical
shifts for 20 proteins with a high resolution X-ray structure. TALOS utilizes
both similarity of sequence and chemical shift to predict the restraints for
backbone angles. The idea is based on the assumption that if the adjacent
amino acid residues have similar chemical shifts to a string of amino acid
residues in the database. the central amino acid residues in two strings should
have similar backbone torsion angles. The similarity in the amino acid residue
types between two strings can then be used as a complement for the criterion.

TALOS uses the NMRWish{a companion package to the NMR data pro-
cessing and analysis tool-NMRPipe). which is written in the language Tcl/Tk.
It provides a formula to measure the similarity between the central amino acid
residue of two strings. known as similarity factor 5(i.j) defined by:

+1

S(i.j)y = Y [koAG + kL(AGCE, — ASCT,)?

ResType 1-n j-n

n=-1

HRI (AN n = AN, )7 + AL (ASCL, — ASCY )
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UNKNOWN STRUCTURE

CA.CB.C . HA. N
chemical shifts

Restdues: (i=1. 1, 1+1)

DATABASE

Currently: 20 proteins
3038 residues

NMR Chemical Shifts:

TALOS PROGRAM
CA,CB,C HA,N
Uses: detects: X-Ray Structures (PDB):
- residuc similanty matrix (20°20) missing resolution better than 2.2 A
— compensation factors for missing shifts | assignments Residues: (=1, 5. 3+ 1)

- secondary shift weighting factors

Calculates:
~ secondary shifts

- differences in secondary shifts for all 5 atoms between
residues (1—-1. 3=1), 0. )). a+1, j+1)

- overall similanty score. S(i.j)
- dihedral angles of the 10 lowest scores Predicied (0.w)

— average ( 9.y and . dev. of the 10 lowest scores for residue .

Interactive tnspection of predictions, climination of outliers, selecton of usctul predictions

Figure 2.5: TALOS flowchart [1§]
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Table 2.4: Residue similarity factors. \peipype 18]

Rse AR N CQEGHILKDMEFTPST WYV
D Y
A0 1T T 1 1 1 21 27111 2312 2 2
R 1 o1t 11 12 1 210 1 1 3 12 1 2
\/b 1t ¢+ 0 1 112 1t 2111 1 3 121 2
cC 1 1101 12 12111 13121 2
Q ¢t 1+ 0 12 1 211 1 13 12 1 2
E 1 111102 1222113121 2
G 2 22 2 2 20 3 3333 3333 3 3
H 1 11 11 13 02122 13221 2
l 2 022 2 2 23 201 2 2 2321 2 0
L ! 1111 23 1101 1 13 221 2
K 10111 23 2 2101 23122 2
M1 1111 13 22110 2312 2 2
F 2 111113 1212203220 1
P 333 3 3 33 33332330333 3
S 1 11 1 1 13 2 2211 2301 2 2
T 2 22 2 2 23 21222 23101 1
W/Y 2 1111 13 12122 03210 1
Vo2 02 2 2 2 2.3 202 2 2 1 321 1 0
+ki(QOC 1o = AOC"j2n)* + KL (DOH, — MOH ).

where &, are empirically optimized factors. and Ad.\,_, represents the chem-
ical shift of nitrogen atom on (i + n)th residue. Two amino acid residues are
more similar if the similarity factor S(:.j) is smaller. The TALOS program
gives out 10 strings with the smallest similarity factors. The similarity of

amino acid residue type is evaluated by a 20 x 20 matrix shown in Table 2.4.

2.6.3 3D Structure Calculation

As described in the previous section. we can obtain different tyvpes of con-
straints. such as interproton distance and dihedral angle constraints. The
problem discussed in this section will concern the structure calculation algo-

rithins based on these experimentally derived constraints. In this section. four
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kinds of algorithms which are the most widely used in structure calculation

domain are introduced.

Metric Matrix Distance Geometry

Distance geometry is the earliest algorithm used in structure calculation. The
inherent principle of distance geometry is that it is possible to calculate Carte-
sian coordinates of a set of points if all the distances among those points are
known.

Metric matrix distance geometry [25] uses an .V x N matrix G to solve
the problem. in which .V is the number of atoms on the protein sequence.
Metric matrix G has the property by definition that it has only three positive
cigenvalues. Other .V — 3 eigenvalues are all equal to zero. The matrix G;; is

constructed as follows:

1 N 2 1 N 2 e

G..=r: _J N =1 D — 28T 2 Dy ifi=y
1) = rl ) r] - 1)2 —GXI_GJJ
P L

Ty .

-

i
where .V x .\ distance matrix D;; is calculated by
D,‘j = }ri - T‘ji.

where r; (i = 1.2......N') denotes the coordinate of atom 7 in Cartesian three-
dimensional space. Nevertheless. in practice. the metric matrix generated from
experimentally derived constraints does not possess three positive eigenvalues
under some circumstances. In order to get the metric matrix we need. a series
of triangle inequalities check needs to be accomplished {11].

The coordinates of all the atoms in Cartesian three-dimensional space can

be calculated by

rf=vVaied (i=1.2...N:a=1.2.3).

1

where A" and ¢” denote eigenvalues and eigenvectors of the matrix G. rl. r}
dr3 S h di f 2 1 d > axis. res ivelv
and r? represent the coordinate of atom 7 in z. y and = axis. respectively.

Based on the introduction above. we can calculate the coordinates of all the

atoms if we know the exact distances. However. not all the distance constraints

are available: some of these constraints are in the form of a range. At first.
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those exact values of the distances derived from covalent structure can be input
into the matrix directly. Then. for those distances with no information from
experiments. a large value will be set to be the upper bound. e.g.. 40A. and
the lower bound will be zero. Finally, a random value will be picked between
the lower bound and the upper bound of the range to feed into the matrix.
Repeating this procedure. we can obtain a group of conformers which build
the conformational space. The conformers obtained from this algorithm may
be seriously distorted. Hence, thev needs to be refined by other methods. such
as conjugate gradient minimization [30].

This algorithm is no longer used in the protein structure calculation, and
better algorithms will be introduced in the following sections. However. the
conformers generated by this algorithm could be used as a initial structure for

other algorithms.

Variable Target Function Method

The structure calculation problem in the variable target function method is
formulated as a target function minimization problem. The target function
represents the constraint violations. and has the following properties: (1) tar-
get function T(0j.....0n) is equal to zero if all the experimentally derived
constraints are satisfied: (2) T(d,. .... 0n) < T(61.....0,) if (61, .... 8,) satisfies
the constraints better than (6,.....0,). In addition. the variable target func-
tion method is an algorithm in torsion angle space. The degrees of freedom
are n torsion angles (0;. Os. .... On).

In order to reduce the danger of being trapped in a local minimum. vari-
able target function increases “target size” in a step-wise fashion. The target
size progresses from the intra-residue level up to the whole polypeptide chain
(Figure 2.6). Thercfore. the local conformation of the protein sequence will
be obtained first, and the global fold of the protein sequence can only be
established near the end of the calculation.

The target functions implemented in variable programs are somewhat di-
verse. The one implemented in the program DIANA [26], which is discussed

in detail here. will be compared with the target function implemented in the
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Figure 2.6: Active restraints at various minimization levels L of the variable
target function algorithm. At a given minimization level L. all distance re-
straints between residues ¢ and j with {j — i! < L are considered [23].

program DISMAN [12].

In the program DIANA. it is assumed that there exist n, distance upper
bounds. n; distance lower bounds. n, van der Waals’ repulsion lower bounds,
and n, dihedral angle constraints. Thus, the upper or lower bound b of the

distance between atom o and atom 3 is represented by:

(a¥, 3F.b%). t=1,...ny
(al. 3L 8. t=1....ng
(. 30.60).  i=lene

(a;.oM», o™), = 1....n,.

t

The target function is constructed as

e ¥ o E5 ) 504

c=ulv I

with

O.(t) = { mflxl(O.t), %fc = u; }
min{0.t), ifc=1v.
where, w, and w, are weight factors for the corresponding items: I. € {1.....n.}
with ¢ = u.l, v, d¢ represents the distance between atom af and atom 3f. A.
denoting the signed dihedral angle constraint violation. is calculated as

0. if oa € ioxnin’érxlax];
A= —Amin gf O(z é [Omm.o'm:u] and A™min g _\max. ( .
A max if Oa g {émirx. omax] and Amin > Amax.

o
-1
-
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with

Amin — !Iliﬂ{ !(;min _ éai- Im — ;O.min _ éa} (ZS)

and

A" = min{[6™* = &, 27 — oM = 0, }. (2.9)
Here, ¢ denotes the equivalent value of o in the interval [0, 2x]. i.e..
o=0+n-27. nelZ

I’ denotes the half-width of the forbidden interval of dihedral angle values:
oM _ O.’uiu
[=x-
2
The target function T above is the one implemented in the program DI-
ANA. However. the target function 77 implemented in the program DISMAN
is somewhat different in the treatnents of steric constraints and dihedral angle
constraints than function 7. and is calculated as

c=u,l €l 1€l 1=1

The drawback of the implementation of variable target function is that it
is still possible to be trapped in local minima [12}. Also. because of the low
success rate. a large number of randomized start structures need to be used in
the calculations in order to generate a group of good conformers. On the other
hand. compromise may be made between small constraints violation and com-
putational complexity. The variable target function method has been proved
to achieve better results in determining a-helical proteins than 3-proteins [28].

That may be attributed to the factor that .3 sheet has more complex topology

which involves long-range distance constraints.

Molecular Dynamics in Cartesian Space

Molecular dynamics is a method for simulating the movement of a molecu-
lar svstem. Simulated annealing method simulates a slowly cooling process
of a molecular system from an extremely high temperature. Therefore. the

method combining molecular dvnamics (MD) and simulated annealing {SA) is
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called “molecular dvnamics simulation™. The distinctive feature of molecular
dynamics simulation. compared to other target function minimization meth-
ods. is the presence of kinetic energy. The presence of kinetic energy greatly
reduces the probability of being trapped in a local minimum. Different from
the standard MD [23]. molecular dynamics simulation uses a pscudo-potential
energy function as the target function.

The remainder part of this section will introduce molecular dynamics sim-
ulation in Cartesian space. The degrees of freedom of this method are the

Cartesian coordinates of the atoms.
The governing equation of the molecular systemn of n atoms for molecular

dyramics simulation in Cartesian space is Newton's equation of motion:

&BF 4
m,a—t? =E (£= 1.2...../1).

where. the forces F; are given by the negative gradient of the potential energy

function E,, in Cartesian space:

F,‘ = —viEpat- (210)

The potential function consists of the terms representing bond length and
bond angle potentials from covalent structure. torsion angle potentials. dis-
tance constraints from non-bonded interaction. and other distance and angie
constraints in the form of ranges. For example. the potential function in the

program XPLOR {13] is

Ep = 3 k(r=mo)*+ D ka(0—00)>+ > ko(l+cos(nd+3d))

bonds angles dihedrals
, =\ 2 2 2
+ 3 kolo-6P+ D kupa(max(0. (sRun)® = R))?
mpropers nonbonded pairs
+ > kAT D kL (2.11)
distance restraints angle restraints

where k. kg. k. kreper- ka and &, denote a variety of force constants: r and g are
actual bond length and bond angle with ry and 4, corresponding to fixed bond
length and bond angle from covalent structure: ¢ denotes the actual torsion

angle or improper angle value: ¢ is the offset of the torsion angle or improper
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potentials; R represents the actual distance between a non-bonded interaction
atom pair; Ru;, is the distance when van der Waals potential between two
atoms reaches its minimum; s is a scaling factor; and Ay and A, are the
distance and angle constraint violation, respectively.

In order to calculate the trajectory, Newton’s equation of motion is numeri-

cally integrated by different integration schemes. such as ‘leap-frog” integration

[13]:
Tt + Atf2) = Tt — At/2) + AtF,(t)/m.. (2.12)
7i(t + At) = 7 () = At (L + At /2). (2.13)

The starting structure is provided by metric matrix distance geometry. so
the initial coordinates ¥ are known, and the initial velocities are randomly
assigned according to a Maxwell-Boltzmann distribution. The probability that

atom i has the velocity v; at temperature T 1s given by:

P(s;) = (_.%)/ exc [ -

1 me?
ml-} (2.14)

2 kyT
where kg = 1.38 x 10~3JK™! is the Boltzmann constant, and m; is the mass
of atom i. Given initial coordinates and velocities. it is possible to obtain the
velocities and positions of atoms after time step At by Equation (2.12) and
Equation (2.13). The magnitude of the time step At must be small enough
to sample the fastest motions (of the order of 107'°s). During the procedure

of molecular dyvnamics simulation. temperature control is one of the essential

steps. Velocity Rescaling is commonly used to maintain the temperature.
For cach step of the slowly heating or cooling procedure. velocity needs to
be adjusted by a scale constant to control the temperature. The simulated
anncaling protocol in the program X-PLOR includes adjustment of the steric
repulsion.

The complete procedure can be described as follows: (1) obtain initial
velocities from Equation (2.14) and initial structure from distance geometry:
(2) calculate potential energy from Equation (2.11). then obtain forces from
Equation (2.10): (3) determine new velocities after time step At from Equation

(2.12) with known initial velocities and accelerations: (4} given initial positions
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Table 2.5: Comparison of molecular dynamics simulations in Cartesian and
torsion angle spaces

Quantity Cartesian space Torsion angle space
Degrees of 3N coordinates: n torsion angles:
freedom T1eeen TN 0,.....0,
Equations of Newton’s equations: Lagrange equations:
. e 8Fae: d(dL oL _ -
motion mr; = _—;:t,L d_l(a_&:) ~ 56, — 0 (L = Lkin — Epot)

Kinetic energy  Epin = 3 Sin midi®  Ein = 530, M(0) b0,

Mass matrix M/ Diagonal. elements m, n % n, non-diagonal, non-constant

Accelerations I = —%%;L 0 = AM(0)"'C(0.6) (n lincar equations)
Computational Proportional to .V If solving system of linear equations:
complexity of proportional to n®

acceleration If exploiting tree structure of molecule:
calculation proportional to n

of atoms and current velocities. calculate new positions by 2.13; (3) repeat the
above 4 steps. until the system is at equilibrium or the target temperature is
reached. All 5 steps are repeated on every start structure to obtain a group

of good conformers.

Torsion Angle Dynamics

The fundamental difference between torsion angle dynamics and molecular
dyvnamics in Cartesian space is the degrees of freedom. Torsion angle dynamics
use torsion émgles as the degrees of freedom instead of Cartesian coordinates.
As a representation. the program DYANA [27] is discussed in this section.
A comparison between torsion angle dvnamics and molecular dvnamics in
Cartesian space is made in Table 2.5.

Since the degrees of freedom are torsion angles. in the program DYANA.
the molecular syvstem of the protein has been represented as a tree structure
with a fixed base rigid body and other n rigid bodies connected by n rotatable
bonds, as illustrated in Figure 2.7. Each rigid body contains one or several

atoms with unchangeable relative positions. The tree structure starts from the

base rigid body. N-terminus of the polypeptide. and ends at the C-terminus
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Figure 2.7: (a) Tree structure of torsion angles for the tripeptide Val-Ser-Ile.
Circles represent rigid units. Rotatable bonds are indicated by arrows that
point towards the part of the structure that is rotated if the corresponding
dihedral angle is changed. (b) Excerpt from the tree structure formed by the
torsion angles of a molecule, and various quantities required by the torsion
angle dynamics algorithm of [34]
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and the side-chains. Therefore. n torsion angles among 0. 1. .... n rigid bodies
are denoted by 9;.0s.....8,. In Figure 2.7. p(k) denotes the preceding rigid
body of rigid body & in the polvpeptide chain. The torsion angle between
two rigid bodies p(k) and £ is represented by 6. € denotes a unit vector
illustrating the direction of the bond connecting rigid bodies p(k) and k. 7y is
a position vector of the ‘reference point’. i.c.. the end point of the bond between
p(k) and &. The only movement allowed in this tree structure is the rotation
of the bonds. The incompatible covalent structure of the tree structure. such
as closed flexible rings. will be solved by the participation of other methods.
such as molecular dvnamics in Cartesian space.

In the program DYANA. the target function 17 represents potential energy
E,,. by

Epor = wol.

in which. wy = 10kJmol*A™" is an overall weight factor. and the target
function itself is

V= Z e Z feldas. ba3) + &‘dz (1 - %(?—:)2)—\2 (2.15)

c=ul.v {a.3)el, k<ly
where the function f.(d.b) may be in the form of any of the three equations
below:

fo(d.b) = (d_z-—b_b_)

feld.b) = (d-b).
5 3232 / (4D
23% {\/1*(*%—) —1].

This illustrates the effect of a violated distance constraint on the target func-

fe(d.b)

tion. In Equation {2.13). b,3 represents lower and upper bounds. while d,;
denotes the actual distance between atoms a and 3. I, (¢ = u.l.v) are atom
pairs (. .3) with upper and lower bounds. and van der Waals's repulsion dis-
tance bounds. respectively: /4 is the set of restrained torsion angles: w. and wy
are all weighting factors in various constraints: and g is the size of the torsion

angle constraints violation (refer to Equation (2.7-2.9)). I'x. half-width of the

A7
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forbidden range of torsion angle £, is

mazx min
2

Fk=7|""

where 87" and #7°*F are lower and upper bound of torsion angle k. respectively.

As described in Figure 2.7. the angular and the linear velocity of rigid body
k are relevant to the angular and the lincar velocity of rigid body p(k) and the
effect of rotation of the bond between them. It is therefore easy to obtain the
equations of angular velocity @y and linear velocity 7 = f",-\. of the reference

point for rigid body & with £ =1.2,....n:
Wy = Wp(k) + 5};9;.-- (2.16)

T = Up(k) — (Tk = Tp(k)) N Wok)- (2.17)

In Equation (2.16), angular velocity w;j of the rigid body £ is the sum of the
angular velocities of the preceding rigid body p(k) and the bond connecting
them. Therefore. kinetic energy is given by
e -
Euin =5 3_ [mef} + G - Tt + 205 - (e A mei)]-

k=1

where Y; denotes the vector from the reference point 7 to the center of mass.
The mass is represented by mg. and the inertia tensor by Ix.

The inertia tensor of the rigid body £ is a svmmetric 3 X 3 matrix. given
by

(Ik)ij = Z ma(!ﬁ‘sij - Zlaiyaj)-
a

where a is a variable going through all the atoms contained in the rigid body
k. i, is the vector from reference point to the atom a. and ¢;; is the Kronecker
symbol. In practice. all the rigid bodies have been treated as solid spheres

with mass m; to improve the efficiency of the algorithm.

o = 0.
2 o
Ii = -mpl;.
3
48
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in which. p is the radius with center at reference point 7 and 13 is a 3 x 3
unit matrix. In the program DYANA, p =57 and my = 10,/ngme. in which
ny is the number of atoms in the rigid body &, and my = 1.66 x 107*"kg.
The equations of motion for a classical mechanical system with generalized
coordinates are the Lagrange equations [7]:
d 0L oL
~(——) 2= 0 (k=1.2...n). (2.18)
in which L = Ey;n — Epoe- Therefore, the equation for n X n mass matrix 3/ (6)

and n-dimensional vector C(6,8) can be derived:
M8 +C(9.6) =0. (2.19)

In order to obtain the torsional accelerations 8. we need to integrate Equations
(2.18) and (2.19) at each time step, which has extremely high computational
complexity in large molecular systems. Therefore. in the program DYANA.
the recursive algorithm in [34] has been used to calculate the torsional accel-

erations.

The algorithm [34] calculates three six-dimensional vectors a. ex. zx and

two 6 x 6 matrices P, and o, with (k = 1,2, .... n) for the initialization process:
ar = [ . (’U:k /\_-ek)gf ] ’ (220)
Waky N (Tk — Tp(ay)

€x
ek’:[ﬁ-}.

'U.;k A Iku-;k
Tk = o SN 2 - N
Wy - 7)'2;;}/:)(1/'1; - u'kmk)k

(
P _ Ik IrlkA({_'x:)
, —mp A -':k) my 13 )
L 13 A(—L- - Fp(k))
Ok = [ 05 1

where 03 is 2 3 X 3 zero matrix, and A(r) is an antisvinmetric 3 x 3 matrix

with the property that for all vectors 72 A(F)y=TA 4.
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Next, the following equations are calculated recursively over all the rigid

bodics in the backward direction. s =n.n—1....,1:

Dk = € - Pkek.
Gr = Piex/Dx.

oV
s = —eg- (2 + Preag) - 5@

o) S  Poy + 0k(Pi — Gref Pi) oy

Ipk) € Zpk) T ék(Zk + Peag + GkSk). (221)

in which D, and =, are scalars. Gy is a six-dimensional vector. and arrow +—
is to assign the right-hand side to the left-hand side.
Finally. a recursive loop over all the rigid bodies in the forward direction

will be made to derive torsional accelerations. £ =1.2.....n:

G = Ofay.
b = <x/Di— Gi-ag. (2.22)
Qp ——— Qi+ ekék - Q. (223)

The auxiliary quantities Dx. Gx and . are calculated from Equation (2.21).
Acceleration is given by Equation {2.22). In this loop. auxiliary quantity ay
is updated by Equation (2.23). with initial value ay being equal to the zero
vector.

The recursive algorithm used in DYANA follows these steps:

(1) According to the torsion angles 6(t) at time ¢, calculate the Cartesian
coordinates of all atoms [24].

(2) Calculate the potential energy function E,.(t) = E,.(0(f)). and its
gradient VE,,(t).

(3) Get current time step. At = A, At in the time sequence (¢ — At') —
t — (¢t + At). At’ denotes the previous time step of A¢, and scaling factor

—_—

. = min (,\;m. \/ 1+ lfji(ﬁ@)

where AT** = 1.025 is the upper bound of the scaling factor A.. the time

constant 7 = 20. =™ denotes the reference value for the relative accuracy of

o0
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energy conservation. and z(t) as the relative change of the total energy in the
time step At is given by

o E(t) - E(t - A)
=(t) = 50

(1) Control the temperature by scaling the torsional velocities.

O(t — A'J2) — ApO(t = At'/2).
0(t) — ArO(b).

The scaling factor Ay is calculated as

/ T T(2)

Ar = |1+ —————.
T T(t)
and the current temperature 7(¢) is given by

2E4in(2)

nkB

T(t) =

where Boltzmann constant &g = 1.38 x 10~2JK ™. and the kinetic energy is

calculated by En(t) = Exin(60(2).6.(t)). Temperature and time-step centrol
can be turned off by setting 7 to x.
(5) Determine the torsional accelerations §(¢) by Equations (2.20-2.22).
(6) Use a leap-frog scheme to calculate new angular velocities at half time-
step:
At -; A i),

Ot + At/2) = B(t — At'/2) +
and to calculate the new estimated angular velocities at full time-step:
. At . At
0.(t =+ At) = + ——— 0t = At/2) — ————O9(t — A /2).
ol ) (1 At+Az') ( /2= Szttt =)
(7) Calculate new torsion angles:

9(t + At) = () + Atf(t + At/2).

The algorithm will loop recursively over the above seven steps. Time step
value will be updated after execution of Step 7. The initial values of variables

are: + = 0. A’ = A¢t. and 6,(0) = (}(—_\f./‘Z). Initial value for the torsional
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Table 2.6: Computation time (in seconds) for DYANA structure calculations
of the proteins BPTT and cvelophilin A on different computers [25, 27].

Computer BPTI Cyclophilin A
NEC SX-1 13 36

DEC Alpha 8100 5/300 20 86

SGI Indigo2 R10000 (175 MHz) 23 127

IBM RS/6000-590 35 111

Cray J-90 44 111

Convex Exemplar 44 177
Hewlett-Packard 735 A7 209

velocities 6(=2¢/2) are determined by a normal distribution with zero mean
value and a standard deviation that guarantees the initial temperature has a
initial value 7(0).

With regard to the efficiency of structure calculation by program DYANA.
the computation time is listed in Table 2.6 [25. 271. The computation time
is below 1 mine for small proteins such as BPTI. and only 3.5 minutes for
proteins such as cvclophilin A. on the generally available computers listed in
Table 2.6. Since an NMR structure calculation always results in a group of
comformers [30]. it is more efficient to run the calculations in parallel. In
DYANA. parallel computing is implemented using language INCLAN. Using
a dedicated Cray J-80 computer with eight processors. the elapsed time for
the calculation of 100 BPTI conformers on n=1. .... 8 processors was closely

proportional to 1/n. which is the theoretically achievable optimum [27].

[¥]]
o
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Chapter 3

Experimental Results

In this chapter. some experimental results are presented that follow the steps
introduced in Chapter 2. Each step will be introduced in detail from the exper-
imental aspect. including I/O files and experimental procedure. Experimental
results given here are from experiments on the protein MT0776 conducted by
Wishart Research Group {5]. MT0776 is a protein from an organism called
“Methanobacterium thermoautotrophicum™, which is a methane producing
organism from the Archaea kingdom of bacteria. It is the 776th protein found

on the genome sequence. so it was designated MT0O776 [3].

3.1 Data Processing

The input data for the entire experiment are the signals recorded. digitized.
and amplified by an NMR spectrometer. The signals are usually called Free
Induction Decay (FID). which are time-domain spectra as illustrated in Figure
3.1. The data acquisition software for MT0776 experiments are \'NMR.

Data processing is utilized to perform the conversion between time-domain
and frequency-domain spectra, noise filtering. resolution increase. and line-
shape smoothing. The functionalities of the existing data processing software
include Fourier transform. apodization, linear prediction and phase correction
for 1D-3D spectra. The data processing could also be performed by a pipeline

of unix command. as in the program NMRPipe. where cach unix command
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Figure 3.2: One-dimensional Frequency-domain Spectrum

represents a single data processing step. The data processing software us-
ing in the experiments of MT0776 is NMRPipe. The output files from data
processing are 1D-3D frequencv-domain spectra. Figure 3.2 is an example of

one-dimensional frequency-domain spectrum.

3.2 Peak Picking

The peak picking program reads in 2D or 3D spectra data and identifies po-
tential peaks. along with their intensities. For protein MT0776. two 3D spectra
CBCAcoNH and HNCACB. and one 2D spectra 13N-HSQC (heteronuclear
single quantum correlation) are used for backbone assignment. The other two
3D spectra CcoNH and HecoNH are used for side-chain assignment. In 2D

24
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Figure 3.3: Two-dimensional HSQC (heteronuclear single quantum correla-
tion) Spectrum before Peak Picking

153N-HSQC (Figure 3.3), each peak contains two entries. one for amide proton
(HN) chemical shift. the other for the directly attached nitrogen (NH) chem-
ical shift. In 3D CBCAcoNH, each peak contains three entries. for HN. NH.
and carbon chemical shift, respectively. The entry for carbon includes carbon
alpha (CA) and carbon beta (CB) from the same amino acid residue. Those
three entries are the same as in the 3D HNCACB: the difference is the carbon
entry. which includes CA and CB from two adjacent amino acid residues in
3D HNCACB. In 3D spectra CcoNH. three entries of each peak correspond to
HN. NH. and side-chain carbon chemical shift, respectively. However. in 3D
spectra HccoNH. the third entry of each peak is a side-chain hvdrogen chemi-
cal shift. Once all the spectra needed to build the protein structure are ready.
we can proceed to the peak picking process. Other complementary spectra are
2D 13C-HSQC. 3D HNCA. 3D HNCO. and 3D HNHA. 3D HNCA and 3D
HNCO have the same entries as 3D HNCACB. In 3D HNHA. the three entries
are (N. HN. HA): the entries for 2D 13C-HSQC are (C. H).
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The first stage in the peak picking process is to filter the noise based on
the possible chemical shift ranges for cach spectrum. The possible peak should
be found in the range of [6.5ppm-12ppm]| for HN. [40ppm-65ppm] for CA.
[60ppm-T5ppm] for CB. [12ppm—40ppm] for side-chain carbon. and [90ppm-
137ppm] for backbone N. Therefore. peak picking should be restrained to these
ranges. Figure 3.1 is an example of resulting spectrum.

The next stage is the automated peak picking process which is usually
performed by software alone. This process usually identifies the coordinates
and intensities of the potential peaks. and does not have a high accuracy.
This means that the peak list generated by software cannot be used directly
for peak assignment. and the last stage peak list correction is performed to
ensure a qualified peak list. For the HNCACB spectrum of MT0776. the peak
list resulting from the automated peak picking process includes 2944 peaks
with intensity thresholid value at 1000060 on the NMRDraw standard.

In the final stage. knowledge of correlations between different spectra. dipo-
lar coupling. and scalar coupling are used to correct the peak list following the
automated peak picking process. In spectrum HNCACB. the CA and CB
peaks from the i-th and (Z — 1)-th residue should have corresponding peaks on
two different planes from spectrum CBCAcoNH. and the peaks from spectrum
CBCAcoNH could be used to verify potential peaks in spectrum HNCACB.
The CB peaks appearing in spectrum CBCAcoNH should have negative in-
tensities. shown in red color in spectra. In spectrum HNCACB. the peaks
from the residue : are usually more intense than those from the residue (i ~1).
Making a qualified peak list is one of the most crucial stages in the whole pro-
cedure. The resulting peak list from this stage includes only 2730 real peaks
out of the original 2944 peaks in the HNCACB spectrum of protein MT0776

data. These are the result coming from peak picking software NMRView.
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Figure 3.4: Two-dimensional HSQC (heteronuclear single quantum correla-
tion) Spectrum after Peak Picking

3.3 Peak Assignment

The peak assignment process is use to assign peaks to amino acid residues
on polypeptide chains of a protein. The first stage of the assignment is peak
grouping, which groups the chemical shifts from the same amino acid residue
to a spin system. The input file will be the peak lists generated by the peak
picking process. Peak grouping could therefore be done by searching for identi-
cal backbone NH and HN chemical shift values among the peak lists of HSQC,
CBCAcoNH. and HNCACB. The backbone NH and HN chemical shifts are
collected from the 2D HSQC spectrum. Backbone CA and CB chemical shifts
are obtained from HNCACB with complementary information from CBCA-
coNH.

Once the spin syvstem is formed. the connection between spin systems from
adjacent amino acid residues will be set up by the connectivity information

of CB and CA peaks in the second stage. CB,. CA,. CB,;.,, and CA;_, are

=1

(S]]
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identified from spectra HNCACB and CBCAcoNH. An output file will be
written out. which includes information about the two adjacent spin systems.

The third stage of the assignment is to generate possible spin system chains
in order to map to the polvpeptide chain. The possible amino acid type of each
spin system is determined based on the knowledge of chemical shift statistics
(Table 3.1) and spin topology. With the connectivity information derived from
the preceding stage. possible spin system chains are generated.

The last stage is to map those possible spin system chains to the protein
sequence by a scoring scheme. The scoring scheme used in this experiment
takes four factors into account. They are the length of the spin system chain,
deviations of the chemical shifts on chemical shift statistics. intensities of the
peaks for each spin system, and the similarity to the sequence from a homology
protein, if available. The mapping process starts from the spin systems which
can be unambiguously assigned. as illustrated in Table 3.2. Scores have been
assigned by the scoring scheme to cach mapping between spin system chains
and segments on the protein sequence. Finally. the greedy search is applied
to complete the assignment process by searching from the highest score. Once
the backbone assignment (i.e., sequential assignment) is complete. side-chain
carbons’ and hydrogens’ chemical shifts are assigned from spectra CcoNH and
HccoNH. respectively. The peak assignment based on the HNCACB spectrum
of MTO776 results in 8 unassigned amino acid residues whose chemical shifts
are not found at all. These unassigned amino acid residues will be made up by
the peak assignment resulting from the CBCAcoNH spectrum. Appendix A
is an example of the output peak list file from peak assignment on 13N-HSQC

spectrum.

3.4 NOESY Assignment

Nuclear Overhauser Effect (NOE) is a common phenomenon for pairs of nuclei
of anv type with spatial distance between them shorter than 5A. Nuclear

overhauser effect between pairs of hydrogen atoms is the easiest one to detect

o8
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Table 3.1: Amino acid chermical shift statistics I {1]

Amino | Atom | Atom | Number | Minimum | Maximum | Average | Standard
Acid | Name | Type | of Shifts | Shift |  Shift Shift | Deviation
ALA H H 14184 0.95 | 12.25 819 | 0.63
ALA | HA H 12028 1.24 8.62 4.26 |  0.45
ALA | HB | H 11081 -2.29 3.70 1.37 | 028
ALA c | C 6966 19.30 185.42 17776 | 2.69
ALA | CA | C 10362 12.82 99.00 53.20 | 213
ALA | CB | C 9465 0.00 99.00 19.04 | 254
ALA N | N 11688 18.28 219.60 123.24 | 156

Table 3.2: Amino acid chemical shift statistics iI [3]

CA chemical ;| CB chemical

shift (ppm) ! shift (ppm)

Glycines 43-48 ! N/A

Serine 57-61 | 61-65

Threonine 60-68 ‘ 63-70
59
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in NMR experiments. Therefore, both entries of NOE spectrum are chemical
shift values of hvdrogen atoms. As the distance constraints source. NOESY
experiments are the most important experiments for the structure calculation.
However. NOESY peak assignment will not achieve good results without the
assistance of the sequential assignment results. NOESY peak picking and
assignment are the same processes. as the sequential assignment described in
the previous two sections. Based on the dipolar coupling knowledge. peaks in
NOESY are predictabie with known chemical shifts on the polypeptide chain
of the protein. For instance. if a peak has corresponding hydrogen chemical
shifts to the hydrogen atoms on the protein sequence for both entries of the
peak, then that’s a real peak. Therefore. in the experiments, artificial peaks
could be partially filtered in this way. Three spectra 2D 1H-1H NOESY'. 3D
1H-15N NOESY and 3D 13C-NOESY are used for NOESY assignment. The
entries of peaks from the spectrum 2D 1H-1H NOESY. 3D 1H-15N NOESY,
and 3D 13C-NOESY are (H. H).(N. H. H) and (C. H, H). respectively.

The peak list output from the NOESY assignment includes information
about the peak positions, hydrogen chemical shift values, and peak intensi-
ties. Using the NOESY analysis tool. parameters for the cut-off intensities
for each classes of NOE peaks could be adjusted by the user. and the NOE
constraints file can be written out in different formats as shown in Appendix
B. For instance. the constraint in the NOE distance constraint file are the dis-
tance bounds between two atoms {{resid 2 and name HN) (resid 2 and name

HA)}. The lower bound is (3.0-1.2). and the upper bound is (3.0+1.3).

3.5 3D Structure Calculation

The algorithm used for structure calculation is molecular dyvnamics in Carte-
sian space. The representative software using here is XPLOR. The first stage
of structure calculation is to generate a homology model (Swiss PDB model
[22]) of the protein. Protein Structure Files (PSF) are generated as a sum-

mary of the atom type, mass. partial charge. and connectivity of the molecular
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system. PSF files are generated from the original PDB file, using SwissPDB
in combination with the topology file. The topology file is the file which shows
the skeleton of the protein: it is usually generated from a group of homol-
ogyv protein topologies. A template coordinate set is also generated with the
PSF file as input: it produces an arbitrary extended conformation with ideal
geometry. and writes out as a template file.

The second stage is the simulated annealing procedure. which simulates the
slowly cooling procedure from a very high temperature. The input files include
the structure file PSF. the template file. the NOE distance constraints file and
the dihedral angle constraints file (Appendix C). For example. four atoms
{(resid 1 and name c) (resid 2 and name n} (resid 2 and name ca) (resid 2 and
name c)} for each constraint in the file are four atoms involved in this dihedral
angle on the sequential order of protein sequence. The numbers in the dihedral
angle constraints file {1.0. -120.0. 10.0. 2} represent the energy constant &,
in Equation 2.11. the value of this dihedral angle. the tolerance of this angle.
and the exponent of the dihedral angle term in the potential energy function
Equation 2.11 respectively. The parameters involving starting temperature.
time step. the number of structures generated. and other parameters related
to the energy terms could be adjusted by the user. The output of this stage is
a group of conformations of the atoms: another simulated annealing protocol
will be executed to refine the resulting conformations. The output PDB files
include information representing the overall energy value. energy value for each
energy term. constraint violations. and many parameters describing the protein
structure. Figure 3.5 shows several conformers of protein MT0776. There are
slight differences between conformers in the same column. but big differences
between two columns. Therefore. structure calculation needs to run a large
number of times to get a group of good conformers.

The last stage will be the checking procedure which checks the acceptable
protein structures. In practice. it is impossible to determine which conforma-
tion represents the exact structure of the protein. By using a protein checking
program. we will be able to distingnish which conformation is the closest to

the real structure by different sets of standards.
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Figure 3.5: Several conformers of protein MT0776
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Chapter 4

Conclusions and Future Work

This chapter presents conclusions and possible future work.

4.1 Conclusions

Nuclear Magnetic Resonance (NMR) spectroscopy is one of a few available
techniques which can be used to determine three-dimensional structures of
macromolecules. Although NMR spectroscopy may not achieve the same ac-
curacy as X-ray crystallography. with the acceleration by computational and
molecular modelling methods, NMR spectroscopy competes X-ray crystallog-
raphy for becoming the dominant high-throughput technique for protein struc-
ture determination in the future.

This dissertation provided a global picture of the procedure of protein struc-
ture determination using Nuclear Magnetic Resonance spectroscopy from com-
puter science point of view. The procedure of protein structure determination
based on NMR spectroscopy experiments includes data acquisition. data pro-
cessing. peak picking. peak assignment. and structure determination. Besides
the detailed process of each stage of the procedure. several available programs
and software were discussed and compared with each other in this disserta-
tion. Some innovative progresses on the peak assignment process made in our
group were presented further. The complete procedure was demonstrated in

Chapter 3. using the protein MT0776 (from \Wishart Research Group [3]) as an
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example.

In conclusion. NMR spectroscopy is an extremely powerful tool for solving
macromolecular structures. Innovative computational and molecular mod-
elling methods dramatically decrcased the time of resolving protein struc-
ture by NMR from years to wecks. Whereas, NMR spectroscopy is a semi-
automated process. There are no completely mature or fully automated pro-
grams or software for the entire structure determination procedure. In order to
generate an acceptable protein structure, considerable manual work is involved
in the procedure. As technique develops, improved computational methods for

each process can be expected.

4.2 Future Work

Determining protein structure based on NMR spectroscopy is a rewarding and
challenging research problem. Several projects can serve as follow up work:
(1) combination of the existing software or programs: (2) automation of each
process in NMR spectroscopy; (3) complete pipeline of NMR spectroscopy on
protein structure determination.

First of all. we may be able to combine different software or programs
together to produce a better method. For the structure determination process,
distance geometry could be used to generate starting structures for torsion
angle dynamics algorithm. Although torsion angle dvnamics algorithm is the
most widely used structure calculation algorithm. it is not able to deal with
the structure calculation of the closed flexible rings part of the protein. The
combination of these three algorithms can lead to a better solution for the 3-D
structure calculation process.

Second aspect of the future work can be the automation of each process
in NMR spectroscopy. Considerable manual work is involved in each process
more or less. Therefore. automation of the procedure is fairly crucial for the
future development of the NMR spectroscopy.

In addition, the development of a complete pipeline of protein structure
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determination by NMR spectroscopy is adso o potential project. There are
a number of software and programs available for cach process of NMR spece-
troscopy for protein structure determination. However. input and output files
from various software are not compatible with cach other. It takes a long pe-
riod of time to learn how to use various software, Once a complete pipeline is

generated. the procedure could be hiphly accelerated.
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Appendix A

Peak List Sample

label dataset sw sf

N15 H1

hsqci5.nv

{1800.00} {3000.30}

{60.7970} {599.9330}
Ni5.L N15.P N15.W N15.B N15.E N15.J N15.U H1.L H1.P Hi.W H1.B H1.E H1.J
H1.U vol int stat comment flag0
0 {71.n} 123.299 0.183 0.183 ++ 0.000 {?} {71.hn} 9.354 0.044

0
1
c
2
0
3

QWO NONOOOOWNMO

10 {28.N} 114.902 0.178 0.514 ++ 0.000 {7} {28.HN} 8.763 0.037 0.075 ++

.000 {?} 0.08073 0.08073 0 {7}

0

78.N} 113.842 0.307 0.318 ++ 0.000 {?} {78.HN} 9.153 0.042
i

.000 {?} 0.11845 0.11845 0 {7}

0

{54.N} 118.917 0.242 0.464 ++ 0.000 {?} {54.HN} 9.085 0.036

.000 {?} 0.24631 0.24631 0 {7}

0

{9.N} 120.542 0.175 0.417 ++ 0.000 {?} {9.HN} 9.070 0.030 O
{?} 0.35988 0.35988 0 {7} 0

{12.N} 123.228 0.214 0.333 ++
.000 {?} 0.17864 0.17864 0 {7}
{35.N} 122.705 0.318 0.752 7
.000 {7} 0.24996 0.24996 0 {7}
{56.N} 121.489 0.268 0.491 ++

0
0
0
0
0

.000 {?} 0.20999 0.20999 0 {?} O

{88.N} 120.203 0.202 0.636 ?
.000 {7} 0.45919 0.45919 0 {7}
{72.n} 116.994 0.259 0.633 ++
.000 {7} 0.24283 0.24283 0 {7}
{58.N} 120.585 0.297 0.323 ++
.000 {?} 0.12572 0.12572 0 {7}

0
0
0
0
0
0

0.000 {7} 0.43272 0.43272 0 {?} ©
11 {6.N} 122.860 0.279 0.436 ++ 0.000 {?} {6.HN} 8.733 0.033 0.050 ++ 0.000
{?} 0.19893 0.19893 0 {7} 0

12 {99.N} 119.821 0.220 0.520 ?
0.000 {?} 0.40770 0.40770 0 {7} 0

.000 {?} {12.HN} 8.999 0.052
.000 {7} {35.HN} 8.861 0.026
.000 {?} {56.HN} 8.769 0.041
.000 {?} {88.HN} 8.832 0.033
.000 {?} {72.hn} 8.792 0.034

.000 {?} {58.HN} 8.784 0.050

0.044

0.043

0.061

++

++

++

.065 ++ 0

0.072

0.044

0.057

0.075

0.054

0.054
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0.000 {?} {99.HN} 8.701 0.034 0.071 ++

.000



Appendix B

NOE Distance Constraints File
Sample

set message=on echo=on end
!Intra-residue noes

assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign
assign

......

(resid
(resid
(resid
{resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
{resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid
(resid

O WONNNOUN D bbb WNNN

I S I e e el T T S e S
NN OO NN DB WWANN -

and
and
and
and
and
and
and
and
and
and
and
and
and
and
and

name
name
name
name
name
name
name
name
name
name
name
name
name
name
name

and name

and

name

and name
and name
and name
and name
and name
and name
and name

and
and

name
name

and name

and

name

and name
and name

HN )(resid 2 and name HA ) 3.0 1.2 1.5

HG# ) (resid 2 and name HB# ) 4.0 2.2
HN )(resid 3 and name HA ) 4.0 2.2 1.
HN )(resid 4 and name HA ) 3.0 1.2 1.
HN )(resid 4 and name HB%# ) 4.0 2.2 1.5

HD# )(resid 4 and name HB# ) 4.0 2.2 1.5
HN )(resid 4 and name HD# ) 4.0 2.2 2.5
HN )(resid 5 and name HB# ) 4.0 2.2 1.5
HN )(resid 6 and name HA ) 4.0 2.2 1.0

HN )(resid 7 and name HA ) 4.0 2.2 1.0

HN )(resid 7 and name HB# ) 4.0 2.2 1.0
HN )(resid 8 and name HA ) 4.0 2.2 1.0

HN )(resid 9 and name HA ) 4.0 2.2 1.0

HN )(resid 9 and name HB# ) 4.0 2.2 1.0
HN )(resid 11 and name HB# ) 4.0 2.2 1.5
HN )(resid 12 and name HB& ) 4.0 2.2 1.5
HN )(resid 12 and name HA ) 4.0 2.2 1.0
HN )(resid 13 and name HA ) 4.0 2.2 1.0
HN )(resid 13 and name HB# ) 4.0 2.2 1.5
HN )(resid 14 and name HA%# ) 4.0 2.2 1.5
HN )(resid 15 and name HA ) 4.0 2.2 1.5
HN )(resid 16 and name HA ) 4.0 2.2 1.5
HN )(resid 16 and name HD# ) 4.0 2.2 1.0
HD# ) (resid 16 and name HE# ) 4.0 2.2 1.5
HN ) (resid 17 and name HB# ) 4.0 2.2 1.5
HN )(resid 18 and name HA ) 4.0 2.2 1.0
HN )(resid 19 and name HA ) 4.0 2.2 1.0
HN ) (resid 22 and name HA ) 4.0 2.2 1.0
HN )(resid 22 and name HA ) 4.0 2.2 1.0

-]
o

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Appendix C

Dihedral Angle Constraints File
Sample

set message=off echo=o0ff end restraints dihedral reset

Phi restraints:

2

assign
(resid
3

assign
(resid
o4

assign
(resid
't 5

assign
(resid
116

assiga
(resid
v 7

assign
(resid
't 8

assign
(resid
v 9

assign
(resid
tt10
assign
(resid
11
assign
(resid

(resid 1 and name ¢ )
2 and name ca) (resid

(resid 2 and name c )
3 and name ca) (resid

(resid 3 and name ¢ )
4 and name ca) (resid

(resid 4 and name ¢ )
S and name ca) (resid

(resid 5 and name c )
6 and name ca) (resid

(resid 6 and name ¢ )
7 and name ca) (resid

(resid 7 and name ¢ )
8 and name ca) (resid

(resid 8 and name ¢ )
9 and name ca) (resid

(resid 9 and name c )

minimum deviation =

(resid 2 and
2 and name ¢

(resid 3 and
3 and name ¢

(resid 4 and
4 and name ¢

(resid S and
S and name ¢

(resid 6 and
6 and name ¢

(resid 7 and
7 and name ¢

(resid 8 and
8 and name ¢

(resid 9 and
9 and name ¢

30 degrees

name n )
) 1.0 -120.0 10.0 2

name n )
> 1.0 -120.0 10.0 2

name n )
) 1.0 -120.0 10.0 2

name n )
) 1.0 -90.0 10.0 2

name n )
) 1.0 -70.0 10.0 2

name n )
) 1.0 -70.0 10.0 2

name n )
) 1.0 -70.0 10.0 2

name n )
) 1.0 -65.0 10.0 2

(resid 10 and name n )
10 and name ca) (resid 10 and name ¢ ) 1.0 -65.0 10.0 2

(resid 10 and name ¢ ) (resid 11 and name n )
11 and name ca) (resid 11 and name ¢ ) 1.0 -65.0 10.0 2

[}
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