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Abstract

The objective of this thesis is the study and implementation of a Vehicular

Delay Tolerant Network (VDTN) system for a fleet of vehicles, and the evalu-

ation of its data carrying potential. The implementation relies on commodity

hardware and communication using “WiFi” (IEEE 802.11) transceivers. We

also detail the steps necessary for the accurate simulation of realistic, daily

routines, of vehicular fleets serving an urban road network. We use as our

example a fleet of service vehicles operating in the city of Lethbridge, Alberta.

We analyze the dynamics of encounters among fleet vehicles throughout a typ-

ical working day, and introduce a Markovian model capturing the encounter

distance dynamics. We can then translate the encounter distance dynamics

to, corresponding, communication throughput dynamics. We perform data col-

lection of IEEE 802.11 point-to-point throughput vs. distance measurements,

which, in conjunction with the Markovian model, allows to derive the expected

data carrying volume introduced by the VDTN. The results demonstrate that

the data carrying capacity of the VDTN exceeds what is needed by typical ve-

hicle monitoring applications. The surplus capacity can be used for delivering

value-added services, such as data collection from external wireless sensor

networks.
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Chapter 1

Introduction

The present thesis was motivated by an attempt to design and implement a

vehicular data network that captures the needs of vehicular fleet manage-

ment applications. The followed principle was to attain reduced cost of op-

erations, in particular in terms of equipment and networking services. For

those reasons, emphasis was placed on using commodity platforms, exist-

ing wireless networking protocols, and any freely pre-existing infrastructure.

While a substantial amount of research has appeared in the scientific liter-

ature pertaining to vehicular/mobile data networking, it is rarely accompa-

nied by open source implementations. Additionally, performance results that

have appeared in previous studies have not been revisited to make use of

recent wireless protocol improvements. Consequently, one has to synthesize

ideas at the intersection of Delay Tolerant Network (DTN) systems, vehicular

networking, and Wireless Sensor Networks (WSNs) and to synthesize, from

scratch, an implementation. An additional challenge addressed here is how

to evaluate an example implementation.

1.1 Vehicular Fleet Data Services

The motivation for the thesis work was a case study for a fleet of vehicles that

drive over urban or rural roads, and, in extreme cases, in scenarios involv-

ing off-road or unpaved roads travelled, e.g., in logging operations. On-board

equipment collects a lot of information from the various sensing systems of

the vehicle from the car’s on-board engine computers via e.g., the On-Board

Diagnostics II (OBD-II) protocol. The full resolution data collected can be used
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for off-line analysis for tasks such as the predictive maintenance of the vehi-

cles, or the performance assessment of the drivers. Several vehicular fleet

examples exist: delivery services, distribution centers, utilities repair staff,

sales representatives, telecommunication installation technicians, or indus-

trial companies whose needs require staff to drive particular heavy duty ve-

hicles. In all scenarios, it may be desirable to track the movement of the

vehicles and monitor the driving habits of employees. Services and decision

making can then be based on the collected data, e.g., policies for future driver

training, prevention and defense against traffic violations and accidents, etc.

Note that by restricting the focus to fleet management applications, we are

automatically excluding data communication related to activities such as en-

tertainment or any other non-business tasks.

While highly dependent on the exact application, one can roughly sepa-

rate the data pertaining to fleet management into two broad categories. One

category contains data that are desired to be communicated in real-time, be-

cause their utility crucially depends on prompt delivery. An example is the

dynamic dispatch of a service vehicle that is already underway to new loca-

tions, as unpredictable demands arise. The second category are data that are

ingested by systems for the purposes of decision making, e.g., vehicle mainte-

nance scheduling, over longer periods of time. That is, the second category of

data can be delivered “delayed” without any noticeable impact.

Observation 1: A rough separation of the data handled for vehicular fleet

operations is one between real-time and non-real-time data.

The focus of this thesis is the second, non-real-time, or “delayed” category.

Most vehicle fleets today employ various forms of, usually mobile, user ter-

minal equipment. The terminal equipment is used by the vehicle operator,

e.g., to enter delivery details, or to send and receive notifications to the head

office. The communication facilitated through the terminal equipment is usu-

ally “real-time” in appearance because it involves short message exchanges

meant for user interaction, but we note in the next section that it does not de-

serve the real-time characterization. On the other hand, non-real-time data

2



can, and may have to, involve larger data transfers and are not involved in in-

teractive applications. We therefore correspond the real-time communication

to short message interaction exchanges and the non-real-time to large bulk

data transfers. Note that by ignoring the case of real-time transfers of large

amounts of data, we are eliminating from consideration “exotic” options, such

as, fleets of vehicles equipped with cameras, streaming live in real-time their

point-of-view.

1.2 Vehicular Communication Technologies

Short message exchanges are already supported by cellular data services and

remain one of the most successful applications in telecommunications history.

However, for large data transfers over cellular there still exist three short-

comings: (a) transfers may not be able to complete promptly due to spotty

coverage or high cellular network load, and, more importantly, (b) often the

fee structure penalizes (via caps and data overage rates) the large volume

users, compounded by the fact that, (c), each user is a separate identifiable

subscriber subjected to fees. Put simply, a fleet of N vehicles needs at last

N distinct Subscriber Identity Module (SIM) cards and connection fees. Even

when (c) has to be absorbed because the fleet operators need a real-time ca-

pability as noted earlier, the combination of (a) and (b) raises the question of

whether there are any inexpensive (ideally, free!) alternatives circumventing

the data fees and with adequate data carrying capacities. Also (a) suggests

that bulk transfers are often associated with an acceptable delay. As a very

telling example from a different application, currently (in 2023), many smart-

phones offer the user the ability to backup their photos on the cloud, but users

routinely enable this option only for when they are in proximity to WiFi Ac-

cess Points (APs), to avoid data charges for their mobile phones.

Observation 2: There is often a, monetary, cost associated with the trans-

fer of large volumes of data over cellular infrastructures.

The broader area of vehicular communication covers subjects making use

of acronyms, such as, Vehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I)

3



and Vehicle to Everything (V2X), depending on the character of the two com-

municating endpoints. As will be detailed in the related work chapter, spe-

cialized protocols have been proposed, and are in the process of coalescing into

standards. Yet, there is an overall lack of real products on the market, except

for a very narrow set of options as we will see. The main reason is that there

exists an entrenched option already, that of cellular communication, that ad-

dresses (even if not perfectly) a wide range of application needs – of course,

at a price. Remarkably, cellular services are also considered inadequate for

true real-time notification among vehicles in critical applications such as road

safety scenarios. An implication is that the V2V literature emphasizes the

need for special protocols precisely to address true real-time notification.

It is no surprise that recent iterations of cellular services (5G and beyond)

are attempting to provide services that approximate “true” real-time messag-

ing but their adaptation at scale is something that has not been demonstrated,

even if we leave aside the cost aspect. While the subject of the thesis is non-

real-time communication, a case can also be made that true (hard-deadline)

real-time communication is in fact also an open area. The lesson derived from

the entrenched cellular services is that a pre-existing standard and service

model are difficult to replace, even if they are not exactly appropriate for new

or extended needs. In this thesis we use this lesson to our advantage by us-

ing an entrenched technology to provide bulk data transfers – that of wireless

“WiFi” services as we came to know the protocols of the IEEE 802.11 family.

Notably, all in-production vehicles these days provide WiFi support, even if

typically restricted to enter-/infotainment services of the passengers, i.e., as

in-vehicle networking. Re-purposing an existing entrenched technology for

fleet vehicle data transfers would incur no notable cost. A compelling advan-

tage for using WiFi technologies is that they have evolved, while maintaining

backward compatibility, to allow ever higher bit rates to be achieved.

Observation 3: WiFi (IEEE 802.11) communication is an inexpensive,

already available, technology on vehicles produced in recent years.

From its inception, the WiFi family of standards, provided a few alterna-

tives to organize the nodes involved in communication. The one that found ex-
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tensive use was that of a “managed” network, i.e., one where a node plays the

role of an AP, and client nodes connect to other and communicate with each

other (and with the broader Internet) via the AP, thus forming a star logical

topology. A degree of configuration is required to achieve this arrangement,

i.e., the AP must emit specific beacons with station IDs, and the clients must

be aware of which station ID they need/prefer to communicate through. Also

authentication and encryption schemes are involved in the setup. Despite

its resounding success, this model of communication is not the most flexible.

An alternative, called the “ad hoc” mode, allows direct peer-to-peer commu-

nication but, as we will see at various points in the thesis, still requires a

degree of a-priori configuration and, alarmingly, is not always usable at high

bit rates available today. In other words, the IEEE 802.11 technologies are not

the most conducive for spontaneous peer-to-peer communication. In adopting

IEEE 802.11 we will inevitably have to come up with configuration solutions

to allow the maximum performance be achieved out of the protocol.

1.3 Delay Tolerant Networking

Given the cost of cellular communication, especially in remote areas where

satellite communications may be the only means to communicate, a cost-

conscious fleet operator would rather delay the transmission of the data that

could afford delaying, i.e., could opt for delay tolerant communication, and

hence the attention to DTN technologies. We will implement DTN using IEEE

802.11 as the link layer technology. DTN research has been active for approx-

imately two decades and one would expect that, by now, some form of open

source implementation of a complete system would have been available to be

used “off-the-shelf“. After extensive search, it became apparent that, while

simulators for DTNs were available, as well as the occasional isolated pro-

tocol implementation (the “bundle” protocol discussed in the related work),

actual complete implementations of applications and protocols running and

demonstrating a complete DTN system were not available.

An often used property in DTNs is to exploit the mobility of nodes to de-

liver data. When mobile nodes, such as those on vehicles, come in proximity,

they exchange data they collected or generated, anticipating that one of them
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will get the chance to deliver the data to its eventual destination earlier than

the others. The technique generalizes to many nodes simultaneously carry-

ing the same piece of data, one of which delivers it first and it is that, first

delivery, that defines the delay experienced for the particular data item. Such

“infection” paradigms have been the basis of many data exchange protocols

that differ in how aggressive their infection is to encountered nodes, and any

metadata and state information they retain to optimize the infection process.

A technicality is that delivered data items have to be expunged from all nodes

carrying a copy of the data that has been delivered. DTNs’ assumption about

the underlying link layer technology are very flexible, allowing intermittent

connectivity which characterizes highly mobile peer-to-peer scenarios.

Observation 4: DTNs pose no particular requirements on the underlying

link layer protocols, thus it is possible to define DTNs over IEEE 802.11

link layer protocols.

1.4 Supporting Value Added Services

Given today’s abundance of inexpensive storage, along with the information

pertaining to the condition of the vehicle (engine readings, driver responses,

etc.), the vehicles participating in the VDTN may also provide additional,

value added, services by collecting data from other sources. For example, it

is possible to exploit the fact that the vehicles may often be (but not at pre-

cisely known times) near various WSNs that are not connected to the Internet.

When near a WSN, a vehicle can receive data that has been accumulated on

the sensor nodes over a period of time, and then act as “data mule” to deliver

such data to their destination. The concept of data mules has been one of

the motivating examples for VDTNs, especially for application in rural areas

away from high speed Internet. In effect, our VDTN becomes an alternative

mobile sink for WSN data, collecting the data from disparate WSNs spread

over large geographic areas. The main advantage again is that the WSNs

do not need to be using expensive communication infrastructure (cellular or

satellite).
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Observation 5: VDTNs can, in addition to data collected relevant to the

vehicle, also collect data from encountered sensor networks that lack In-

ternet connectivity.

1.5 Evaluation Strategy

For the purposes of a thesis, building and deploying a VDTN system at scale

to study it is cost prohibitive and administratively complex. Yet, we wish to

retain as much as possible of the realism of an actual system. We present a

compromise, where the evaluation is conducted by splitting it into three sep-

arate components. One component is the implementation of the application

and protocol logic which was tested in contrived examples, e.g., single vehicle

and single point of data collection. This step ensures that the implementation

performed as expected in terms of the semantics of what was expected – as in

the exchange and delivery of data. The second component is a simulation of

a typical use case with an adequate degree of fidelity insofar the trajectories

of the vehicles are concerned and the tasks they will perform over an entire

day. This component is used to derive statistics about the encounters of the

vehicles and, hence, the potential for data transfers among them. Finally, the

third component is a field measurement study using commodity IEEE 802.11

transceivers. The third component provided throughput vs. distance mea-

surements that were possible to plug into the results from the simulations to

derive approximate values regarding the volume of data that could be handled

by the simulated VDTN on a typical day.

Observation 6: Evaluating a VDTN implementation at scale is a chal-

lenging task, hence combinations of measurements and simulations can

form the basis of an approximate performance study.

The case we consider for evaluation is one of a fleet of service vehicles in

a medium sized Canadian city. As such it expresses a wide range of similar

cases differing possibly only in terms of scale and covered area. In most sce-

narios we are aware of, the vehicles begin their working day, each to serve a
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set of pre-determined destinations in a sector of the city, after which they re-

turn to their point(s) of departure (the depot(s)) at the end of working hours.

Because of their starting and eventual point in their orbits being the same,

the delay of any data produced and/or collected can be bounded because at

the end of the day they can perform a final data transfer, e.g., via a locally in-

stalled IEEE 802.11 infrastructure, while parked at the depot. Hence, no data

is delayed by the VDTN for more than the duration of their working hours.

However, it is through their mobility that provide data transport capacity

to absorb data during their trips. While our work is motivated by a primary

(engine OBD-II data) and a secondary (WSN data mule) application, similarly

behaving data sources could be supported as well, both of volume proportional

to the trip duration (as the engine OBD-II data are) and encounter-based (as

the WSN data mule).

Having bounded the delay, the most pertinent performance metric is one

able to capture the data transfer capacity present that would not have been

present without the VDTN logic. We call this the effective VDTN capacity,

and it is the average throughput over a working day of pair-wise transfers

among fleet vehicles. The effective VDTN capacity is possible because nodes

encounter other nodes during their trips throughout the day. Note that in this

thesis, we do not evaluate the various DTN data transfer policies of which

many exist in the research literature, but restrict focus to the effective VDTN

capacity as it is independent of exact data transfer policies.

1.6 Thesis Structure and Contributions

We organize the remainder of this thesis as follows: Chapter 2 presents re-

lated work, emphasizing the facets of VDTN design and approaches used for

evaluating them. Also, the data link layer protocols often encountered in the

context of VDTNs are discussed. In the same chapter we also introduce some

methodological elements for the remainder of the thesis. Chapter 3 presents

the architecture followed by the software implementation of the VDTN and

in particular the communication and the “bundle” handling components and

explains the rationale around them. Observations from a limited real-life

use of the platform are also presented. Chapter 4 introduces the simulation
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setup using the SUMO [13] simulator and describes the process of mapping

the vehicle fleet on the map of the city of Lethbridge and the addition of any

landmarks necessary. Chapter 5 presents the simulation results for the fleet

vehicles expressed primarily as distance between vehicles of the VDTN. A

Markov chain model is introduced to approximate the distance relation be-

tween vehicles as they move. Chapter 6 details the field experiments and

the platform limitations encountered on the way to producing distance vs.

throughput measurements. Chapter 7 reviews the results of the field exper-

iments and introduces the bit rate measurement statistics into the Markov

distance model of Chapter 5 to derive the effective VDTN capacity. The thesis

is concluded in Chapter 8 with a review of extensions and challenges that can

be pursued in future research.

In summary, the contributions of this thesis are:

• the implementation of a complete VDTN software system for fleet ve-

hicles using commodity class hardware and WiFi as the communication

technology,

• the description of a sequence of steps to accurately simulate the daily

routine of a vehicular fleet in an urban road network, through an exam-

ple for a fleet operating in the city of Lethbridge, Alberta,

• an analysis of the dynamics of contact times between fleet vehicle (or

vehicle and points of interest) throughout a typical working day, and in-

troduction of a Markovian model capturing the encounter distance dy-

namics,

• a data collection of modern IEEE 802.11 point-to-point throughput vs.

distance measurements, which together with the Markovian model pro-

vides an estimate for the additional data capacity introduced by the

VDTN.

The VDTN code is available at: www.github.com/uofanetdev/fleetDTN
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Chapter 2

Related Work

One can claim that DTNs/VDTNs are the re-emergence of the historical con-

cept of store-and-forward networks, with emphasis placed on the storing as-

pect, as messages can wait for a long period of time before they are trans-

ferred and delivered. As an example of early store-and-forward networks,

there is the Unix-to-Unix (uucp) protocol1 which formed the basis of early

email and news forwarding systems. Modems would dial up to establish links

between nodes, and those links were, intentionally, not permanent as they

were charged by telecoms at voice line rates, compounded by the need to place

long distance, even international, calls. Usually the email messages would

be stored at a node for the next scheduled dial out and transfer to a remote

node. Interestingly, the uucp protocol email addresses were an explicit se-

quence of node identifiers, i.e., an explicit source-routed path to instruct how

to copy from system to system to reach a destination user’s system. A quick

comparison of uucp vs. DTNs can be thought as, in general, DTNs having less

certainty regarding communication “encounters” and DTNs not making use

of explicit source-routing paths as they depend on chance encounters among

nodes.

The nature of vehicular communication presents a particularly challeng-

ing environment, so it is instructive to first consider what specific protocols

have been proposed for such an environment. The reader should also be mind-

ful that the area of VDTNs overlaps somewhat with that of Vehicular Ad Hoc

Networks (VANET), with VANETs essentially struggling to, as much as possi-

1The genesis of uucp is attributed [31] to Mike Lesk of AT&T Bell Labs.
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ble, have a completely connected network while all nodes are mobile. It is not

that VANETs do not account for the occasional disconnection of the commu-

nication graph, but they usually make it their (obsessive) pursuit to ensure

that it is rare and as much hidden from applications as technically possible.

VDTNs on the other hand, accept disconnection to be the norm, and expect

applications to be able to absorb such behavior and work with it.

2.1 The IEEE 1609/802.11p Family

The IEEE 802.11p extensions appeared as Amendment 6 in 2010 [24] and got

incorporated into the IEEE 802.11 standard. The IEEE 802.11p transceivers

are incompatible with the rest of ordinary WiFi protocols – most notable of

which is the restriction of IEEE 802.11p channels to 10MHz width (as op-

posed to a minimum of 20MHz in WiFi) and its operation in the 5.85–5.925

GHz band, which is higher than the WiFi “5GHz” band. The special frequency

band was set aside for Dedicated Short Range Communications (DSRC) for ve-

hicular (V2V and V2I) communication. The assigned spectrum is wide enough

to provide seven channels, one of which is a control channel, the remaining

being called “service” channels. In keeping with the numbering of the chan-

nels successively at 5MHz increments, the channel numbers are 172, 174,

176, 178, 180, 182, and 184. The control channel is the “middle” channel,

178. The transmission power is one of the relative advantages of 11p reach-

ing up to 33dBm and bit rates, depending on coding, ranging from 3Mbps up

to 27Mbps. The protocol designers’ intention was to achieve reliable commu-

nication up to a distance convenient for vehicular applications, but without

an explicit consideration for large data transfers.

The IEEE 802.11p protocol contains both a physical (PHY) and a Medium

Access Control (MAC) layer. Apart from striking PHY differences mentioned

above, the MAC differences play a crucial role to providing an ad hoc opera-

tion for highly dynamic networks. It borrows a traffic prioritization similar to

the IEEE 802.11e Enhanced Distributed Coordination Function (EDCF), ac-

cording to which, there exist four Access Categories (AC0–AC3), where AC3

is the highest priority. The priorities are expressed with different arbitration

slots, inclusive of the inter-frame spacing, and backoff. Clearly, the higher
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the priority of the traffic, the shorter those intervals in order to seize access

of the channel in advance of lower priorities. Different channels (control vs.

service) have different arbitration slot and backoff parameters. One can also

argue that the IEEE 802.11p MAC protocol comes closer to the promise of

an ad hoc communication mode than the WiFi subfamily. This is expressed

through the absence of a Basic Service Set (BSS) concept, and the transmis-

sions take place in Outside of BSS (OBSS) manner. Hence, no association or

authentication setup between peers is taking place at this layer.

Orchestrating the transmissions across the various channels is left outside

the core IEEE 802.11p PHY/MAC specification and resides within a separate

family of standards, often referred to as Wireless Access for Vehicular En-

vironment (WAVE), formally known as the IEEE 1609 protocols. The IEEE

1609.4, IEEE 1609.3, IEEE 1609.2, and IEEE 1609.1 are, respectively, ad-

dressing multichannel operation of MAC sub-layer, networking services, se-

curity services, and upper layer functions. IEEE 1609.4 defines a time frame

of 100 msec split into a 50msec control channel access and a 50msec sevice

channel access. In other words, the IEEE 802.11p transceiver splits its time

equally between control and (some) service channel. There are synchroniza-

tion requirements that are beyond the scope of this introduction to ensure the

timing of the cycles is accurate. From the standard it is evident that the inten-

tion of the control channel is not to be involved in massive data transfers but

to the absolutely essential control and safety operations. Large data transfers

seem to be a secondary priority, and in any event assumed that will be given

lower priority in terms of access classes.

2.1.1 The Performance of IEEE 802.11p

Some of the earliest work of evaluating DSRC by Bai et al. [4] came up with

a disappointing conclusion that there was no range that would be considered

as solidly reliable communication range, that is, effectively zero loss proba-

bility, across a range of distances. All of the area around a transmitter was

“gray area” insofar probability of reception of a transmission was concerned.

A notable feature of this work was that it involved actual V2V communication,

using a fleet of three vehicles on a highway. The mediocre packet delivery rate
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of no more than 80%, and as low as 20%, dominated the measurements. Such

performance is not a good match for situations when messages are supposed

to be conveying safety-critical information. Later, Gao et al. [19] provide an-

other V2V testbed result involving trucks on a dedicated track demonstrating

significantly better packet delivery rate, which they attribute on the use of

two antennas on either side of a truck. Nevertheless, they comment on the

unevenness of the terrain and surroundings as having an impact on packet

delivery ratio. In yet another testbed data collection, Teixeira et al. [51],

seem closer to confirming the original observations by Bai et al. [4]. Namely,

a testbed involving two vehicles produced an average transfer rate of 8Mbps

using User Datagram Protocol (UDP) traffic at distances less than 100m –

including very short distances. At longer distances the attainable transfer

rate quickly dropped but what was evident across all distances was the very

high transfer rate variability. Even at 100m the 8Mbps was an average of

a range of values from approximately 5Mbps to approximately 10Mbps, and

this range was not notably impacted by speed. Note that across all experi-

ments, the reported transfer rates never exceeded 10Mbps compared to the

theoretically maximum possible of 27Mbps. The loss rates, even at very short

distances (near 0m), were considerable at 5%, becoming higher (reaching and

exceeding 20%) for longer distances (100-150m).

The use of experimental testbeds, such as the ones used in [4, 19, 51], to

collect realistic measurements is a challenging task due to the investment

in time and equipment, and are producing results that are not easy to claim

as generalizable. In trying to understand the factors influencing the perfor-

mance, some, like Bloessl et al. [6], have put emphasis in digging deeper into

the physical layer dynamics, which led them to the implementation of IEEE

802.11p transceivers using Software Defined Radios (SDRs) but the experi-

mental apparatus becomes costly and cumbersome to deploy. Nevertheless,

the vast majority of the performance studies of IEEE 802.11p employ simu-

lations or analytical tools, resorting to various approximations. For example,

one notable attempt to capture the reality of non-homogenous vehicular traf-

fic is introduced in [40] using a fluid density model to capture the interaction

of the vehicles via density-dependent velocity. Such a model was found to map

13



well vehicular traffic interactions. e.g., with traffic lights. The model was able

to produce location-dependent throughput and delay in agreement with sim-

ulation results. This came at the cost of modeling just periodic broadcast bea-

con messages, with the authors acknowledging that the performance would

deteriorate further once data traffic other than beacons was introduced.

It is not surprising that in trying to improve the IEEE 802.11p perfor-

mance, researchers are increasingly looking at combinations with other pro-

tocols. For example, Wu et al. remark in [57] that “... we believe that a hetero-

geneous system with 802.11p and Sub-1GHz channel can outperform the single

802.11p system in V2V communication.” and proceed to use an extra sub-GHz

channel to attaining better performance than IEEE 802.11p in urban settings.

What improves the resilience of the solution in [57] is the fact that the lower

frequencies used in the Sub-1GHz module (433 MHz in [57]) are better suited

for longer range communication. But if combinations of protocols are to be

considered, why not consider an obvious one: DSRC and cellular. Indeed,

Ligo et al. [28] report on a network prioritization strategy, of On-Board Units

(OBUs) sending preferably via DSRC with fallback to cellular Long-Term Evo-

lution (LTE), in a study informed by mobility trace data from the Portuguese

city of Porto. Their main conclusion was that the cost-benefit analysis does

not favor the deployment of DSRC for the purposes of data connectivity to the

Internet. Whether explicit or implicit, the cost-benefit assessment may have

been a factor taken into account resulting in poor DSRC adoption.

2.1.2 The Failure of IEEE 802.11p

The reader should notice that at the time of writing of this thesis (2023),

several years have passed since the introduction of IEEE 802.11p and one

would expect a flourishing of associated products and services, at least if we

are to judge by the excitement of years past in research publications. This is

not the case. Some of the lackluster performance regarding the adoption of the

protocol was due to widely used cellular alternatives for data services that can

cover well (but for a fee) the data needs for non-critical applications. In the

meantime, cellular services have made significant inroads towards supporting

critical services, as, e.g., 5G, promises very low latencies. However, a recent,
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regulatory, development put a stop to DSRC altogether.

In 2020, the Federal Communications Commission (FCC) adopted [16]

“new rules for the 5.9 GHz band (5.850-5.925 GHz) to make new spectrum

available for unlicensed uses, such as WiFi, and improve automotive safety.”

which effectively introduced two changes. One change was that spectrum was

taken away from the band reserved for DSRC and given to WiFi. The reason

was “DSRC has not been meaningfully deployed, and this critical mid-band

spectrum has largely been unused for decades” thus, not only DSRC lost, but

WiFi clearly won. The same FCC announcement replaces DSRC with a cel-

lular alternative to Intelligent Transportation Systems, which is commonly

called Cellular V2X (C-V2X). C-V2X is a 3rd Generation Partnership Project

(3GPP) standard and while in principle it can be a standalone protocol, it

greatly benefits from being tied to other regular cellular services, e.g., with

respect to synchronization. The FCC decision concedes the Intelligent Trans-

port Systems (ITS) to cellular providers and equipment manufacturers. While

the research on how well C-V2X can support vehicular services is still ongoing,

some evidence suggests C-V2X might be superior [32] to DSRC. The applica-

tion examples provided are status broadcasts, where vehicles provide their

identity, location, speed, etc. at regular intervals. No mention is made about

bulk data transfers support, possibly implying that those have the regular

cellular data services to rely on.

2.2 The WiFi Alternative

It has been almost two decades since the first experimental studies for the

use of WiFi in vehicular networks were published and to put forward ideas

of opportunistic communication. Ott and Kutscher’s study, [37] described the

“Drive-Thru Internet” using the IEEE 802.11b protocol with APs at fixed loca-

tions and a vehicle driving by at highway speeds: 80km/h and 120-180km/h.

Their measurements demonstrated that, as a vehicle drives by an AP, even

at 180 km/h, they could obtain in the order of ten seconds connectivity. The

pattern of the connectivity follows a three phase pattern: while approaching

the connectivity is poor but improving, followed by a plateau while passing

near the AP, followed by a deteriorating phase as it moves away from the AP.
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TCP throughput performance was found to be peaking at 3Mbps to 4.5Mbps

depending on speed. They report that the best they could deliver in a single

pass by the AP was nine megabytes of data, although at the highest speed

(180km/h) this was around 1.5 megabytes. The packet loss results for UDP

varied across a wide range, with the worst losses being in the 80% range.

Note that, it is expected that IEEE 802.11 transceivers perform their own

rate adaptation by selecting the modulation and coding scheme to match the

channel condition, and the packet is lost when the corresponding link layer

frame has been re-transmitted a few times at possibly different rates. The

same group extended their study to IEEE 802.11g, [36], which allowed higher

bit rates and a corresponding improvement in attainable transfer volumes per

drive-by encounter with an AP.

A study by Bychkovsky et al. [7], using IEEE 802.11b transceivers on

nine vehicles considers a real urban environment, involving speeds no more

than 60 km/h, over a period of a year. Technically, they mimic a V2I scenario

where the infrastructure are APs that require no authentication. The me-

dian connectivity interval to an AP lasted 13 seconds and an AP would be

encountered, and associated with, on average every 75 seconds. The median

upload capacity for TCP was 0.24Mbps (30 kilobytes per second) and a me-

dian per-encounter upload capacity of 216 kilobytes. The transfer speed was

limited by the a-priori decision of the researchers to limit the physical bit rate

to its lowest possible of 1Mbps, which, coupled with the use of the maximum

transmission power of 200 mW, provided the longest range. Bychkovsky et al.

made a number of insightful observations on the impact of AP discovery, us-

ing scanning, and the association to the APs. The impact is that time is spent

during the beginning of the encounter between vehicle and AP, and while the

link conditions are still not good, before actual data transfers can commence.

We remark that the motivation behind the Bychkovsky et al. study was

the existence of many “open,” i.e., requiring no authentication, APs at the time

the study was conducted. Alternatively, it assumes a degree of volunteerism

to ensure a good number of open APs exist. In recent years, APs requiring no

authentication are rare, and when they are available, they expect interaction

of the user after they have associated with the AP, e.g., by agreeing to terms
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of service on a captive web portal. The process described in [7] involving a

ping packet to a server after AP association would have failed in almost all

open APs today. Moreover, in order to obtain an IPv4 address, they use the

Dynamic Host Configuration Protocol (DHCP), and to improve the delays in-

volved in address lease, they implement an address caching scheme. Overall,

the connection establishment time was found to have a significant impact on

performance.

A subsequent careful and insightful study by Hadaller et al. [22] pre-

sented what was achievable in terms of data transfer capability between an

(on-vehicle) OBU traveling at 80km/h and a Roadside Unit (RSU) communi-

cating using IEEE 802.11 protocols. Incidentally, Hadaller et al. did not use

the terms OBU or RSU in their paper, as the terms were not in wide use

at that time. However, they effectively described the communication needs

of devices that, in today’s terminology, would equal OBUs and RSUs. The

experiments reported in [22] highlighted the complicated interplay that pro-

tocols and devices have on the observed performance of such a system, given

the transient and volatile nature of the communication “links“ established

between client devices (OBUs) and APs (the RSU was operating as an AP).

Their study is also notable for the effort put into overcoming the GPS unit’s

lag, infrequent location sampling, and noisy location estimates, for determin-

ing the exact coordinates of the vehicle when each frame was transmitted.

The setup allowed to create accurate maps of distance from AP versus three

metrics of interest: the signal strength, the bit rate at the MAC/PHY layer,

and the TCP goodput. To the best of our knowledge, they are the first to look

at the rate selection being performed by the IEEE 802.11g transceivers, which

they found to be poorly performing when the default behavior was used. Be-

cause of the particular transceiver and device driver, they were able to modify

the rate adaptation scheme and to improve performance. The average bit rate

when close to the AP reached 50Mbps, for a IEEE 802.11g maximum rate of

54Mbps, with the TCP goodput reaching an average of approximately 22Mbps,

and never significantly exceeding 30Mbps. Similar to other previous work,

they noticed the three phase behavior of performance as the vehicle moves by

the AP. Similar concerns to those by Bychkovsky et al. [7] were raised regard-
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ing initialization (DHCP, Address Resolution Protocol (ARP), etc.) specific to

the IPv4 network layer.

In yet another study, Cottingham et al. [9] employed IEEE 802.11a, which

was the first generation of WiFi protocols in the 5GHz Industrial, Science,

and Medicine (ISM) band, and a testbed involving a moving vehicle and a

fixed AP. The speeds used were 7km/h and 45km/h, justifying the lower speed

as a congested city bumper-to-bumper traffic. The tests were exclusively us-

ing UDP with traffic demands of either 10Mbps or 30Mbps, having excluded

TCP due to the impact they expected the high loss rated would have on its

performance. While both of the maximum rates of 10Mbps and 30Mbps were

achieved, there were a number of lower rates when the demand was 30Mbps

while when it was 10Mbps, it appeared the rate was “binary” either achieved

or not at all. One interesting finding was that while travelling at lower speeds

results in longer connected (to the AP) time period, it also produced a more

variable throughput compared to short connection periods (happening at high

speeds). The explanation provided was that at 7km/h the devices would spend

more time in null zones insofar their antenna coverage was concerned. Dur-

ing those periods in the null, the rate adaptation of WiFi probably reduced the

rate. At 45km/h, nodes spend little time in the null zones. Experiments were

carried that confirmed this observation.

Finally, there is not a lot of work for the ad hoc mode operation of WiFi as

it relates to V2X applications. The ad hoc mode allows the endpoints to not

have asymmetric roles as is the AP case (where the AP becomes a de-factor

coordinator) but instead for all communicating peers to be “equals”. Of note is

the work by Rubinstein et al. [42] which considers two vehicles moving at the

same speed from opposite directions, and relative speeds of 40, 80, and 120

km/h, on a straight road segment of 400 meters. Some other light vehicular

traffic was also present on the track. The IPv4 addresses are fixed, as are the

Extended Service Set Identifier (ESSID) and channel used, while the ARP en-

tries are manually installed, all done in the interest of reducing the setup de-

lay to a minimum. The authors report that for IEEE 802.11g, and UDP traffic,

the performance depended on the packet size and speed of vehicles. The en-

counters ranged from approximately 11 seconds to approximately 40 seconds,
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between fastest and slowest speed. At low speeds, the best transfer volume

was note for large (1460 bytes) packets at an average 13 megabytes per en-

counter, while at high speeds it was 2.7 megabytes average per encounter for

500 byte packets – the numbers corresponded to a 2.75 Mbps and 1.81 Mbps

for lowest and highest speed respectively. The packet loss rate was high at

high speeds (10-20%) indicating that replacing UDP by TCP would probably

be worse. Indeed, TCP at 80 km/h transferred only around 1.5 megabytes per

encounter (with 500 byte packets), compared to UDP’s 3.3 megabytes. At 12

km/h four out of the ten runs received no data at all using TCP. While IEEE

802.11a experiments were also attempted, they were found to be worst of all

— even the best case UDP averaged 3.1 megabytes per encounter at the low-

est speed. While it is somewhat puzzling that IEEE 802.11a performed that

poorly, it may also have something to do with the less than ideal products used

which for the particular experiments were WiFi CardBus interfaces with in-

tegrated antenna, inserted in a laptop, held by the passenger. Nevertheless,

Rubinstein et al. recognized as well the impact of rate adaptation and how it

should be able to respond to quickly changing channel conditions.

While followup work for use of WiFi in mobile nodes in general within the

broader context of wireless ad hoc networks continued for several years, it was

quickly overtaken by an interest for IEEE 802.11p, which as we described pre-

viously has now become a dead-end. The early performance studies of WiFi for

vehicular applications provide us however with some valuable methodological

lessons.

2.2.1 Methodological Lessons: WiFi

The present thesis is methodologically influenced by the reviewed literature

in the following aspects:

• The bit rate adaptation performed at the MAC/PHY level has an im-

pact on the ability of the IEEE 802.11 transceiver to adjust to chang-

ing channel conditions. Depending on the exact hardware and device

drivers used, we may not be able to influence directly the underlying al-

gorithm but we need to, at a minimum, track its performance over time

when interpreting results. Failed transmissions, and hence poor utiliza-
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tion, may be the result of poorly chosen coding by the rate adaptation

algorithm.

• There are upfront costs when “connecting” with an AP, that are related

to the following steps: scanning, associating, (optionally) authenticat-

ing, and establishing network layer addresses. We consider a system

where those delays are reduced by means of:

– for V2V links, by adopting a common ESSID by all fleet vehicles,

– for V2V links, using link-local IPv6 addresses (to avoid DHCP),

– for V2I links, “whitelisting” the ESSIDs to be used, and,

– for all links, to only connect without any authentication.

• As we will describe in subsequent chapters, a “whitelisting” of V2I APs

is possible because we do not expect that vehicles will attempt to connect

to any arbitrary AP but rather to well known “rest stop” APs. With this

in mind, any captive portal interaction, can be scripted and automated,

but we leave the implementation of this mechanism outside the current

thesis.

• We will consider the case of both AP-mediated connection as well as “ad

hoc” mode communication, since ad hoc is also part of the IEEE 802.11

standard. While the literature is replete with AP based V2X attempts,

there is scarce understanding of whether the ad hoc mode is up to the

task, and in particular in cases where we expect all nodes to be identical

in the behavior, e.g., as vehicles of a fleet.

• Finally, we would like to see how the most recent revisions of the IEEE

802.11 standard (currently the standard is IEEE 802.11ax) perform.

The recent versions of the standard offer a wider set of options of bit

rates, with a correspondingly enlarged search space for the rate adapta-

tion algorithm. Additionally, implementations of recent versions of the

IEEE 802.11 standard involve more than one antenna, possibly partly

overcoming the shortcomings when we depend on a single antenna, e.g.,

the nulls of a single antenna reducing performance.
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2.2.2 A Word on IEEE 802.11 Terminology

The wide use of the IEEE 802.11 standard has created a situation where var-

ious terms are employed to describe its operating principles, its components

and their function. The terminology can be confusingly redundant and is a

result of different user groups describing the same thing in ways natural to

them. As a result, there is, (a) the language of the standard documents but

also, (b), the language used by practitioners at various levels of familiarity

with the technology, including casual users, the “lay public” which often, sim-

ply, refer to “WiFi”, (c), the language of software developers, e.g. operating

systems device driver authors and related operating system tools, who em-

ploy abstractions that are helpful for the programmer’s view, and, (d), by re-

searchers employing conceptual categories across various protocols, that are

not always exactly matched to the specific IEEE 802.11 behavior.

Throughout the thesis we use a mixed terminology, drawing from the var-

ious user groups. When there is no reason to distinguish particulars, we

use the generic term: WiFi. When we wish to distinguish a symmetric role

of hosts, we name their interaction Peer-to-Peer (P2P) interaction, and when

their role is asymmetric, it is client-server interaction, in which the server role

is played by the Access Point (AP). The term WiFi is often conflated with the

client-server mode, as most users are only familiar with it. The client-server,

AP-mediated, mode is also referred to as infrastructure mode. We often refer

to the P2P mode as the ad hoc mode since it is comes close(r) to the role of

ad hoc wireless network connectivity used in research literature. A more spe-

cific naming to refer to the WiFi P2P mode is to call it the Independent Basic

Service Set (IBSS) mode, alluding to the specific way in which the P2P differs

from AP mode’s Basic Service Set.

Yet another naming of the role of nodes comes from the used operating sys-

tem tools, e.g. iw in Linux. Given that the two network interfaces, the one on

the client node and the one on the server (AP) node, implement partially dif-

ferent logic, the interfaces of client hosts to the AP are said to be in managed

mode, which is alternatively called station or STA mode (as opposed to AP

mode). A further state for a WiFi interface is the IBSS mode, corresponding

to the definitino of IBSS, i.e., ad hoc mode node, of the previous paragraph.
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2.3 (V)DTN Data Transfer Strategies

Once a communication strategy and related protocols have been selected, a

DTN/VDTN can be decomposed into three other components: the application,

the routing, and the mobility aspect. The application is assumed to be the

broadest set possible but we hinted earlier to two main applications, better

understood as belonging to two families:

1. encounter application transfers: capturing the case where the applica-

tion needs a mobile agent, i.e. a vehicle, to be nearby in order to pick up

data items. For example, a vehicle picks up the data from the gateway

to a WSN that is not connected to the Internet, conforming to the “data

mule” [45] transfer paradigm

2. proportional-to-travel applications: capturing the case where the data

volume is proportional to the travel distance of the mobile agent, e.g., to

express a vehicle collecting vehicle performance via OBD-II, or locations

recorded via GPS, or road condition data, etc.

The main difference of the two applications is that, for the first type, data can

only opportunistically be expected to be transferred from the surroundings to

a vehicle, if it happens for the vehicle to drive by a sensor network gateway –

which may not be always possible. In the second case, the collected data are

readily available for transmission on the vehicle, possibly collected in groups,

akin to files, prior to making them available for transfer by the VDTN.

Regardless of application type, a common characteristic is that either way

there is a need to define a data unit of transfer, which in DTN/VDTN liter-

ature are often called “bundles” and are discussed in Section 2.4. In effect,

we reduce the question about the applications to the question of bundles, and

let the applications annotate bundles if they wish to have bundles differently

treated. The question of routing among DTN/VDTN nodes has been stud-

ied to great lengths in the literature as we will see in Section 2.6 and it is

generally intertwined with the ways that researchers evaluate, e.g., simulate,

DTNs/VDTNs.
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2.4 Data Bundles

The use of the term “bundle” in this thesis is consistent with existing stan-

dards, e.g. RFC 5050 [44] and it is defined as a message unit that is set

up appropriately to transfer in a DTN. Bundles are supposed to need a bun-

dle (transfer) protocol because of intermittent connectivity and because of the

concept of bundle custody transfer which might happen upon encounters with

other nodes. Given the subsequent research carried out in DTN routing which

we will summarize later in this section, the RFC 5050 standard appears to be

an early attempt to formalize some of the ideas on how DTN messages should

be transferred, yet allowing for flexibility such as exploiting opportunistically

(or in a scheduled manner) the intermittent connectivity events, and without

any reference to actual IPv4 or IPv6 addresses. Beyond the concept of custody

transfer and bundle deletion, RFC 5050 also introduced the idea of fragment-

ing bundles to cope with intermittent connectivity disallowing the complete

transfer of a bundle in a single encounter. The question however is whether

inventing a new protocol, such as RFC 5050, is needed at all.

Alongside the formalization of the concept of bundles, there have been at-

tempts to formalize the DTN architecture in RFC 4838 [52]. The recommen-

dation relies on a key assumption that we also adopt in our work, namely,

storage is plentiful and well–distributed across network nodes. The availabil-

ity of storage tilts the balance of decisions made in DTN nodes to favor more

storage, effectively assuming it is “for free” and to prioritize the task of finding

smart ways to copy and distribute the bundles to nodes they encounter. A side-

effect of this attitude is that the functionality of the protocol to allow bundles

to be removed from local caches of all nodes after they have been delivered

need not be a high priority protocol task. Nevertheless, RFC 4838 goes to

great lengths to introduce the concept and semantics of Endpoint Identifiers

(EIDs) as they are not (necessarily) IP addresses but are recognized as identi-

fiers for the originator, destination, custodian, etc. peers. At a minimum, RFC

4838 expects the following headers at the beginning of a bundle:

• creation timestamp

• lifespan
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• class of service

• source EID

• destination EID

• report-to EID

• custodian EID

The creation timestamp assumes DTN nodes have a basic time synchroniza-

tion capability albeit the minimum requirement may involve just a sequence

number such that successively generated bundles from the same source EID

follow a monotonically increasing sequence. The lifespan is an offset with re-

spect to the creation timestamp beyond which the message is to be discarded,

implying that the creation timestamp sequence has at least some semblance

to natural time, e.g., seconds since the originator node started operating. The

class of service are a form of prioritization. The report-to EID captures the

situations where nodes other than source EID need to be informed of the de-

livery and, absent any other information, report-to EID is to be usually the

source EID. The custodian EID is the address of the current custodian node

(if any).

In a confusing statement in RFC 4838 “The EID, timestamp, and data off-

set/length information together uniquely identify a bundle.” which would sug-

gest that there is a sequence number referring to individual bytes originating

from an EID, such that when EID and timestamp (due to its resolution) are

the same, there is at least a data offset/length information that is unique. A

more reasonable assumption for a unique identifier could be the hash value

of the contents (inclusive of EID, timestamp, and any other fields deemed es-

sential), allowing the specification of a unique identifer of fixed length (the

hash value) regardless of the length decisions related to the EID, timestamp,

or any other field for that matter.

What neither RFC 5050 nor RFC 4838 describe in detail are any mecha-

nisms for how exchanges, priorities, policies of retention, etc. are to be im-

plemented. This is unsurprising given the need to keep, at the time of pub-

lishing, all options open. RFC 7242 [11] defined a layer on top of a reliable

transport layer, namely TCP, to support DTN transfers, which they called the
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TCP Convergence Layer (TCPCL). Even then, TCPCL is restricted to essen-

tially a fragmentation logic of bundles in possibly multiple data segments.

The negotiation stage of TCPCL also caters to issues related to fragmenta-

tion decisions. RFC 7242 is also reluctant to describe the semantics of the

exchange, e.g., policies of how many copies of a bundle may be made, if ag-

ing of a bundle should influence how urgently nodes need to send it to con-

tacted nodes, etc. All such concerns are left to the application layer logic.

In short, the standardization attempts have focused more on the syntax and

simple(r) transfer-related questions, like fragmentation, rather than the core

DTN logic. This may be an indicator that all DTNs are “one of” solutions,

resisting many attempts to extract a common, and useful to all, functionality

to provide as a protocol layer.

2.5 The e-mail Alternative

The position taken in this thesis is that it is largely unnecessary, given the

existence of other protocols, and, in particular, those related to e-mail, to in-

dulge in complicated bundle definition and bundle-related protocols. In fact,

e-mail message formats already provide a sufficiently large set of options that

meet and exceed what the bundles in DTNs need. A head-to-head comparison

on key similarities and differences, with a subjective indicator whether email

has an advantage, disadvantage, or is even, compared to bundles is as follows:

1. Header Variety (advantage): E-mail headers are some of the most com-

prehensive headers across any protocol currently in existence [23, 38]. A

DTN implementer has the flexibility to use legacy fields like the From:

and To: to identify source and destination EIDs. E-mail addresses can

be either meaningful as actual Simple Mail Transfer Protocol (SMTP)

recipients (in addition to being legitimate DTN EID identifiers), or be

exclusively meaningful for the DTN alone. If there is no already defined

similar header to a header the DTN logic requires, the option for using

extension, X- prefix, headers always exists. As an example, if the DTN

logic confers the permission to each node to make up to a maximum

number of copies of a message, it could introduce a (mutable) header
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field such as X-Copies-Allowed: followed by a numerical value.

2. Opaque Data Transfer (even): E-mail is used to convey any number of

file types and attachments without any specific regard to their content.

Normally the e-mail payloads are immutable. Some of the headers may

also be immutable. The representation of the data can be flexibly de-

scribed in the headers (Content-Transfer-Encoding) as being textual

or binary, or even user-specific. As such, an e-mail message, beyond the

headers, is a self-contained bundle of data and, if desired, it can be up

to the endpoints alone to attach any particular meaning to the contents.

3. Legacy Code Base (even): There are both e-mail client and e-mail server

implementation with large code base which can be repurposed to parse

and handle messages with various headers. Compared to writing code

from-scratch for a bundle transfer protocol, there are some possible ef-

fort savings to be had, plus the possibility that e-mail related code has

been tested more thoroughly. The common disadvantage for both from-

scratch and e-mail-based implementations is that neither have a com-

plete implementation of DTN bundle handling policies, etc. The effort

saved by using e-mail specific header and body parsing modules may

not be as impressive compared to the code that will have to be written

from-scratch.

4. Security Options (advantage): Whereas bundle and DTN protocol stan-

dards defer the discussion of security options for future, evolved, stan-

dards, e-mail already has a well-tested solution in Secure Multipurpose

Internet Mail Extensions (S/MIME) (currently in version 4.0 [43]) which

provides confidentiality, integrity, authentication, non-repudiation with

proof of origin, as well (optionally) compression. The choice exists [8] to

protect the payload plus certain headers as one cryptographically pro-

tected object, declaring them as a message/rfc822 MIME object wrapped

in a cryptographic envelope.

5. Message Length (disadvantage): A notable disadvantage of e-mail is that

messages are restricted in terms of maximum length to a few tens of
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megabytes. Bundle protocols seem to have looked into fragmentation

from the very beginning. Nevertheless, fragmentation comes with the

cost of re-assembly and committing storage for that reason. Insofar the

e-mail size limitation is concerned, it is largely a made up limitations

arising from the Mail Transfer Agents (MTAs) wishing to regulate the

storage they need to commit and the duration of transfer for a single

messages. When we reuse legacy software, we can certainly relax such

size restriction. However, in light of the typical volumes in V2V trans-

fers in Section 2.2, in order to have the opportunity to transact in the

order of a few bundles per encounter, the sizes of those bundles cannot

be more than at few megabytes each. We propose that this is addressed

as an engineering constraint placed on the generation of the bundles,

i.e., make bundles a few megabytes large. The constraint may not make

sense in other DTNs but is meaningful for our VDTN case study.

6. Fallback Protocol (advantage): A special-purpose bundle protocol is an

isolated protocol from the rest of the Internet and its format may be

incompatible with any other protocol. However, if we start, to begin

with, with a proper (including essential headers) e-mail envelope, e.g.,

a meaningful To: email address, then if the message arrives to a node

that has access (even if spotty) to the Internet, it can deliver the message

to a destination server using SMTP or Internet Message Access Protocol

(IMAP) while also performing on the DTN side according to the DTN

logic. That is, any inbetween node is a potential exit to the Internet

without message format changes.

Based on the above points, we consider the need to develop a custom bun-

dle format and protocol as a secondary issue and meaningful only in cases

where one wishes to create a low implementation complexity proof-of-concept.

If one wishes to develop a more general solution, then the challenges have

already been solved in the design of e-mail message transfers, including end-

point identifiers, custom headers, disposition, payload flexibility, and security.

Thus far our discussion has been more syntactically-oriented. We complete

the related work section by looking at how (V)DTNs are evaluated with re-

spect to routing decisions.
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2.6 Routing

What is left outside the scope of standards is the exact process of deciding how

data bundles will be routed as they are relayed among nodes. Custody is only

one of the relevant concepts. One possibility is to copy a data bundle to any

vehicle encountered that does not already possess the particular data bundle.

On the surface, this strategy appears wasteful. Yet, storage is plentiful today

and the strategy maximizes the odds that at least one vehicle carrying a copy

of a bundle will reach a facility, e.g., an open AP, to deliver the bundle to some

server on the Internet. This is a variety of the, so called, epidemic routing but

there are more options.

A recent paper on VDTN by Er at al. [15], names a set of routing protocols

as “baseline” protocols, because they form the basis for numerous variations

and extensions. The research area of routing for DTNs/VDTNs is already con-

taining numerous proposals and it is not the main focus of this thesis. There

exists a sufficient variety of routing protocols to allow an application designer

to balance performance, such as average delay, copies of a bundle circulating,

throughput, etc. A simple, epidemic, routing strategy is incorporated in the

proof-of-concept implementation described in the next chapter as a matter of

demonstration, but others could have been used in its place. The baseline

VDTN routing protocols are [15]:

1. Direct delivery: according to which, a mobile, e.g., vehicular, node deliv-

ers the data directly to its destination when it happens to be, during its

trips, within communication distance of the destination. This definition

has been used, e.g., in [46], but one can define a slightly broader class of

similar protocols. Namely, as long as we assume that a single copy of a

bundle exists in the network, its custody can be transferred to another

encountered node, if the odds of that node performing direct delivery are

better than the current custodian. That is, direct delivery can be the last

step of a process of relaying to a single node the responsibility of deliv-

ering a data bundle. The approach presumes that upon encounter with

another node, the current custodian possesses some information allow-

ing it to decide whether to retain custody or to pass it to the encountered
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node. To this end, Jain et al, [26] exploit knowledge about the topology

dynamics, even if such knowledge is imprecise and time-varying. The

nodes attempt to follow a “good” path of transfers to the destination. In

the absence of any better node choice to pass the bundle to, a node has

no other choice but direct delivery.

2. First contact: according to which no assessment of the suitability of the

encountered node is made and a node just passes the bundle to the first

node it encounters. The receiving node behaves the same way, thus re-

sulting in the bundle appearing as it is performing a “random walk.”

While only one copy of the bundle is in circulation at any point in time,

its custody is transferred continuously. The intuition supporting this

approach is that a constantly “mobile” bundle hedges the mobility to in-

crease its chances to, eventually, be held by a node in close proximity to

the destination. The cost is that, especially when encounters are rare,

the node picking up the bundle may be moving in a completely counter-

productive direction to the desired destination. Both direct delivery and

first contact operate on the implicit assumption that multiple copies of a

bundle are undesirable, but the current abundance of inexpensive stor-

age makes this an unnecessary concern.

3. Epidemic routing: whereby copies of each bundle are forwarded to each

node encountered, assuming the encounter duration allows for such an

exchange to take place. At the cost of the storage and the eventual need

to purge copies of a delivered bundle, epidemic routing maximizes the

odds to have a bundle delivered quickly. To curtail the, potentially mas-

sive, overhead of a complete flooding, works such as [54] propose limits

on the hop count of the bundle travel. Another way to limit the extent

of flooding is, for example, the technique employed by PRoPHET [29],

according to which a node retains its copy of the bundle but also copies

it to another node, if that node has a more favorable metric, giving it a

higher chance to encounter the destination. Additional constraints need

to be applied [54, 29] when the amount of node storage is limited. Such

limits also require the introduction of policies to decide which of many
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stored bundles needs to be dropped first to accommodate new bundle(s).

4. Spray & wait: whereby the behavior of the nodes can be seen, for each

bundle, as split into two phases: a first flooding stage, followed by a di-

rect delivery phase. The flooding is limited by bounding the number of

copies that can be simultaneously circulating. The strategy, as described

in [46], starts with a budget L of copies which is a permission to have

up to L copies in circulation. In its “binary” mode, it involves splitting

evenly the budget of copies to an encountered node, and the encountered

node splits the budget further across the nodes it encounters, and so on.

Effectively, for as long as a node has a budget of more than one, it is

allowed to “infect” with a copy (and pass half its budget) to an encoun-

tered node that did not have the bundle. This aggressive copying phase

is followed by the phase of direct delivery. The second phase arises nat-

urally without explicit synchronization because, through the splitting of

the budget, the nodes with a copy will eventually have a budget of one

and a copy of the bundle.

A significant body of work has already accumulated on the performance

study of various DTN and VDTN routing schemes. There are many possi-

ble mobility scenarios, several factors that could be taken into account (e.g.,

storage limits), and various metrics that are considered in these studies. For

example, Abderlkader et al. [1] find, unsurprisingly, that protocols that try to

guide the selection of hops, such as PRoPHET outperform, in terms of deliv-

ery ratio, the indiscriminate routing. However, the delivery ratio is not always

without a penalty in the statistics of delay until delivery if there is no way to

prioritize among bundles. Protocols such a Spray & Wait offer a reasonable

compromise.

2.6.1 Routing for VDTNs

The general attitude in the performance study of DTNs such as in [1], is to

consider destinations that are arbitrary nodes, rather than some “exit points”

to the global Internet. One could argue that in many VDTN applications,

except for strictly V2V, the eventual destination is a computational and stor-
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age facility in the Internet, possibly in the cloud. The reverse direction, from

Internet to vehicles is also a possibility, e.g., in an application that pushes

firmware updates to (some) vehicle computers. A precise definition of entry

and exit points from/to the Internet is also an often neglected scenario in gen-

eral DTNs but part of VDTNs in V2I scenarios.

Pereira et al. [39] explain how DTNs map to VDTNs and provide a survey

of various facets of the routing problem, without offering any new quantitative

performance comparison. It is worth noting that the insistence on bundles be-

tween a source and a destination among the vehicles, reveals a V2V emphasis.

V2V could be mapped to two V2I phases, one from vehicle to infrastructure

and one from infrastructure to vehicle. This might sound as doubly penalizing

in terms of delay any V2V communication, but if the intention was to provide

a (near) real-time V2V, then any DTN approach is by definition unsuitable. It

is difficult to imagine niche applications where V2V is essential but real-time

deliver is not.

Tornell et al. [53] produce a survey which included the impressive number

of more than forty DTN/VDTN routing/dissemination protocols. They belong

to the minority of researchers that noticed that the V2V application (as an

instance of Peer-to-Peer (P2P)) applications ought to be just one use case –

which as we mentioned is difficult to defend if delay tolerance is expected.

They note additional application classes like: (a) V2I applications performing,

e.g., environment-sensing applications with the vehicles becoming the collec-

tors of the information before communicated to a RSU, (b) dissemination of

information in the sense of broadcast and multicast, where adding epidemic

routing becomes a sensible choice, and (c) cooperative download from the RSU

to the vehicles (or a subset of them), e.g. firmware downloads as we noted ear-

lier.

In the more recent survey Er et al. [15], using the ONE simulator [27]

and a map of Helsinki, compare direct delivery, first contact, spray & wait,

and epidemic routing. The particular contribution is that the vehicle density

influences the relative performance of the four schemes insofar the delivery

delay is concerned. As expected, epidemic routing performs very well but what

is also evident is that at low vehicle densities, the delay differences among the
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four schemes are almost non-existent. We note that in a realistic setting the

vehicle density used in studies does not agree to the actual vehicular density

because the studies consider all vehicles to be participating in the protocol.

The number of vehicles participating in a protocol may only be a small subset

of all the vehicles on the road. Yet, the vehicular movement dynamics are

influenced by the total set of vehicles regardless of whether they are partici-

pating in the protocol or not.

2.6.2 Simulating VDTNs as Opportunistic Networks

Simulating Opportunistic Networks: Survey and Future Directions by Dede

et al., [10] is a very comprehensive study of the facets of Opportunistic Net-

works (OppNets) one is confronted with when setting up simulations for per-

formance evaluation purposes. OppNets and (V)DTNs are very similar con-

cepts, whose boundaries are blurred and we will not attempt to tease them

apart. Suffice is to say that the “purist” view of OppNets is that they are

networks whose function relies on the occasional existence of direct, localized

communication, instead of relying on any infrastructure, and hence can oper-

ate anywhere. OppNets do not have any prescribed intent for them to connect

to the broader Internet in order to accomplish their reason of existence. In

short, OppNets are their own, closed, networking world.

Among the observations by Dede et al. was that the, at the time, available

network simulators (ONE [27], OMNeT++ [35], ns-3 [34], Adyton [33]) were

not fully capturing either the needed communication layer technologies or

wireless environment simulations, or they did in a very patchy manner. Nev-

ertheless, with their shortcomings taken into account, OMNet++ and Adyton

were found to be the most efficient in terms of processing time. Also, there

are several mobility-oriented tools, such as, BonnMotion [3], Legion [5], Ped-

Sim [41], or SUMO [13], which range from capturing simple random mobility

models, to quite detailed trajectories on road network maps. While there is

realism to having a map-referenced population of vehicle trajectories (includ-

ing the effect of speed limits, traffic lights, variable vehicle populations etc.)

it requires effort to set up and their results are difficult to generalize in other

map layouts. Real traces from actual deployments are rare, generally useful,
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but also inflexible when it comes to generalization of their results.

When they come up with some guidelines, a rather surprising one is the

suggestion not to bother much with radio propagation and interference mod-

els. They suggest to evaluate them on testbeds or some outsourced computa-

tion intensive platform. While surprising on the surface, their recommenda-

tion seems to be motivated by the fact that, for the increased relative effort

of including a radio propagation and interference model, the cost to be paid

is large, especially computational, for possibly small performance differences.

The attempt to simplify propagation models leads us to assumptions like the

“binary” assumption that a transmission is received up to a certain distance,

and no further giving rise to a Unit Disk Graph (UDG) model. Traces on the

other hand are very specific in allowing us to determine the instant a contact

started and when it ended.

2.6.3 Methodological Lessons: VDTN Performance

Given the vast literature in the area of DTN/VDTN routing and data dissem-

ination, we make the following decisions regarding the methodology followed

in the thesis:

• We will not introduce yet-another VDTN data (bundle) routing policy.

There are several proposals already and their relative performance is

generally understood as well as their tradeoffs. However we favor the

epidemic routing family as we consider the storage as an unnecessary

limitation for today’s storage technology capabilities. Based on the ear-

lier results on WiFi performance, we expect that the bottleneck is the

communication: a node is unlikely to be overwhelmed by copied bundles

of other nodes given the encounter times are expected to be short, and

hence the transfer sizes to be small.

• For a fleet of vehicles where each vehicle has to follow a sequence of

visits which is different for each day, the end of the working day de-

fines the largest possible delay data may experience. This is because we

can trivially assume that anything not delivered earlier via the VDTN

will be delivered through the fleet infrastructure at the depot where the

33



vehicles return. As a result, a common concern of VDTNs, that of deliv-

ery delay, is essentially capped. This also means that the bundle does

not have an infinite sojourn in the vehicle storage cache as they will be

eventually delivered at the end of the day. Note that the fleet vehicle

platform also means that we do not have to consider energy as a con-

straint.

• The communication model we adopt is an improvement over the UDG,

making use of the earlier observations about the distance-dependent

achievable bit rate. We consider a set of concentric circles, defined at

critical ranges from each node, each distance “ring” corresponding to

a different expected throughput. Hence, while an encounter can start

from a far distance, its throughput at that point is low, getting higher as

the distance decreases. By adopting this model, we can also fit testbed

measurements which provide throughput vs. distance relation for var-

ious environments. The compromise is that, on one hand the coverage

appears idealized (the circles), but on the other hand, we capture the

progression seen in the WiFi performance works mentioned in Section

2.2, i.e., from low bit rates and throughput to higher ones, and eventu-

ally back to lower ones as two nodes move apart.

• We use the SUMO [13] simulator for the vehicular mobility. A side-

contribution of the thesis is a description of a process pipeline (currently

involving some manual steps) to create a realistic fleet management sce-

nario for a given map where the fleet is supposed to operate. We consider

elucidating this process as more valuable than a quantitative study tied

to a single map. The purpose of the simulator is to extract helpful en-

counter statistics, i.e, statistics about the various distance ranges that

influence the bit rates achieved throughout the encounters. In particu-

lar, we track the conditional probabilities of moving from one distance

range to its adjacent (either closer or further) distance ranges.

• The set of applications we consider have already been outlined in Sec-

tion 1.5, i.e. primarily V2I with volume proportional to the trip dura-

tion or encounter-based (for data mule role), thus defining a very basic
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but flexible data demand model. As noted, V2V applications are prob-

ably not a natural fit to VDTNs given their expectations to be (near)

real-time. We do not make explicit whether unicast or broadcast (or

multicast) applications are considered. However, to the extent that it

is unicast, it is a transfer from a vehicle (or the WSN from which we

picked from data mule purposes) to a node (server) on the Internet. If it

is broadcast or multicast, the assumption is that epidemic routing that

we use can be utilized for that purpose as well.

• The applications we consider are limited to fleets whose total number

of vehicles is small compared to the vehicles found in the region they

serve, e.g., the total number moving vehicles of a city. Only the vehicles

of the same fleet are interested to form a VDTN among them, although

in the same region there may be more than one fleet, each with their own

VDTN. Hence, overall the density of the vehicles of a single fleet/VDTN

is very low and that can have an impact on the relative performance,

as e.g., was pointed out in [15] insofar the delay was concerned. Given

that the delay is also bounded as we just explained, we consider it a less

interesting performance metric compared to the statistics of encounters

and the volume of data we expect to transfer during such encounters.

Finally, an obvious suggestion could be: if the trajectories of the vehicles de-

parting a depot are (more or less) known upon departing when they leave

the depot, why is it not possible to compute in-advance when they will meet.

While this is enticing as an idea in a fully deterministic environment, there

are at least two major sources of unpredictable delays that quickly extinguish

any excitement for a-priori calculation of encounters: traffic delays and un-

predictable sojourn times at the service points. Almost contrary to the desire

for a-priori calculation is the actual opportunities of e.g., vehicles that were

not likely to encounter each other, to do so due to traffic slowdown. Not only is

the deterministic scenario an unlikely outcome, it is the randomness of delays

that creates new possibilities for unanticipated encounters.
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Chapter 3

Proof-of-Concept
Implementation

In this chapter we go over the example VDTN system, as described in the

introductory chapter, which has been prototyped and tested using commodity

hardware and a combination of free, as well as custom software we have de-

veloped. The goal of this system is to extract and share information between

vehicles in an affordable yet efficient way. The extraction and bundling of

data, along with subsequent transmission of these bundles with neighboring

vehicles is also covered. The software components of our system fall into two

logical categories: (1) Data Acquisition (the gathering of data through various

sensors) and (2) Data Transfers (the VDTN portion of our system). Figure 3.1

offers a block diagram view of the software components and their interactions.

All tests and prototypes were built on top of the Linux operating system. It is

important to note that the hardware choices made for our prototype are not

resolute. Decisions were made based on affordability, accessibility, and practi-

cality criteria. A relatively short conference paper, [50], presented some early

work towards the proof–of–concept implementation described in detail here.

3.1 Hardware Platform

A first set of flexible prototypes were built for testing purposes and evolved

over design iterations. Their hardware components can be seen in Appendix

B. The first set of prototypes used Raspberry Pi (RPi) as the computating plat-

form, working at the heart of the OBU. A first set of tests were conducted using

36



several RPi 3 and RPi Zero W boards, although only the latter of is featured

in the photos shown in the Appendix. In general, RPi was chosen because

they run the Linux operating system, are compact in size, easily powered,

affordable, and have high storage capacity (using micro SD cards). Their com-

puting power was found adequate for the purposes of the project but this is

an outcome of the mainly event-driven behavior of the platform, where CPU-

intensive tasks, like compression, are invoked infrequently and can run in

the background. The plethora of RPi pins (both general purpose and special

purpose) allow for easy communication with external data-gathering sensors,

which is crucial for building an OBU.

Three types of sensors were chosen for our testing. They represent a base-

line of disparate types of data that we believe would be of interest to most sce-

narios involving any type of fleet management: (1) location data of the vehicle

through GPS receivers, (2) vehicle Controller Area Network (CAN bus) data

made available via an OBD-II port, including vehicle speed (km/h), engine

speed (rpm), throttle position, engine coolant temperature, oxygen sensors,

etc., and (3) acceleration data extracted in real-time from an accelerometer

module connected to the RPi. The accelerometer can provide more accurate

and reliable acceleration/deceleration information, as well as possible diag-

nostic information in case of collisions with vehicles or other objects. For

example, our system allows for various software plugins that could, if one

wishes, alert via cellular communication in the case a vehicle has decelerated

too quickly or detects a vehicle roll-over.

3.2 OBU Software Behavior

At the highest level of abstraction, and in simplest terms, each vehicle at-

tempts to do the following:

• Gather data that is relevant to the vehicle/driver. i.e., where am I?, How

fast am I going?, Is the vehicle being operated responsibly?

• Every so often, bundle all acquired data. Bundling includes encryption

and compression. In this sense, a bundle represents all accrued data
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from a slice of time (see “proportional-to-travel” applications in Section

2.3).

• If within transmission range of another participating vehicle or WSN

sink, share as much data as possible during the encounter.

• If we come within transmission range of a designated/open WiFi AP,

upload as much data as possible, as efficiently as possible, to a central

server shared among all vehicles.

Data subscriber 
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access to "fast 
communication"

Local 
storage 

(individual 
data files)

Fast Comm
(Cell Network)

Local 
storage 

(bundles)

Connection 
Manager

OBU
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public key 
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Non Vehicle Device 
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Bundle 
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Scheduler
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Bundle 
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Figure 3.1: Interactions between software components. The components have
been separated into two general categories: Data Acquisition (top left) and
Data Transfers (bottom right)

Figure 3.1 provides an overview of the relationship between our software

components. The separation via dotted diagonal line is purely logical and

meant to more easily visualize the difference between acquisition and trans-

fer of data. Beginning the whole process is any number of programs needed

to extract useful data from sensors. In our example, these can be observed as

Accel, OBD-II, and GPS. We use a publish-subscribe methodology to illustrate

the way in which this acquired data is published to a Bundle Creator which
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encapsulates all data into manageable bundles. Disparate data can be con-

tinuously written to storage in temporary files, and ultimately as completed

bundles. This concludes the summary of data acquisition within the OBU.

3.2.1 Data Acquisition & Bundling

There exist two general steps to data management in our system: extract-

ing data (from sensors) and bundling that same data afterwards. This allows

for considerable flexibility in terms of adding and removing extraction pro-

grams. The only requirement from such a program is that it must subscribe

to the Bundle Creator and publish its data in whichever format it desires.

Typically, it will do so at regular intervals, but ultimately it is up to each ex-

traction/acquisition program to control when and how they publish their data.

When it comes to packaging our acquired data into more manageable units

we have chosen to create and implement a very specific bundling mechanism

that sits at the highest layers of abstraction and is network-agnostic at its

core. Contrary to much of the research that has been focused on developing

more generic bundling and routing protocols for opportunistic and delay tol-

erant networks, we have chosen to move all bundling and routing decisions to

the application layer. The Bundle Creator only cares about creating bundles

and storing them on disk for the schedulers to handle.

As shown in Figure 3.1, a publish-subscribe messaging system for extract-

ing and managing sensor data has been adopted using ZeroMq [59]. Each

sensor module has an accompanying process written in python (Accelerome-

ter, OBD-II, GPS) that reads data from its associated sensor, prepends times-

tamps to individual data, and publishes it for reception by a Bundle Creator

and (optional) Fast Comm data plugins. The plugins can be added as needed

and may be tailored to handle only a subset of the disparate sensor data be-

ing acquired by the OBU. Fundamentally, Fast Comm can handle delivery of

time critical messages via a, typically, continuously available but expensive

communication link such as cellular networks. The plugins can trigger the

emission of such messages either as regularly scheduled notifications of raw

sensor data like GPS coordinates, or customized messages triggered by events

such as breaching a geo-fencing boundary, or sensor evidence of vehicle mal-
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function and/or accident.

The Bundle Creator continuously appends the received data to separate

sensor-specific temporary files on the local filesystem. At specified (periodic)

time-intervals, it bundles all data contained within these temporary files us-

ing MIME encoding, and stores the newly created bundle back on the local

filesystem. At that point, the temporary files that were being appended to are

closed, and new ones are opened for the process to continue appending data

without interruption. In this way, each bundle represents a snapshot of all

sensor data gathered over a particular interval.

The bundling process itself is shown in Figure 3.2. It starts with the re-

trieval of all temporary data-acquisition files from the local filesystem. Each

of the n individual data files, Data_1, Data_2, ..., Data_n, is then compressed

using gzip and incorporated into a multi-part envelope using MIME encod-

ing. Three pieces of metadata are included in the header of this temporary

envelope:

1. Intended Recipient: the final destination of the bundle, i.e., an iden-

tifier for the backend server.

2. Sequence Number: used for bookkeeping purposes.

3. Time Validity: signifying the soundness of the timestamps contained

within the individual data files.

With respect to time validity, it should be noted that platforms like RPi do not

include a persistent real-time clock. The timestamps therefore depend on the

options available to each platform, and one has to be aware of the origin of

the timestamps for OBUs or for sensor data bundles. We introduce Time Va-

lidity as a marker of the source of timestamp information used for the data

records in a bundle. Currently, we have defined the values GPS, RTC, STORED,

and NONE to indicate whether the bundle’s timestamps are referenced to GPS

time, to an add-on Real Time Clock (RTC) module, to time stored at shutdown

and restored on reboot, and (NONE) to local time that is always reset upon re-

boot. Combining this information with sequence numbers (that are assumed
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to be always monotonically increasing and be persistent across reboots) al-

lows post-facto corrections to be performed to the timestamps, depending on

the backend application requirements.

The envelope is then digitally signed with the device’s private key, and

this signature is added to the contents of the current envelope. The signature

facilitates non-repudiation of the bundle contents with respect to the device

that produced it. At this point, the plaintext bundle envelope is considered

to be in server format. To convert the bundle into a more sharable version,

the current contents need to be encrypted in order to protect the privacy of

the creating device. This is accomplished by encrypting the entire bundle

contents (header, compressed data files, and signature) using the back-end

server’s public key. An option that exists at this point, and which we incor-

porate, is to consider whether the encoding of the object is transferable via

text-oriented (7-bit ASCII) communication channels. If this is the case, it is

prudent to convert it to base64 encoding.

In order to provide peer devices with enough information to properly cat-

egorize and prioritize these sharable bundles at the Data Sharing stage, new

plaintext metadata must be added. In particular, the device’s identifier and

bundle sequence number are included, along with another signature for in-

tegrity checking to ensure that the bundle has not been tampered with. OBUs

can then proactively verify the contents of this sharable bundle (new header

and encrypted bundle envelope contents), by using the public key correspond-

ing to the device identifier. The distribution of the public keys of a fleet’s

devices can be part of the communication to the backend servers, alongside

the transfers explained in the next section. In principle though, a device may

carry a bundle of unverified origin for some time before it is able to verify it.

Even if the OBU cannot verify it, the verification and integrity check can be

deferred to the point when it is received by the backend server, which also

uses these keys to verify the signature of the inner bundle envelope, after de-

crypting it. Lastly, the bundle is named using a globally unique ID which is

the hash value (currently MD5) of its contents. The bundles are effectively

treated as unique files, and their upload and sharing described subsequently

can rely only on their MD5 hash IDs, even though as we will see the schedul-

41



Signature_1

-Intended Recipient:
-Sequence Number:
-Time Validity:

Data_1-Compresed

Data_2-Compresed

Data_n-Compresed

Sign with 
device's 

private key

Encrypt with 
server's 

public key

Base64 
encoding

-Device Identifier:
-Sequence Number:
  . . .

Base64 encoded encypted 
bundle data

Compress

Sign plaintext 
header and 
bundle data 
with device's 
private key

Signature_2

Timestamped raw 
sensor data  

collected during the 
same time interval

Step 1: Multi-part envelope and metadata

Data_1
Data_2

.

.
Data_n

Step 2: Server bundle format Step 3: Shareable bundle format

Bundle_1_Hash
Bundle_2_Hash

.

.
Bundle_X_Hash

.

.

Associate 
shareable 

bundle with 
unique 

hash-based 
name.

Plaintext 
Bundle 
Header

Bundle 
Header

-Intended Recipient:
-Sequence Number:
-Time Validity:

Data_1-Compresed

Data_2-Compresed

Data_n-Compresed

.

.

Figure 3.2: The bundle creation pipeline, read from left to right.

ing can benefit from the use of more information than just the hash/name.

The bundle structure allows sensor data to be encrypted by each node/OBU

with keys that only the backend server can decrypt. However, it also includes

plaintext metadata to keep track of bundles that have already been uploaded.

This appeared to be a reasonable tradeoff between confidentiality of the data

(since raw data can be encrypted) but reveal information, such as the sequence

number which, as we will see can be used to schedule which bundles should

be given priority to infect other OBUs or for upload to backend severs.

The use of additional application-layer encryption is a way to address

the expanding concerns of wireless security. Specifically, the explored IEEE

802.11 P2P protocol, ad hoc - i.e. Independent Basic Service Set (IBSS), of-

fers a baseline of rather suboptimal accessible security mechanisms for group

formations – i.e., WEP. As such, and with the assumption that encounters

between vehicles could be sparse and short in duration, we have decided to

opt out of additional authentication schemes at the WiFi data link layer that

could further delay connection establishment between vehicles, and instead

endow with encryption the application endpoints.

3.2.2 Sample Data Size

Theoretically it is possible for a data acquisition program to generate data

of any size. In practice, however, the size of extracted data is usually quite

small compared to the size of available memory/storage hardware. The cost

of commodity class portable storage options like micro SD cards is low and

constantly reducing in physical size and price. As an example, we were able

to extract between 50-500 bytes/second of data from each sensor. This in-

cludes full GPS output, full accelerometer output, and 15 vehicle descriptors
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via OBD-II port once per second. Included in this estimate is the date and

time, prepended to each individual data-point.

Figure 3.2 shows that each sensor output file, Data_n, is compressed to

further reduce its size. The exceptionally repetitive nature of the data ren-

ders it highly compressible. With roughly 90% compression achievable, our

hourly storage quota for each sensor was less than 200 KB. Looking again at

step 1 of Figure 3.2, and assuming we wish to bundle all sensor data every

10 minutes, each multi-part envelope in our testing encompassed less than

80KB including the bundle header. The size will increase by roughly 33% by

step 3 because of the Base64 conversion after encryption. This yields a fi-

nal shareable bundle format close to 100KB per 10 minutes and 600KB per

hour. Estimating within an order of magnitude we assume approximately 1

MB of stored bundle data per hour, per vehicle. This number is important

for two reasons: 1) it is possible to calculate the total number of bundles de-

livered per day which will inform the VDTN performance analysis, and 2) it

makes possible to determine the number of bundles storable on each OBU.

As of the writing of this thesis, the cost of a 128 GB micro SD card is $20

CAD depending on the manufacturer, allowing for each vehicle to store at

least 100,000 hours of bundled data – generated by the vehicle, or received

and carried from other vehicles. This number heavily influenced our decision

to use an epidemic style of routing in our proof-of-concept implementation, as

opposed to some of the more memory-efficient but less "infectious" styles of

opportunistic/DTN routing protocols that have been reviewed in Chapter 2.

3.3 Data Transfer Logic

Figure 3.1 indicates the four ways in which the OBU can connect wirelessly

with off-vehicle endpoints. Our V2I involves connecting to known whitelisted

WiFi APs for uploading data over the Internet and is dominated by the Data

Uploading step. In terms of V2V communication we use WiFi-based P2P pro-

tocols to form ad hoc (IBSS) networks between OBUs so that data can be

shared. The V2V communication is the Data Sharing part which opportunis-

tically connects in P2P fashion with other OBUs to share (“infect”) bundles

as quickly as possible. Each OBU tries to infect the OBUs of other vehicles
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with their own bundles, increasing the chances the bundles will be delivered

to backend servers, after possibly infecting several OBUs.

3.3.1 Data Uploading

Influenced by our original RPi prototype platform limitations, we use only a

single integrated WiFi module for both Data Uploading and Data Sharing.

Apart from that, the logic required to actually upload bundles to a server is

different than what would be required to share bundles among peers. To sim-

plify things, separating tasks based on layers of abstraction is necessary. To

this extent, a Connection Manager (CM) was created to manage all wireless

connection-related functionality. It handles scanning, connecting, and discon-

necting from WiFi APs and P2P networks. The CM runs in the background,

awaiting commands and delivering event messages to any process attached to

it. A library of functions for communicating with the CM has also been cre-

ated. Through this library, application layer socket programs can focus solely

on uploading and sharing bundles, without concerns about lower link layer

connection details. In our system, two application modules converse directly

with the CM, handling all bundle scheduling decisions. Scheduling falls into

two categories: Bundle Uploading and Bundle Sharing. Figure 3.3 further

illustrates the interaction between schedulers and the CM.

The CM periodically and consistently scans for known WiFi networks,

sending messages to the bundle schedulers whenever a network is available

or unavailable. The Bundle Upload Scheduler in turn uses these availability
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messages to initiate connections with known APs. When connected to an AP,

a TCP socket connection is established with the backend server, followed by

an advertisement of all owned-bundles with which the OBU wishes to upload.

The server checks its database of previously uploaded bundles, and informs

the vehicle, so as to avoid duplicate uploads. The vehicle sends the needed

bundles to the server, which records the time of each bundle as it is received

and updates its database appropriately, sending Acknowledgements (ACKs)

back to the vehicle. Once uploading is finished, they both synchronize their

databases with each other. The information in this database indicates the list

of acknowledged successfully delivered bundles to the backbone server. The

OBU can then refrain from further Bundle Sharing distribution of the ac-

knowledged bundles and can free up local storage. Note that this database can

also be used for the distribution of public keys, including possibly additional

Public Key Infrastructure (PKI) support operations, such as key revocations,

etc.

3.3.2 Data Sharing

Whenever OBUs are not participating in Data Uploading, they continuously

and opportunistically try to connect to each other in P2P fashion. The Bundle

Sharing Scheduler is not concerned about the particular way in which P2P

communication is established – this is an issue for the CM. The scheduler

simply needs to know the status of WiFi connectivity, i.e., whether or not

Data Uploading is taking place. Upon receiving notification from the CM that

WiFi has been disconnected, the scheduler sends a command instructing the

CM to join whichever P2P network it has employed (IBSS in our case). An

application-layer socket-based protocol is used by the scheduler for achieving

optimized bundle exchanges during Data Sharing.

In order to create a more responsive program, the scheduler supports two

channels of communication between peers. These channels are implemented

through separate ports for control messages and data messages. At a high

level, the process can be described in the following way:

1. As an OBU joins an IBSS network, it immediately starts advertising

it’s own IPv6 link local address on a shared multicast group. At the
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same time, it also joins this Advertisement Group and listens for IPv6

addresses from other OBUs. The main advantage for using IPv6 link

local addresses is the ability to instantly use them without the latency

of a request/response protocol such as DHCP. A caveat is that Duplicate

Address Detection (DAD) must be turned off, to reduce address assign-

ment delay.

2. When an IPv6 address is received by an OBU, it initiates two TCP con-

nections on separate sockets for control and data communication.

3. OBUs exchange their local bundle lists over control sockets. Upon re-

ceiving these lists, they check their databases for matches and report

them to all peers so they can update their own databases and refrain

from sending these bundles.

4. Using the information from the previous step, OBUs decide which bun-

dle they will transmit next, and to whom it will be transmitted. This

decision is based on a prioritization scheme. The current implemen-

tation of the scheme favors least-owned bundles primarily, and bundle

sequence numbers are used for tie-breaks (the smaller the number, the

higher the priority). All prioritization decisions can be made by using in-

formation provided in the header of the shareable bundle format. Least-

owned bundles only comes into play when a OBU is connected to more

than one other peer OBU at any given moment. That is, every local

bundle has a priority number attached to it, referring to the number of

peers that also own that bundle.

As an example, consider an OBU A that is connected to two other peers,

B and C. OBU A owns bundles 1, 2, and 3. OBU B owns bundles 2, 3,

and 4. OBU C owns bundles 3, 4, 5, and 6. From A’s perspective, bundle

1 is the least-owned bundle, so it will be sent first. The choice of who

to send it to, B or C, is decided by total number of bundles owned. In

this case, B owns fewer bundles than C (3 v.s. 4), so A will send bundle

1 to peer B. Based on these rules, it can be inferred that each OBU can

only send at most one bundle at a time, but it can receive bundles from
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multiple peers at the same time. If more than one peer holds the same

bundle, the peer with the higher IPv6 address will be the one to send it.

5. All bundles are transmitted on data sockets. This frees up control sock-

ets for sending urgent messages, such as those indicating newly received

bundles. Peers can either accept or reject the bundle before it is sent.

This helps prevent identical bundles from being sent to a peer at the

same time. Such scenarios can occur in IEEE 802.11 IBSS mode when

a device “in the middle” is connected to two neighbors that cannot see

each other.

Our data sharing approach necessitates a lossless communication medium.

This, coupled with comparable throughput analysis for both TCP and UDP

helped us choose the former as our transport layer protocol. Ideally, in sit-

uations where large groups of vehicles are connected together, a broadcast

or multicast approach would seem more appropriate than unicast for a data

sharing algorithm that aims to disseminate data to as many peer devices as

possible. Unfortunately, our testing with all three WiFi based connection stan-

dards: infrastructure (AP) mode, ad hoc (IBSS) mode, and WiFi Direct, yielded

unacceptable multicasting throughput of approximately 1 Mbps. Comparing

this to unicast, which peaked at 30-40 Mbps at close distances, it is obvious

why a unicast approach was chosen.

3.4 Implementation Lessons

Creating a set of programs and libraries that interface to work with existing

free/open source software presents itself with several challenges. On top of

that, everything must be automated to work on Linux systems.

wpa_supplicant and iw vs. netlink socket

The decision to use wpa_supplicant was made early on for several reasons:

(1) It allows devices to connect to WiFi networks that incorporate security pro-

tocols like WiFi Protected Access 2 (WPA2). (2) It is capable of both receiving

requests as well as streaming event messages. (3) It is possible to link with
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some of its object files, allowing our CM to connect via domain socket and re-

ceive event messages continuously. This last point is very important because

it allows our CM to monitor event messages directly from wpa_supplicant.

With this information the CM can easily keep track of the current state of the

network (connected to WiFi AP, P2P IBSS, or neither) and provide meaningful

information to our bundle scheduler programs (WiFi and IBSS network avail-

ability) so they know when to attempt their respective socket connections.

The Linux program iw is a wireless configuration utility capable of scan-

ning and handling basic network connections. iw is lightweight and easy to

use. Under the hood it uses netlink sockets to communicate with the network

device drivers. Ideally, iw would be used by the CM for all wireless connection

functionality - both WiFi and IBSS. In practice, however, it lacks the ability to

handle security protocols like WPA2, and it is not capable of directly providing

event messages based on network status. In our testing code-base, iw is only

used for managing our P2P connections via 802.11 IBSS networks.

An alternative approach would be to bypass iw and write code that directly

uses netlink sockets. As opposed to ioctl system calls, netlink sockets

are more flexible and capable of listening and receiving messages in similar

fashion to domain sockets. Unfortunately, netlink socket programming is

quite esoteric, so it is not as easy to write code using it. Ultimately, our CM

makes system calls to execute commands via iw.

Example system flow of utilities (assuming an initial state where the OBU

is not connected to any network):

1. CM joins the IBSS network and continuously scans on regular intervals

for available APs via iw.

2. Bundle Upload Scheduler blocks until a known AP is found.

3. Bundle Sharing Scheduler grabs its link local IPv6 address and broad-

casts it on the P2P IBSS network while at the same time listening for

broadcasts from other OBUs.

4. When an OBU hears a broadcasted IPv6 address from a peer, it at-

tempts to initiate a socket connection with the peer and initiate bundle

exchange.
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5. At any moment in time, as soon as a known AP is found via scans from

step 1, the CM disconnects from the IBSS network and switches the

network card to act as a managed WiFi station via iw to connect to the

found AP.

6. wpa_supplicant is then started. It uses a configuration file to recognize

and connect to the AP.

7. Once a connection is established, the CM is notified by wpa_supplicant,

which in turn notifies the upload scheduler.

8. The Bundle Upload Scheduler then initiates socket connection over the

internet via the AP to a backend server which receives all bundles for

the entire system.

9. Upon disconnection from the AP we go back to step 1.

The entire process is a bit sluggish and involved, because:

One vs. two WiFi network interfaces

One of the constraints of our prototypes was the use of a single integrated net-

work card for all network activity. The addition of an extra network adapter

would drastically simplify the CM. With two network cards, one dedicated to

WiFi connections and the other dedicated to P2P communication, it would be

possible to:

• Completely negate the need to preemptively scan for WiFi networks.

This would also improve throughput performance because scanning is

expensive in terms of network card usage and, ultimately, slows down

bundle transfers with other vehicles/devices.

• Stay connected to an IBSS network all the time, simplifying CM logic. It

will only need to report connect/disconnect messages from wpa_supplicant

to the Bundle Upload Scheduler.

• Leave wpa_supplicant running all the time, allowing for more immedi-

ate WiFi connections when available.
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Regardless of quantity of network cards, another important consideration

- for P2P IBSS bundle sharing specifically - is the choice between:

TCP vs. UDP

In theory, UDP yields higher throughput than TCP due to its connectionless

nature, which is further confirmed by the results in Chapter 7. In practice, our

throughput tests between stationary devices showed virtually similar rates

between the two protocols. With this assumption, it would seem like TCP

is the better choice because all re-transmissions of packets are handled at

lower layers in the networking stack as opposed to UDP that requires lost

datagrams to be handled at the highest level of the stack: i.e., the Bundle

Sharing Scheduler. Using this logic, a choice was made to implement TCP

connections - not UDP - for all P2P IBSS transmissions within OBUs.

Ideally, using TCP would negate the need for retransmission logic at seem-

ingly no cost. There is a cost, however, and it has to do with the transient

nature of our wireless networks. If one were to assume, in opposition to

our VDTN, a reliable wireless network like a Wireless Local Area Network

(WLAN), making a Linux connect system call would be relatively straight

forward. With a VDTN, however, encounters between vehicles are not only

infrequent, but not always binary in their connected nature, as described in

the related work in Chapter 2. As vehicles approach each other, it is most

likely they will initially "hear" each other at the far edges of their transmis-

sion range. Not only is the network unreliable at this distance, but it is also

not guaranteed. This can overly complicate the programming logic and ulti-

mately effect efficiency of general uptime.

To illustrate this point, we consider an example encounter scenario be-

tween two vehicles. Imagine vehicle A and vehicle B are both traveling in a

similar direction. A is behind B and their traveling speed is very similar with

slight fluctuations. They are close enough physically that occasionally vehicle

A hears a broadcast message from vehicle B advertising its own IPv6 address.

Hearing this address, vehicle A would then initiate a TCP connect operation

with B. Here is where the difficulty arises. If vehicle B does not receive the

TCP handshake request caused by the connect call, or if it does but vehicle A
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does not receive the response, then vehicle A may have to proactively suspend

the connection attempt. While it is possible to set up non-blocking connect

system calls on Linux - effectively bypassing the inevitable lengthy wait on a

blocking call - the code becomes unnecessarily complicated.

Continuing with the previous example of vehicles A and B moving in tan-

dem with varying speed in such a way that they continuously move in and

out of transmission range of each other, bundle transfers themselves also be-

come increasingly more difficult. Manual timeouts must be implemented and

managed in order to avoid hanging sockets. This further complicates the code-

base. Moreover, our bundles are not fragmented in any way during transmis-

sion, so incomplete transmission of a bundle means it must be re-sent from

scratch in a future opportunity. This simplifies transmission logic, and, due

to the dissemination style of our routing protocol, coupled with the ability to

control the size of bundles, we consider it is a reasonable tradeoff.
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Chapter 4

The Simulation Platform

The purpose of simulating our VDTN scenario is to study at-scale the platform

developed, even if abstracted to some degree. To do so, we make use of ac-

tual urban road maps and practical mobility patterns that emulate a realistic

VDTN inspired by business needs for managing and tracking company-based

fleet vehicles. The simulation itself can be generalized to a certain degree, but

the following were considered as the key aspects to capture, and considerable

effort was invested to this effect:

1. ability to accurately simulate the movement of a small number (in the

10s of vehicles) that comprise a company’s fleet,

2. ability to accurately simulate the movement of a significant volume

of other, non-fleet, vehicles that compound road congestion and create

more realistic traffic conditions,

3. separation of the simulation into intervals representing days, able to

reflect the working hours during which the vehicles are used each day,

4. inclusion of at least one depot from which vehicles depart at the begin-

ning and return to at the end of working hours,

5. inclusion of a coarse scheduling logic at a fairly large grain, assigning

each fleet vehicle to several stops within a sector of the map,

6. inclusion of non-work stops, capturing opportunistic visits of vehicles to

a set of predetermined “rest stop" locations,
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7. inclusion of non-work stops, past which vehicles may travel but are not

"rest stops", to capture the locations of co-located WSN gateways,

8. ability to record location data throughout the simulation, to produce the

necessary encounter statistics,

9. ability to separate recorded location such that the analyst can track en-

counters between:

(a) any two or more company fleet vehicles,

(b) any fleet vehicles and stationary rest stops, and

(c) any fleet vehicles and stationary WSN gateways.

The inclusion of the rest stops is subsequently necessary to model trans-

fers of data from vehicles via the rest stop WiFi APs which are typically pub-

licly accessible. The inclusion of WSN gateways is needed to capture the case

of data generation that is encounter/event-based, i.e., “WSN data mule” role,

rather than proportional to the travel distance, as explained in Section 1.5.

It is worth noting that while the drivers are aware of the rest stops, there

is no need that they are aware of the location of the WSN gateways. It is

important that the simulator captures all complexities that exist within the

topology of real city maps, for example, the varying speed limits and traffic

rules that exist within these cities such that the encounter statistics are re-

alistic. An important distinction of the work in this thesis compared to most

previous works, is that the encounters between two devices are analyzed at

various distances. More details to this effect are provided in Section 5.3. In

the remainder of this chapter we emphasize on the vehicular simulation as-

pect, moving the emphasis on the encounter statistics in the next chapter.

4.1 SUMO: A Vehicular Mobility Simulator

As noted earlier in the related work chapter, a well-known vehicular mobility

simulator, that we adopt for our work, is SUMO [13]. The degree of realism

it attains is high because it is able to import road maps from real cities, and

simulate pragmatic vehicular traffic movement. The strengths of SUMO can

be summarized as follows:
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1. road networks can be imported from real city maps using, e.g., open

source city maps acquired from www.openstreetmap.org,

2. actual traffic rules (signals, signs, multiple lanes, lane changing, traffic

lights, yielding, and merging) are supported,

3. vehicles’ speed behavior is realistic and specific to roads, including ac-

celeration and deceleration as vehicles approaching and leaving,

4. several libraries exist for connecting and controlling SUMO during sim-

ulation, used also for storing a record of the location, velocity, lane posi-

tion, travelling direction, etc. at each time step.

4.1.1 Limitations of SUMO

There are, however, some resultant behaviors from SUMO that have the po-

tential to cause anomalies which may stray slightly from realistic traffic move-

ment. Every effort was made that they did not occur, or if they occurred, that

their impact to the simulation was minimal.

• Traffic Light Timing: These can be non-representative of actual traf-

fic needs (requiring manual intervention to configure properly). An ex-

ample would be a standard cross intersection that experiences heavier

through-traffic on one of its roads as opposed to the others. In a real

city, heuristics are used to manipulate traffic light timings in ways that

prioritize these types of intersections. Another example would be turn-

lanes that undergo heavy utilization.

• Intersection Geometry: The conversion program provided by SUMO,

named netconvert, is not always able to ascertain exact intersection

geometry. As such, many real-world intersections are not accurately

represented within SUMO, and sometimes this can result in vehicles

getting "stuck", causing an impasse. In these cases, manual interven-

tion is needed to see if the general behavior appears correct. There are

many instances where the number of traffic lights and turn lanes differ

greatly from satellite imagery. Figure 4.1 shows an example intersec-

tion converted from www.openstreetmap.org that differs considerably
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(a) Intersection representation after con-
verting with netconvert.

(b) Intersection representation informed
by satellite imaging (Google maps).

Figure 4.1: Intersection geometry, (a) based on www.openstreetmap.org data
via netconvert, (b) with added missing lanes inferred from Google maps data.
Missing lanes are indicated with labels A, B, and C. Missing traffic lights are
shown with D, E, and F.

from reality. The blue lines represent missing lanes, and the green ones

highlight absent traffic lights. Rather than search for and fix all such

misaligned intersections, we have chosen to let traffic congestion dictate

which intersections to apply scrutiny towards. It is not as important to

mirror exactly the city that is being modeled as it is to at least represent

topology that, at the very least, works on a realistic and pragmatic level.

• Vehicle Teleportation: When the velocity of a vehicle is below 0.1 m/s

(essentially stopped) for at least a set period of time, it is removed from

the network and advanced along its intended path until an opening is

present, at which point it is injected back into the network. This is a

feature that prevents infinite deadlock due to traffic jams caused by im-

perfect traffic-light rules, high traffic flow, or imperfect intersection ge-

ometry. Teleporting is often the result of the previous two issues. These

behaviours are further described in the SUMO wiki [14]. We keep track

of teleportation frequency, and present this information when we ana-

lyze the simulation results. Its impact was found to be minimal.
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Figure 4.2: Lethbridge and surrounding area from www.openstreetmap.org
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Figure 4.3: Road network of, and around, Lethbridge used in the simulations.
Notice that the adjacent communities of Coalhurst and Coaldale are included.
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4.1.2 Road Network Layout Pre-Processing

SUMO road network maps are Extensible Markup Language (XML)-encoded

files describing, essentially, directed graphs, where the edges of the graph

form road segments, and the nodes represent connections between edges.

Some of the connections describe road intersections, otherwise known as junc-

tions in SUMO terminology, while others are used to connect multiple edges

together, forming what would be seen as a continuous street in a real-world

setting. For example, a road connecting two city blocks could be encoded as

a single SUMO edge, multiple edges daisy chained together to form a whole,

or even a small segment of a much larger edge that expands past the two

city blocks. Edges may also contain multiple lanes, and must be unidirec-

tional. Apart from these basic elements, SUMO also supports configurable

traffic light rules for intersections.

There are two generally accepted ways of creating a network map for

SUMO to work with. One is to start from scratch (either manually editing

xml files, or by using an accompanying Graphical User Interface (GUI) pro-

gram called netedit); the other is to import an existing road network from

a supported input source using a program called netconvert. One of these

supported input formats is the OSM file format, which can be gathered from

www.openstreetmap.org, which provides a free map of the world with options

to save user-controlled map segments. Figure 4.3 shows a resulting conver-

sion of a map segment from www.openstreetmap.org to SUMO network file

format using netconvert. SUMO maps have the extension .net and are re-

ferred to as network maps.

For the purposes of the simulation work conducted in this thesis, we have

used the netconvert approach of www.openstreetmap.org maps, as it is the

only automated option. It is worth mentioning some options that are available

to netconvert that were used in processing the maps in our simulations, and

their significance, quoted from [12]:

''
--geometry.remove: Simplifies the network (saving space) without

changing topology.,→
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--roundabouts.guess: Sets the appropriate right-of-way rules at
roundabouts. (Explicit right-of-way rules are not imported
from OSM). If this option is not used and roundabouts are
not defined manually, then traffic jams will likely occur at
roundabouts

,→

,→

,→

,→

--ramps.guess: Best guess addition of acceleration/deceleration
lanes. Often acceleration/deceleration lanes are not
included in OSM data. This option identifies likely roads
that have these additional lanes and causes them to be
added.

,→

,→

,→

,→

--junctions.join: Joins junctions that are close to each other
(recommended for OSM import).,→

--tls.guess-signals: Interprets tls nodes surrounding an
intersection as signal positions for a larger TLS. This is
typical pattern for OSM-derived networks

,→

,→

--tls.discard-simple: Does not instatiate traffic lights at
geometry-like nodes loaded from other formats than
plain-XML.

,→

,→

--tls.join: Tries to cluster tls-controlled nodes.
--no-turnarounds: Disables building turnarounds.
--no-turnarounds.except-deadend: Disables building turnarounds

except at dead end junctions.,→

''

Finally, netconvert also categorizes the edges that make up roads based on

the types of vehicles (including pedestrians) that are allowed access on them.

4.2 Vehicle Routing

We consider the behavior of fleet vehicles to be separate and defined compared

to the behavior of "background" traffic vehicles. This is a modeling contri-

bution necessary to separate the behaviors of interest. For clarity’s sake, we

define fleet vehicles to be those which belong to the VDTN we are interested in

tracking. They are considered to belong to a company whose interests involve

monitoring vehicular activity.

The goal of traffic vehicles is to maintain as much as possible a consistent

average number of vehicles in the map during the simulated business hours.

Here, we define business hours to be a rigid interval [Bstart, Bend], where

Bstart and Bend refer to the beginning and ending of the work day, in seconds,

using standard 24-hour clock, respectively. These hours may also be referred
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to as working hours. Traffic only needs to be maintained during business

hours, as that is the frame with which we wish to analyze the fleet vehicles.

In principle one can model the entire 24 hour period, but it has no material

impact in our examples.

4.2.1 Background Traffic Behavior

In terms of routing these anonymous traffic vehicles, source and destination

locations are randomly chosen from all available network edges. Travel starts

at the beginning of the source edge and stops at the ending of the destina-

tion edge, where the vehicle is then removed from the network. Routes are

chosen traffic-oblivious for shortest travel time based on speed limit and road

distance. For reasons of simulation run-time efficiency, routes are randomly

chosen from a (large) pre-calculated set, relieving the simulator from perform-

ing the same, or similar, path calculations during its execution.

To ensure a relatively fixed population within the boundaries of the map,

no vehicle trajectories are defined to exit the limits or enter the space of the

map we are simulating. This is an artificial constraint but necessary to pro-

vide direct control of the population of traffic vehicles.

We define the number of traffic vehicles in the road network during busi-

ness hours as a fluctuating average falling within the interval [Nt−Nd, Nt+
Nd] vehicles, where Nt is the desired number of traffic vehicles, and Nd rep-

resents a delta value used as a threshold for establishing lower and upper

bounds. When the current number of traffic vehicles being simulated, Nc,

falls below Nt −Nd, a fixed number of vehicles are added to the network dur-

ing each subsequent simulation time step until Nc ≥ Nt +Nd. The rationality

for maintaining a traffic threshold is purely pragmatic. We do so to improve

simulation performance (through alleviating the need to check current traffic

numbers during each simulation step).

The precise rule-set used for managing traffic vehicles during simulation

is as follows:

1. The traffic threshold is only maintained (traffic vehicles are only added

to the network map) during the interval [Bstart −1200sec, Bend]. The

reason for introducing traffic vehicles into the simulation 1200 seconds
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before the start of the work day, is to allow for a gradual increase of

vehicle density. This "ramp up" period helps to avoid possible congestion

in certain areas as vehicles are flooded onto the map. It also allows time

for a more realistic geographical distribution of vehicles to be attained

by the start of the work day.

2. Every 60 seconds, during working hours, the total number of vehicles

currently in the network is acquired and compared against the set lower

bound of the traffic threshold interval, i.e., Nt−Nd. If it has fallen below

this lower bound, vehicles are added to the network each simulation step

until Nc ≥ Nt +Nd.

3. Each added vehicle is given a route randomly chosen from a list con-

structed prior to simulation, as explained earlier. Additionally, to in-

crease the length of time each vehicles spends on the road, and create a

more diverse distribution of vehicles, each of these routes has been given

five intermediate waypoints. Consequently, by increasing the driving

time of traffic vehicles, we reduce the number of vehicles added to the

network during the course of each work day, while still allowing them to

be removed from the network gracefully by SUMO as they reach their

destination edges.

4.2.2 Fleet Vehicle Behavior

We define the number of fleet vehicles being simulated as a constant value

N f . We monitor their behavior and record statistics about each vehicle dur-

ing every simulation time step. For all intents and purposes, these vehicles

represent the complete set of vehicles belonging to the VDTN we are mod-

elling. We imagine a company with a fleet of vehicles which (a) leave a depot

at the beginning of a work day, (b) perform several service stops at customer

establishments, spending a specified amount of time at each stop, (c) may take

breaks at particular times at rest stops that contain WiFi APs (d) return to

the closest depot at the end of the work day. It should be noted that the city

map is divided into geographical sections representing a coarse form of spa-

tial scheduling we consider reasonable for a corporate fleet. That is, each fleet
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vehicle is assigned a sector to operate within, allowing for a relatively even

spread of vehicles across the entire map. In our simulations the number of

sectors is four.

All fleet vehicles operate within the confines of the working hours that

have been previously defined. Rather than having all fleet vehicles leave their

respective depots at the exact moment the work day begins, we take the more

realistic approach to define a period of time following the start of the work

day with which fleet vehicles are permitted to embark. Using this model, each

day, vehicles are randomly assigned a starting time within this period.

4.2.3 Fleet Routing Behavior

Fleet vehicle routing differs considerably from traffic routing. During the sim-

ulation of the working hours, our script gathers various information about all

fleet vehicles at each simulation time step, and decides the correct course of

action. The exact steps are described in detail below. We have separated the

logic into three categories that dictate the way in which vehicles operate.

• Depot Departure:

1. At the beginning of each work day, all fleet vehicles are given a

departure time. This represents the exact time they leave their

respective depots. These times are chosen uniformly randomly on

the interval [Bstart, Bstart +Tsp], where Tsp represents the length

of time in seconds past the official start of the work day with which

fleet vehicles are permitted to leave.

2. As each vehicle leaves their depot, they are assigned an initial cus-

tomer service stop. The stop is chosen randomly from all available

road edges belonging to the geographical sector of the map to which

the vehicle has been assigned. To help avoid deadlocks in traffic,

edges, i.e., road segments, must meet a minimum physical length

before being chosen as a place for fleet vehicles to stop. This avoids

infinitesimally small internal edges from being considered as can-

didate edges. Without this caveat, vehicles could be assigned to

stop in the middle of intersections, which could prove problematic.
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3. A route is generated from the depot to this first stop. The fleet

vehicle is assigned the route and leaves the depot during the next

simulations step.

• During Work Hours: This section describes the decisions and actions

of fleet vehicles after they have left their depots, but before returning

back to them at the end of the work day. During this time, drivers op-

erating fleet vehicles are assumed to be performing their work-related

duties. These duties include driving to customer locations for service

stops, and taking occasional opportunistic breaks at known rest service

locations with WiFi access. It should be noted that for all of our simu-

lations we have chosen to use exactly one depot located centrally. The

service stop locations are chosen randomly from any reachable road sec-

tion on the map. The specific decisions that each vehicle makes during

these business hours are as follows:

1. If a vehicle is en route to a customer service stop, it will always

remain on course until arriving at its destination.

2. Upon arriving at a customer service stop, the vehicle will pull off of

the road, and remain stationary for a predefined amount of time.

We refer to this stationary length of time as Tst seconds.

3. When a vehicle finishes waiting at a stop (servicing a customer), it

takes one of two actions:

(a) If the current time of day is close to the end of the work day, a

new route will be generated from the current service stop back

to the nearest depot. To enforce this, we create a cutoff time to

determine if a vehicle falls into this category. This cutoff time

is defined as Trt = Bend −Tr, where Tr is a length of time

in seconds. It is a heuristic influenced largely by the length

of time vehicles spend at service stops. The definition of Trt

implies that some vehicles will return before, and some after,

the end of the work day, but at the very least no fleet vehicle

will attempt to make another stop if their previous stop was

completed after the end of the work day. On average they will
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return to their depots at the end of the work day. We are not

concerned enforcing these restrictions too much, but interested

in creating a realistic heuristic that allows for vehicles to re-

turn home in a manner that resembles as much as possible a

random distribution with acceptable lower and upper bounds.

(b) Otherwise, the vehicle will be randomly assigned a new service

stop location in its sector. A new route is generated for the

vehicle heading towards this new stop.

Example: Assuming customer service stops are 20 minutes in length,

a fleet vehicle finishes a stop at 4:41pm and the end of the work day

is 5:00pm, it will then determine there is not enough time to make

another stop, and return to the depot, possibly arriving earlier than

the end of the work day. If, however, the vehicle finishes a stop at

4:39pm, it will attempt to make another customer stop before going

back to the depot. These examples illustrate the variance in depot

return times for fleet vehicles.

4. Lastly, to accommodate the need for employees to take breaks, as

well as allow for access to public WiFi APs, fleet vehicles are re-

quired to make quick stops at any of the predefined rest areas if

they happen to drive past these areas during their current route.

The duration of these stops is a (very conservative) interval of two

minutes.

• Depot Return:

1. Upon reaching their respective depots, fleet vehicles remain at the

parking area until the start of the next work day, when they are

given a new randomly assigned start time.

Finally, note that the map area, which is used to simulate vehicles by

SUMO, represents a closed system, as can be seen in Figure 4.3 and there

are no trajectories going outside or coming into the map as no such points of

origin/destination are possible to describe. This means that any roads leaving

or entering the enclosed rectangular area are considered to be dead-ends. This
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affects routing, but it is unavoidable without considerably altering the map,

or simulating the road network of an entire continent! As such, fleet vehicles

are only assigned routes with which have loop-back (return) potential.

4.2.4 Areas of Interest

There are two types of areas of interest. In the first category are the ones with

which we can associate a parking area. The second are those where the fleet

vehicle drives by without stopping, i.e., the WSN gateway locations. For the

first category, there is a need to model parking.

Parking Details

(a) Parking area with three empty stalls
outlined in green.

(b) Roadside parking stop with fleet vehi-
cle (blue) and traffic vehicles (yellow).

Figure 4.4: Parking area (lot) vs. road-side parking.

SUMO provides different methods for simulating vehicular parking sce-

narios. We differentiate between two important methods here. Figure 4.4(a)

illustrates what SUMO refers to as a Parking Area, and Figure 4.4(b) shows

an example of what it means for a vehicle to simply stop on the side of the

road, showing how the fleet vehicle does not impede other vehicles on the road.

For the latter of these two examples, the blue vehicle is both stopping and

parking, allowing it to be removed from the road, and other vehicles to pass

by. This type of parking is handled entirely by SUMO during runtime and re-

quires no manual intervention regarding manipulating the network structure

(road map). Parking areas, however, must be created prior to runtime through
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additional network files that describe the location, size and number of stalls,

and rotational orientation of these areas. We can see the manually addition of

a parking area in Figure 4.4(a) between the two vertical roads. This parking

area does not physically exist in the actual city map we are simulating.

For both of these parking methods, SUMO does not simulate all of the

micro details entailed by parking. Rather, vehicles slow down to zero velocity

at the closest position to there desired parking location and then instantly

reposition themselves. Using Figure 4.4(a) as an example for parking areas,

the blue vehicle on the black road traveling southbound will gradually come

to a stop and then immediately be transported to one of the available parking

stalls. In Figure 4.4(b) the blue vehicle was moving eastbound before slowly

coming to a stop immediately above its shown parking location. It was then

re-positioned adjacent to its final location. The repositioning happens in a

single simulation step.

In our simulation scenario, regular traffic is never preemptively stopped.

Fleet vehicles, however, will stop under three situations:

1. Fleet depots make use of parking areas to emulate a realistic parking

environment that can handle a considerably high number of vehicles in

a manner that makes efficient use of space and provides realistic prox-

imity between vehicles.

2. When fleet vehicles stop for breaks at predetermined rest stops locations,

those locations also employ parking areas. This allows more than one

vehicle to be parked without having to worry about running out of space.

It also allows for controlled positioning that promotes realistic proximity

to the rest stop establishment, and hence to its WiFi infrastructure.

3. Roadside parking stops (Figure 4.4(b)) are used when fleet vehicles make

customer service stops. This allows for them to stop at any network edge

(road segment) as needed, without having to manually add a parking

area beforehand.

In summary the inclusion of parking stops does not involve any manual con-

figuration, but the same is not true of parking areas. Nevertheless one can uti-
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lize user-generated templates of parking area patterns and reuse them across

simulations.

WSN Gateways

WSN gateways are areas of interest that are manually placed throughout the

map. They are represented and referenced internally by SUMO as Points of

Interest (POI). They do not change the routing behavior of any vehicles. Their

placement is unrestricted, so one can, in principle place them a significant dis-

tance away from road segments – although the wisdom of doing so for VDTN

purposes is debatable, and hence all gateways in our case are placed next to a

corresponding road segment. The assumption is that the gateway connects to

a complete WSN, possibly utilizing wireless multi-hop routing separately and

independently from the VDTN. In our current simulation, we do not make any

attempt to model the amount of traffic generated by the WSN that needs to

be delivered through the gateway to fleet vehicles driving by, but doing so is a

straightforward extension.
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Chapter 5

Simulation Results

Among the key observations highlighted in the related work (Sections 2.1.1

and 2.2) was that, as vehicles approach each other, the bit rate adaptation

results in the communication speed continuously changing, depending on the

distance at any instant during that encounter. Assuming a threshold dis-

tance, Dmax, then an encounter can be defined as the period from two nodes

coming closer than Dmax up to when their distance increases again to more

than Dmax. An educated guess for Dmax, without loss of realism, is 200 me-

ters because, in many studies, WiFi communication beyond 200 meters is not

likely or capable to be consistently sustained, even at low bit rates. During the

encounter, the nodes can get closer to, or further away, over time, until again

they are more than Dmax apart, which is the event defining the end of the

encounter. The distance dynamics during an encounter correspond to bit rate

dynamics of the encounter. Hence, our simulation ought to be able to track the

distances during the encounter. As described in the previous chapter, SUMO

will produce the locations of the vehicles at each time step of the simulation.

Therefore those distances can be calculated. We expect the encounter times

in an urban environment to be frequent enough so that the fleet vehicle nodes

can exchange data. Furthermore, the frequency of encounters with rest stop

APs provides opportunities for the vehicular nodes to upload data to backend

servers throughout the working day. We also expect that the more the fleet

nodes, the more frequent the encounters for data exchanges among nodes.
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5.1 From Trajectories to Data Transfers

We distinguish the following possibilities for communication encounters:

1. vehicle to vehicle encounter mainly while both mobile (except if station-

ary because a vehicle can be parked serving a customer),

2. vehicle to rest stop WiFi, where often the vehicle is stationary (parked)

and rarely as the vehicle drives by a rest stop,

3. vehicle to WSN gateway, where the vehicle is often mobile and rarely

stationary (parked nearby but within range of the WSN gateway), and,

4. vehicle to depot WiFi infrastructure, where vehicles are primarily sta-

tionary as they park upon return to the depot.

The last type of communication does not reveal anything important about

the VDTN data carrying capacity, as all traffic on the vehicles can be uploaded

via the depot WiFi infrastructure at the end of the day. The rest stop WiFi en-

counters (partially) relieve the need to wait until the end of the day to upload

data at the depot. The most important to track is the first type of encoun-

ters although all types are simulated and can be analyzed. This is because

the encounters among vehicular nodes give a sense of the magnitude of data

transfers that can take place during the encounters, averaged over e.g., the

working day. As noted earlier (Section 2.6.3), we do not deal specifically with

the VDTN data routing as there has been significant research work carried

out in the area. Rather, we would like to express, ideally with a single num-

ber, the additional data carrying transmission opportunities possible by the

introduction of the VDTN.

5.1.1 Concentric Rings Distance Model

To help in the analysis of the attainable bit rates, one way is to have a model

that maps the continuum of distances to bit rates, and hence to throughput.

However, our throughput values are a result of field measurements shown in

the next section. Measuring throughput at any conceivable distance is prac-

tically untenable, and in any event, we are looking for informed approxima-

tions of the throughput at ranges of distances as they may differ in other
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environments. For this reason, we partition the interval from a distance of

zero meters to Dmax =200 meters into sub-intervals and we collect only one

throughput measurement (at the midpoint) of each interval. Informed pre-

vious WiFi performance, the following intervals (in meters) are considered:

(0,10], (10,20], (20,35], (35,50], (50,75], (75,100], (100,150], (150,200], and

a generic (200,∞] representing distances exceeding Dmax. The simulation

can trivially determine when thresholds between intervals are crossed, es-

sentially treating the distances during the encounter as a set of concentric

rings at distances that are the interval boundaries (10, 20, 35, 50, 75, 100,

150, and 200 meters).

5.1.2 A Markovian Encounter Distance Model

The purpose of the SUMO simulation is to assist us in building a model that

describes the dynamics of the distances between vehicles during an encounter.

This model will then be informed by throughput measurements to produce

estimates of expected VDTN data carrying capacity. Assume two nodes who

were far from each other, have just gotten less than 200 meters apart, but are

more than 150 meters apart, their distance can be considered as belonging

to the (150,200] interval. While it is possible their distance will remain in

this interval for some time, eventually their distances may increase beyond

200 meters (hence the end of the encounter) or get closer than 150 meters.

This can be generalized across all intervals, as from any interval, the two

nodes may find their distance in the next time step to be within one of the

two adjacent distance interval – either the one placing them further from

each other, or closer to each other. From the simulations we can derive the

conditional probability pi j describing whether, if the distance of two nodes is

within the interval i, it will be in interval j in the next time step. Note that pii

is non-zero, i.e., the distance between two nodes can, with certain probability,

remain within the same interval in the next time step. The intervals are

modelled as states of a (discrete time) Markov chain (DTMC), and the pi j

are the transition probabilities between states. The steady state π of the

DTMC can thus be determined, where πi is the steady state probability that

the distance between two nodes falls in the i–th interval. Later in this theses,
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informed by throughput measurements, given throughput estimates bi, the

overall data carrying capacity due to the encounters can be approximated by

CV DTN =∑
iπibi.

In the rest of this chapter we describe the parameters, settings, and anal-

ysis carried out to reach the point where the encounter distance DTMC can

be built. Subsequent chapters detail how the bi were obtained through field

measurements for various protocols and what is the resulting CV DTN .

5.2 Simulation Parameters

The concentric distances pertain to the post-processing analysis of the simu-

lation results. The parameters controlling the simulations are:

• SUMO Parameters

– Simulated Time was set to ten working days (two five-day work-

weeks). It is adequately long for numerous encounters to happen

even in the smallest fleet scenarios.

– Step Length is the time between each SUMO simulation step. Re-

ducing this value results in finer granularity of vehicle positioning

at the cost of increased simulation time. As such, we have chosen to

use a step length of 0.1 seconds. This value allows for reasonable

overall simulation run-time given the commodity class hardware

we had access to. The maximum speed limit on our city map is 100

km/h which is 27.8 m/s. This implies a vehicle can move at most

2.78 meters per time step.

• VDTN Parameters

– Number of Fleet Vehicles: Throughout our simulations we explore

varying number of fleet vehicles to better observe the way in which

growth patterns affect encounter statistics. The chosen numbers of

fleet vehicles being simulated represents a realistic amount given

the size of the city they are operating within. One additional con-

straint is that the number of fleet vehicles must be divisible by four
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so that there is an even number of fleet vehicles per sector/quadrant

of the city. We collected results for 12, 20, 32, 40, 52, and 60 fleet

vehicles.

– Number of Traffic Vehicles: We have chosen to use a fixed number

of one thousand traffic vehicles as our fluctuating average during

working hours. We have chosen this number based on observations

within SUMO’s graphical user interface in terms of traffic conges-

tion. With this number, we thread the line between emulating re-

alistic traffic volume and the limitations of the converted road map

that SUMO is capable of using. We did not include rush hour bursts

of traffic in this model, but the occasional unintended congestion

resulting in vehicle teleportation provides example periods of ex-

tra congestion that do not exceed the realm of possibilities given

real-world constraints, i.e., traffic accidents, construction, etc.

– Service Stop Duration: To keep in line with our VDTN model, all

fleet vehicles make customer service stops during working hours.

We have chosen a fixed time of twenty minutes per stop. The vehi-

cle is parked by the roadside (i.e., removed from and placed adja-

cent to the road so as not to impede traffic) during this time period.

– Rest Stop Duration: To create a worst-case scenario for a rest stop,

the duration at the stop is set to two minutes, which is minimally

necessary to transact quickly at the rest stop, i.e. buying a coffee.

– Random Number Generator (RNG) Seeds: We use three seeds to

control randomness within our simulation. The purpose of using

these seeds is to allow reproducibility of our results as well as

maintain consistency throughout our various simulation runs. To

be clear, all simulation runs use the exact same seeds. Each of the

three seed is responsible for:

* Traffic Routes: The order with which routes are chosen and

given to traffic vehicles.

* Departure Times: Each fleet vehicle is assigned a random start

time that falls within a provided interval. This start time is
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assigned at the beginning of each day.

* Stop Locations: These are the customer service stop locations.

Each fleet vehicle chooses a random location on the map as

their next stop location, based on this seed.

5.2.1 Example City: Lethbridge

There are two things to consider when picking an example city to simulate

with SUMO. The first is simulation runtime complexity, and the other is traf-

fic mobility efficiency. Runtime complexity can be controlled by reducing the

size of the network map and the number of concurrent vehicles being simu-

lated. In this context, the word size refers directly to the number of compo-

nents (streets, intersections, traffic lights) contained within the network map,

and not the actual physical space being represented. On the other hand, pro-

viding efficient traffic mobility can be achieved through manual alterations

of network maps. These alterations can be time consuming, as they require

initially to locate areas of high vehicle congestion, followed by assessment and

manual corrective measures (see Section 4.1.1).

Taking these factors into consideration, we have chosen to use a small

area in southern Alberta, Canada. The area includes one major city, Leth-

bridge, and two small neighboring towns, Coalhurst and Coaldale. According

to Statistics Canada, their populations as of 2016 were 92,729, 2,623, and

8,153 respectively [49] [48] [47]. It should be noted that there may be a small

additional population in the rural area connecting these three municipalities.

An overview of our example network map can be seen in Figure 5.1. In it,

the locations of the depot (orange square), WSN gateways (yellow rectangles),

and rest stop areas (blue squares with red borders) are shown. The rest areas

provide opportunistic access to the internet through WiFi APs.

5.2.2 Rest Stop and WSN Gateway Locations

In our example city, we have chosen to use known locations of a ubiquitous

Canadian fast-food chain (Tim Hortons) as our opportunistic rest stop WiFi

locations. There are thirteen locations of the chain in the map of Lethbridge.

To further add realism, we only allow fleet vehicles to stop at these locations
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Figure 5.1: Map showing Lethbridge, Coalhurst (west), and Coaldale (east),
as well as rest stops (blue squares), WSN gateways (yellow triangles), and the
fleet depot (orange diamond).

under the following circumstances: 1) the vehicle must be traveling on a road

adjacent to one of these rest stops, 2) the current time of day must be greater

than two hours past the start of the work day, and 3) vehicles are only allowed

to make one stop per working day.

The placement of WSN gateways was arbitrary and driven primarily on

features of the map, i.e., close to plausible utilities corridors, depicting the

possibility that the WSNs are monitoring parts of the utilities infrastructure.

5.2.3 Teleporting Exceptions

In Section 4.1.1 we introduced the SUMO-specific concept of vehicle telepor-

tation. The length of time with which a vehicle must be considered "stuck"

before being teleported further down its path is deterministic and can be de-

fined by the user. We have chosen to use a value of 2.5 minutes, down from

the default value of 5 minutes.

Teleported vehicles could be fleet vehicles or traffic. We do nothing to pre-

empt or monitor traffic vehicles that SUMO teleports. Fleet vehicles, on the

other hand, require special treatment to correct for the case when they are

forced to teleport beyond a rest stop en route to their next stop. In such cases,

the fleet vehicle is not rerouted back to the rest stop, rather it continues on
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its way to a new stop. We do this to avoid cyclical patterns of fleet vehicles

becoming "stuck" in a congested intersection while trying to repeatedly travel

to a rest stop. It is important to note that instances where SUMO is forced to

teleport fleet vehicles were found to be rare.

5.3 Simulation Results Analysis

Our first objective is to use the simulations to derive the distance dynamics

DTMC. The DTMC is intended to capture the steady state behavior of the

VDTN. Yet, some of the simulated time expresses departures from the depot

at the beginning of the day and returns to the depot at the end of working

hours. Those respond to a warmup and cooldown phase surrounding the be-

havior of the vehicles during the typical working day. Moreover, we need to,

at least inspect whether the trajectories generated confirm the expected dy-

namics, especially insofar the assignment of each vehicle to each quadrant is

concerned. Subsequently, we will examine the encounters at various distances

and their dynamics that will be summarized in the DTMC.

5.3.1 Trajectory Plausibility

First, let us examine if the simulations produce valid paths. We present in

Figures 5.2 and 5.3 the thumbnail sketch of the trajectories followed during a

day by each of the 60 fleet vehicles, in a 60-vehicle simulation scenario. The

figures should be interpreted against the map in Figure 5.1.

There are two characteristics that we notice as properly captured in the

example trajectories. First, most of the trajectories are attracted within the

city of Lethbridge, and fewer in the surrounding communities, as the service

points visited are more densely present within Lethbridge. In a few cases, the

vehicles visit the further removed communities of Coaldale and Coalhurst.

Secondly, notice that each vehicle is confined to destinations in its own quad-

rant of the map, given the high-level scheduling described earlier which as-

signs, for the working day, each vehicle to service points in a specific quadrant.
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5.3.2 Warmup and Cooldown Transients

Using our described mobility model it is possible to divide a sample workday

into three subsections: warmup, steady state, cooldown. The warmup and

cooldown periods describe time slices when fleet vehicles are departing from

the depot in the morning and returning to the depot at the end of the workday.

Figure 5.4 indicates, for a 60 vehicle fleet, how the fraction of encounters of

pairs of vehicles at a particular distance, evolves throughout the day. The top

figure are encounters that manage to get closer than 10 meters, the next those

that get closer than 20 meters, etc. A fraction of encounters that are achieved

at a certain distance, also become, subsequently, closer distance encounters.

The really close encounters (less than 10 meters) are relatively few compared

to the ones that are less than 200 meters.

A notable feature is that the encounters occur more often (per unit of time)

in the beginning of the shift. This is because the vehicles leave from the same

depot. Even though we uniformly randomize the departure from the depot

to an interval of [8am,8:10am], two (or more) departing vehicles can still be

close to each other before their paths diverge. Therefore, we, rather arbitrar-

ily, disregard the first 20 minutes of the work day (starting data collection

at 8:20am) to avoid the spike on those initial encounters that are uncharac-

teristic of the steady state. Symmetrically to this (though not as evident in

Figure 5.4) we discard the last 20 minutes of the working day, stopping the

encounter statistics gathering at 4:40pm. Note that a fleet vehicle will only

make another stop if there is enough time (>20 minutes) to do so before the

end of the work day.

5.3.3 Encounter Dynamics

We can aggregate the encounters crossing various distance thresholds, such

as the ones depicted in Figure 5.4 and capture the probability that, given that

two vehicles have crossed the Dmax threshold, they will get closer (cross a

smaller threshold, at least once) during that encounter. One can think of this

as the conditional probability that, having started an encounter at 200 meters,

they will get to a closer interval and, presumably, will be able to communicate

at higher bit rates.
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Figure 5.4: Encounter tallies at a distance less than or equal to a distance
threshold vs. time of day for one simulated working day (60 vehicle fleet).

The results are encouraging and are depicted in Figure 5.5 for 12 vehicle

fleet and in Figure 5.6 for 60 vehicle fleet. It appears that there is a good prob-

ability (more than 0.2) that once two vehicles start an encounter, they will also

get in the closest interval of [0,10] meters, and similarly higher probabilities

for further distance intervals. We also plot the confidence intervals to demon-

strate that a difference between the small fleet and large fleet configurations

is a slightly noticeable variability for the small fleet case. This should not be

surprising as the encounter distance dynamics are driven by the topology (the

map) rather than the size of the fleet. For example, when two vehicles head

to the same intersection with a traffic light from difference directions, they

almost certainly meet at a shorter distance than when the encounter started.

What the conditional probability does not reveal is whether, during an

encounter, the sojourn time within a certain distance interval is long or not.

For example, we may be able to get within 10 meters of another vehicle, but for

how long? To this end we examine the duration histogram of encounters that

are at least closer then a particular threshold. Figure 5.7, which is similar to

figures for smaller fleet sizes, confirms a suspicion that close encounters may

be common but short-lived – in the order of a few seconds for distances less

than 10 meters. The further the distance considered the more likely that the

nodes remain in contact for long periods of time, in the tens of seconds.

Zooming into the same kind of data, i.e., duration histogram, and looking
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Figure 5.5: Conditional probability that, after two vehicles of a 12 vehicle
fleet start an encounter, they will get, at least once, within a distance in the
corresponding interval.
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Figure 5.6: Conditional probability that, after two vehicles of a 60 vehicle
fleet start an encounter, they will get, at least once, within a distance in the
corresponding interval.
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Figure 5.7: Average encounter duration for 60 vehicle fleet for encounters
within a specific distance threshold.
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Figure 5.8: Zoomed portion of the average encounter duration for 60 vehicle
fleet for encounters within a specific distance threshold.
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Figure 5.9: Zoomed portion of the median encounter duration for 60 vehicle
fleet for encounters within a specific distance threshold.

at the individual vehicles separately (each represented as a fixed height tick,

stacking the ticks when they fall on the same x value), Figure 5.8 reveals

that across the population of vehicles some may be more fortunate for really

long encounters even at short distances. There is the example of at least

one vehicle that experienced encounters of 40 seconds at less than 10 meters.

These are typically vehicles whose trajectories confine them to a highly visited

area of the city, and the chances of getting close to other vehicles in that area

cause them to often get close to each other, e.g., at intersections and traffic

lights. Clearly, vehicles that do not orbit highly visited areas are the ones not

as fortunate of long duration short distance encounters.

A final insight can be gleaned from the median, rather than the average,

encounter duration below a particular distance threshold, as captured in Fig-

ure 5.9 for the same runs as those of Figure 5.8. Notice that the median

encounter durations are quite concentrated at the smaller distances. Also

note, considering that the x-axis of Figure 5.9 spans smaller values compared

to the averages in Figure 5.8, that the medians appear to be overall smaller

than the averages. This further suggests that a few “lucky” nodes can attain

long duration encounters, even at small distances, while the bulk is not as

fortunate.

The discrepancy between average and median suggests that, while we

pursue a single Markovian model capturing a “typical” node, the variability

82



0

2000

0

2000

0

2000

0

2000

Fr
eq

ue
nc

y

0

2000

0

2000

0

2000

0 5000 10000 15000 20000 25000 30000
Duration (seconds)

0

2000

 10

 20

 35

 50

Distance (m
)

 75

 100

 150

 200

Figure 5.10: Histogram of intervals between encounters for a 60 vehicle fleet.

across the population can be considerable, and any highly simplifying model,

like a single representative DTMC, should be treated with due caution. Given

the fact that during a working day, a vehicle is given a particular sector of

the city to serve there is no average behavior specific to the entire map, but

average behaviors in each quadrant/sector. A possible extension of this work

to include multiple Markovian models – one per sector – is discussed in the

conclusions.

To complete the picture, we examine how much time passes between en-

counters for a node to get closer than a threshold distance to another node,

shown in Figure 5.10. The pattern is the same across threshold distances:

heavy tailed distributions indicating very long intervals between encounters

crossing a specific distance, no matter the chosen distance. At long distances,

there is a possibility that two nodes will again find themselves at this dis-

tance, essentially being distant enough on the map but within the same gen-

eral area, so the 200 meter threshold is crossed often. Interestingly, when two

nodes are very close to each other, it might still not take a lot of time until they

encounter each other at the same short distance (see small peak at ≤10 meter,

and more so at ≤20 meters at durations close to zero). This rather unexpected

result may be the result of vehicles “trapped” close to each other, on the same

road segment, possibly even travelling in the same direction that move closer

then further apart, and then closer, as the traffic congestion dictates.

We conclude with an example of the introduced DTMC, whose transition
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Figure 5.11: DTMC transition probabilities (as %) for a 60 vehicle fleet.

probabilities and state definitions are shown in Figure 5.11, for a 60 vehicle

fleet, and for a time step of 0.1 seconds (the SUMO simulation step size).

The probabilities out of each state are shown as percentages and their sum is

100% (+/- 0.01% due to rounding). The transition probabilities are similar for

smaller fleet sizes. The steady state probabilities π can then be determined,

and in Chapter 7 will be used to derive the VDTN data carrying capacity,

CV DTN . But first we need to determine, experimentally the throughput at

various distances, which requires field experiments.
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Chapter 6

Field Experiments

This chapter presents how field experiments were carried out to measure

throughput between two endpoints in an outdoor setting and at various dis-

tances. The platform used allowed us to perform IBSS measurements using

a 40 MHz channel in the 2.4 GHz band and Infrastructure measurements us-

ing a 80 MHz channel in the 5 GHz band. The communication was carried

out with wireless interfaces operating in compliance to the IEEE 802.11ac

standard. The obtained performance measurements are subsequently used to

provide plausible throughput for VDTN communication. In the following we

describe, the hardware and software platform used for the measurements, and

how we handled some of the platform limitations, followed by a description of

the measurement methodology.

6.1 Hardware and Software Platform

The communicating peers are Dell Wyse Dx0Q Thin Client computers, with

quad-core AMD GX-415GA 1.5GHz CPU, 8 GB RAM, and 16 GB Flash Stor-

age. The thin clients ran Linux, from the Alpine distribution (version 3.13,

Linux kernel 5.10.16-0-lts). Each of the thin clients had two WiFi devices: an

internal Intel AX200 (mini PCIe, firmware microcode version 59.601f3a66.0

cc-a0-59.ucode, iwlwifi Linux driver) WiFi 6 (IEEE 802.11ax capable) card

with two physical external antennas, and an external USB WiFi dongle, based

on the Ralink RT5572 (IEEE 802.11n capable). The AX200 interface was used

for all the measurements, while the RT5572 was used for communicating with

the two peers for user interaction during the experiments, e.g., for starting a
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new measurement script etc. To avoid any interference in the measurements,

the RT5572 dongle was operating at a separate channel (channel 11, 20 MHz

wide) from the channels used for the throughput measurements. A laptop was

utilized for connecting to both thin clients via the RT5572 dongles.

For infrastructure mode experiments, one of the thin clients configured its

AX200 as an AP using wpa_supplicant (version 2.8) and hostapd (version

2.9). With IBSS we made use of a lightweight open source networking tool

called iw (version 5.9) which is capable of changing the mode of the internal

network card to IBSS, as well as establishing and maintaining a connection

with another peer device.

iperf3 (varsion 3.9), a free throughput measurement tool was used as it

is capable of testing both TCP and UDP connection types. It reported the

throughput once per second. At the same time that iperf3 was performing

throughput measurements, iw was periodically invoked to record the various

connection parameters while throughput testing was being conducted. Of the

information recorded by iw we were particularly interested in the reported

bit rates and Modulation Coding Scheme (MCS) values, which help interpret

the throughput measurements via the limitation placed on bit rate depending

on the distance between the two peers and the behavior of the device’s rate

adaptation algorithm.

6.1.1 Platform Limitations

The intention was to use the maximum possible channel width (160MHz) in

the 5 GHz band since the AX200 device is supporting the IEEE 802.11ax stan-

dard (known as “WiFi 6”) which, with two antennas, can attain a theoretically

possible maximum bit rate of 2.4 Gbps on a 160MHz wide channel (which is

only possible in the 5 GHz band). Naturally, some fraction of the available bit

rate will be sacrificed to overheads, e.g., to protocol header overheads, but the

intention was to achieve close to those high rates at very near distances. In

all experiments we were never able to exceed the 80 MHz channel width in

the 5 GHz band. Effectively, the “ax“ operation (enabled via ieee80211ax=1

option in hostapd.conf) was unsuccessful, and, instead, a maximum of 80

MHz channel width was the maximum achieved.
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Band Ch. Freq. Usage maxEIRP Restrictions
36 5.180

UNII1 40 5.200 Indoor 200 None
44 5.220
45 5.240
52 5.260

UNII2 56 5.280
60 5.300
64 5.320

100 5.500 Indoor & 1000 DFS
104 5.520 Outdoor
108 5.540
112 5.560
116 5.580

UNII2 120 5.600 Canadian
Extended 124 5.620 Restricted N/A Weather

128 5.640 Radar
132 5.660
136 5.680 Indoor & 1000 DFS
140 5.700 Outdoor
144 5.720
149 5.745
153 5.765 Indoor &

UNII3 157 5.785 Outdoor 4000 None
161 5.805
165 5.825

Table 6.1: Channels available for WiFi use in the 5 GHz band in Canada.
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The source of this limitation appears to be the interaction of two factors:

the way in which AX200 observes country-specific regulatory restrictions, and

the particular regulatory restrictions in Canada (Section 6 of the [25]). Table

6.1 lists all available channels for WiFi use in the 5GHz band in Canada.

Frequencies are shown in GHz and are the center frequency of 20MHz-wide

channels. DFS stands for Dynamic Frequency Selection and maxEIRP is the

maximum allowed Effective Isotropic Radiated Power of any transmitter plus

antenna system, and it is listed in milliWatts.

For the purposes of the WiFi standard specification, allocating a 160 MHz

channel is equivalent to allocating eight consecutive 20 MHz channels or two

separate sets of four 20 MHz channels (called “80+80”). Note from Table 6.1,

that no eight consecutive, or two groups of four each, channels exist without

either, (a), being different in at least one of the use characteristics (usage,

maximum EIRP, and restrictions), or, (b) requiring Dynamic Frequency Selec-

tion (DFS). DFS requires that the device senses the channels for adequately

long period of time, and keeps monitoring them even when found free, to en-

sure no other transmitter is detected there. The DFS strategy is used to avoid

creating interference to non-WiFi services such as weather radar. DFS re-

quires that a correspondingly elaborate channel assessment logic is imple-

mented by the device. In the absence of DFS implementation, the device is

not expected to operate in the channels requiring DFS. A device unable to

implement DFS, in Canada, is left with two “islands” in Unlicensed National

Information Infrastructure radio bands UNII1 and UNII3 that are different

in terms of use scenarios (indoor/outdoor) and emitted power. In the absence

of any information as to whether a device is going to be used indoors or out-

doors, the most conservative strategy that satisfies the regulatory constraints

is to favor a single 80 MHz channel in UNII3. Consequently, in Canada, a 160

MHz outdoor channel is not a realistic expectation for devices lacking DFS

capability.

The second part of the puzzle is a disclosure [21] made by Intel to the

Federal Communications Commission on the way it implemented regulatory

compliance in its AX200 products. An important quote from the letter is the

following:
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”The device operates as a client without radar detection capability

and will be programmed at the factory to passively scan on the fol-

lowing dynamic frequency selection (DFS) channels and will only

listen for a master device and cannot send a probe request to ini-

tiate communication on these DFS channels. Accordingly passive

scanning provides protection for TDWR operations and preventing

transmission in the 5600MHz – 5650MHz frequency band. Client

software and drivers will never enable the device to act as a master

or GO for operation in DFS frequency bands and therefore ad hoc

mode is always disabled on these passive scan DFS channels.”

The letter goes on to list the specific channels and bandwidth options where

the above apply. Note that the summary of the above points is that, in DFS

channels, the AX200 will never initiate a transmission on its own, but only

in response of another WiFi node already transmitting there (e.g., another

already operating AP). Initiating a transmission is essential for e.g., acting as

AP, since APs should be able to send beacons. Similarly, ad hoc (IBSS) cannot

happen either. Next the letter explains that:

”This device meets the requirements of FCC Part 15.202 and ac-

cordingly will be programmed at the factory to active scan on the

following non-DFS channels to initiate communication during nor-

mal WLAN operation. When operating in WiFi Direct mode on

these non-DFS channels, it may operate as a P2P client device or

GO to establish a P2P network if, and only if, a master device is

present and network communication is maintained between a mas-

ter device and the GO.”

This excerpt suggests that in non-DFS channels, the AX200 can transmit first

if it operates as a client (hence the “active scan”) in search of e.g., an AP.

However, this restricts it to assuming the role of a client device. It still does

not endow the device with the possibility to act as an AP.

A conjecture as to why AX200 behaves the way it does is that, first, the

manufacturer does not have to deal with the complexity of implementing DFS.

DFS compliance is therefore delegated to another device in the same area
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(not an AX200) being present and implementing the DFS logic and, e.g., acts

as an AP (then the AX200 can connect to this AP). A way to conceptualize

this design decision is to think that the AX200 is passively listening to the

channels to see if other WiFi devices have taken steps to assume use of the

channels. If yes, then those channels should be OK for the AX200 to use

them as well. Mechanisms of this sort are sometimes called self-managed

regulatory domain management. Self-managed devices, upon power-on have

no information about which country and regulatory constraints they operate

on, and hence assume the most restricted scenario insofar transmissions in

the 5 GHz band are concerned. Subsequently the AX200 overhears APs in

some of the channels and “opens” those channels for operation. We speculate

that the AX200 may also be using location information (country information)

present in the, overheard, beacons of nearby APs to determine the country

where it is operating and the corresponding regulatory restrictions. However,

we did not conduct experiments geared to confirming or refuting this point.

Circumventing the Limitations

The inability of AX200 to operate as AP in the 5 GHz band has been discussed

in the broader user/developer community and the best solutions so far (such

as the one reported in Stack Exchange [18]) appear to be exploiting what is

probably a form of race condition via the device driver. While AX200 is probing

(scanning) as client for an AP with a non-existing SSID in the 5 GHz chan-

nels using, for example wpa_supplicant, it “opens” access to the non-DFS

channels. The process of scanning is continuously unsuccessful in locating

the particular SSID. If, simultaneously, on the same AX200 we instantiate an

AP on a non-DFS channel, using hostapd, it appears that the AP will start

successfully, and once this has happened, the scanning of wpa_supplicant

can be stopped without impacting the AP’s operation. The simultaneous use

of the device as both a client that is scanning and as an AP requires the exis-

tence of two device interfaces. Fortunately, the device driver supports “virtual

interfaces” (with their own individual device identifiers) so one additional in-

terface can be created by referring to one and the same device, in addition to

the interface created by default.
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We followed the workaround described in [18]. Additionally, after ex-

tensive testing, it was not possible to allocate a 160 MHz channel. We re-

sorted to allocating 80 MHz channels through the workaround. Moreover, the

“ax” option was unsuccessful, hence we set the hostapd to supporting up to

IEEE 802.11ac (ieee80211ac=1). Our workaround and compromise in terms

of bandwidth and IEEE 802.11 standard version, limits the higher bit rates

achievable to those listed in Table 6.2. The rates shown in the table are in ad-

dition to the legacy IEEE 802.11g data rates that are also supported. The bit

rate depends on the channel bandwidth (20, 40, and 80 MHz), the guard inter-

val (GI) length (0.8µs and 0.4µs), the number of spatial streams (SS), and the

modulation scheme used (not shown in the table). The combined effect of SS

and modulation is summarized by the modulation and coding scheme (MCS)

index. HT (High Throughput) indices were defined by the IEEE 802.11n stan-

dard and VHT (Very High Throughput) indices where defined by the IEEE

802.11ac standard.

Notice that the workaround presented in [18] that we followed is not im-

mediately translateable to the case of IBSS communication and we did not

invest effort into producing a workaround for IBSS. The operation of IBSS

mode in the 5 GHz mode is a highly debatable issue anyway since, due to

regulatory constraints, one can never be sure whether a device can initiate

transmissions in a 5 GHz channel, and the vendors are showing very little in-

terest to supporting IBSS at 5 GHz. As far as our experiments are concerned,

all our IBSS experiments were carried out in the 2.4 GHz band and with a 40

MHz bandwidth which is the maximum possible in that band.

6.2 Location

All wireless testing was conducted at two sites near Cold Lake, Alberta on

private property. An aerial shot of both sites is shown in Figure 6.1. At the

very bottom of 6.1(a) there are dwellings, in an otherwise uninhabited land.

Site 1 is much more isolated than site 2, as can be seen in figures 6.1(b) and

6.1(c). Due to its relative seclusion, two portable generators were used to

power both thin clients. For site 2 only one generator was needed to power

the mobile thin client. Due to relative close proximity to a house, an extension
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MCS Index 20MHz 40MHz 80MHz
HT VHT SS 0.8µs 0.4µs 0.8µs 0.4µs 0.8µs 0.4µs

0 0 1 6.5 7.2 13.5 15 29.3 32.5
1 1 1 13 14.4 27 30 58.5 65
2 2 1 19.5 21.7 40.5 45 87.8 97.5
3 3 1 26 28.9 54 60 117 130
4 4 1 39 43.3 81 90 175.5 195
5 5 1 52 57.8 108 120 234 260
6 6 1 58.5 65 121.5 135 263.3 292.5
7 7 1 65 72.2 135 150 292.5 325

8 1 78 86.7 162 180 351 390
9 1 N/A N/A 180 200 390 433.3

8 0 2 13 14.4 27 30 58.5 65
9 1 2 26 28.9 54 60 117 130

10 2 2 39 43.3 81 90 175.5 195
11 3 2 52 57.8 108 120 234 260
12 4 2 78 86.7 162 180 351 390
13 5 2 104 115.6 216 240 468 520
14 6 2 117 130 243 270 526.5 585
15 7 2 130 144.4 270 300 585 650

8 2 156 173.3 324 360 702 780
9 2 N/A N/A 360 400 780 866.7

Table 6.2: Attainable bit rates, in Mbps, by the used equipment and setup.
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(a) Both sites (b) Site 1 (c) Site 2

Figure 6.1: Aerial view of the field test sites.

cord was used to power the stationary thin client. Additional photographs of

the area and setup are provided in Appendix A.

6.2.1 Site 1 vs. Site 2

Due to its relative remoteness, Site 1 had no nearby interfering WiFi networks

that could be found through scanning. At site 2, however, there did exist a

few networks that could be detected from the position of the stationary thin

client at the edge of the house yard. There was only one nearby WiFi network

operating in the 5 GHz band on channel 44 (80 MHz wide). We chose channel

149 when performing Infrastructure measurements to ensure no interference

with the single pre-existing network. The WiFi networks in the 2.4 GHz band

were operating on channels 4, 6, 7, 10, and 11. We chose channel 1 with 40

MHz bandwidth for the IBSS mode experiments to minimize overlap with the

pre-existing networks on channels 4, 6, and 7 and no overlap with those on

channel 11. The pre-existing networks were intermittently active and, at the
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time of our field measurements, there were good indications those networks

were not being used to any significant degree.

Site 1 was chosen initially due to its relative seclusion from any sources

of interference, and hence similar to what one might encounter in a segment

of isolated highway far from buildings. This was the initial site for our test-

ing, and indeed all of the IBSS results, save for a few retests, were conducted

there. There was a problem with obtaining and maintaining an AP using in-

frastructure mode, which forced us to find a new location (Site 2) that was just

close enough to other APs. This experience seems to support the speculation

that the AX200 needs the presence of other APs (and possible country code

information in beacons) to be coaxed into operating as an AP.

6.3 Measurement Methodology

Our field measurement procedure was informed by the simulation strategy

described in previous chapters. As such, we chose as measurement distances

the distances that correspond to the midpoints of the intervals used in the

simulation and Markov chain analysis in previous chapters; that is: 5m, 15m,

27.5m, 42.5m, 62.5m, 87.5m, 125m, and 175m. We additionally measured

performance at 200m as this represents the threshold distance beyond which,

we consider vehicles to be "not close enough to transmit reliably" in our simu-

lation model. Each device was placed on a table with clear line of sight of each

other. One device was stationary while the other one was moved to the vari-

ous testing locations. Each of these locations was marked previously using a

wheel tape measure and wooden stakes driven into the ground.

At each location iperf3 was run for exactly one minute while collecting

diagnostic information with iw simultaneously. This procedure was repeated

to cover both TCP and UDP traffic using both Infrastructure (AP) and IBSS

mode. Moreover,

• all Infrastructure mode measurements were performed using channel

149 (5 GHz band) and channel width of 80 MHz, and,

• all IBSS mode measurements were performed on channel 1 (2.4 GHz

band) and channel width of 40 MHz.
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The commands for performing the measurements were variations of:

iperf3 --timestamps -s -B 10.229.1.1 &> iperf_out_125
iperf3 --timestamps -c 10.229.1.1 -t 60 &> iperf_out_125
iperf3 --timestamps -c 10.229.1.1 -t 60 -u -b 0M &> iperf_out_125

The first is an example of the command running at the server, awaiting the

connection from a client. The second is example of the command running on

the client for 60 seconds of TCP measurements, and the last is an example

of a command running on the client for 60 seconds of UDP measurements.

File names of recorded measurements include the distance (125 meters in the

above examples) they correspond to. The -b 0M option removes rate limits

from UDP traffic. UDP payloads are the default 1470 bytes. TCP adjusts its

rate via the dynamics of the TCP transmission window. The bit rates were

recorded using the link option of the iw command.
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Chapter 7

Results

We present the various measurements collected from our field experiments.

As expected, the further the distance, the lower the throughput. We relate the

throughput measurements with the continuous rate adaptation taking place

at the transmitter which selects the best coding rate to match the observed

channel conditions. We consider the following factors: Distance vs. Through-

put, UDP vs. TCP, and IBSS vs. Infrastructure (AP). Armed with DTMC’s

steady state probabilities, π and the throughput measurements, bi, we pro-

ceed to calculate the total VDTN data carrying capacity CV DTN =∑
iπibi.

7.1 Throughput vs. Distance

The fundamental observation, on which the field experiments are motivated,

is the change of attained throughput with respect to distance. The further

the distance the weaker the signal received, the lesser the signal “stands out”

over noise, i.e., the lower the Signal-to-Noise Ratio (SNR). The IEEE 802.11

standard is a standard that explicitly accommodates for a deteriorating (or

improving) SNR by decreasing (increasing) the bit rate at which the trans-

mitter is sending data. Higher bit rates are possible at higher SNR, lower

bit rates at lower SNR. The transmitter achieves this adaptation via changes

to the the modulation and coding strategy that it uses. The receiver (and the

frame format) has been designed such that the receiver can quickly determine

the modulation scheme used and decode, as needed, the transmitted frame. Of

course, beyond a certain distance, the SNR is so poor that the lowest bit rate

modulation is unable to ensure the receiver receives the transmission with
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any reasonably high probability. Multiple antennas improve the ability to re-

ceive weak signals and are also used to improve bit rate using coding that

exploits the antenna diversity.

An IEEE 802.11ac compliant transmitter, as the one used in the experi-

ments, with two spatial streams (antennas) can, theoretically, attain the rates

shown in Table 6.2 along with the legacy rates of the IEEE 802.11g standard

(6, 9, 12, 18, 24, 36, 48 and 54 Mbps, which also include 1, 2, 5.5, and 11 Mbps

from the even earlier IEEE 802.11b). Hence, when reception is possible, the

lowest bit rate one can expect is 1 Mbps. What determines the bit rate cho-

sen at any point is the rate adaptation algorithm executed at the transmitter.

Remarkably, the rate adaptation strategy is not included in the IEEE 802.11

standard! This has led researchers to various proposals of the best rate adap-

tation but one of the most popular rate adaptation has been the minstrel

[30, 56, 58] algorithm. Variants of minstrel were also developed, e.g., [17],

as higher bit-rates became available in subsequent extensions of the IEEE

802.11 standard. However, Intel has been known to implement a different

rate adaptation, which has been reverse-engineered in recent years [20], and

through simulations it was found to be similar in performance to minstrel,

at least insofar static environments (no fading, no mobility) was observed.

While we will not look into the specifics of Intel’s rate adaptation strategy,

the conclusion is that: (a) it is totally possible for the exact same experimental

conditions to get a different bit rate using different device hardware, and (b)

we expect that the dynamics of the rate adaptation algorithm can result in

variations of the bit rate even if the experimental conditions are fixed. Point

(b) reflects the strategy employed by rate adaptation algorithms to attempt

to, briefly, transmit at a higher bit rate (“probing” for a higher rate), only

realizing that it is not possible to do so successfully, and then resorting to a

lower rate, only to repeat the process later on.

A clear example of the throughput vs. distance tradeoff can be seen in

Figure 7.1 as measured from the client (sender) side with UDP payloads in

Infrastructure (AP) mode. The visual language used in this and similar sub-

sequent figures is as follows: the throughput reported by the client (sender)

by iperf is shown as blue crosses and line plot. The transmitting bit rates
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Figure 7.1: Average throughput, bi, (blue crosses), and bit rates (circles),
vs. distance; UDP payloads in AP mode.

sampled by iw for the corresponding distance are shown as circles. A circle

for a particular bit rate is centered at the bit rate value (y axis) and its ra-

dius is proportional to the number of samples collected for that particular

bit rate during the experiment. Note that the bit rate samples are not col-

lected for each transmission but collected periodically and hence reflect the

transmission rate that was in effect at the sampling instants. For better leg-

ibility the circles are semi-transparent and have different colors. The circles

are therefore a visualization (based on periodic sampling) of the rate adaption

algorithm dynamics.

For example, in Figure 7.1, at a distance of 5 meters, the rate adapta-

tion was often (top circle) attempting to transmit at 650 Mbps (VHT-MCS

7 80MHz). Incidentally, the 650 Mbps was the largest bit rate we observed

across all experiments and from Table 6.2 it is in the lower end of the right-

most column. The two higher bit rates of that column (780 and 866.7 Mbps)

were not observed, but we did not measure throughput for distances closer

than 5 meters where those bit rates might have been possible. The nature of

the applications (V2V and V2I communication) do not justify very short dis-

tances. Moreover, due to the periodic sampling of the transmission bit rates,

we are note guaranteed to have recorded all the bit rates that were attempted.

98



Nevertheless, it is evident that at five meters, the throughput is a small part,

close to 30% (approximately 200 Mbps) of the average bit rate. At longer dis-

tances, the rate adaptation meanders around smaller bit rates, as expected,

and the throughput becomes a larger percentage of the bit rate. Figure 7.2

captures the dynamics for TCP. In all cases, the bit rates form clusters, which

is a sign that the rate adaptation algorithm is tracking the best bit rate over

a narrow range of values.

7.1.1 A Note on Overheads

The throughput will always be smaller than the channel bit rate. In the ab-

sence of competing traffic on the channel, the throughput is impacted by over-

heads due to the header information attached by the various layers as well

as the transmission timing constraints imposed by the medium access proto-

col. At higher bit rates, while the payload transmission time is reduced, not

all of the overheads e.g., for medium access, are scaled by the same factor.

This inflexibility of some of the medium access overhead is the cost paid by

IEEE 802.11 to allow compatibility with legacy (earlier) versions of the stan-

dard. Hence, while the useful (payload) transmission time is decreased at

higher bit rates, many overheads stay the same, and therefore the maximum

throughput attainable is a smaller fraction of the bit rate. In short, the maxi-

mum throughput does not increase proportionately to the bit rate. Consumer-

grade equipment vendors, concerned about the user expectations, warn their

users of such caveats. For example, Apple [2] suggests 36% of the bit rate as

realistic throughput expectation for IEEE 802.11ac and 80 MHz bandwidth

(presumably at distances even shorter than the minimum of 5 meters in our

experiments). Others, e.g., [55], indicate that under favorable circumstances,

one should not expect a maximum throughput of more than 50% of the bit

rate.

7.2 TCP vs. UDP

A comparison between UDP (Figure 7.1) versus TCP (Figure 7.2) demon-

strates that, while the behavior is similar, the absolute performance differs.
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Figure 7.2: Average throughput, bi, (blue crosses), and bit rates (circles),
vs. distance; TCP payloads in AP mode.

For example at 5 meters, TCP achieves 169.2 Mbps while UDP achieves 201.2

Mbps. The difference between TCP and UDP performance is also present

in all other measurements where the conditions were otherwise the same.

TCP’s performance deficit versus UDP is well understood to be the result of

the overhead for acknowledgements, window-based congestion control, and

retransmissions, especially on less reliable channels as is the case in wireless

channels.

Both Figures 7.1 and 7.2 involve infrastructure mode operation whereby

the AP plays the role of the server (receiver) as far as iperf3 is concerned,

and the client (sender) is the node connecting to the AP. The scenario is also

relevant in V2V environments because the vehicle OBU can play the role of

a VDTN peer, presenting itself as an AP to which another OBU peer can con-

nect. Hence, in the remainder of this chapter, we do not assume that P2P

OBU interaction is synonymous with IBSS mode, but P2P OBUs can also po-

tentially communicate in a fashion where one is the AP.

In AP mode communication, the bottleneck of the data transfer is expected

to be the bit rate of transmissions from the client, since it sends the data

payloads used for the measurements. The transmission rate from the server

to the client is less consequential as it is either not used at all (UDP) or just
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Figure 7.3: Average throughput, bi, (blue crosses), and bit rates (circles),
vs. distance; UDP payloads in IBSS mode.

5 15 27.5 42.5 62.5 87.5 125 175 200
Distance (m)

0

50

100

150

200

250

M
bp

s

Figure 7.4: Average throughput, bi, (blue crosses), and bit rates (circles),
vs. distance; TCP payloads in IBSS mode.
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for acknowledgments (TCP). Acknowledgments are short and do not require a

high bit rate. Hence, the only bit rates at the client side are reported.

7.3 Infrastructure (AP) vs. IBSS

In order to measure the performance in IBSS mode, we had to abandon the

5 GHz band. As noted in earlier chapters, the flexibility of P2P IBSS mode

would appear to be a good match for our application scenario, especially inso-

far V2V communication is concerned. However, the restriction imposed by the

Initiate Radiation (IR) flag was found to prohibit a pair of nodes from starting

an IBSS network and it was not possible to bypass the restriction using the

same strategy (exploiting a potential race condition) that we used to bypass

the same restriction for starting an AP. The most serious implication of not

operating IBSS mode in the 5GHz band is the inability to use higher bit rates

(higher MCS indices). In the presented results the IBSS is always carried out

in the 2.4GHz band and specifically on channel 1. Thus the 5GHz band, and

hence the higher bit rates are available in the AP mode.

Comparing and contrasting Figures 7.1 and 7.2 against Figures 7.3 and

7.4, the lower performance of IBSS, now limited to a 40 MHz channel and

lower coding rates is evident. The bit rate adaptation algorithm again does

its best to adjust the bit rate within a range. Confined to lower bit rates and

in an interference free environment, the performance between TCP and UDP

is difficult to distinguish but UDP still exhibits a slightly better performance.

A summary of all the average throughput (bi) measurements is shown in

Table 7.1. Note that the measurements were carried out at the midpoints

of the intervals used to represent the states of the DTMC. We assume that

the same bi value applies to the entire corresponding interval. Moreover,

the table shows the throughput measured exactly at Dmax of 200 meters. A

surprising realization is that while one was well advised to use 200 as virtual

cutoff point in the past, modern 5 GHz IEEE 802.11ac network interfaces

enable us to attain throughput in the order of 7 Mbps even at that distance.

The assumption of a cutoff at approximately 200 meters is more in line with

what one expects in the 2.4 GHz band and modulation. Notice that the 0.2

and 0.3 Mbps at 200 meters for IBSS might be even lower if 20 MHz channels
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Distance (m)
Mode Proto 5 15 27.5 42.5 62.5 87.5 125 175 200
AP UDP 201.2 173.1 134.3 102.1 73.7 63.4 60.9 15.8 7.9
AP TCP 169.2 141.8 114.3 82.7 70.0 62.8 55.4 15.5 7.7
IBSS UDP 129.5 134.2 114.2 71.5 38.5 35.5 19.1 6.6 0.3
IBSS TCP 130.0 128.4 108.4 64.3 36.3 34.7 18.2 6.1 0.2

Table 7.1: Average throughput, bi, in Mbps as reported from the iperf3 client
end, versus distance between the two endpoints.

are used.

7.4 Determining CV DTN

Number of Fleet Vehicles
State 12 20 32 40 52 60

(0,10] 0.00182 0.00271 0.00499 0.00494 0.00782 0.00935
(10,20] 0.00027 0.00063 0.00127 0.00177 0.00230 0.00310
(20,35] 0.00066 0.00123 0.00229 0.00337 0.00440 0.00489
(35,50] 0.00073 0.00216 0.00320 0.00373 0.00531 0.00693
(50,75] 0.00173 0.00317 0.00562 0.00639 0.01048 0.01021
(75,100] 0.00341 0.00425 0.00754 0.00890 0.01064 0.01239
(100,150] 0.00435 0.00874 0.01657 0.02013 0.02564 0.02938
(150,200] 0.00682 0.01137 0.01808 0.02497 0.03026 0.03560
(200, ∞] 0.98020 0.96574 0.94044 0.92579 0.90314 0.88816

Table 7.2: DTMC steady state probabilities, πi, (rounded to 5 decimal places)
for encounters within the specified distance range.

Table 7.2 provides a listing of all DTMC steady state probabilities com-

puted from the simulation runs outlined in Chapter 5. This enables us to

calculate CV DTN corresponding to each scenario (AP or IBSS, TCP or UDP).

It is worth noting two features of the steady state probabilities. The first,

rather expected, shows that for larger populations, the probability that two

nodes are closer than 200 meters is higher. For a population of 60 vehicles,

12% of the time a vehicle is closer than 200 meters to another one.

The surprising result is that while encounters in the (10,20] interval are

rare (and less than for larger intervals), encounters in the (0,10] interval are

more likely. The probability that two nodes are within the (0,10] interval is

comparable to the two nodes being in the (50,75] interval. A possible explana-
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Figure 7.5: CV DTN expressed in Megabytes per hour per vehicle.

tion behind this odd behavior is the impact of traffic lights and intersections.

Two vehicles that find themselves within the (0,10] interval are very likely to

be within the same interval in the next instant, whenever they are stationary

or near-stationary, as e.g., waiting at traffic lights. Vehicles at larger distances

are more likely to be in motion (at least one of them) and the distance among

them is less likely to remain within the same interval at the next time step.

Moreover, the (0,10] interval is not as uncommon, happening at about 0.9% of

the time when the population is 60 vehicles.

The combination of the field measurements and the steady state probabil-

ities provides us the results in Figure 7.5. The absolute numbers are impres-

sive, albeit one has to keep in mind that the field measurements came from an

interference-free environment with no challenging wireless propagation fea-

tures like dense buildings etc. Hence, one should approach the results as opti-

mistic, but informed, estimates. The results in Figure 7.5 assume that bi = 0

beyond Dmax, while clearly this was not the case. In a future study further

distances and concentric intervals may have to be included to do justice to the

improved long-range performance adaptation of modern WiFI transceivers.

7.4.1 Quantitative Remarks

We have reached the point where we can assess the VDTN option for our

application with some, approximate, quantitative observations.
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1. Using the estimated bundle sizes from Section 3.2.2 we can calculate an

upper bound for the number of bundles capable of being pushed through

the system per vehicle. To simplify things, we assume one-hour bundles

of approximate size 1MB each. Hence, the entire fleet produces 60MB

per hour for a fleet of 60, and, on the low side, 12MB per hour for a fleet

of 12 vehicles. Correspondingly, over the working day of approximately

8 hours, 60 vehicles produce 480MB and the 12 vehicles produce 96MB.

2. Assume that each bundle gets to be, completely, epidemically copied to

all other nodes. The total volume of data transfers (minus the originat-

ing node) is 59 copies for 60 vehicles, and 11 copies for 12 vehicles. The

bulk copying capacity needed is 28.320 GB for 60 vehicle, and 1.012 GB

for 12 vehicle fleet.

3. Figure 7.5 captures the per-node transfer capacity, but any pairwise

communication assumes one node is transmitting and one receiving (half

duplex), hence only half of the nodes on average can be making use of

the capacity available. That is equivalent to, up to 30 concurrent trans-

missions for 60 vehicles and up to 6 concurrent transmissions for 12

vehicles.

4. From Figure 7.5, the best (worst) performing option for a population

of 60 vehicles and 30 transmitters is 828,648 MB (451,771.2 MB) per

day. The corresponding best (worst) option for 12 and 6 transmitters is

27,945.12 MB (15,109 MB) per day.

In summary, daily, there is close to 800 GB leftover capacity in the best

case, and close to 423 GB leftover capacity in the worst case for a fleet of 60

vehicles to carry additional bundles not originating from the vehicle sensors.

Even for a small fleet of 12 vehicles, there is, at best, a 26 GB leftover capacity,

and at worst a 14 GB leftover capacity. Hence, the application of a VDTN to

collect more data, e.g., from WSN gateways, is feasible while also satisfying

the basic requirements of the original vehicular fleet tracking application.

While not pursued in this thesis, the inclusion of rest stop AP transfers into

the model can only improve the already positive quantitative results. The
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very approximate results we have produced also suggest that there is ample

“head room” of spare carrying capacity that could be sacrificed in order to

absorb the impact of a real environment e.g., wireless interference, non-ideal

medium access behavior, routing overheads, etc. yet still be able to support

the proportional-to-travel fleet monitoring and management application.
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Chapter 8

Conclusions

This thesis is, primarily, a work of synthesis, pulling from multiple areas

while remaining faithful to practicality and realism. The thesis describes

an attempt to learn about the potential of VDTNs by pursuing the subject

on multiple fronts: proof-of-concept design, simulations of large scale deploy-

ments, and field measurements. Due to unforeseen circumstances the scope of

the field experiments was redesigned, but the simultaneous falling out of fa-

vor of the IEEE 802.11p protocol refreshed our interest to look into WiFi as a

workable alternative. Interactions with a local SME provided the inspiration

for the fleet management application by means of VDTNs.

The emphasis of this thesis is on the traffic volume that a VDTN can carry.

An important facet left outside the scope of the thesis is that of VDTN routing

latency performance. On one hand, we make a case that epidemic type routing

can be appropriate for the kinds of traffic, i.e., vehicle condition information,

we consider here, given its relatively low, when compressed, volume needs,

and since epidemic routing can minimize the latency among the available op-

tions as discussed in the related work chapter. However, one can reasonably

argue that if we are ready to accept any delay, why not wait for the end of

day when all vehicles return to the depot and can use the local WiFi infras-

tructure. While this suggestion is valid, we also recognize that the end-of-day

data upload may be acceptable, but undesirable, for business process reasons,

e.g. if the business staffing is such that no action can take place after working

hours. One can claim that via the VDTN transfers, there is a “head start”

for essentially free. Another point is that the example chosen can be scaled
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to larger areas and fleets operating over large distances, e.g., logging trucks,

with fewer opportunities to return to depots and less frequent encounters but

more visits to rest stops during a typical working day. In summary, we cannot

completely discount the value of delivering the data earlier than when it could

inevitably happen – i.e., at the return to a depot or home base.

We did not pay much attention to the impact of rest stop data AP uploads

because the results can only get better through their use. The number of lo-

cations, frequency of visits, and duration of visits was chosen arbitrarily. Our

choices were driven by an intention to capture an absolute minimum notion

of a rest stop. That is, locations where the vehicle stops, it is chosen for its

proximity to the work route, yet unrelated to the work-related stops. Parking,

even if for two minutes, near a rest stop AP can provide upload speeds that

are adequate to upload gigabytes of data. However, it would have also been

misleading to treat such numbers with some authority since rest stop APs are

shared among multiple co-located users, and there may be intentional throt-

tling of the speed in line with them being a “free” service to patrons for which

businesses do not wish to pay a higher speed premium.

Our emphasis in V2V communication has been on pairs of vehicles, while

clearly there is a possibility that three or more are co-located. From studying

the encounter statistics for our simulated scenarios, multi-vehicle encounters

were rare, and, of course, more likely for larger fleet configurations. We did

not address the performance study of how the airtime is shared among mul-

tiple fleet nodes either but a form of “fair” sharing of the encounter time for

exchanges may have to be introduced. The results presented in the previ-

ous chapter do not consider the case of congestion and interference caused by

other WiFi transmissions. As one can readily experience in a city, there are

numerous WiFi APs from residences and co-existence with them implies a loss

of the pristine channel capacity used by the VDTN.

In absolute numbers the effective number of bits per second that can be,

on average, forwarded over a VDTN can be small, especially for small fleets.

Nevertheless, those numbers have to also be seen against the backdrop of

“free” alternatives such as long range IoT protocols, e.g., LoRa, that achieves

at most a few hundreds of kilobits per second.
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8.1 Extensions and Future Work

We consider the lack of simulated interference with co-existing WiFi networks

as, possibly, the most serious shortcoming of the current evaluation setup.

This could be ameliorated, at a high level, with a model of how busy the WiFi

channels are for various locations in the city, which would require a form of

spectrum use survey. Yet, the utilization of the WiFi channels used at various

locations in the city, is also dependent on the time of the day. A fortunate

side-effect of this is that, during working hours, locations near residential

areas, while they have many WiFi APs, are probably under-utilizing the wire-

less channel capacity, leaving more of the capacity to be used by the VDTN.

Equally, business and school areas may be more congested in terms of WiFi

traffic during working hours. Moving to a more thorough consideration of the

WiFi capacity availability would require both a spatial as well as a temporal

characterization of WiFi use across an entire city.

We also witnessed how a simple scheduling model, like restricting each

fleet vehicle to a sector, can result in a wide variance of possible encounter

statistics for different vehicles. A single DTMC is supposed to capture a popu-

lation with statistically identical behaviors. Sector geometry is different from

one sector to the next, and it influences the statistics of the vehicles assigned

to it, e.g., how far they are on average from each other, etc. It is tempting

to, instead, adopt a model with a separate DTMC capturing the dynamics of

vehicles for each sector. The challenge such a partition entails is that there

are areas at the boundaries of sectors, where nodes of different sectors could

encounter each other, and the separation of the DTMCs will be unable to de-

scribe those encounters. More elaborate encounter models are an obvious fu-

ture direction.

An unexpected complication that deserves a thorough survey comes from

the realization that commodity network cards/modules, once pushed to oper-

ate outside the usual managed (client to an AP) mode of operation, can be

severely limited in the capabilities they support, e.g., their ability to become

high performance APs. Using existing free device drivers, software, and util-

ities for Linux can also be limiting on how well the interface capabilities can

be utilized. In summary, one cannot develop a VDTN based on WiFi without
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a good understanding of the underlying network interface hardware and its

capabilities. This is unfortunate both in limiting the options for combinations

that can produce a good performance, exploiting the most recent advance-

ments in the IEEE 802.11 standard, and as a matter of principle, since the

lower layers of the protocol stack cannot be assumed to be performing equally

well (or at all) no matter what interface is used. One realistic low cost ex-

tension which provides additional degrees of freedom is to endow each OBU

with additional WiFi interfaces, able to sustain communication with multiple

peers and on multiple channels.
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Appendix A

Field Experiment Photos

Figure A.1: ATV with wagon and a power generator.
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Figure A.2: Stakes used to mark appropriate locations for devices.
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Figure A.3: Stake in ground.
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Figure A.4: A wheeled measuring tape was used to determine distances be-
tween devices.

122



Figure A.5: Site 1: view from one thin client with the other one off in the
background.
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Figure A.6: Site 1: view from one thin client with the other one 200 meters in
the background.
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Figure A.7: Site 2: stationary thin client was positioned at the edge of the
backyard (stake closest to the foreground of the picture), with the movable
thin client away into the field in the background.
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Figure A.8: Site 2: the stationary thin client setup .
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Figure A.9: Site 2: the movable thin client setup.
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Appendix B

OBU Hardware

Figure B.1: Prototype iteration 1 (with passive GPS antenna).

The first prototype iteration is shown in Figure B.1. The following can be

seen:

• Bottom left: GPS/Cellular module. A passive antenna is attached to

the top left and a backup battery to the top right of the module.

• Top right: Accelerometer.

• Bottom middle: RPi Zero W. It connects to the GPS module via a UART

serial connection, and the accelerometer module using SDA and SCL
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pins via I2C serial communication. The red USB cable was only for de-

bugging purposes while testing. A WiFi USB dongle could be attached,

allowing for P2P communication with a laptop.

Figure B.2: Prototype iteration 2 (with active GPS antenna).

The second prototype iteration is shown in Figure B.1. The following can

be seen:

• Bottom left: GPS/Cellular module. An active antenna is attached to

the top left and a backup battery to the top right of the module.

• Top right: Accelerometer.

• Bottom middle: RPi Zero W. It connects to the GPS module via a UART

serial connection, and the accelerometer module using SDA and SCL

pins via I2C serial communication. The red USB cable was only for de-

bugging purposes while testing. A WiFi USB dongle could be attached,

allowing for P2P communication with a laptop.

For access to the vehicle’s engine data, a module (Figure B.3) was plugged
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Figure B.3: Side view of Bluetooth OBD-II dongle.

into the vehicle’s controller area network port, communicating to the RPi via

a Bluetooth link.
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