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Abstract—The electromagnetic transient programs (EMTP-like
tools) are based on the nodal (or modified nodal) equations that
enable an efficient numerical solution and, subsequently, fast
time-domain simulations. The state-variable-based simulation
programs, such as Simulink, are also used for studying the
dynamics of electrical systems. Both the offline and real-time
versions of these two types of simulation tools are widely used
by the researchers and engineers in industry and academia to
study the transient phenomena and dynamics in power systems
with rotating electrical machines. This paper provides a summary
of the interfacing techniques that are utilized to integrate the
general-purpose models of electrical machines with the rest of the
power system network for these studies. The interfacing methods
are broadly classified as indirect and direct approaches. The
paper also describes the numerical properties as well as limita-
tions imposed by the interfacing of the commonly used machine
models that should be considered when selecting the simulation
parameters and assessing the final results.

Index Terms—Electrical machines, electromagnetic transients,
Electromagnetic Transients Program (EMTP), interfacing tech-
niques, simulation, state-variable approach.

I. INTRODUCTION

R OTATING electrical machines have been an integral
part of power systems for as long as the latter have

existed. The electrical machines are used as generators and
motors in numerous applications in power systems in a wide
range of voltage and power levels. This paper mainly con-
siders the machine models that are based on the coupled
electric circuit approach, which leads to a relatively small
number of equations and have been very effectively utilized
for analyzing power systems transients [1]–[4]. The validity of
this type of models for both balanced and unbalanced power
system operations has been confirmed [5], [6]. Over time,
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numerous models have been developed concurrently with the
development of digital computer programs. The modeling
methods were influenced by many factors such as type and
size of the machine, objectives of the power system study,
and the method of exchanging data between the machine and
the network. While a large number of machine models may
offer beneficial options to the user, it also creates challenges
in terms of proper model selection. For example, the same
machine modeled in two separate software programs would
yield different results leading to much confusion during the
implementation and validation stages. Some researchers have
also questioned the applicability of the established model to
unbalanced conditions [7]–[9]. The authors of [10], [11] made
similar conclusions by comparing the simulation results of the
classical model and the coupled-circuit phase-domain (PD)
model under unbalanced operation. As the software programs
matured the root causes of the modeling differences were
eventually recognized and corrected [5], [12].

The objective of this task force paper is to present to the
reader the various interfacing techniques used to integrate the
machine models with the power system network in different
simulation programs. The Electromagnetic Transients Program
(EMTP) [4], [13] approach and its many derivative programs
(such as ATP [14], MicroTran [15], PSCAD/EMTDC [16],
EMTP-RV [17], VTB [18], etc.) are based on nodal (or mod-
ified nodal) equations and are widely used. The state variable
(SV) approach is also used for the analysis of dynamic systems
including electric power systems. The examples of SV-based
software packages include acslX [19], Easy5 [20], Eurostag
[21], MATLAB/Simulink [22], etc. Within the EMTP and
SV solution methodologies, this paper broadly classifies the
methods of interfacing electrical machine models with power
system network into indirect and direct approaches. This paper
also provides numerous examples and studies that should
help many engineers and researchers in correct use of various
machine models and software packages.

Another important aspect of machine modeling is the rep-
resentation of magnetic saturation, which improves the accu-
racy and the range of applications of such models. Different
approaches have been considered for various machine model
structures (e.g., , PD) and/or simulation languages (EMTP or
SV based). However, the saturation modeling methods for tran-
sient simulation programs are not discussed here as this issue
requires more thorough literature survey which is beyond the
scope of this paper.
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The paper is organized as follows: Section II describes the
typical machine models used for power systems transients. Sec-
tions III and IV describe and demonstrate the interfacing ap-
proaches used in the EMTP and the SV programs, respectively.
The final conclusions are summarized in Section V. The param-
eters of synchronous and induction machines used for simula-
tion studies of this paper are summarized in the Appendix.

II. GENERAL-PURPOSE MACHINE MODELS

For the purpose of consistency and without loss of generality,
this section considers a conventional general purpose syn-
chronous machine model [2]–[6], whereas induction machine
model is somewhat similar. The dynamics of machine can
be represented by equations of corresponding electrical and
mechanical subsystems. Depending on the application and the
scope of studies (e.g., subsynchronous resonance, torsional
dynamics, etc.), the mechanical subsystem may be represented
as a lumped-parameter spring-mass system [23]. However,
since the focus of this paper is on interfacing the machine
models with the solution of electrical network-system, a single
rigid-body mechanical subsystem is assumed here. Specifically,
the equations for mechanical subsystem for all models and
studies presented are

(1)

(2)

where and denote the rotor position and the angular elec-
trical speed; is the number of poles, is the moment of in-
ertia; and are the mechanical torque and electromagnetic
torque, respectively. Motor convention is used for all models.
Throughout this manuscript, bold capital case is used to denote
matrices and bold lower case is used to denote vectors.

The original coupled-circuit phase-domain (PD) model is
commonly expressed in terms of the machine’s physical vari-
ables and phase coordinates. In particular, the voltage equation
is expressed as

(3)

and the flux linkages are represented as

(4)

The equations for the electrical subsystem are determined by
the number of machine’s windings. A typical synchronous ma-
chine model may include three stator windings , one field
winding , and one damper winding in the axis, and two
damper windings and in the axis. is a diagonal and
constant matrix containing the stator and rotor resistances. Vec-
tors , and denote the stator voltages, current,
and flux linkages, respectively. Similarly, vectors , and

denote the rotor voltages, current, and flux linkages. The
combined stator and rotor self and mutual inductance matrix

depends on the rotor position . The exact equations for

the self and mutual inductances are given in [3] and are not in-
cluded here due to the limited space. The electromagnetic torque
is expressed in the machine variables as

(5)

Although the model defined by (3)–(5) is relatively straight-
forward, it contains the terms (matrices) that depend on the
rotor position (and, hence, changes with time), which results
in an additional computational burden and complexity of the
final model whether it is implemented in the EMTP or the SV
approach.

To achieve a machine model with constant parameters, a
change of variables can be performed. In particular, in the case
of synchronous machine, all variables are typically referred
to the stator side (using appropriate turns-ratios) and then
transformed (projected) onto the orthogonal coordinates that
are fixed on the rotor. This is known as the Park’s transfor-
mation [1], [3], wherein the axis of the rotor reference frame
is assumed to be 90 leading the axis. The corresponding
transformation matrix has the following form:

(6)

This transformation is applied to the stator circuit and variables
. The rotor circuit and variables are already ex-

pressed in the coordinates and need not be transformed. The
last row of (6) corresponds to the zero sequence (which produces
the corresponding zero-sequence circuit on the stator side) and
is needed to represent the unbalanced cases.

The voltage equations of the machine model can be repre-
sented in terms of transformed variables as

(7)

where vectors and denote the stator voltages,
currents, and flux linkages in variables, respectively. Sim-
ilarly, vectors and denote the rotor voltages,
currents, and flux linkages in variables. The quantity
is the speed voltage term, where .
This term appears in the stator voltage equation only. The flux
linkage equations are given as

(8)

where the combined self and mutual inductance matrix is
a constant, due to Park’s transformation. The electromagnetic
torque may be calculated in terms of the stator and/or the rotor
currents and , the flux linkages and , as well
as in terms of the magnetizing flux linkages and [3].
For example

(9)
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Implementing model (7)–(8), by itself, is much easier than
implementing (3)–(4). Similarly, calculating the electromag-
netic torque using (9) requires significantly less effort than
using (5). However, the model has to be interfaced with the
external power network which is typically formulated in
physical variables.

III. INTERFACING MACHINE MODELS IN EMTP

Although there are a number of software packages based
on nodal analysis (or modified nodal analysis) including the
EMTP-type and the Spice-type programs, the underlying solu-
tion approach is based on discretizing the differential equations
for each circuit component by usng a particular integration
rule. The EMTP [4], [13] uses an implicit trapezoidal rule for
discretization and formulating the network nodal equation that
has the following general form:

(10)

where is the network nodal conductance matrix, and the
vector includes the so-called history current sources injected
into the nodes. The nodal voltages are unknown and calcu-
lated by solving (10) at every time step. The solution of (10)
is one of the key factors that has made the EMTP languages
so efficient and ultimately widely used. As the matrix is
usually sparse, specially designed techniques, such as optimal
reordering schemes and partial LU factorization [24], [25], are
often used to solve this linear system instead of inverting di-
rectly. Branches with variable parameters are typically ordered
such that their equivalent conductance submatrices appear in
the bottom-right corner of to minimize the re-factorization
effort [4].

In the EMTP formulation, the rotating machines are repre-
sented outside of the network, thus requiring a special interface.
This interface also represents challenges for initialization and
the use of the program for harmonic analysis. A frequency-do-
main machine model was proposed for multiphase unbalanced
harmonic load flow program in [26]. The interface between ma-
chine model and external network in frequency domain was
achieved by harmonic Norton current source and admittance
matrix. For time-domain machine models, significant efforts
have been made by many researchers and software developers to
come up with computationally efficient and numerically robust
models and their respective interfaces for the network solution
of the program. Based on the commonly used EMTP packages
and the published literature, this paper discusses direct and in-
direct interfacing methods as follows:

A. Indirect Approaches

As the machine equations are usually represented in the
coordinates/variables while the power system networks are most
often expressed in physical variables and phase coordinates,
the following indirect methods have been utilized.

1) Thevenin Prediction-Based Method: First of all, the ma-
chine equivalent circuits are discretized using implicit trape-
zoidal rule similar to other components [4], [27]–[29]. For ex-
ample, the resulting discretized equivalent circuit for the axis
of synchronous machine with one damper and one field winding

Fig. 1. Example of discretized � axis equivalent circuit for the EMTP solution.

is shown in Fig. 1, where the conventional circuit elements are
replaced by the sources and resistances due to discretization.
The axis discretized circuit is similar and not shown here.

Based on the discretized circuit of Fig. 1, the machine’s
Thevenin equivalent circuits are then formulated as depicted
in Fig. 2(a). As explained in [4], this step requires the pre-
diction of electrical variables, such as the speed voltage terms

and the field-winding voltage , if the excita-
tion is externally controlled. It is also observed from Fig. 2(a)
that the equivalent resistances in the and axes, and , are
usually not equal due to the saliency effect. If this is the case,
then direct transformation of the Thevenin equivalent circuits of
Fig. 2(a) into the coordinates will result in the time-variant
conductance matrix which is not desirable. Instead, the resis-
tances and may be averaged, and the new saliency terms

and are then combined
with the back electromotive-force terms and as shown
in Fig. 2(b). Thus, to formulate the saliency terms using this
method, the stator currents and are required to be pre-
dicted. Finally, the machine’s Thevenin equivalent circuits of
Fig. 2(b) are transformed back to coordinates using the in-
verse transformation (6) and the predicted rotor angle .

Assuming that the system solution at is known and the
solution at the next time step, at time is required, the afore-
mentioned requires the prediction of several mechanical and
electrical variables. The advantage of the prediction-based in-
terfacing method resides in the fact that the resulting machine’s
equivalent resistance submatrix is constant (assuming magnet-
ically linear machine model). This constant submatrix is then
used in (10) which also avoids re-factorization of the entire net-
work conductance matrix at every time step. Programs, such
as MicroTran (machine model Type 50) [15], EPRI/DCG EMTP
[30] and Alternate Transients Program (ATP) (machine model
Type 59) [14] utilize this method to interface the models with
the external network.

However, the prediction of electrical variables may signifi-
cantly deteriorate simulation accuracy and numerical stability
(especially for large time steps) as has been documented in
[31]–[34].

2) Norton Current Source Method: The machine model
may also be interfaced with the network as a Norton current
source. This type of machine-network interface is shown in Fig.
3 [16], [35], [36]. For the simplicity of the diagram, only one
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Fig. 2. Discretized �� Thevenin equivalent circuits for prediction-based in-
terfacing method. (a) Circuit with different resistances in � and � axes due to
saliency. (b) Circuit with averaged resistances to include the saliency effect.

phase is depicted. The injection current is calculated using
the terminal bus voltages from the previous time step, which
implies a one time-step delay in calculating the machine vari-
ables. A problem of numerical instability may arise especially
when the machine is in near open-circuit conditions. In order to
improve the numerical stability and prevent the machine from
being completely open-circuited, a terminating characteristic
impedance/resistor is introduced to the machine network in-
terface [36]. The effect of this added resistor is then compen-
sated by an additional current source injected into the ma-
chine terminals as shown in Fig. 3. The value of this compen-
sating resistor and the additional current source are calculated
as follows [36]:

(11)

(12)

where represents the characteristic inductance of the ma-
chine, is the number of coherent machines in parallel, and

is the terminal voltages from the previous time step.
From Fig. 3, it is observed that the actual current injected into
the network is given as

(13)

As the time step is usually small, the characteristic
impedance is large. For small time steps, ,
which gives .

This method is used, for example, in PSCAD/EMTDC [16]
to interface all conventional machine models. In addi-
tion to traditional EMTP, the Norton equivalent interfacing
has been adapted to the multiscale and shifted-frequency
simulation approach [37]. The advantages of the Norton
current source method are: 1) the machine equivalent resis-
tance is very simple— per phase and 2) the interfacing
resistance/impedance is constant (given a magnetically linear
machine model). However, a one-time-step delay exists in the

Fig. 3. Norton current-source interface of the machine model with an external
network.

injecting current , and the extra interfacing error is being
introduced due to the term . These
factors may affect the simulation accuracy and numerical sta-
bility, and one should be mindful of these properties especially
when considering large time steps.

3) Compensation-Based Method: In the compensation-
based method [38], the machine model is treated as a non-
linear device. The external network is represented as a Thevenin
equivalent circuit and is interfaced with the machine model
in the axes. The prediction of rotor speed is used at the
beginning of each time step to formulate the transformation
matrix and to facilitate the solutions of machine equations in
coordinates. The machine stator currents are then solved and
injected into the external network as ideal current sources. The
complete network solutions are therefore sought according to
the superposition principle which superimposes the solutions
with and without the nonlinear components (i.e., the machine
model). The advantage of the compensation-based method is
that the subsequent numerical iterations that may be required
to obtain a convergent solution with nonlinear components
are confined to the machine’s equations only. However, the
compensation method requires the machines to be separated by
the distributed-parameter transmission lines. Otherwise, artifi-
cial “stub-lines” are used which may complicate the network
modeling and reduce the accuracy or require a very small time
step to accommodate the models of very short lines. In ATP,
the universal-machine (UM) model is implemented by using
the compensation-based method [14], [38], [39].

4) Network Iterative Method: In EMTP-RV [17], the ma-
chine models are solved with the network equations simultane-
ously by using Newton’s iterative method [40], [41]. In addi-
tion, inside the EMTP-RV machine models, speed and voltage
iterative loops are utilized to obtain a convergent solution of the
machine equations at each time step [17]. These two loops are
controlled by the user-specified error tolerances. Thus, the con-
straint existing with the compensation method and UM models
that the machines need to be separated by transmission lines is
eliminated. However, iterative solutions of the machine and net-
work equations at every time step generally require more com-
putational resources and, therefore, reduce the overall simula-
tion efficiency. At the same time, if a large time step is used, the
system may converge at a solution that is slightly away from the
correct solution even after several iterations and high tolerance
settings. This effect may subsequently result in the shift of the
solution trajectories relative to the correct solutions.
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Fig. 4. Thevenin equivalent circuit for interfacing PD and VBR machine
models in EMTP.

B. Direct Approaches

To improve the simulation accuracy and numerical stability,
coupled-circuit PD models [31], [32], [44]–[49] and voltage-be-
hind-reactance (VBR) models [12], [33], [34] have been pro-
posed, respectively. Thus, the direct interface with the external
network is readily achieved since the stator circuit is naturally
represented in the coordinates. The machines are interfaced
with the external network as three-phase Thevenin equivalent
circuits. For example, such an interface is shown in Fig. 4, as-
suming a Y-connected stator winding. No electrical variables
are predicted, and the slow mechanical variables (rotor speed
and/or position ) are predicted similar to the other EMTP in-
terfacing methods. This achieves a simultaneous solution of ma-
chine and network electrical equations (variables) and greatly
improves the numerical accuracy and stability of these models.

The generic interfacing equation for PD and VBR machine
models, using the Thevenin equivalent circuit method, can be
represented as

(14)

where is the equivalent resistance matrix and is the
equivalent history voltage source that contains the information
from the previous time steps. This equation is obtained by dis-
cretizing the voltage equations of the respective model using the
implicit trapezoidal rule and then carefully arranging the terms
to achieve the compact form (14). The matrix is used to
calculate the equivalent conductance submatrix and modify the
network matrix and the history current source vector in
(10). Although similar in terms of the interfacing equation, the
PD and VBR models have significant differences in terms of
their numerical properties and computational costs for calcu-
lating terms in (14).

1) Phase-Domain Model: The PD model is based on dis-
cretization of (3) and (4) and calculation of the electromagnetic
torque according to (5). However, the existence of time-variant
self and mutual inductances in (4) increases the computational
burden of this model. Generally, matrix and the equivalent
history voltage source are quite costly to calculate, and it
has to be performed at each time step. Moreover, as the analysis
has shown, the discretized PD model may have eigenvalues that
are far outside the unit circle, which further reduces the numer-
ical accuracy per time step achievable by this model. However,
due to its advantageous direct interface, this model has been well

recognized. Present implementations of the PD model include
Type 58 machine model [45]–[47] in ATP and the VTB ma-
chine model [48] as well as its previous implementations [31],
[42]–[44], [49].

2) Voltage-Behind-Reactance Model: The VBR formulation
is based on algebraically manipulating the machine equations
(3)–(9) in order to achieve the following voltage equation for
the stator circuit [33], [34], [50]:

(15)

where the terms and are the so-called sub-
transient inductance matrix and voltages, respectively, and the
rotor is modeled by using the flux linkages as independent
variables. The presently reported implementations include
synchronous machines [50], [33] and induction machines [34],
[76], [77].

The VBR model also represents the stator circuit
branches in the phase coordinates. Following the same
discretization procedure using implicit trapezoidal rule, the
VBR models [33], [34] also enable direct interface of the
machine model with the external network according to Fig. 4
and interfacing (14). Similar to the PD model, simultaneous
EMTP solution of the network and machine electrical variables
is achieved without the prediction of any electrical variables.
However, the terms and in (14) require less than half
of the flops and are much easier to compute compared to the
equivalent PD model [33], [34]. Also, the eigenvalues of the
discretized VBR model tend to be better conditioned which
improves the numerical accuracy.

C. Case Studies With EMTP

To demonstrate the behavior of various models and their inter-
faces in a clear way, a single-machine infinite-bus system with a
steam-turbine generator is assumed. The corresponding param-
eters are summarized in the Appendix. The same system has
been implemented using several popular EMTP software pack-
ages, including MicroTran, ATP, PSCAD, EMTP-RV, as well as
the PD and VBR models [33].

In the transient study considered here, the machine initially
operates in an idle steady-state mode with the load torque

. Throughout the study, the excitation is kept constant at nom-
inal value. At 0, a symmetric three-phase fault is applied
at the machine terminals. Observing all considered models it
was found that their dynamic responses are all convergent to the
same solution. This is an expected result since the identical ma-
chine parameters were used in each case, which also proves the
consistency of these software packages and different models. To
produce a very accurate solution, the same study was also run
using a small time step of s. The solution trajectories
produced with this small time step were then considered as a
reference for responses produced by various models using dif-
ferent time steps.

Overall, it was observed that the accuracy of various models
may be significantly affected by the time-step size. To illustrate
this point, the transient solutions predicted by various models
using a fairly large time step of 1 ms are shown in Figs. 5–7.
Due to the limited space, the plotted variables are limited to
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Fig. 5. Phase current as predicted by various models using a time step of 1 ms.

Fig. 6. Field current as predicted by various models using a time step of 1 ms.

Fig. 7. Electromagnetic torque as predicted by various models using the time
step of 1 ms.

the -phase current , the field current , and the electro-
magnetic torque . The models of PSCAD and ATP were
not convergent with the given time step and, therefore, are not
shown in Figs. 5–7. The studies were conducted using the time
steps of 50 s, 100 s, and 1 ms.

To evaluate the accuracy of each modeling interface ap-
proach, it is possible to compare the error of each model with
respect to the known reference solution. Without the loss of

Fig. 8. Detailed view of the beginning transient of � with a time step of 1 ms.

Fig. 9. Detailed view of � in the end of study using a time step of 1 ms.

generality, the peak of electromagnetic torque shown in Figs. 7
and 10 at time 0.196 s has been considered. The value of
the torque predicted by each model has been compared with
the reference value to calculate the relative error at this time.
Although there are various methods of evaluating the accuracy
of trajectories [33], in this paper the relative error of the peak
has been considered as a sufficient and an illustrative measure.
The results of error calculations for all considered models are
summarized in Table I. The studies performed using a typical
time step 50 s were visually very close for all the models. This
is also consistent with the errors summarized in Table I for this
time step size. However, the accuracy of models with indirect
interface deteriorates quickly when the step size is increased
to 100 s and above. Finally, at the large time step of 1 ms,
the only stable models are MT, RV, PD, and VBR. Figs. 8–10
show the details of the phase current and torque for the
remaining stable models. As can be seen in these figures, the
solutions of some models clearly deviate from the reference
solution. On the one hand, the very significant errors of MT
and RV models (and the non-convergence of the PSCAD and
ATP models) are attributed to the indirect interface of these
models. Table I (third row) summarizes the errors in predicting
the torque corresponding to Fig. 10. Such errors are quite
large, and would limit the usefulness or validity of the models
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Fig. 10. Detailed view of electromagnetic torque � in the end of the study
using a time step of 1 ms.

TABLE I
COMPARISONS OF MODEL ACCURACY USING A PEAK OF TORQUE AT 0.196 S

with indirect interface to the time steps of no more than 100
to 200 s. On the other hand, the models with direct circuit
interface, PD and VBR, remain stable and relatively accurate
even at such a large time step of 1 ms (with the last one offering
the most accuracy).

IV. INTERFACING MACHINE MODELS IN STATE

VARIABLE-BASED PROGRAMS

The SV approach is also used for the analysis of dynamic sys-
tems, including electric power systems [51]–[58] and the elec-
trical machines in particular [59]–[61]. The examples of soft-
ware packages include ACSL, Easy5, Eurostag, and, of course,
the MATLAB/Simulink. There are also more specialized tools,
such as SimPowerSystems (SPS) [62], PLECS [63], and ASMG
[64], etc., that come with circuit interfaces and built-in libraries
for the simulation of transients in power and power-electronic
circuits. Internally, the program engine assembles the system of
differential and/or differential algebraic equations (DAEs) that
constitute the state-variable-based model of the overall system.
Depending upon the features of a given program, the DAEs may
be converted into a first-order system of ordinary differential
equations (ODE) as

(16)

where is the vector of state variables, is the vector of in-
puts, is a scalar to denote time, and is the vector of out-
puts. Whenever appropriate, the linear time-invariant part of the

Fig. 11. Machine model interface in state-variable-based programs using
voltage-controlled current sources.

system/circuit may then be represented by using a more com-
pact state-space equation

(17)

where , and are the so-called state-space matrices
that are computed for the given topology and parameters of the
linear circuit. In some tools, such as SimPowerSystems, the cir-
cuit part is directly implemented in the form of (17), whereas
the remaining part of the system (e.g., control blocks, mechan-
ical subsystem, etc.) are in a more general form (16).

The time-domain transient responses are then calculated nu-
merically by integrating the state-space equation (16)–(17) by
using either fixed- or variable-step ODE solvers embedded in
the SV program. The formulations (16)–(17) also contain useful
information about the system’s dynamical modes which is often
utilized together with numerical linearization for the frequency-
domain characterization and the design of controllers.

Similar to EMTP, the machine models in SV programs may
differ depending on the choice of reference frames/coordinates
and selection of the state variables. The commonly considered
models here also include the classical , the coupled-circuit
PD, and the VBR models. These models may then be interfaced
with the external circuit system using either direct or indirect
approaches as will be explained.

A. Indirect Approach

The machine models are very common and appear as
the built-in library components in many SV simulation tools,
including SimPowerSystems and PLECS. To interface the
models with the external circuits, which is typically modeled
in physical variables and phase coordinates, it is usually
assumed that the machines are represented by voltage-con-
trolled current sources [62], [63] as shown in Fig. 11. The
reason for using the controlled-current-sources resides in the
fact that the machine model is usually formulated as a proper
state-variable model with flux linkages and/or currents as
internal state variables, and the machine’s terminal voltages as
the inputs. Therefore, the interfacing method shown in Fig. 11
assumes a voltage-input, current-output machine model. This
input–output requirement of the machine model is determined
by its proper state model and results in compatible and in-
compatible interconnection with the external circuit system
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Fig. 12. Compatible and incompatible machine-network interfaces in
state-variable-based programs. (a) Input–output compatible. (b) Input–output
incompatible.

as depicted in Fig. 12. Here, the external system may be a
circuit and/or subsystem which is represented by its own state
equations similar to (16) and (17).

As shown in Fig. 12(a), when the external circuit system has
a current-input voltage-output characteristic at the interfacing
terminals, it matches the machine model input and output. For
example, this interface is possible whenever the external circuit
system has capacitors and/or defined voltage sources that are
connecting to the machine’s terminals. In this case, the com-
bined state equation for the entire system is readily formed by
simply routing the respective input and output variables among
the coupled subsystems models.

However, such an interface is not always available due to con-
straints of the external circuits system which itself may have
voltage-input current-output characteristic (similar to the ma-
chine model) as shown in Fig. 12(b). For example, the external
system may be another synchronous machine model which is
supposed to represent a generator in the power system. In the
case of an incompatible input–output interface as in Fig. 12(b),
the combined state equations cannot be directly formulated as
the needed input variables (voltages) are unknown.

In order to demonstrate the concept of an incompatible inter-
face, a simpler example is shown in Fig. 13(a). Here, an inductor

is connected in series with a voltage-controlled current source
(which may be another inductor). This ex-

ample may be viewed as a simplified machine-network system
since the machine models are usually represented as voltage-
controlled current sources according to Fig. 11. As seen in Fig.
13(a), from the block diagram realization of these components,
inductor and current source require the terminal voltage as input
and produce currents as output, thus creating an incompatible
interface.

1) Indirect Interfacing Using Snubbers: To enable the con-
nection of these components and create a compatible interface,
an artificial snubber circuit may be used to calculate the required
input variable—the terminal voltage. For example, a snubber

Fig. 13. Example of interface in state-variable-based programs using an ar-
tificial snubber circuit. (a) Incompatible interface. (b) Interface with snubber
resistance.

may be realized by using a very large resistor connected in par-
allel to the terminals as shown in Fig. 13(b). As can be seen
in the block diagram implementation of Fig. 13(b), the added
snubber is used to calculate the required terminal voltage. Here,
the snubber current is calculated as the difference between the
inductor current and that of the current source. This, in turn,
enables the formulation of the proper state-space model of the
combined system. Alternatively, one may also use a very small
capacitor which will perform a similar function here.

The value of these snubbers should be selected so that the
drawing current is sufficiently small and may be considered neg-
ligible within the scope of the model and studies being con-
sidered. Solving the combined system together using a single
ODE solver ensures simultaneous solution of all its subsystems,
albeit the solution trajectories will be affected (shifted) due to
the snubbers. However, in general, these artificial snubber cir-
cuits may significantly affect the simulation accuracy and effi-
ciency and, therefore, should be used with care. Examples of
interfacing the built-in machine models using snubber cir-
cuits include SimPowerSystems [62] and PLECS [63].

2) Indirect Interfacing Using Time-Step Relaxation: The in-
direct interfacing may also be a powerful tool when the machine
model and the external circuit system are formulated to have
an input-output-compatible interface of the type Fig. 12(a). The
numerical relaxation can be achieved if the interfacing variables
are simply exchanged (updated) at each time step, allowing for
the decoupled and parallel solution of each subsystem. This op-
tion may be useful, for example, when the machine model is
discretized using different ODE solver and is then interfaced
to the network. For example, in order to avoid forming alge-
braic loops, the SimPowerSystems also uses such interfacing
approach when the external circuit system is discretized with
the trapezoidal rule (therein referred as Tustin method) sepa-
rately from the remaining Simulink blocks, while the machine
models are discretized with the Forward Euler method [62]. This
interface is similar to the sample-hold (zero-order-hold) that is
typically attained in hardware-in-the-loop simulations [65] or
the multirate simulations [66] (with or without iterations).
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Fig. 14. Example of the machine model interfaced with a voltage-source in-
verter for real-time simulation [67].

This type of indirect interfacing method has also been suc-
cessfully used in real-time simulations of multilevel variable
frequency drives [67]. Therein, the complete electrical model
was divided into three subsystems as shown in Fig. 14. All of
the linear circuit elements (ac supply, series filter, transformer,
the three-phase dual rectifier bridge, and the dc filter) were
modeled using state space (17). The three-phase dual rectifier
bridge is treated as a linear circuit since it is modeled by ideal
switches. The second subsystem, the IGBT converter, was
modeled by using a first-level feedback interfacing with the
main state-space model through the input voltages and output
currents. As depicted in Fig. 14, the IGBT converter model is
formulated to provide the voltage output required by the state
model of the machine, thus enabling an input-output-compat-
ible interface. However, using time-step relaxation and solving
the models separately allows the use of custom-machine
models and permits using multirate integration techniques for
the overall system. Moreover, accurate real-time simulation
of power-electronic converters typically requires smaller time
steps and correction algorithms [68] to account for the interstep
switching events. An example of this interfacing approach,
used with multirate integration, includes a field-programmable
gate array (FPGA)-based hardware-in-the-loop simulation of
a drive system [69], where the converter model and machine
model were using very different time steps of 12.5 ns and 10

s, respectively. Using sufficiently small time steps ensures
convergence of this type of interfacing.

B. Direct Approaches

Whenever the external circuit system can be formulated to
have an input–output compatible interface with the machine
model as depicted in Fig. 12(a), the respective models can be
directly connected [59]–[61] and solved together by the same
ODE solver. This achieves a simultaneous solution of machine
and network subsystems, which is desirable for numerical sta-
bility and good accuracy. Alternatively, the PD and VBR models
can also be used in SV programs with the same goal of achieving
a direct interface.

1) Phase-Domain Model: As can be seen from (3) and (4),
the state model can be formed by using either the flux linkages
as the state variables, which gives the following state equation:

(18)

or the currents as the state variables, which gives a somewhat
different structure but otherwise algebraically equivalent state
equation

(19)

The PD model can be implemented as a coupled circuit that is
simply either a part of the overall circuit-system or a subsystem
with voltage input and current output [as in Fig. 12(a) and as
defined by either (18) or (19)]. To do this, one has to implement
stator and rotor branches with all of the respective self and
mutual inductances that appropriately change with the rotor po-
sition [70]. Of course, one should be mindful of the complexity
of implementing the variable inductances in (4) and (5) and
(18) or (19). Otherwise, the model is a straightforward inductive
circuit with rotor-position-dependent magnetic coupling among
the branches. The direct implementation of PD models includes
[42], [70]–[73], etc., which can be readily carried out using,
for example, ASMG, wherein the user has a choice of currents
and/or fluxes as the state variables. Higher fidelity PD models
may also be obtained by utilizing the finite-element analysis
(FEA)-based programs first for constructing detailed represen-
tation of the windings [74], [75].

2) Voltage-Behind-Reactance Model: As was mentioned in
Section III-B, the full-order models of either synchronous or in-
duction machines can be formulated in the VBR form (15) [50],
[76], [77]. In this formulation, the stator circuit is expressed in
terms of subtransient resistances/inductances in coordinates
using phase currents as the independent variables, and the rotor
subsystem is expressed in variables and coordinated using
flux linkages as the state variables. As a result, the equivalent
stator branches can be readily included into the external
circuit as depicted in Fig. 15, thus achieving a direct interface.
Unlike the interface depicted in Fig. 11, here the current-con-
trolled voltage sources are utilized to represent the stator sub-
transient voltages . This is easily achievable as it preserves
the voltage-input current-output structure of the external circuit
system as in Fig. 12(b). At the same time, the rotor state model
is formulated to have stator currents as inputs and the sub-
transient voltages as the output, thus forming a direct in-
terface. Depending on the interfacing requirements, the equiva-
lent stator branches can have a different structure for syn-
chronous machine [50], [65], [66] and for induction machine
[76], [77]. For example, due to the symmetry of induction ma-
chine, there may be several implementations of the VBR model
to account for possible connection of the stator windings (delta,
wye, grounded/ungrounded neutral, etc.). One implementation
[76, Sec. IV, VBR-III] results in constant and decoupled
branches (diagonal resistance and inductance matrices). There-
fore, interfacing machine models using this approach can be
easily carried out in various simulation tools, such as Matlab/
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Fig. 15. Interfacing induction machine model with an external circuit using
voltage-behind-reactance machine model formulation.

Fig. 16. Induction machine is fed from a voltage source with inductive
impedance. Artificial shunt resistors are used to interface the model.

Simulink, for non-real-time applications using SimPowerSys-
tems [77] as well as for real-time hardware-in-the-loop simula-
tions [65].

C. Case Studies With SV Programs

To demonstrate the interfacing methods described in this
section, a system composed of an induction motor, fed from
an inductive source with reactance , is considered here.
The corresponding circuit diagram is depicted in Fig. 16, where
the artificial snubber resistors required by the indirect
interfacing approach are also shown. The system’s parameters
are summarized in the Appendix for consistency. This simple
system is quite sufficient to demonstrate and explain the be-
havior of the underlying interfaces.

A no-load startup transient is considered here as this study
spans a wide range of operating conditions in terms of mechan-
ical and electrical variables. The time-domain responses of the
rotor phase current predicted by the considered models are
shown in Fig. 17. Other variables were consistent with previ-
ously published literature [76], [77] and are not included here
due to space considerations. The models with direct and indirect
interfaces have been implemented in Matlab/Simulink using the
ASMG and SimPowerSystems (SPS) toolboxes. In particular,
to obtain a reference solution, the VBR model was run with
a very small time step of 1 s. The built-in model of Sim-
PowerSystems is used here to demonstrate the indirect inter-
face requiring snubbers ( -SPS). The directly interfaced PD
model can be implemented by using either currents (PD- ) or
flux linkages (PD- ) as the state variables, respectively. These
two models have been implemented using the ASMG toolbox
which permits including branches with variable self and mutual
inductances and allows for the choice of state variables. The last
model with direct circuit interface is the VBR model that can
be easily implemented in either SimPowerSystems or ASMG,
yielding identical results [76], [77].

Fig. 17. Rotor current during startup transient as predicted by models with dif-
ferent interfacing methods.

TABLE II
MODEL EFFICIENCY COMPARISONS

To provide a fair comparison, the same solver, ODE15s, was
used for each model. To ensure smooth and accurate solutions
that approach the reference trajectory, the relative and absolute
error tolerances were set to , and the maximum and min-
imum time-step limits were set to and s, respec-
tively. As seen in Fig. 16, due to the inductance in the
source, the direct connection of the -SPS is not possible, thus
resulting in an indirect interface which requires snubbers .
To achieve acceptable accuracy and visibly the same results as
shown in Fig. 17, we used fairly large snubbers .

Assuming the same simulation accuracy for each model, the
numerical efficiency of the interfacing methods may be evalu-
ated by considering two factors: 1) the total number of integra-
tion steps taken to complete the study and 2) the computational
load/cost per time step. The studies were run on a personal com-
puter (Pentium 4, 2.66-GHz processor) using standard (not com-
piled, non-real-time) Simulink. The total CPU times, number of
integration steps, and CPU times per step required to complete
the study of Fig. 17 are summarized in Table II.

As can be observed in Table II, all models with a direct inter-
face performed similarly in terms of the number of time steps
taken (1732 to 2262). The longer CPU time required by the PD-
model is attributed to the rotor-position-dependent inductance
matrix and its time derivative in (19), which is more costly than
(18). The VBR model does not have any variable inductances
and is therefore the fastest. At the same time, the -SPS took
about five times more integration steps (10 015) to satisfy the
same error tolerances.

To analyze the results of these studies, a fragment of the tran-
sient is shown in more detail in Fig. 18. The first property to
notice is that the models with direct interface took fairly large
time steps. Among these models, the results produced by VBR
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Fig. 18. Detailed view of the rotor current transient predicted by models with
different interfacing methods. The relative errors are calculated by considering
peak values at time � � 0.3243 s.

Fig. 19. Relative error and numerical stiffness for different values of the
snubber circuit in the indirect interfacing method.

and PD- models appear to be close to the reference solution.
At the same time, the -SPS not only required significantly
more steps but it also converged to a different solution than the
reference. This phenomenon is consistent with the fact that due
to snubbers, the stator current (and, therefore, rotor current as
well) will be somewhat different compared to the models that
do not have such snubbers.

The effect of varying the snubbers is further investigated in
Figs. 19 and 20. Here, the same simulation study was conducted
again several times using the indirectly interfaced -SPS model
with the snubber resistance changed in the range from 10 to 100
000 , respectively. Fig. 19 (left vertical axis) shows the relative
error of the rotor phase current . Similar to the studies in
Section III-C, this error was calculated by considering the peak
values at a given time instance (e.g., 0.3243 s) shown in
Fig. 18. As can be seen in Figs. 18 and 19, the 1000 snubber
resistance results in a relative error of about 0.1%, which may
be considered acceptable for many applications. If needed, this
error can be reduced even further by increasing the value of the

Fig. 20. Number of integration time steps taken to complete the 0.6-s study for
different values of the snubber circuits in the indirect interfacing method.

snubbers, for example, to 10 000 or 100 000 , which may
appear as a good option. However, one has to be aware of the
potential challenges introduced by the snubber approach.

In general, adding the snubbers introduces the new current
loops into the circuit and changes the state-space model by
adding the associated dynamic modes. When the snubber
resistors are made very large, the eigenvalues associated with
these dynamic modes also become very large. This phenom-
enon is shown in Fig. 19 (right vertical axis). These very large
eigenvalues contribute to the numerical stiffness of the system.
As can be observed here, the additional 1000 snubbers
introduced the eigenvalues on the order of to the system
that was otherwise non-stiff. The consequence of numerical
stiffness is that the ODE solver would generally require smaller
time steps in order to satisfy the needed tolerances. This effect
is demonstrated in Fig. 20, which shows the number of integra-
tion time steps taken to complete the same study for different
values of the snubbers. This also explains why the -SPS
model required significantly more time steps as summarized in
Table II and can be clearly seen in Fig. 18.

V. CONCLUSION

This paper gives an overview of the interfacing methods that
are available and used for implementing the existing models of
rotating electrical machines in the commonly used simulation
programs. We first discuss the machine models and their inter-
facing approaches that are applicable to the EMTP-type pro-
grams that are based on discretization of the circuit elements
and subsequent solution of the nodal equations. Both indirect
and direct interfacing approaches are demonstrated on an ex-
ample system with one synchronous machine using a number of
available models and EMTP software versions. It is suggested
that machine models with indirect interface should be used with
care especially for time steps larger than 100 to 200 s, that is,
when their accuracy may start to deteriorate.

The methods of interfacing the machine models in state-vari-
able-based simulation programs can also be classified as direct
and indirect. Similar to the EMTP, the direct interfacing of ma-
chine models offers better numerical accuracy and can be used
with much larger time-step sizes. In many cases, the direct in-
terfacing may be achieved either by appropriately formulating
the systems equations or by using more contemporary machine
models (i.e., PD and/or VBR). The indirect interfacing that is
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achieved using artificial snubbers is a simple but yet very prac-
tical way of interconnecting otherwise input-output incompat-
ible subsystems (i.e., the machine model and the external cir-
cuit-system). When the machine model and the external circuit
can form input-output compatible subsystems, interfacing them
using a time-step relaxation and solving the machine model sep-
arately, is another simple method of interconnecting the ma-
chine models. When these approaches are used, one should be
aware of a potential deviation of the solution trajectory, impact
on the numerical stiffness of the system, and restrictions on the
step size.

APPENDIX

Synchronous machine parameters [3]: Steam turbine gener-
ator, 835 MVA, 26 kV, 0.85 pf, 2 poles, 3600 r/min

Induction machine parameters [3]: 3-HP, 220 V, 1710 r/min,
4 poles, 60-Hz,

kg m

Source reactance source
Snubber resistance
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