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Abstract

Differential and total cross sections for inclusive '2C(v,pp)X reactions have been mea-
sured for tagged photons in the range 187 MeV < E, < 227 MeV, using the Saskatchewan-
Alberta Large Acceptance Detector. The large angular acceptance of the detector
allowed the first measurement of non-coplanar pp emission. The minimum proton en-
ergy detectable was 28 MeV" at @ = 90°. The cross sections obtained are compared to the
calculation of Carrasco et al. [Ca94]. Reasonable agreement is obtained for the shapes
of the cross sections but the calcuiated total cross section is 3.9 times larger than the
data. Cuts are applied in an attempt to isolate the different mechanisms contributing
to the inclusive 12C(y,pp)X cross section. The expected contribution from quasi-free

p-p absorption is found to be suppressed.
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Chapter 1

Introduction

1.1 Motivation

The photon is well suited to the investigation of nuclear structure. The theory of
electro-magnetic interactions is well understood. Compared to hadronic interactions,
photonuclear reaction cross cctions are small, approximately 1/100 of similar hadronic
reactions. Although this makes photonuclear reactions difficult to observe, it can also be
an advantage. Whereas a 160 MeV pion would have a mean free path of A ~ 0.5 fermi
in nuclear matter [EK80], a 300 MeV photon has A = 150 fermi [Jo93] . The pion is
therefore absorbed quickly near the surface of a typical nucleus while photons illumi-
nate the nuclear volume uniformly even for the largest nuclei (9 fermi in radius). The
photon can therefore probe deeply into the nucleus but produces very small reaction
cross sections. Recent advances in accelerators and detectors have greatly increased the
possibility for the study of photonuclear cross sections.

A new generation of high duty factor accelerators has begun to come on line which
greatly increase the usable photon flux. Pulse stretcher rings can be used to boost the
typical 1% duty factor of an electron Linac up to almost 100%. Random background
and detec.sr dead times are thereby reduced by spreading the photon flux over time.
Early photonuclear experiments using bremsstrahlung beams suffered from both the
difficulty of determining the beam flux and the lack of a well defined beam energy. The

advent of photon taggers in the late 1970’s provided a precise energy for the incident
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photon beam as well as a reliable flux measurement for normalization. Finally. the
last few years has seen the emergence of large solid angle detectors with close to 47
coverage. The Saskatchewan-Alberta Large Acceptance Detector (SALAD) used in this
experiment provides a geometric acceptance of 95% with reasonable detector thresholds.
[t is described in detail in section 2.4. Cross sections as small as a few pb can be
measured for a large range of angles. Large acceptance detectors also make possible
coincidence experiments which provide the exclusive data needed to constrain theoretical
models of photonuclear interactions.

Since the 1950's, theorists have tried to extract information on nuclear structure
and interactions inside the nucleus from inclusive (7,N) and (7, %) experiments. Unfor-
tunately it is difficult to separate contributions from different reaction mechanisms and
the distortions of final state interactions without more experimental information. Co-
incidence measurements of (7,2N) and (5.7 N) reactions on nuclei would help separate
these reaction channels and determine their theoretical importance.

Early on, the photoemission of nucleons was recognized as a potential probe of the
short range nucleon-nucleon potential. If a single nucleon absorbs a photon, the energy
momentum mismatch places the nucleon far off-shell. Consequently the off-shell nucleon
must interact with other nucleons quickly to share the photon’s energy. For a 200 MeV
photon incident on a nucleon at rest, the momentum mismatch is roughly 450 MeV/c.
The uncertainty principle gives Az = 2h/Ap = 0.9 fermi as the range of the off-shell
nucleon. This matches the typical inter-nucleon spacing in nuclear matter; hence only
neighbouring nucleons at very short distances are selected. These correlated nucleon
pairs provide information on the short range N-N potential which is not understood
as well as the long range, one pion cxchange potential (OPE). Only with the recent
advances in accelerators and detectors can such (7,2N) experiments be performed with

reasonable statistical accuracy.

1.2 Early Work on Photon Absorption in Nuclei

Early interest in photon induced reactions on nuclei centred around the description of

the collective nuclear excitations of the giant dipole resonance. As beam energies in-



creased nucleon photoemission and photopion production became tools to study nuclear

structure.

1.2.1 Nucleon Photoemission

The deuteron, as the only two-nucleon bound state, has iong been used as a testing
ground for nucleon-nucleon potential models. As data at higher photon energies become
available, theorists adapted their simple models to include contributions from meson
exchange currents and nucleon resonances such as the A(1232) [Ar90]. Due to its small
binding energy, the average nucleon-nucleon separation in the deuteron is roughly twice
the mean N-N separation in larger nuclei. To probe the short range N-N potential then,

it is necessary to abandon the simplicity of the deuteron f » more complex nuclei.

Building on their knowledge of deuteron photodisiutegration, theorists attempted
to describe photon absorption in heavier nuclei as a sum of quasi-free two nucleon
absorption. The quasi - deuteron model of Levinger [Le51] works surprisingly well given
the difference in nucleon densities for deuterium compared to nuclear matter. Only
neutron- proton pairs are considered since p-p and n-n pairs have no electric dipole

moment. The total cross section for A(y,pn)A — 2 is calculated as,

NZ
a(’y,pn):L—A—-ad, (1.1)

where o, is the deuteron cross section and the Levinger constant, L, is a parameter which
accounts for differences in nuclear density. Typical values for medium nuclei range from

= 3 to L = 4. The quasi-deuteron model gives a good description of photoemission
of protons for a wide range of A and photon energy, including the region of the A
resonance. This success is in some sense disappointing. The strength of the quasi-free
dipole absorption swamps weaker processes which are more sensitive to nuclear structure

effects.
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Figure 1.1: Contributions to photon absorption on N-N pairs.

1.3 Current Status

1.3.1 Multi-Nucleon Photoemission

Most A(y ,NN)X experiments have concentrated on A(y ,np)X pairsand a quasi-deuteron
model description. Cross sections for A(y ,pp)¥ are roughly an order of magnitude

smaller. This is explained in the quasi-deuteron framework by the fact that a proton-

proton pair has no eleciric dipole moment. Therefore, absorption of the photon must

proceed via weaker quadrupole absorption or some more complex mechanism.

An equivalent explanation is given in terms of meson exchange currents. All the
diagrams of figure 1.1 contribute to the absorption ot photons on n-p pairs but only the
weaker neutral pion exchange diagrams (c), contribute to photon absorption by p-p or
n-n pairs.

Little data exist for A(y ,pp)X reactions near the A resonance. Kanazawa [Ka87],
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measured A(y ,px)X w  x=x.p,nfor 'H, ?H. ®Be, *C and 'O targets. Tagged
photons in the range . MeV < E, < 420 Me\ were used. Arends [Ar80] also mea-
sured A(y ,px)X with x =7, p, n but only for '2C. Tagged photons in the range
135 MeV < E, < 455 MeV', were used.

Since dipole absorption is not allowed for A(y,pp) X, the following mechanisms may

be evident:
1. Quadrupole and higher order multipole absorption,
2. A(y,np)X followed by nucleon-nucleon rescattering,
3. Real pion production followed by = absorption on a 2N pair.

The first of these, quadrupole absorption, should be at least an order of magn:iude
weaker than the electric dipole strength. Estimates of the ratio of o (py)/a(np) in copla-
nar kinematics run from 0.04 to 0.15 in the A regic» rAr80, Ka87] hence quadrupole
absorption may provide at least some of the needed p-p strength. Anguiar correlation
information should aid in identifying quadrupole absorption.

Rescattering is a serious concern. Both the pion and nucleon interact strongly with
nucleons. N-N scattering data predict a mean free path of Ay =~ 1 fermi for nucleons
inside a nucleus. This has long been a concern for A(mw, NN)X reactions [We90], but
recent experiments [Sc80, Na81, Fa81] have established that nucleon rescattering effects
are much smaller than expected. A mean free path of Ay =~ 5 fermi fits the data best.
This value is supported by recent (e,e’p) measurements [Ga92]. The effect of Pauli
blocking in nuclei accounts for this suppression of rescattering by limiting nucleon final
states. The same effect is seen in experiments on A(m, NN)X reactions. Calculations
including nucleon re-scattering reproduce the data well. These results can be applied
to calculating the effect of rescattering in induced reactions as well. Indications are
that the ‘n-p absorption + rescattering’ and ‘pion production + reabsorption’ processes
contribute significantly but do not dominate the A(y ,pp)X cross sections. An important
exception are the Migdal - Watson type final state interactions between two emitted
nucleons with small relative momentum (soft F3I). "These produce strong enhancements

in all nucleon emission processes but are limited to small regions of phase space.



These first -hree mechanisms may not account for the complete Ay .NN)X cross
section, in whi h case other more interesting mechanisms may contribute significantly.

These includ .
4. Shoit-range N-N correlations,
5. A-N interactions,
6. three-bedy forces.

All three of these mechanisms represent a significant refinement or departure from the
presently accepted models of N-N interactions. A review of such existing models may
be found in any reasonably recent text on nuclear physics [FH74].

Short-range N-N correlations and the A-N interaction are really aspects of the same
mechanism. The long range part of the N-N interaction is adequately described by a
one pion exchange (OPE) model. Starting from a simple pseudoscalar-isovector field
describing pions, many of the features of the N-N potential emerge naturally [FH74].
At short range OPE s fail to describe the N-N potential and it is necessary to modify
the nuclear wave function by adding nucleon-nucleon correlation functions to restore
agreement with data. This phenomenological approach lumps together all parts of the
N-N potential which are not generated by OPE. Due to its large influence in the region
of the A resonance, the A-N interaction is often singled out from other short range
interactions.

Gottfried [Go58] factorized the A(7 , NN)X cross section into two parts,
0(21\7) = F(PF) G(va)9 (1.2)

where F depends only on the initial momentum distribution of the N-N pair in the
nucleus and G contains all the information about correlations. A recent paper shows
that equation 1.2 is stiil valid in the presence of meson exchange currents [Bo89] so that
even in the A resonance region, A(y , NN)X data should provide information about
N-N correlations.

The topic of three-body forces in nuclei has gathered much interest lately. The

definition of a three-body force can vary somewhat in different theoretical approaches

6



Figure 1.2: Example of a three-body nuclear force.

but it refers basically to processes like those in figure 1.2, which are not included in the
traditional single particle potential well or pairwise N-N interactions of the shell model.
These are small effects and require precise calculations of competing processes. Recent
7 absorption reactions on *~*He [Ba88, BaR9] have been interpreted as demonstrating
three-body force contributions but the results are not definitive. Verification awaits
higher statistics experiments with 47 detectors.

The large number of competing processes make detailed theoretical calculations
intractable. Qualitative agreement has been obtained with intra-nuclear cascade mod-
els (INC), which use a Monte Carlo technique to simulate all the interactions in the
nucleus [Car92). Detailed microscopic calculations of both A(y, 7 N)X and A(y ,NN)X
interactions are at an early stage. There is a need for coincidence experiments with
complete angular distributions, to disentangle the many possible reaction mechanisms.
Final state interactions of 7's and N’s can be calculated quite accurately. Experiments
to date have not yet found clear signatures of electric quadrupole absorption or strong
FSI contributions.

The combination of SALAD’s large acceptance and a tagged photon beam make it
possible for the first time to measure 12C(, pp)X with complete energy and angular
distributions; including previously unmeasured out of plane p-p coincidences. These

data should provide a much more stringent test of theoretical models of multi-nucleon
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en.ission than previous, inclusive A{7,N)X experiments. The aim is to clearly identify
the mechanisms responsible for multi-nucleon emission in nuclei. With an increase in
yield of three orders of magnitude, we can go beyond the simple mechanisms of nucleon
absorptior and pien production to search for subtler and more interesting physics in

the short range interactiun of nucleons within the nucleus.



Chapter 2

Experimental Set-up

2.1 The Experiment

This chapter describes an experiment performed at the Saskatchewan Accelerator Lab-
oratory on the campus of the University of Saskatchewan in Saskatoon. The data
was taken in June 1992 using the Saskatchewan-Alberta Large Acceptance Detector
(SALAD). The experiment used tagged photons in the range 187 MeV < E, < 227
MeV to measure inclusive 2C(q, pp)X cross sections. The equipment used to perform

this experiment is described in the following sections,

2.2 Photon Beam and SAL Tagger

2.2.1 Electron Beam and Pulse Stretcher Ring

The source of the beam for this experiment was the Saskatchewan Accelerator Labo-
ratory’s (SAL) electron Linear Accelerator (linac). It accelerates electrons through six
radio-frequency cavities to energies of up to 300 MeV. The beam is pulsed with a duty
factor of 0.03% . The electron flux is packed into pulses of 2.5 ps duration, limiting its
usefulness, for coincidence experiments. If the same flux of electrons could be spread
more evenly over time, detectcr dead time would be reduced. The rate of real tagged

events to random coincidences would also be improved as described in section 2.2.2 At
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SAL this increase in duty factor is achieved by injecting the linac heam into the EROS
(Electron Ring Of Saskatchewan) [Da89] pulse stretcher. The energy of the electron
beam is maintained in the ring by radio frequency cavities. The beam can tien be
slowly extracted from the g with theoretical duty factors near 100% . During the ex-
periment described here ERU5 lelivered an electron beam of 290 MeV with an average

duty factor of approxiinately 45% over 11 days.

2.2.2 Photon Tagger

Upon extraction from the pulse stretcher ring, the electron beam passes through a
115 um aluminum radiator producing bremsstrahlung photons. The beam enters the
field of the tagger magnet shown in figure 2.1. This dipole magnet momentum momen-
tum analyzes the interacting electrons at the tagger focal plane. The focal plane detector
consists of 63 thin plastic scintillators (3.2 mm thick) arranged in two overlapping rows.
A coincidence betwcen a front row scintillator and a back row scintillator defines an
electron hit in the tagger focal plane. This reduces backgrounds and photomuitiplier
dark current. The two rows of scintillators are offset by half a scintillator width such
that 62 tagger channels are defined by front-back coincidences.

The tagger magnet field is set such that only electrons which have undergone brems-
strahlung in the radiator are steered into the focai plane detector. Electrons which
preserve their full energy are steered to a shielded beam dump using a secondary dump
magnet (see figure 2.1).

The bremsstrahlung photons continue in the beam direction passing through a series
of collimators, a sweeping magnet and into the SALAD to initiate photonuclear reac-
tions. The coincidence of hits in the SALAD scintillators (an X-trigger) with a valid hit
in any tagger channel defines an event trigger. This ‘tags’ the photon’s energy which is
simply

E, = Eveam — Ee-, (2.1)

where Epcam is the original electron beam energy and E,- is the energy determined in
the focal plane. This is a great advantage over older experiments which used the entire

bremsstrahlung spectrum with an unknown photon energy. To normalize the yield of
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Figure 2.1: The SAL Photon Tagger and SALAD detector.
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such an experiment and calculate a cross section requires a precise measurement of the
complete photon flux and an accurate knowledge of the shape of the bremsstrahlung
spectrum. In a tagged photon experiment the normalization is simpler. Only photons
in the tagged range are used to trigger events. The sum of electron hits in the tagger
focal plane corrected for the the .xyaing efficiency provides the rnormalization. The
tagging efficiency is simply the number oi :agged photons in the detector over the
number of electrons detected in the focal plane with a background correction. The
tagging efficiency is measured using a lead glass Cerenkov detector to detect photons in
coincidence with electrons in the focal plane. The Cerenkov detector has been checked
with an electromagnetic interactions simulation and found to be ~ery near 100% efficient.
A background run is done with no radiator in the electron beam. The tagging efficiency

1S sim pl \4
Aﬁ AN
Y

€tag = T nry
$~ N.-— N!

(2.2)

where N, is the number of coincidences between the Cerenkov counter and the tagger
focal plane and N, is the total number of electrons detected in the focal plane. N
and N! are the same totals with no radiator present (background). The principal loss
of photons is due to collimation of the photon beam. These efficiency measurements
use very low intensity photon beams to avoid damaging the Cerenkov counter but the
tagging efficiency should have no dependence on the beam current. Tagging efficiency
measurements were made approximately every 24 hours during this experiment.

The tagged events will always include some fraction of accidental coincidences which
occur when an uncorrelated electron is detected in coincidence with a trigger in the
X-arm. Figure 2.2 shows a typical timing spectrum. The time to digital converter
(TDC) starts on a valid SALAD trigger and stops on a hit in the tagger focal plane. The
spectrum shows a sharp peak of true coincidences with an approximately flat background
of random coincidences. A random coincidence arises when a trigger in SALAD is
detected in coincidence with an uncorrelated electron in the tagger focal plane. Both
these events are proportional to the instantaneous electron beam flux hence the rate of
random coincidence events is proportional to the square of the primary electron beam

flux. In a true coincidence, both the photon and the associated electron are produced by
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Figure 2.2: Typical time difference between SAL tagger and SALAL detecior.

the same incident electron therefore the rate of true coincidences is directly proportional
to the primary electron beam flux. Therefore the ratio of true to accidental coincidences
increases in proportion to the duty factor for a given average flux.

During this experiment, the average beam flux was 2 x 106y / s for photons in the
tagged range 187 MeV < E; < 227 MeV. The SAL photon tagger is described in detail
by Vogt et al. [Vo93].

2.2.3 Collimators and Shielding

As it leaves the tagger magnet, the photon beam emerges from the vacuum of the beam
pipe into air (see fig 2.1). The exit window consists of 0.5 mm Al and 125 um of kapton.
The primary collimators are tapered lead blocks, 12.6 cm in length. The first collimator,
which defines the beam, had a diameter of 1.5 cm. It was positioned 187 cm downstream
of the radiator which gives a maximum beam divergence of approximately 0.0040 rad.
The photon beam then passes through a 2.0 cm diameter cleanup collimator, a dipole
sweeping magnet, a second cleanup collimator 3.0 cm in diameter and finally enters the
SALAD target. The diameter of the two cleanup collimators was chosen large enough

that it does not intercept the beam defined by the first collimator. The sweeping magnet
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was intended to deflect stray electrons from pair production or Compton scattering.
Tests with a field of 3.0 kG showed no reduction in background rates and the sweeping
magnet was not used during data taking.

Electrons from pair production by the primary photon beam cause considerable
background in the SALAD detector. This background originates from locations such
as the beam-pine exit-window, the edges of the c~llimators or target entry and exit
windows, where the photon beam passes through a dense material. {n order to shield
the detector from such photon beam related backgrounds, the the beam passes through
a small hole in two fixed lead walis which bracket the prim..ry collimators and sweeping
magnet (see figure 2.1).

Further downstream, electrons produced at the SALAD target entry window are
outside the tracking acceptance of the wire chambers but can still cause scintillator
triggers and raise leakage currents in the inner wire chambers. In order to ston these
electrons, a shielding collar was mounted on the target window flange (see fig 2.3). It
consisted of two concentric cylinders, each 26 cm in length. Both cylinders were 3.2 mm
thick with the inner being made of aluminum while the outer was lead. The shield was
short enough to remain outside the tracking acceptance of the wire chambers.

A potentially large source of background is the primary electron beam with a flux
approximately 103 times larger than the secondary photon beam. Two large lead shield-
ing walls (see figure 2.1) were placed to shield the SALAD detector from the primary

electron beam dump as well as any scattered electrons from the dump magnet.

2.3 The Target

A long thin-wailed cylindrical gas target cell was designed specifically for use with the
SALAD detector, shown in figure 2.1. The beam travels down the axis of the cylinder
which corresponds to the Z axis of the SALAD coordinate system. For experiments
requiring gas targets, the cell provides a large areal density which boosts the event rate.
At the same time particles produced in the target pass through a minimal amount of
material b ore passing into the detector, hence energy thresholds are kept low.

The wall of the target cell within the tracking acceptance is a light but strong tube
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Figure 2.3: Side view of the SALAD detector.

15



of epoxy impregnated carbon fibers with a thickness of only 0.51 mm. A mylar liner on
the iner surface provides the pressure seal. Sections of aluminum tubing are epoxied
to “oth ~nds of the carbon fiber. The aluminum tubes are threaded so that they can
be attached to end fittings; an aluminum dome at the downstream end and aluminum
flange at the upstream end. The beam enters the target through a 0.71 mm thick mylar

window mounted in the upstream flange.

Data for “He(.pD) and “He(y,pp) were taken simultaneously with the '*C data.
At the beginning of the run the target was filled with “He gas at 714 KPa pressure.
Diffusion and small leaks decreased the pressure to 657 kPa after 9 days of running.

The target temperature and pressure were continually monitored during data taking.

In addition to the helium gas, three solid polyethylene targets were mounted inside
the target cell. The three polyethylene disks had an average thickness of 1.58 £+ 0.01 mm
and a radius of approximately 30 mm. They were suspended, perpendicular to the beam,
near the centre of the detector approximately at 7 = 0. = 300 mm. The polyethylene
was JAYTREX 1000 which [Jo84] has a density of 0.944 +0.001 -%; and is 85.6%

carbon by weight.

2.4 SALAD Detector

2.4.1 Overview

SALAD was designed and built at the University of Alberta fur use in photonuclear
physics experiments. Its design and calibration are described by Cairns et al. [Cai92).
Figure 2.3 shows a side view of SALAD while idgure 2.4 shows a cross sectional end
view. At the centre of SALAD sits the target cell, described in the previous section.
As charged particles leave the target they pass through four concentric cylindrical wire
chambers which track them. Finally a calorimeter of plastic scintillators measures both
dE/dX and the total energy of the charged particles. SALAD’s large acceptance makes

it ideal for coincidence measurements.
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Figure 2.4: End view of the SALAD detector.
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2.4.2 The Wire Chambers

The SALAD wire chambers consist of four concentric cylinders with their common axis
along the beam direction. Each cylinder is subdivided into individual cells containing
one sense wire which is also parallel to the beam direction. Chambers 1 and 2 contain
36 cells each while chambers 3 and 4 have 72 cells each. Figure 2.5 shows the basic
construction of the chambers. The cylindrical walls which divide the wire chambers
provide the structural strength. They are made of polyurethane foam to reduce energy
loss. This design avoids the use of support rods which would introduce gaps in the
tracking acceptance. The foam is covered by a layer of graphite-coated kapton. The
dividing walls between cells are made of graphite-coated kapton. The wires are 5¢ pm
diameter Stabilohm 650 [Ca86). The cells in adjacent wire chambers are offset by half a
celi width (see fig 2.5). This resultsin a standard deviation of 2.6° in azimuthal tracking
angle (¢).

During operation the wire chambers are filled with a mixture of 70% isobutane and
30Y% argon and a voltage of - 3.5 to -3.8 kV is applied to the chamber cell walls. Under
these conditions the chamber operates in self-quenching-streamer mode [Br75, Al80, Ma8§]
which produces large gain with little proportionality while maintaining good position
resolution. The anode signal from each end of each wire is fed to a separate amplifier
and ADC.

The Z position along a wire is determined by charge division. If the amplifier gains
and input impedances at the two ends of the wire were exactly matched, the Z position

would be directly proportional to the charge difference / sum, defined by

Ay — Ay

where A, and A, are the ADC values for the upstream and downstream ends of the wire,
respectively. Small differences in gain lead to a small correction proportional to AQ?,
while variations in input impedance lead to an offset. Hence in SALAD, we calculate

the position of a hit along a wire as
Z = Lo + Ll X AQ + L2 X AQz (24)
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The wire chambers are calibrated using the two 3*Fe sources. The sources emit x-
rays collimated to a 1 mm spot size; one pointing inward toward chambers 1 and 2, the
other outward toward chambers 3 and 4. The chambers register the electrons produced
by photoabsorption and Compton scattering. Data is generally taken with the sources at
geven known Z positions and the parameters Lo, Ly and L, are determined by fitting the
AQ values. The upstream and downstream preamplifiers are carefully matched so that
Lo and L, are small. Before data taking the wire chamber high voltage is optimized to
give large charge deposition while maintaining resonable leakage currents (< 100 pA).

The procedure is repeated at intervals during data taking to ensure the consistency of
the calibration.

Figure 2.6 shows a typical calibration spectrum with the source at the centre of the
wire (Z = 0). The peak has a full width at half maximum (FWHM) of 2.8 mm which
includes the position resolution plus approximately 1.0 mm due to collimation of the
source. The width of the peak broadens toward the ends of the wire (Z = £ 450 mm) as
the signal is attenuated for the end furthest from the hit. Overall the standard deviation
for Z position determination varies from 1.2 mm to 2.5 mm near the wire ends. Wire
chamber information is combined to calculate the scattering angle (6) of a particle track.
The polar tracking resolution of SALAD is plotted in figure 2.7.
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Figure 2.7: Theta resolution of SALAD tracking.

2.4.3 The Calorimeter

The calorimeter as shown in figure 2.4 consists of 24 AE - E scintillator telescopes. Each
pair is made up of a 3.2 mm thick AE scintillator and 2 12.8 cm thick E scintillator.
The telescopes are tapered to fit together to form a barrel calorimeter which covers 360°
in ¢. The scintillator bars are 1.83 m long with a photomultiplier tube at both ends.
During an experiment, the calorimeter information provides the trigger for SALAD.

The details of the trigger electronics are discussed in section 2.5. The segmentation of
the calorimeter allows SALAD to trigger on multi-body final states.

2.4.3.1 Energy measurement

The scintillator tube gains were originally dztermined during the SALAD calibration
run at TRIUMF [La89, Cai92], using p-p scattering data. During the same experiment,
cosmic ray data were collected with the proton beam off. Using the known gains, the
stopping power distribution for cosmic rays was determined. This allows SALAD to be
re-calibrated at any time using cosmic ray datx without the need for a proton beam.

At the beginning of an experiment the scintillator gains are determined from cosmic
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data. The photomuitiplier tube voltages are then adjusted and more cosmic data ac-
quired. The iterations continue until the scintillator gains are approximately matched.
In the analysis of data, a separate gain value is used for each individual phototube;
hence variations in gain among the 24 E - A E telescopes are corrected. Likewise in the
Monte Carlo simulation of SALAD, variations in individual scintillator thresholds are
correctly modeled by using separate gain values for each scintillator. Therefore, exact
gain matching is not required. Measuring a kinematically overdetermined reaction, such
as D(7,p)n or *He(~,pd), allows an independent check on the gains calculated from cos-
mics. Cosmic data is acquired at regular intervals during an experiment to determine

the variation of the scintillator gains.

The energy resolution of the SALAD scintillators as a function of particle energy
was determined in a previous SALAD experiment. Data for the kinematically overde-
termined reaction 3He(7,pd) were used to produce figure 2.8, which shows the variation
of energy resolution with particle energy for both E and AE scintillators. Data for both
protons and deuterons are plotted together and fit to the form o(E) = A+ B VE.
The agreement is excellent and the fit was used to model the energy resolution in the
SALAD Monte Carlo. Once the Monte Carlo simulation can correctly reproduce the
resolitions of the E and AE scintillators, we can combine these effects to model the
overall resolution in reconstructed particle vertex energy. The error in proton vertex
energy is histogrammed in figure 2.9 as calculated by taking the difference between the
exact vertex energy of the generated Monte Carlo event and the energy reconstructed

by analyzing the simulated data.

As a particle stops in a scintillator, its stopping power becomes large which can
cause saturation of the scintillator. The scintillator light outputs are corrected for this

saturation effect using the parameterization of Wright [Wr53].

Another correction to particle energies results from nuclear reaction losses in the
scintillators. Particles which are absorbed by nuclei before stopping do not deposit
their full energy in the scintillator which can lead to misidentification of the particle
type or reaction kinematics. The loss of such events must be included in the calculation
of detector efficiency. The GEANT hadronic interactions package, GHEISHA [Ca87],
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Figure 2.9: The error in proton vertex energy as modeled by the Monte Carlo simulation
of SALAD. Data for 35,153 protons with the phase space distribution described in

section 3.3.3.1, are displayed.The standard deviation is 0 = 6.3 MeV.

was used to model these processes and calculate the observed energy as a function of
the actual incident proton energy. The effect of scintillator reaction losses was included

in the Monte Carlo simulation used to determine the efficiency of the SALAD detector

(see section 3.3.3).

If a proton with vertex energy exceeding 136 MeV strikes the scintillators at normal
incidence, it will pass through the E scintillator without stopping and ‘punch through’.
This upper limit on kinetic energy varies with particle type and the angle of the track
through SALAD. For the kinematic conditions of the 2C(v,pp)X experiment, punch
through cannot occur. Figure 2.10 summarizes the upper and lower detection thresholds

for protons in SALAD.

Energy losses suffered in passing through the target and wire chambers mean that
some low energy particles fall below the detection threshold in the E and AE scintillators

and are lost. The following section gives the details of how these thresholds are applied

and how they are used in forming event triggers.
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Figure 2.10: Limits on proton energies detectable in SALAD as a function of energy
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2.5 Trigger Electronics and Thresholds

A schematic of the SALAD trigger electronics is shown in figure 2.11. For data taking,
the trigger is determined solely from the calorimeter output with the wire chamber
information being ignored. Each of the 96 scintillator photomultiplier tubes has three
avalog ouviputs. The first is sent through a delay to a LeCroy 1882 Fastbus ADC.
The y2meining two are used in the trigger logic. Two independent trigger circuits
are 2»zilable and can be used alone or in coincidence. One circuit takes the analog
MY outpuw axd converts all 96 outputs to an individual timing signal with a rise
time compens .ted {RTC) discriminator. The 96 discriminator outputs are fed into 24
four-foid ce, idencr. units. Each unit receives the four signals from a single AE - E
telescipe. *uy ombination of the four signals, upstream E, downstream E, upstream
4E, anu coastrean: oA E may be selected with the coincidence unit to give flexibility in
formisg be trigyr The energy threshold is effectively lowered by not requiring energy
deposition in the E scintillators. The simple AE threshold rejects electrons with their

lower stopping power, b.:t alone it cannot cleanly separate protons and electrons.

The discriminator onipu: is also fed to scalers, a TDC, and a pattern generator.
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The TDC's give limited Z position inforr.ation on scintillator hits while the pattern
generator records which scintillators satisfied the thresholds in a valid trigger.
The second trigger circuit, referred to as the sum threshold trigger, rejects back-

ground electrons by cutting on the sum of E and AE ADC's. The condition is
AE,+ (-in) X E, > b. (2.5)

where AE, is the sum of up and downstreara AE ADC’s and E, is the E scintillator sum.
The slope (-m) is fixed by the ratio of E to AE gains and by the relative attenuation in
the phototube signal splitters. The sum is accomplished by feeding the PMT outputs
into 24 LeCroy 428F Fan in/Fan out modules which sum the four analog signals from
upstream and downstream E and AE PMT’s on a single telescc.pe. This analog sum
output is then fed to one of 24 RTC discriminators which outp: a logic pulse. The
discriminator threshold can be varied to adjust the ‘b’ parameter in equation 2.5.

For particles at normal incidence this would eliminate all electrons which populate
the bottom corner of a dE/dx vs E plot. In SALAD, particles enter the scintillators at
a wide range of angles. This leads to a large variation in their path length through the
AE scintillator. Figure 2.12 a) shows a plot of E ADC sum versus A E ADC sum. The
sum threshold is clearly visible. Using tracking information from the wire chambers we
can determine the different path lengths through the AE scintillators to produce the
proper dE/dx vs E plot shown in 2.12'b). The sum threshold is no longer sharp in the
stopping power plot due to the vari = » in AE path length. In analyzing the data,
stopping power information is used in ¢ .i.junction with other measured quantities to
identify pions, protons and deuterons.

Once discriminator thresholds have been applied to both the AE and sum threshold
signals, the two trigger circuits follow parallel but identical paths. The 24 logic pulses
enter a multiplicity logic unit (MLU) with a selectable multiplicity of 1 to 4 telescopes.
When the number of telescopes meets or exceeds the requested multiplicity the MLU
output signifies a valid trigger. In the present experiment, both trigger circuits were
used in coincidence. A coincidence was formed between the MLU outputs for the two
trigger circuits and the output sent to the Master Gate module. Upon receiving a valid

trigger signal the Master Gate sends a gate signal to the ADC’s and a start signal to the
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TDC’s to begin conversion. It also interrogates the tagger electronics to see if a photon
has been tagged in coincidence. If no photon coincidence exists the event processing is
stopped with a fast clear and new triggers may be accepted by the Master Gate.

The resulting trigger requirement in the present experiment was 2 2 AE signals
above and > 2 telescopes for which the sum of the E and AE signals is above an-
other threshold. The effect of the trigger is demonstrated in figure 2.12. Valid events
were written to tape by a VME processor under the control of the LUCID [Lu91)} data
acquisition system.

In addition the Master Gate accepts valid triggers for pedestal type and target status
type events. These are triggered by the data acquisition software at regular intervals
and used to monitor the ADC pedestal values and the SALAD target temperature and

pressure, respectively.
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Chapter 3

Data Analysis

3.1 Calibrations

3.1.1 ADC Pedestals

SALAD's 528 Fastbus ADC’s have 4096 channels each. Even with no input signal they
produce a small output signal or pedestal. Before any data taking run an estimate of
these ADC pedestals is downloaded to the acquisition computer so that they can be
subtracted from the ADC value during readout. In this way output can be compressed
by storing only ADC values which exceed a small threshold (30 channels above pedestal
for the present run). Variations in the ALIC pedestals could cause small errors in the
ADC values recorded. For the wire chamber ADC’s, this could lead to serious errors in
track reconstruction when the data are analyzed. The ADC pedestals are monitored to
check their stability.

The ADC pedestal values can be measured by simply reading out all ADC’s several
thousand times with no beam on and pedestal subtraction disabled. Such a pedestal
data run determines the downloaded pedestals to use during a subsequent data taking
run. In addition, during data taking runs, pedestal events are recorded to check for
variations of the pedestal over time. Pedestal shifts are less than one channel over a 24
hour period. Over a period of three weeks, shifts of 2 to 10 channels are observed. The

effect of this shift on wire chamber tracking is difficult to quantify. A test was conducted
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ADC pedestal used | 2 or more tracks | 12C(7.pX) candidates
from a vertex X=p 7
JN =247 VN =45
online 61,149 2022
offline { 61,024 2005

Table 3.1: Effect of ADC pedestal variations on event reconstruction.

in which a single data run (approx. 1 million events) was analyzed with the two different
sets of ADC pedestal values. The results, in table 3.1, show that the analysis is not very
sensitive to small variations in the pedestal values. The offline pedestals were therefore
used for all runs up to this level of skimming. The crucial test is that an appreciable
number of candidate events is not lost in making this approximation. Table 3.1 shows
(hat the systematic error is small compared to the statistical error. The misidentification
is more significant, when we try to separate the A(y,pp)X and A(5,pm)X events using
stopping power information. Hence when making this separation in the third skim pass,
the more accurate online pedestal values are used. The details of the cuts made in each

skim pass are discussed in section 3.2.

3.1.2 Wire Chamber Calibration

The calculation of z position from charge division along the wires was described in
section 2.4.2. The position of the calibration source is verified by feedback. The source
is collimated to a width of 1 mm at the wire positions.

Analysis of wire chamber source data yields a histogram of

up 7 Qdown
AQ = 2 ———"— 3.1
Q Qup + Qdown ( )

for each of the 216 wires. A single such histogram is shown in figure 2.6. A simple
program then sorts through these histograms and determines the centroid and the width
of the AQ peak. The error in the centroid is taken to be §(AQ) = a/V/N where o is
the stand«rd deviation of the peak and N is the number of counts it contains.

Occasionally, a AQ spectrur contains a second peak in addition to the true peak
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Wire Chamber Wires

13
15,19, 23
5, 27, 39, 40, 61
9, 23, 24, 40, 41, 12, 59, 71

Wi

Table 3.2: Wires excluded from analysis of SALAD data due to spurious hits.

corresponding to the source position. The false second peak is caused by hits close
to one end of a wire where the charge from the near end overflowed the ADC. These
false peaks are eliminated when a limit on maximum charge at a wire end is imposed.
Unfortunately this was not discovered until after the initial data reduction passes were
complete. In order to avoid the spurious wire chamber hits, the affected wires were
excluded from the analysis. Table 3.2 lists the 17 wires which were omitted from this
analysis. This produces a small decrease in the geometrical acceptance of SALAD.
The decrease is easily determined by turning the same wires off in the Monte Carlo
simulation used to calculate SALAD's efficiency.

Figure 3.1 shows a plot of the known Z position of the radioactive source versus AQ,
for a typical wire. The plot actually shows data from two different source calibration
runs, taken 4 days apart. We sez that they agree well, confirming that the calibrations
did not vary greatly over time. The wire chamber calibration parameters, Lo, L, and
L., used to analyze the present data were determined by averaging these two calibration

runs (calibration A). The function
Z=Lo+ L xAQ+ Ly X AQA, (3.2)

was fit to the data using a chi-squared minimization technique. The errors  6(AQ) in
the centroid positions were used to weight the fit. The resulting fit is the solid curve in
figure 3.1.

A third calibration run was taken 5 days after the end of the 12C/4He data taking.
This run was fit separately (calibration B) and compared to calibration A to determine

the systematic error in finding tracks, due to error in the calibration parameters. The
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average value of 3.6

WC Calibration used | 12C(v,pp) candidates
VN=5 |
A 2842
B 2804

Table 3.3: Effect of WC calibration parameters on event reconstruction.
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critical test of the wire calibrations is the ability to reconstruct the tracks from candidate
events. In order to test the sensitivity of the data analysis to the wire calibration
parameters, a single data run was analyzed from tape first using calibration A and then
B. The difference in the number of candidate events identified by these two analyses is

given in table 3.3 .

3.1.3 Scintillator Gain Determination

The photomultiplier tube gains for the SALAD scintillators can be determined by ana-
lyzing the passage of cosmic rays through SALAD, as described in section 2.4.3.1. The
cosmic events are collected with the beam off and no coincidence with the tagger re-
quired. The trigger is satisfied if two of the large E scintillators are above threshold as
a single cosmic ray will deposit energy both as it enters and leaves SALAD.

When the data is analyzed, the SALAD track reconstruction algorithm looks for
tracks which pass through the gas target cell. A single cosmic ray then creates two
collinear tracks as it enters and exits target cell. After eliminating events with fewer
than two distinct tracks, three cuts are made to isolate true cosmic ray tracks.

In SALAD's polar coordinate system, the difference in ¢ angle of the two tracks must
be 180° with a small distribution due to finite resolution. Figure 3.2 a) shows a histogram
of (¢ difference - 180°) for events with two tracks and the cut, | A(¢) — 180° | < 15°,
applied.

The opening angle is the angle between the two tracks, for coplanar tracks it is
approximately 6, + 2. Figure 3.2 b) plots (6, + 8, — 180°) and shows the cut applied
to select good cosmic events.

Finally the two tracks will not meet exactly due to tracking resolutions but the
closest approach of the two tracks (minimum distance between tracks) should be close
to zero. Figure 3.2 c) shows the minimum distance distribution and the cut placed at
30 mm. Events passing these three cuts are taken as good cosmic ray events.

The phototube gains were determined during the SALAD commissioning run at
TRIUMF by measuring the angles of p-p scattering events. Using these gains the

effective energy deposition of cosmic rays was calculated to be 2.10 MeV/cm. Using
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35



this known dE/dx value, the phototube gains can be determined for any future SALAD
experiment. SALAD’s tracking information allows us to calculate the path length of
cosmic rays through the E and AE scintillators. Combining this with the known dE/dx
value, we can calculate the energy deposited in the E and AE scintillators. The tube

gain is then:

x exp [Z/ ], (3.3)

gain =

where the factor exp[Z/A] accounts for attenuation in the scintillator material. This
dependence of the gain on the attenuation length A can be eliminated by combin-
ing information from the upstream and downstream phototubes on a single scintilla-

tor bar. If we calculate the geometric mean of upstream and downstream phototube

gains as gaiNmean = \/9aiNyp X §aiNgn. Then, 9ainmeasn contains an exponential factor
exp [(Zup + Z4,)/A) which is a constant since Z,, + Zan = L, the length of the scintil-
lator bar. This constant can then be absorned into the gainmeqsn value and the energy

deposited in a scintillator is simply,

ADC,, x ADCyn i
Edepoaited = \/7 P ) d . (34)

9aiMyean

The gain for a scintillator is calculated for each cosmic event and shown in the
histogram of figure 3.3. The large E scintillator bars give a fairly gaussian distribution
of energy loss with a well defined mean to use as the gain. The flat background of
events with gains smaller than the peak value is not well understood. It may be due
to particles which strike a corner of the large E scintillator and deposit less than their
full energy. The thinner AE scintillators display a Landau distribution of energy loss
which skews the most probable energy loss to lower values. Figure 3.3 b) demonstrates
how this skews the AE gain distribution as well. Using the mean value of the gain
distribution rather than the most probable gives the best estimate of the AE gain.

Six separate cosmic data runs were taken over the four week run. Scintillator gains
have been determined from each of these calibration runs to check the consistency of
the gain values. Figure 3.4 shows a plot of gain versus time for two typical scintillators.
A steady decrease in gain value over time is immediately apparent. The phototube

voitages were kept constant over this time. The rate of decrease varies from scintillator
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Figure 3.3: Histogram of scintillator detector gain calculated from cosmic ray data.
Figure (a) shows an E scintillator spectrum with 6,212 counts. Figure (b) shows a AE

scintillator spectrum with 20,827 counts.

37



18.5

17.5 -

16.5

15.5 - : ‘ :
0 8 16 24 32

Time (days)

Gain (channels/MeV)

160 : , .

I '
185 - T -
150 !

145 t

Gain (channels/MeV)

0 8 16 2;1 32
Time (days)

Figure 3.4: Plot of scintillator gain versus time for a) a typical E scintillator and b) a
typical AE scintillator. The data points are calibration runs, the solid line is the linear

fit.

38



Analysis Percentage of raw Events
Pass Passing Cut

PASS 1: > 2 tracks 29%

PASS 2: > 2 tracks from a vertex 2.9% |

Table 3.4: Fraction of events satisfying each analysis pass.

to scintillator with some gains almost constant with time. The change scems to affect
E and AE scintillators equally. Over the period of ?C/*He data taking (day 15 to day
26 of figure 3.4), the cumulative gain change is tvpically 5 to 8% and therefore cannot
be ignored.

The gain of each scintillator was fit by a function,
gain=go+ h t, (3.5)

with t the time in days. Figure 3.4 shows the excellent agreement between the calibration
points and the linear fit. When data are analyzed, the 48 go and g, values arc used
to calculate the gain at the beginning of each run. Over a 100 minute run the gain

variation is negligible.

3.2 Cuts Applied

3.2.1 Tracking and Vertex Identification

In the first analysis pass of the 12C/%He data set, only wire chamber information was
used in selecting good events. Events in which two or more tracks originate from the
target, were kept at this level of the analysis. Table 3.4 shows the fraction of events
which satisfied this condition.

The track reconstruction algorithm first looks for hits in the wire chambers. A valid
hit requires a non-zero ADC value at both ends of a wire and also requires that the sum
of these ADC values (after pedestal subtraction) satisfy a minimum threshold. If hits
are present in both inner (chambers 1 or 2) and outer (chambers 3 or 4) wire chamb s

track reconstruction is attempted.
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The track finding algorithm starts the search for hits in the outermost chambers,
which have the lowest count rate. When a hit is found in chamber 3 or chamber 4, the
nearby celis in the other three chambers are searched. Only nearby cells could produce
tracks which pass through or near the target. If two hits in adjacent chambers are
separated by more than 200 mm in Z position, they are _onsidered uncorrelated and the
search for hits continues. If two or more correlated hits are found with at least one inner
chamber hit and one outer chamber hit, a track is fit shrough the hit positions and a
residual is calculated. The residual is the average distance of closest approach between
the track and the hit positions. For two hit tracks, a residual cannot be calculated hence
a large residual value is arbitrarily assigned ensuring that three and four hit tracks are

given higher priority.

When the search is complete all possible tracks through the wire chamber hits have
been constructed and sorted by va “:sicual. At this stage tracks may share the same
wire hit. The final step is to sort through the candidate tracks starting with the smallest
residual vaiu~, As good tracks are selected, any candidate tracks which share wire hits
with a good track are .+ . In this way a large number of candidate tracks is reduced
to a few good traci: . = 'mple, two adjacent cells fired in the same chamber,
a candidate track woula v .nstructed thr ugh each of them (provided sufficient hits
were present in other chambers). The candida with the smallest residual value is kept

as a good track and the other track is rejected.

Table 3.4 shows the distribution of track multiplicities for a typical data run. A
little over one third of events have no tracks. Since the scintillator bars are longer than
the wire chambers, it is sensible that many events satisfy the trigger requirement of two
scintillator hits but show one or zero tracks in the wire chambers. Two thirds of the raw
data are eliminated by keeping only those events with two or more tracks. Still, many
events may contain two unrelated tracks which are widely separated. In the second step
of the analysis (PASS 2), these events are cut by requiring that at least two tracks share

a common origin or vertez, within the SALAD target.

Tracking resolution effects mean that two correlated tracks may not meet at a point.

Instead, we calculate the minimum distance of approach for the tracks. For a two track
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Track Multiplicity | Number of events
0 355,594
1 346,576
2 288,777
3 5,357
4 or more 237

Table 3.5: Track multiplicity for first analysis pass. This run contained 996,541 events

in total.

event, the shortest line segment connecting the two tracks defines the minimum distance
and the midpoint of this segment is taken to be the vertex position. The minimum
distance must be less than 40 mm to pass the vertex requirement.

If more than two tracks are present the analysis code finds the minimum distance
for all possible pairs of tracks. The two closest tracks define a temporary vertex and
all other tracks within 40 mm of this vertex are assigned to the vertex. The minimum
distance for the event is the average minimum distance for every pair combination of
tracks assigned to the vertex. The position of ti.= vert. - is the average of the midpoints
of all the minimum distance line segments.

An event with a valid vertex is defined as one in which
1. The minimum distance for the event is < 40 mm,
2. The radial position of the event vertex is < 60 mm.

Figure 3.5 shows the minimum distance distribution for events with > 2 tracks and
the cut applied in PASS 2. With no cuts on particle type, electron contamination
produces a tail at large values of minimum distance. Multiple scattering of electrons
leads to poorly defined track directions and hence poor vertex reconstruction. Figure 3.6
shows the radial position of the vertex distribution and the the cut applied. Both cuts
are conservative, to avoid losing good events. As in figure 3.5, electron contamination
produces a large number of events with unreasonably large R,,. values. As the candidate

12C(y,pp)X events are isolated with further cuts, the electron tail is eliminated from the
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67,400 counts are displayed; overflows have been suppressed.

R, distribution (see figure 3.22).

As the opening angle between two tracks becomes large, the position of the vertex
becomes poorly defined. This is demonstrated in figure 3.7 where Monte Carlo simulated
12C(4.pp) X were analyzed and the error in the radial position of the vertex determined.
The error, 6(Rye), is plotted as a function of the proton opening angle. Note how
8(Ry:s) increases greatly for opening angles exceeding 150°. For this reason events with
opening angles greater than 150° were were excluded from the analysis. The same cut

is applied to the Monte Carlo simulated data in calculating the detector efficiency.

3.2.2 Particle Identification

Thus far we have only used the tracking information in the analysis. In the next step,
PASS 3, the energy deposition in the calorimeter is used to identify different particle

types. Plotting the rate of energy loss, dE/dz, versus the kinetic energy, E, gives
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Figure 3.8: Stopping Power plot for events with two or more tracks from a vertex. Data

for 685,158 particles is displayed.

distinct loci for particles with different masses. Figure 3.8 is a stopping power plot for
SALAD events with two or more tracks coming from a vertex. It clearly shows the
separation of electrons in the bottom left corner and protons in the band above. dE/dzx
is actually approximated by AE/Az where AE is the energy deposited in the path
length Az through the AE scintillator. E is the total energy deposited in the E and
AF scintillators.

In order to simplify the cut separating particle types, we define a new variable, PI1D,
which linearizes the stopping power plot. The rate of energy loss of a particle can be

approximated by

dE D z*A

-J; >~ F, (3.())

where E is the kinetic energy of the particle, z and A are its charge and atomic mass
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number. D and a are constants. Rearranging and integrating equation 3.6, we obtain

(E+ AE)® - E?*]
a D Az

which defines the variable PID. Here, A x is the path length through the & E scintillator

PID = ~ 2°A, (3.7)

and the constants D and a in equation 3.7 are fixed by analyzing a file which contains
only protons. Since equation 3.6 is an approximation, PID is only roughly equal to z?A
and we add a scaling factor such that PID = 1.0 for protons. The usefulness of PID
is that it linearizes the bands of a stopping dower plot so that it can be displayed in
a one dimensional plot. Figure 3.9 shows a PID spectrum for events with > 2 tracks
from a vertex. Unfortunately, the bremsstrahlung photon beam is accompanied by a
large number of unwanted electrons. The high energy photons undergo pair production
and make ete~ pairs which are in coincidence with the tagger. These el ctrons swamp
the pions which would peak around PID = 0.35 in figure 3.9. We are fortunate to have
coincidence data which helps separate out the electron background.

For any event with two or more tracks coming from a vertex, we have a value of
PID for each particle. Figure 3.10 is a two dimensional plot of the PID of one particle

versus the PID of the other, for two track events. They are sorted such that the larger
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Figure 3.10: Two dimensional histogram of PIDjcs.r versus PIDgreater for events with
exactly two tracks from a vertex. 323,204 events are displayed. Overflows have been

suppressed.
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PID value appears on the x axis and the smaller PID value on the y axis. Note the
large number of e-e coincidences in the bottom left corner. This is a powerful means of
rejecting unwanted electrons. The majority of electron tracks oceur in coincidence with
other electron tracks.

The cut shown in figure 3.10 rejects these electrens leaving cnly heavier particles such
as protons,pions and deuterors. Figure 3.11 shows the same data after the electron cut.
We can clearly Jistinguish three lobes: a large number of proton-proton events centred
at (1.0,1.0), proton-pion coincidences centred at (1.0,0.35) and proton-deuteron events
at approximately (1.6, 1.0). We see that the pion peak is not truncated by the electron
rejection cut.

It is now straightforward to separate the data into the various possible final states
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events having identically 2 tracks from a vertex. The horizontal dashed lines show the

PID cut for protons.

A(v,pp)X, A(y,pm)X and A(y,pd)X. This is accomplished in the third analysis pass.
The separation of particle type is not perfectly clean. A significant contamination of
protons may be misidentified as pions or vice-versa. One type of misidentification occurs
when protons which are outside the proton PID cut are lost. Figure 3.12 shows the one
dimensional PID spectrum of the data of figure 3.11. In addition, the solid histogram
shows the PID distribution of simulated protons in the Monte Carlo. The simulation
seems to reproduce the width and shape of the proton PID peak quite accurately.
Hence the Monte Carlo simulation reproduces the loss of protons beyond the PID cut

(0.60 < PID < 1.35) and the calculated efficiency corrects for this loss.

A second correction must be applied for pions an- deuterons which are mistakenly
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identified as protons. Figure 3.13 demonstrates how this contamin’ on was estimated.
It shows a PID plot for the events of figure 3.11 as well as a fit to the data using three
gaussian peaks plus an exponential tail for electrons/pion stars. Each function can then
be integrated to find the fraction of events misidentified by the PID cuts. The fit gives
a 10.7% background from pions and deuterons, inside the proton cat. When identifying
two protons in coincidence, the combined probability that either is misidentified is
20.0%. Then 20.0% of events within the proton-protcn PID cut are misidentified p-D
or p-m events. A correction factor of 0.80 is applied to the number of events id~ntified

as 12C(7,pp)X. The systematic uncertainty in applying this correction is 2.5%.
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3.2.3 Tagger TDC and Target cuts

Events from the ‘He gas target and the '*C solid targets have been treated equally up
to this point. The final step in the analysis is to separate the 1*C and *He data. The Z
position of the event vertex (the photon beam defines the Z direction) is shown in the
histogram of figure 3.14 for the p-p candidate events of PASS 3. The more dense solid
targets are readily visible at Z ~ 0 and £ 300 mm. Tight cuts were placed on all three
peaks to select the events originating in solid targets. Photons reacting with the hydro-
gen in the polyethylene cannot produce two charged tracks and therefore contribute no
background. Though the solid targets have a thickness of 1.58 mm the detector resolu-
tions broaden the peaks in figure 3.14 to ¢ = 12 mm. Any loss of candidate events due
to the target separation cuts is simulated in the Monte Carlo calculation of detector
efficiency as described in section 3.3.3.3. Conversely, a background of *He(y,pp) events
is present in the '2C data. The contamination can be calculated by assuming a flat
background of “He events underneath the sharp peak of of *2C events. Averaging over
the three solid targets, we expect 10% of p-p coincidence events in the solid target region
to be background from the of *He gas. The angular distribution of *He(y,pp) eveuts
is very similar to the 2C(y,pp) shape, except for a slight peaking in phi difference at
180° in the helium. A full background subtraction was not made and the final '2C cross
sections were corrected by a constant ( x 0.91) factor to account for the He background.
The systematic error involved in this correction is discussed in section 3.4.

The final step in any tagged photon experiment is a subtraction of random coin-
cidence background. Figure 3.15 shows the time difference spectrum between SALAD
triggers and tagger hits.

We see a sharp peak of true coincidences superimposed on a flat background of
accidenital tagger-SALAD coincidences. These are caused by random hits in the focal
plane which happen to coincide with a SALAD trigger as expiained in section 2.2.2.
This spectrum has been corrected for timing variations in the tagger electronics, for
photon time of flight differences along the target and for light propagation time in the

scintillator bars.

First a cut is made to select only the events in the prompt peak. Then, an equal area
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of background events are selected from two regions on either side of the prompt peak.
These random events are subtracted, bin by bin from the prompt events to produce the
final yield histograms. For example, figure 3.16 shows the missing energy distribution

of prompt 12C(7,pp)X events and the background of random events subtracted.

3.3 Normalization

Once the yield of events for a specific reaction , N(q;), is known, we can calculate the

differential cross section for the reaction with respect to any selected variable, q;, as

do N(g)

LLAp—. () — 3.8
dg; () N; Nr ¢(g:) dg; (38)
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Here, N; and Np are the number of incident photons and the number of target nuclei.
respectively. The factor ¢(g;) contains the detector acceptance folded with the detector
efficiency. The yield, cross section and efficiency are all functions of the kinematic

variables, q; which specify the reaction kinematics.

3.3.1 Photon Flux and Tagging efficiency

The average tagged photon flux through the SALAD detector was ~ 8.0 x 10° photons/s.
The integrated flux is given by

1\’:7 == -Ne' X Ciags (3())

where N,- is the total number of electrons striking the tagger focal plane during the
experiment and €44 is the average tagging efficiency (see section 2.2.2) over that period.
No correction is required for comprter dead time as the scalers which count the focal
plane hits are inhibited during dead time. The tagging efficiency can vary slightly over
the course of an experiment due to changes in the steering or shape of the clectron beam.
These variations were accommodated by dividing the data into six periods shown in
figure 3.17. A small amount of data collected during period number three was rejected
due to poor beam alignment. The photon flux was calculated for the remaining five
periods separately and summed together to give the total photon flux for the experiment;
N; = 4.674 x 10! photons.

In figure 3.18 a), €qq is calculated separately for individual channels in the tagger
focal plane, a serious problem becomes apparent. The efficiency for odd channels is
systematically higher than that for even numbered channels. This indicates the presence
of a background on the tagger focal plane. Any background which is not perpendicular
to the focal plane will subtend different solid angles for odd and even channels, giving
rise to this asymmetry. This background is  csent in the tagger channel scalers both
during data taking and during tagging effic, .cy measurements. Provided that the
rate of background counts scales with the electron h=am currest, the asymmetry of the
tagging efficiency for odd and even channels will be cancelled by the opposite even-odd

asymmetry in the focal plane scalers.
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Figure 3.17: Tagging efficiency measurements made during '2C/*He data taking. Errors

in tagging efficiency are too small to plot.

Figure 3.18 b) shows a fully normalized differential cross section binned by tagger
channel. Here the experimental yield has been divided by the photon flux as well as
other factors as given in equation 3.8. We see that the odd-even asymmetry does indeed
cancel leaving the cross section a smooth function of channel number (and hence photon

energy) as it must be.

The tagging efficiency used for one channel during a given period is the weighted av-
erage of the efficiency measurements taken during that period. The efficiency values are
weighted according to their statistical errors. The error in the average tagging efficiency
values is the standard deviation of the measurements which were averaged. The error in
tagger focal piane scalers is negligible hence the error in photon flux (for one channel)

is

§(N) = N; x 9(etag) (3.10)

€tag

56

725



§ 65 H iv,: T T - )“_ 1|
et i t a {
trpl b tiyig

3 0 : ! 3 E ; J
= i H Py }
2 | |
S 557 i
— i
= t ix ! : H H 1 Fild i i* i i b i i 3] 1
e 00 - A 1
= K
a0 E 1
Bl 45 - ‘ . ~
= 0 16 32 48 64

Tagger Channel Number

50 — ‘ -
| : b)
2 40 ri ., i
i »E'l 5 SRR )
~ ggt : i ’iiiiliht. :
— L ! . iﬂi i}l{ !
R i '1 P Y I '
b 20 ni}nm,i”” .
o) i1
10 L’
0 '
0 16 32 48 64

Tagger Channel Number

Figure 3.18: The tagging efficiency (a) and cross section (b) as a function of tagger

channel.




3.3.2 Target Density

The solid targets are made of ultra-high molecular weight polyethylene. They have an
a-verage thickness of 1.58 & 0.0lmm and a density of 0.944 = 0.001 g/cm®. This gives

a carbon target density of
N§ =1.92x 107 P*C atoms/em?®. (3.11)

The error in target density is dominated by the accuracy of the target thickness and

is less than 1% .

3.3.3 Detector Efficiency - The SALAD Monte Carlo Simulation

To obtain a normalized cross section. the observed yield is corrected for both the geo-
metric acceptance and the intrinsic efficiency of the detector. In an experiment using
discrete detectors, these two factors can be determined independently. The geometric
acceptance is simply the solid angle subtended by the detector. The intrinsic efficiency
can be measured as a function of particle type and energy.

In a Jarge acceptance detector like SALAD, geometric acceptance and intrinsic ef-
ficiency are fundamentally linked. The angular acceptance of SALAD is fixed by the
length of the wire chambers. This acceptance then depends on the Z position of the
event vertex in the target. ldentical particles with the same kinetic energy deposit
very different amounts of energy in the calorimeter at different 6 angles. The detection
threshold must then be calculated as a function of particle type, energy and 6 angle.
Even the more subtle effect of detector resolutions on efficiency is strongly dependent
on the energy and angle of the particle. An analytic calculation of detector efficiency is
therefore intractable.

In equation 3.8, €(g;) is the convolution of the intrinsic efficiency and the geometric
acceptance of the SALAD detector. It is usually referred to simply as the efficiency
and is calculated using a Monte Carlo simulation of the detector. The technique is
straightforward. First, events are generated which satisfy the kinematics for the desired
ceaction. Then the detector response to these events is simulated. Finally the simulated

data is analyzed and the detector efficiency is calculated as the ratio of detected events
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to generated events. Provided that the Monte Carlo simulation faithfully reproduces

detector response, the calculated efficiency, €(g;). is accurate.

3.3.3.1 Input Distribution

We need to calculate the efficiency for SALAD to detect two protons in coincidence.
The efficiency depends on the energies E; and E» of the two protons as well as their
angles 8,, 6,, ¢, and &, in the SALAD coordinate system. If we integrate over ¢, or
¢-, no information is lost, as long as the target and beam are not polarized. We can

then specify the kinematics of the iwo protons with five variables:
e(q;) = €(E1, Ea, cos(8,), cos(6:). Ao). (3.12)

Here, E; anc £, are the kinetic energies of the protons. Choosing cos(#,1 mstead of
6; ensures that equal width bins subtend equal solid angles. Having integrated over one
of the phi angles, we choose to specify the remaining phi angle in terms of the smallest
phi difference between the two protons, Ao = |¢ — ¢2|. This demonstrates that the
choice of variables is not unique; in fact we could have chosen any five independent
variables which specify the kinematics of the two protons.

As stated in the introduction to this section, the event vertex position inside the
target (particularly the the Z position) strongly affects the angular acceptance. The
three solid targets will then have different efficiencies. €(g;) is calculated separately for
each target, effectively adding a sixth variable.

The 12C(v,pp)X data are only semi-exclusive as the residual X may not be bound.
Observed two-proton events may include events in which X consists of a residual nucleus
plus one or more free protons or neutrons. Only if X = °Be in its ground state do we
have complete kinematics. Each additional particle adds three more independent vari-
ables. By not specifying these variables, we are implicitly integrating over a distribution
of energies and angles for the unseen particles.

When generating simulated data for the efficien.:y calculation then, it is important to
include some 2p-1n and 2p-2n events with reasonable distributions of neutron energy and

angle. The CERN library routine. GENBOD [Ja75] was used to generate proper phase
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space distributions for the three reaction channels listed above. Including additional
neutrons beyond the 2p-2n case has little effect on the phase space distribution. The
most dramatic difference among the three channels occurs when we compare the missing
energy distributions, Eniss = E, - E, - E; . Figure 3.19 a) shows the missing energy
distribution for three-body (2p), four-body (2p-1n) and five-body (2p-2n) distributions.
A fit was performed to the experimental data using these three curves. The best fit was

obtained for the combination of :

e 12 2p,

o K7 2p-1n,

e 30% 2p-2n .

This mixture was used as the best estimate of the actual kinematic distribuilion. True,
the addition of even simple physics inputs (a matrix element which is not constant) might
bring the estimate closer to reality but the simple model chosen has the advantage of
being easily reproduced in the future. The above phase space distribution reproduces
the shape of the missing energy vield quite well, except at small missing energy values.
Though the phase space sistribution of do / dT,, ( solid line in fig. 3.19 b) ) seems to
dre;: to zero below T,, = 40 MeV, it is actuall non-zero but very small down to Ty,
-z 30 MeV. Hence, it is possible but unlikely thau a large matrix element for the range

20 MeV < T,, < 40 MeV, could bring the two distributions into better agreement.

The distribution is now binned in the five selected variables E,, E., cos(6,), cos(f2)
ane. A¢. The range of each variable was divided into ten bins, giving an energy bin width
of 17 MeV cos(f) width of 0.2 an” an 18° wide A¢ bin. Detector resolutions permit a
considerably sma!ler bin size thar this. however the size of the resulting five dimensional
matrix is the limiting tactor. One hundred Monte Carlo events were generated for each
of the 10° bins of the efficiency matrix. Within the bins these one hundred events were
given a random distribution. The shape of the distribution is preserved by assigning an

event weight. A separate matrix was generated for each of the three solid targets.
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Figure 3.19: Figure a) shows the missing energy distributions for Monte Carlo simula-
tions of 2p (solid line), 2p-1n (dashed line) and 2p-2n (dotted line) kinematics, normal-
ized to the same number of generated events. Figure b) shows a fit of the above three

distributions to the missing energy yield for 12C(v,pp)X events.
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3.3.3.2 Modeling Detector Response

The task of the Monte Carlo simulation is to take the events of the input distribution and
by applying detector thresholds, efficiencies and smearing due to resolution, reproduce
the yield seen ir the actual SALAD. In order to do this it must correctly model the
fundamental resolutions of the SALAD detector.

The tracking accuracy of the SALAD wire chambers is determined fundamentally by
the Z position resolution of the individual wires. This Z resolution is determined from
source calibration runs as described in section 2.4.2. The Monte Carlo uses a resolution
which varies from ¢(Z) = 4 mm at Z = 0 up to o(Z) = 9 mm near the ends of the
wire. This value has been adjusted to reproduce the observed tracking resolutions. The
divergence of the photon beam is calculated from the collimator sizes and separations
and is used to generate the radial distribution (X and Y coordinates) of event vertices.

The efficiency of the wire chambers is another important input to the Monte Carlo.
The relative efficiency of a given wire can be determined by looking at how often it is
present in valid tracks. We use three of the cylindrical wire chambers to define a valid
track and determine which cell it intersects in the remaining chamber. The number of
ADC hits present in this cell then determines the efficiency of the cell relative to its
neighbouring cells. This calculation is repeated for each wire cell in each of the four
chambers. It is then possible to combine the information in these relative efficiencies
to extract absolute efficiencies for each of the 216 wires in SALAD. These absolute
efficiencies are inputi“to the Monte Carlo simulation and used to determine which wire
chamber ADC’s will fire for a given event. Bad wires which produce no signal or
unreliable signals are given zero efficiency and are not used in the analysis.

The next step in the simulation is to model the calorimeter response. The energy
deposited as a particle passes through each element of the detector is carefully calculated.
The energy loss code and tables are the same ones used in the data analysis program
where the process is reversed to reconstruct the particles vertex energy. Once the
theoretical energy deposition has been calculated in both the E and A E scintillators,
several corrections must be applied.

First, there is the possibility that a particle passing through a scintillator will un-
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Figure 3.20: Distribution of observed energy deposition for a 100 MeV' proton incident
on a scintillator. The histogram shows the result of 2 GEANT simulation for 100,000

protons.

dergo a nuclear reaction. This process was discussed in section 2.4.3.1. The process has
been modelled using a GEANT Monte Carlo simulation with the GHEISHA hadronic
interactions package [Ca87]. The result of this simulation is a number of distributions
which give the observed energy (after reaction losses) for protons of a given incident
energy. Figure 3.20 shows such a distribution for protons with kinetic energy I, = 160
MeV as they enter the scintillator. Note that only about 8% of the protons deposit less
than 97% of their actual energy. A log scile was necessary to show the tail of protons
which deposit less than their full energy. At E, = 150 MeV the fraction of protons
affected rises to approximately 20% . An energy loss is randomly selected according
to these distributions and subtracted from the theoretical energy loss. The reaction

loss correction is only applied to the E scintillators as particles stopping in the A L
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scintillator are excluded from the analysis.

The next step is to simulate the light output of the scintillator for the given energy
deposition. It is important to correct for saturation effects for low energy particles as
described in section 2.4.3.1. Again the Monte Carlo simulation uses the same tables as
the analysis code to convert energy deposition to scintillator light output. Using the
known scintillator gains and the scintillator resolutions described in section 2.4.3.1, the
phototube ADC outputs are calculated and stored.

Finally, the simulation tests whether each even: satisfies the SALAD trigger condi-
tions as outlined in section 2.11. Both a simple threshold on the AE ADC values ani
the sum threshold on the sum of E and AE ADC’s for a telescope must be satisfied.
The threshold value for each of the 24 telescopes and each of the 48 AE ADC’s was
determined from raw ADC plots and input to the Monte Carlo simulation. The Monte
Carlo generates simulated SALAD wire chamber and scintillator hits and then writes
out a simulated data file to read by the data analysis code. All generated events are
written to the file but those which fail the threshold or acceptance tests have zeroed

ADC values.

3.3.3.3 Efficiency Calculation

The Monte Carlo simulated data file is now read and analyzed using the exact same
analysis code as for the real SALAD data. The only difference in the analysis is that
all Monte Carlo events are assumed to be in coincidence with the photon tagger. The
response of the focal plane detector is not modeled in the Monte Carlo simulation so no
tagger TDC cut or random background subtraction is performed on the Monte Carlo
data.

Once the analysis cuts have been applied, the detected *2C(v, pp)X events are binned
according to the five kinematic variables ofin a 10° element matrix. Likewise, ali original
events generated by the Monte Carlo simulation are binned in a 10° element matrix.
The detector efficiency is simply the bin by bin ratio of detected events over generated

events.

Yprr(ai)
§NG)) =7 - 3.13
() cen(gi) ( )
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Figure 3.21: Comparison of minimum distance distribution for Monte Carlo and real
data. The following cuts were used to select the 155,321 events displayed: identically
2 protons from a vertex, opening angle < 150° and tagger TDC prompt events minus
random background. The Monte Carlo simulated data has the same cuts and equal

statistical errors.

The five-fold differential cross section is then calculated as

dsa — N(El,E-_.,cos(01),cos(02),A¢)
dEldEdeOS(01)dCOS(Og)dA¢ . A’VJ NT é(E], Ez,cos(Ol),cos(()z), Ad)a Zlarg) (l]Jqu) .

In the following chapter we compare the differential cross section to a theoretical calcu-
lation.

The true test of the Monte Carlo simulation code is whether the simulated yield
reproduces the observed yield of the SALAD detector. Figure 3.21 compares the min-
imum distance distributions for real data (experimental points) and the Monte Carlo

simulation (histogram). Recall that the minimum distance is the distance of closest
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Figure 3.22: Comparison of radius of vertex distribution for Monte Carlo and real data.

The same 155,321 events are shown as in figure 3.21.

approach of two tracks and is used to define an event vertex. The agreement between
data and Monte Carlo is reasonable. Note that requiring a good vertex and identifying
protons by PID cleans up the distribution considerably compared to the raw spectrum
of figure 3.5. The discrepancy at large distances can be explained by a small electron
background still present in the data. Background electrons are not modeled in the
Monte Carlo simulation. Due to their small charge deposition in the wire chambers, the
tracking resolution for electrons is somewhat worse than that for protons. Hence one
would expect to find more electrons than protons at large values of minimum distance.

Figure 3.22 compares data to Monte Carlo simulation for the radial position of the
event vertex. The width of of the distribution is well reproduced, giving confidence in
the wire chamber resolutions and beam divergence input to the Monte Carlo. Again

the large discrepancy at large radius values is probably due to backgrounds which are
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present in the data but not in the Monte Carlo calculation.

It is more difficult to check the modeling of SALAD's energy resolution. There is no
sharp feature in the energy spectrum since the experiment is not kinematically complete.
It is interesting, however, to see how a complicated quantity like PID (linearized stopping
power) is reproduced. Figure 3.12 shows the PID spectrum of two track events from a
vertex, after a cut has been applied to reject electron-electron events. The Monte Carlo
spectrum (solid line) contains only protons but it reproduces the shape and width of
the proton peak at PID = 1.0 . The additional peaks in the data are due to pions
at PID = 0.35 and poorly resolved deuterons at PID = 1.6. Any error in modelling

scintillator energy resolutions would destroy this good agreement.

3.4 Systematic Errors

In calculating normalized cross sections according to

do N(g)
-—\qi) = v ) 3.4
dg; (@) N; Nr e(g;) dg; ( )

we must quantify any systematic errors for which we cannot correct. Each term in the

above equation contributes some degree of systematic error. The systematic errors in
photon flux (N;) and target density (N7) were discussed in the first two subsections of
this section. They are 2% and 1% respectively.

The vield, N(g ", is dominated by statistical error which is treated separately but
also contains some significant systematic errors. Misidentification of particle type using
PID was discussed in section 3.2.% and contributes a 2.5% systematic error. Similarly
there is a contamination of *He(y.pf")X in the '?C data set. A simple correction factor
of 0.91 was calculated in section 3.:i 3. If the angular distribution of the 4He events
is very different from the *C p-p events, they could introduce significant error. We
estimate a systematic error of 2% di- .o 4He background events.

The solid targets used pose a special problem to energy loss calculation. Though
real events will occur at random dept!. ihiroughout the target, the Z vertex position
resolution is too poor to give any informatici:. In analyzing the data, we must assume

that all events originate in the centre of the soiid target. For particles near 8 = 90°, this

67



Source of error 1 comtit e

Tagging efficier ., T——_‘Z ‘72.—_!
Target der~.ty 1%
Particle mi: " ntiﬁcaﬁon 2.5%
‘He b: ‘kglzund 2%
Tare K loss 2%
Track: »g efficiency 5%

Total (i 'madrature) 7% o

Table 3.6: Contributions t. syste .atic orr

can cause errors of up to 20% in reconstructed vertix energy. This effect is accurately
modeled in the Monte Carlo simulation, reproducing the sharp rise in energy threshold
for protons near § = 90°. A systematic error of 2% is assigned for errors in modeling
solid target energy loss.

Finally, the efficiency, €(g;) contributes to the systematic error. The failure of the
Monte Carlo simulation to reproduce the minimum distance and radius of vertex dis-
tributions exactly (see figures 3.21 and 3.22) is likely the result of systematic error in
modelling the tracking. e(g;) is sensitive to small changes in the wire chamber effi-
ciencies. Even a small contamination of electrons in the data used to determine wire
efficiencies will artificially depress the calculated efficiency. In a previous SALAD ex-
periment a systematic error of 9.9% was assigned for tracking efficiency [K094]. At the
time of this experiment only three of the four wire chambers were functioning, greatly
increasing the uncertainty in determining wire efficiencies. For the present experiment,
all four wire chambers were used and we estimate a systematic error of 5% is realistic.

Table 3.6 summarizes the contributions to systematic error. The errors are combined

in quadrature to give a total systematic error of 7%.
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Chapter 4

Results and Discussion

4.1 Description of Calculation

4.1.1 The Theoretical Model

Results from a recent calculation by R.C. Carrasco et al. [Ca94] are compared to the
12C(y,pp) X data. This particular theoretical treatment has the advantage of separability
of the contributions from different reaction channels. In addition, final state interactions
are accurately treated with a Monte Carlo technique which makes it easier to apply
experimental energy thresholds to the calculated cross sections.

Calculating the 12C(y,pp)X cross section is complicated due to the many different
reaction channels which can contribute. The data are inclusive with respect to unde-
tected protons, neutrons, or other charged particles which were outside the detector
acceptance or below threshold. In additic. to direct absorption on two or more nucle-
ons, pion photoproduction can also produce a two proton final state. A pion produced
in the nucleus has a large probability of being scattered or absorbed, exciting more
nucleons. In addition any nucleons produced are subject to rescattering which will alter
their energy and angular distribution and may excite and emit other nucleons. A full
quantum mechanical treatment of these processes is intractable.

traditional approach is the Monte Carlo intranuclear cascade calculation. Here

reac on probabilities for photons, pions and nucleons are taken from « ‘ementary exper-
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imental cross sections or simple parameterizations. Final state interactions are modeled
by a Monte Carlo techaique.

A new approach, described by Carrasco et al. [Car92] combines this Mone Cark:
treatment of final state interactions with a true microscopic calculation of elementary
processes. The most significant improvement is the inclusion of medium renormalization
effects inside the nucleus. Carrasco [Car92] gives a full description of the microscopic
calculation of the total photon absorption cross section. The approach is to construct
the photon self-energy, TI(k, p), in nuclear matter, where k is the photon energy and p
the nuclear density. The inputs are the basic couplings of the v, 7 and p to nucleons and
A’s. An effective spin-isospin interaction is built by adding up p-h and A-h contributions
in a random phase approximation. The effect of = and p exchange is included. Short
range correlations are included as expiained further in section 4.4.4.

The local density approximation (LDA} is taken, p = p(r), such that ororar can be
calculated for any medium or heavy nucleus by simply supplying p(r). The LDA ignores
the finite range of the interaction but this is shown to be a valid approximation for the
weak photonuclear coupling.

The total photonuclear cross section can then be obtained by integrating the imag-

inary part of the photon self energy

oa=— /dsr%Im{H(k,p(r))} (4.1)

The integral is evaluated using Cutkosky rules which allow a clear separation of contri-
butions from the (v, 7),(7,NN) and (7,3N) absorption processes.

After the primary photon interaction, excited nucleons and pions are propagated as
classical particles. At each Monte Carlo step, the reaction probability is evaluated and
further nucleons may be excited via pion absorption, pion scattering or N-N scattering.
The reaction probabilities are taken from a full quantum mechanical many-body cal-
culation. The calculation for pions [Sa88] was tested against data [Car92a]. The NN
rescattering potential is derived from a parameterization of the elastic NN differential
cross section which is modified to include the important effects of Pauli blocking, Fermi

motion and medium renormalization in the nucleus.
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One limitation which is significant for the SALAD data is the nucleon energy thresh-
old. The minimum proton energy threshold in SALAD is 28 MeV'. The MC propagation
of nucleons induces large uncertainty for low momentum particles [Sa88]. This imposes
a minimum proton vertex energy for reliable FSI calculation. A previous calculation
[Car92] imposes a cutoff energy of 40 MeV but these calculations have been modified

to use a cutoff of 28 MeV, which is the minimum reasonable value [Cay3].

4.1.2 Comparison to Data

The above calculation produces the five-fold differential cross section,
d°o 1)
JE dEdcos 8, deos(62)d(50) (1.2

Actually the calculated cross section would be a function of eight variables for a four-

d’c =

body final state, a function of eleven variables for a five-body final state and so on.
Binning the results only in the five variables shown above is consistent with the ex-
perimental situation in which two protons are detected. We then obtain an inclusive
differential cross section for 12C(v,pp)X which is integrated over any additional particles
emitted and can be compared to the SALAD data.

Before comparing data and theory the results of the calculation must be modified to
reflect the angular acceptance and the energy threshold of the SALAD detector. This
is accomplished by setting the calculated cross section to zero in any bin where the
efficiency of the SALAD detector, ¢(E,, E,, cos(8,), cos(62), Ag), is identically zero. In
this way the theoretical calculation is limited to the same acceptance as the SALAD
detector.

Finally the photon energy dependence of the data was investigated. The data were
sorted into four bins with central photon energies of 192, 203, 213 and 223 MeV. Figure
4.1 shows the cross section differertial with proton kinetic energy for the four different
energy bins. There is no significant change in the shape of the distribution and only
the expected increase in size with increasing photon energy. The other normalized one-
fold and two-fold differential cross sections showed no significant variation with photon
energy. Therefore the data have been summed over the full rangé of photon energies
from 187 MeV < E, < 227 MeV.
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Figure 4.1: Comparison of differential cross section as a function of proton kinetic energy
for different ranges of photon energy. The four plots display a total yield of 140,244
events which have identically 2 protons from a vertex, opening angle < 150° and T, > 34
MeV. TDC random background has been subtracted. The error bars include statistical

error plus the error in detector efficiency.



The error in do/dT, is the statistical error in the vield added in quadrature with
the error in detector efficiency. An additional systematic error of 7% is described in

section 3.4.

4.2 Comparison to P-evious Experiments

There are only two previous experiments {[Ka87, Ar&0) which have measured two pro-
ton emission cross sections for this region of photon energy. Both of these experiments
used discrete dete-tors in coplanar kinematics. The more recent experiment [Kar7)
has a statistical error of 30% and limited overlap with SALAD measurements. Cuts
were placed on the SALAD data to mimic the acceptance and energy thresholds of
kanazawa’s experiment. The quantity which can be compared to the SALAD results
is do/dQ for 8, = 30 ° with the requirement that a second proton be detected in co-
incidence. Isanazawa's resuit is da/dQ2 = 3.1 £ 0.9 ub/sr while the SALAD result is
do/dQ2 = 3.5 £ 0.4 pub/sr, where the errors are statistical only. There is agreemeant but
the size of the statistical error weakens the comparison.

The earlier experiment by Arends et al. [Ar80] has much smaller statistical error
but integrat-s over a much larger range in photon energy, 200 MeV < k. < 385 MeV.
In order to make a comparison to the Arends data [Ar80] the SALAD data must be
extrapolated over a large range of photon energies. The behaviour of da/dE, for
12{(4,pp) X over the A resonance region is quite difficult to predict. The systematic

error in such an extrapolation is so large that a comparison is not worthwhile.

4.3 Comparison to Theory

4.3.1 One-dimensional Integrated Cross Sections

The difficulty in presenting a five-fold differential cross section is the inability to plot
more than two dimensions at once. It is perhaps easiest to begin examining this quantity,
d%c, by integrating over ‘our variables to obtain one dimensional plots of da/dX where

X can be any variable describing the system.
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Figure 4.2 a) shows do/dT,, the differential cross section with respect to proton
kinetic energy. It is immediately apparent that the calculation predicts a much higher
cross section than the data for 1. MeV < E, < 227 MeV. Integrating the two curves
one obtains a total cross section of 24.5 £0.1 pbarns for the data and 95.8 £0.1 ubarns
for the calculation; a factor of 3.9 discrepancy. The minimum proton energy threshold
for the SALAD detector is T, = 28 MeV. To avoid sensitivity to the precise placement
of the threshold, a software threshold has been applied at T, = 34 MeV.

Figures 4.2 b), ¢) and d) show simuiar differential cross sections for cosine of proton
angle (6,), cosine of the opening angle between the two protons (8.,) and phi difference
between the two protons (A¢). Though the difference in normalization is apparent,
it is interesting to compare the shape of the data distribution to the calculation. In
figure 4.3 a) through d), the same four cross sections from figure 4.2 are shown but
the normalizations are matched by dividing the calculation by 3.9. The agreement is
excellent for the angular distributions in cos(f,p) and A¢. The dip in do/ dA¢ near
A¢ = 1R0° is caused by the cut, 8., < 150°, placed on the data. This acceptance
limit has been applied to the calculation, which then reproduces the shape of the data
distribution. The shapes of the do/ dT}, and do/ d cos(8,) in figures 4.3 a) and b), give
reasonable agreement.

The good agreement obtained by scaling by a constant factor, points to a normal-
ization error in the data. Other evidence weighs against this simple solution. Previous
SALAD experiments have reproduced known cross sections using the same Monte Carlo
method to calculate detector efficiency [Ko94]. Both the 3He(y,pd) and the well known
D(~,pn) cross sections are reproduced to within 10%.

The SALAD '2C(y,pp)X cross section agrees with a previous experiment [Ka87]
(see section section 4.2) but large statistical errors make this agreement approximate
and the comparison can only be made over a small fraction of phase space.

In order to gain insight into the mechanisms responsible for two proton emission, it

is useful to calculate the missing energy,
Ty=T,- Tp1 - T}f (4.3)

where T, is the photon kinetic energy and T, and T? are the kinetic energies of the two
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protons. Figure 4.4 compares the data to the calculated missing energy spectrum (solid
line). It also shows the contributions to the cross section from each of the primary
photon absorption processes: 1) 2N absorption (split into n-p and p-p channels). 2)
3N absorption and 3) pion production followed by reabsorption of the pion by 2 or 3
nucleens. Either directly or through rescattering, these three processes can lead to two
protons being emitted with enough energy to be detected in SALAD. It is interesting
to note that the shape of the missing energy spectrum “- inconsistent with even a small
contribution from direct p-p absorption. The other three mechanisms, n-p absorption,
3N absorption and pion production plus reabsorption, all reproduce the shape of the

data distribution quite well.

Figure 4.5 shows the data compared to the calculation with the 2N absorption
switched off (only 3N and pion production). Agreement is quite good for do/dT,
and do/dTy but do/ dcos(f) is not well reproduced. In additior, it is not rea-
sonable to aband. the 2N absorption mechanism when a large numbcr of experi-
ments clearly show the predominance of quasi-free p-n pairs in coplanar kinematics
[Ga65, Sm67, Ar80, Ka87].

It is also evident from figure 4.4 that the shape of the da/dT spectrum for n-p
absorption also matches the shape of the data distribution. Figure 4.6 shows the same
differential cross sections as in 4.5 but only n-p absorption events have been included in
the calculation. Though the integrated cross section is still overpredicted by a factor of
2, the shape of the distributions is well reproduced. It appears the 2N absorption 3N

absorption and pion production mechanisms ma;’ be difficult to separate.

4.4 Identification of Primary Mechanisms

4.4.1 Neutron-Proton absorption

As discussed in section 1.3.1, three processes which are expected to contribute signifi-

cantly to ’?7y,pp)X are:
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1. A(y ,np)X followed by nucleon-nucleon FSI.
2. Quadrupole absorption by p-p pairs,
3. Real pion production followed by 7 absorption on a 2N pair.

The first process is expected to be significant based on an earlier experiment. [Ka87]
which suggests that, in coplanar kinematics, absorption on n-p pairs is roughly ten
times as likely as absorption on p-p pairs. Carrasco’s calculation also assumes that the
ratio of n-p to p-p absorption is approximately 9, averaged over all of phase space. In
addition, an electron scattering experiment, [Ga92), establishes that the probability of
nucleon rescattering in 12C is 0.25 £ .05. Combining these two results, we expect two

to three times as many events from
?

T4+ pn' > pr 40 (1.4)

followed by,

n+p: = nl+pfzv (1.5)

as from direct p-p absorption. If the momentum of the recoil nucleus is small, then
T,l) + T, =~ T.,, and even without detecting the neutroa, the kinematics are overdeter-
mined. For two body kinematics, we need only the photon energy and the angle, 8, of
the proton, to calculate T}?D, the expected proton energy for quasi-deuteron kinemat-
ics. By selecting the proton with the highest kinetic energy for T the combinatoric
background due to the ‘other’ proton, p}, is reduced. The difference (TR0 =T is
shown in figure 4.7. The calculation has been normalized to the same total cross section
as the data.

Note that neither the data nor the calculation peak at <AT > = (TPQD - Tre) =0,
as might be expected. The centroid of the data distribution is <AT > = 18 MeV, while
centroid for the calculated peak is < AT > = 13 MeV. Rescattering of the nucleons can
alter the < AT > balance by reducing the observed proton kinctic erergy. If Lthis were
the case, however approximately 75% of the primary protons would emerge unscathed

and a peak at < AT> = 0 would remain. A better explanation, perhaps, emerges
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when we examine the kinematics of the quasi-free n-p absorption more closely. The

conservation of energy requires that,
E’) = Tpx + Tn + TRuc + Qv (‘1'6)

where Tgec, the kinetic energy of the recoil nucleus ( '°B ) is negligible and Q =
97.41 MeV is the difference between final and initial masses. The Fermi energy of the
absorbing nucleons does not appear since this internal degree of freedom is included in

the overall mass of the nuclei. The problem arises with momentum conservation.
P, =P, +Pn+ Pre. (4.7)

Though the kinetic energy of the recoil is small, its momentum may be large. In fact,
for a quasi-free absorption, Pgec = - PZ,, the total Fermi momentum of the n-p pair
which can be as large as 500 MeV/c in '*C. Since the Fermi momentum, Pf,, is not
known for a given event, it cannot be included in the calculation of T,?D This omission
may explain the shift from <AT > = 0 in figure 4.7. This could easily be verified if the
Ferm: momentum of the nucleons could be set to zero in the calculation [Ca94]. In any
case t} 2 agreement of data and theory is impressive, indicating that the distribution of

Fermi 1. omenta used in the calculation is realistic.

4.4.2 Proton-Proton Absorption

We would exnect that quasi-free absorption on a p-p pair should produce a peak at a
missing energy of 27 MeV which is the binding energy of two p-shell protons in 12¢.
If we recall figu;» 4.4 , the calculation does indeed ger.-rete a p-p absorption peak
(dashed line) but a* 18 MeV. As in the previous n-p abe:rption, the Fermi motion of
the absorbing nucleon: may explain this shift in missing energy. Again, energy loss
through rescattering canno explain the shape of the p-p missing energy spectrum. The
probability that neither proton resiatzers is approximately P = (1 - 0.25)2 = 0.56. This
could reduce the missing energy for some events dut 56% of p-p absorptions would suffer
no rescattering and retain the proper missing energy.

Figure 4.4 also shows the predicted contribution from n-p absorption (dotted line)

to do/dT,,. Remember that we require two protons in the final state, hence for n-p
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absorption, at least one neutron is present. The share of kinetic energy taken away
by this unseen neutron could explain why the n-p absorption distribution peaks 35
MeV higher in missing energy than the p-p absorption distribution. The calculation
then suggests that the region of small missing energy, Ty < 55 MeV is dominated by
quasi-free p-p absorption.The kinematic locus of a quasi-free p-p absorption might be

apparent if we try to isolate the quasi-free kinematics.

Figure 4.8 shows the double differential cross section, d*c /dT,dcos(6,). In figure
4.8 a), the coplanarity and low missing energy cuts should select mostly quasi-free p-p
absorption events. Kinematic constraints on quasi-free absorption, limit the highest
energy protons to small # angles, while the low energy protons are at large angles. The
expected locus would be a ridge running diagonally from the lower left to the top right
corner of the plot. This ridge is evident in figure 4.8 a), though the missing energy cut
removes many low energy protons, causing the ridge to increase in height from low to
high proton energy. The sharp quasi two-body kinematic locus is also smeared by the

Fermi momentum of the target nucleons within the carbon nucleus.

Figure 4.8 b) shows the data distribution for the same cuts. The statistical errors
cannot be shown on the plot but they range from 10% to 30%. There is some evidence of
the p-p absorption locus seen in the calculation. It is less distinct than in the calculated
spectrum and it appears that other mechanisms are also present in this range of missing
energy. Figure 4.9 shows the d°o/dT,dcos(6,) distribution produced in the calculation
by n-p absorption events only. The data distribution seems to combine features from
both the n-p absorption shape (fig. 4.9) and the p-p absorption shape (fig. 4.8 a)),
suggesting that both make important contributions to the ?C(,pp)X cross section
for this kinematic region. Though the calculation of Carrasco et al. is very good at
isolating the contribution of a given mechanism, the final cross section it produces is
an incoherent sum of all these mechanisms. If interference between the p-p and n-p
absorption chanuels is important, this will be absent in Carrasro’s calculated cross

section.

To summarize, the shape of d*c/dT,dcos(8;) for coplanar events with low missing

energy, then suggests that p-p absorption is present but its contribution to the total
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is smaller than predicted (see figure 4.4). If interference interference effects are not

responsible for this suppression, then some other explanation must be found.

Finally we can integrate over proton energy to get the angular distribution,
do/dcos(@S™) for these coplanar events with low missing energy. Figure 4.10 shows
the distribution in the p-p centre of mass frame, which, assuming an E2 absorption
(see section 1.3.1), should show a quadrupole shape. A pure E2 distribution would
show peaks at Cos(f,) = £ 0.707. No such peaks are evident in figure 4.10 but again,

interference effer:~ < :-»1d greatly modify the proton angular distribution.
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4.4.3 Pion photoproduction
The last primary photon absorption process to look for in the data is pion production.
T4+N T+ N {(-1.8)

Producing the pion requires most of the 260 Me\" photon energy and only 50 to 90 MeV
of kinetic energy is left to be shared by the 7 and N'. To conserve momentnm, the lighter
pion receives most of the kinetic energy and the nucleon from the pion production vertex
is rarelv above th» SALAD detector threshold. What does produce a signal in SALAD
is the reabsorption of the 7 by two or more nucleous, which can lead to the emission of
two high energy protons. If the two protons from a pion absorption are detected, the
sum of their kinetic energies should equal a pion kinetic energy consistent with a pion
of momentum equal to the sum of the proton momenta. It is safe to assume that the

nucleon excited at the pion producti.u vertex will be below threshold; then, only
rt+pn’ o p+p and T 4+pp =ptp (-1.9)

can produce two energetic protons to satisfy the trigger. Asin 2N absorption, however,
the unmeasured recoil momentum of the *Be nucleus,Pp., complicates matters. If

knew Pg.., we could calculate
M2 = (Ty+ T2+ Q12)* — (P, + Po+ Preo)®, (1.10)

which should equal the mass of the object exchanged between the primary photon
absorption and the excitation of the two protons; assuming that this particle is on-shell.
Figure 4.11 shows do / dM?, for both data and calculation. There is no evidence of a
peak at the pior mass (M2 = 19.5 x 10° MeV?2/c?), indicating cither that the pion is
off-shell or that the effect of P g, is large.

The calculation [Ca94] predicts that photon absorption via pion production should
contribute only about 5% of the total 2C(v,pp)X cross section. Although the overall
cross section varies slowly with photon energy, the pion production contribution grows
quickly with increasing photon energy as the A(1232) resonance is excited. The A
resonance peaks at 1232 MeV with a half width of 115 MeV. Therefore, a slight increase

in photon energy would increase the importance of this process.
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4.4.4 Other Reaction Mechanisms

The failure of the previous three reaction mechanisms to account for all the features of
the observed 2C(~,pp)X cross section suggests that more unusual mechanisnis may be
present. In section 1.3.1, some interc<ting mechanisms were suggested

Short range NN correlations are a modification to the short range nuclear poteatial.
A recent paper by Boffi and Gi: mi: . [Bo91] suggests that the effect of such strong short
range correlations would be to decrease the magnitude of the (7 NN) cross section by
a factor of up to 100. without significantly modifying the angular distribution. Even a
much more modest decrease in the calculated cross section would greatly improve the
agreement with the data.

Short range NN correlation effects are usually included by introducing a correlation
function f(r;;) which multiplies pairs of nucleon wave functions, ®(i) ®(j), in the Slater

determinant which gives the total nuclear wave function. Carrasco et al. choose,

f(ri;) = 1= jo(gerij), (4.11)

where 1;; is the separation of the two rucleons and q. is an adjustable parameter taken
to be equal to the mass of the w meson (q. = 783 MeV/c).

Simply varying q., modifies the nucleon-nucleon potential but ignor-s any effect on
the A self energy or the #-N interaction. Still it should provide a useful test of the
sensitivity of the calculation to short range N-N correlations. A large decrease in .,
to 583 Mev/c, reduces the calculated '?C(7,pp)X cross section by only 3%. Hence it is
unlikely that Carrasco’s model can be brought into agreement with the present data by
adjusting the strength of short range N-N correlations.

The onset of the A resonance in ¥N absorption occurs for photon euergies of 180 MeV.
The resonance peaks at E, = 310 MeV, hence the A resonance has little effect in the
photon energy range of the present experiment, 187 MeV < E, < 227 MeV. Delta ef-
fects would be more easily seen in the 2C(7,p7)X data which could also be extracted
from the present SALAD data set.

The existence of three-body contributions to nuclear forces has not yet been clearly

established. It is interesting that the shape of the missing energy distribution of
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figure 4.4 is well described by the three-body photon absorption mechanism. Unfor-

tunately the pion production plus reabsorption and the n-p absorption mechanisms

proi. very similar missing energy distributions and any one of these processes on its
oWl Co - ~roduce the data distribution. An e.plicit search for three-be v correla-
tions - - ‘hrec f\d coincidence data. A small number of '2C{5.3p;X events were
£ the present data but the lack of neutron detection excludes the majority of 3N

If quasi-free absorption on n-p and p-p pairs is the dominant mecharism for photon
absorption then perhaps kinematic cuts could exclude them making subtler mechanisms
more evident. By selecting events with large missing energy (Tar > 55 MeV) and non-
coplanar protons (A¢ < 144°), the quasi-free contribution should be greatly reduced.
Figure 4.12 compares the data to the calculation for do/dT, and do/dcos(6,). These are
remarkably similar to the distributions of figure 4.2 where no cuts were applied. This
supports the hypothesis that quasi-free absorption mechanisms are somehow suppressed

and contribute only a small amount to the total 12C(,pp)X cross section.

91



1.5 ; T T T T T Ty T T T T T

— | o a)
- '
= i
} 1.0 + l -
2
a.
S 0
S -
~
B o]
<
<
C L.
0'0 L J S % L fol & ! o I
0 50 100 150 200
Proton kinetic energy (MeV)
40 [ T T T 1 -J—————”i
v ——.
& b) _|
S r
g 30 r -
= i
53? 20 :_4J .
n
o
o
<
\ ]0 — o] o)
o) o o
e’ o o e
(o] (o]
0 c 1 | | 1
-1.0 -0.6 -0.2 0.2 0.6 1.0
Cos(BP)

Figure 4.12: Comparison of differential cross sectior, data and theory for '2C(v,pp)X
excluding for events with Ty > 55 MeV and A¢ < 144°. Data are shown as open

circles, the calculation as a solid line histogram.

92



Chapter 5

Summary and Conclusions

The most striking disagreement between theory and experiment is in the size of the tota!
cross section for 12C(4,pp)X for the range of 1,i,1ton energies 187 MeV < E, < 227 MeV.
The calculation produces o, = 95.8 = 0.1 ub, while the data give oror = 24.5 £+ 0.1 ub;
a difference in normalization of 3.9. There are many possible explanations for this dis-

agreement.

In general, a simple model, such as the impulse approximation, overestimates the
cross section. Refining the model invariably lowers the cross section as interference
effects and final state interactions are added. The model of Carrasco et al. already
represents a refinement of earlier intra-nuclear cascade methods but perhaps future

refinements may decrease its predicted total cross section.

An attempt at explaining the difference in total cross section by adjusting the
strength of short range NN correlations was unsuccessful. A crude attempt at mod-
ifying the calculation showed little sensitivity of the total cross section to short range
correlations. Still, given the large effect predicted by Boffi and Giannini [Bo91], it may
prove worthwhile to modify the calculation of Carrasco et al. [Ca94] to give a more
exact treatment of NN correlation effects. The calculation would have to be extensively

modifiad to include correlations in a consistent manner.

There is evidence in the comparisons of chapter 4 that the calculation has difficulty

reproducing missing energy distributions. In figure 4.4, the calculated missing energy
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distribution peaks 25 MeV lower than the data distribution. The sim;lest way to

improve agreement is to strongly suppress the p-p absorption m a4 There is no
conclusive evidence in the data of quasi-free p-p absorption. Th- ! ot s in
figure 4.8 is faint at best and there is no evidence of a qual - e he angu.r
distribution of quasi-free events. This absence of p- o o sienifican:

Even though the calculation assumes that the primary ~of pabsorpt s nine
times (isospin) more likely than p-p absorption, after th = it ring require bir then-p
case, n-p and p-p absorption make approximately equal conti! tion-  the Caleulated

cross section (see figure 4.4).

One possible explanation for the absence of p-p absorption e+ it in ti. Jatais thog
the cut on large opening angle events (6,, > 150 °) removes a large numite of e pop
events. This cut is of course reproduced in the calculated ciu- ection but it~ effect

relies heavily on the accuracy of the proton angular distribution.

The suppression of p-p absorption hinders prospects of studying two-body, short
range correlations. On the other hand it increases the chances of finding observable
effects from three-body correlations or more unusual procssses. The large acceptance

of the SALAD detector makes it ideal for such triple coincidence measurements.

The strong peak corresponding to quasi-deuteron absorption in figure 4.7 suggests
that n-p absorption is present. A cut on the quantity (TSD - T7¢%*) could help to isolate
the contribution of n-p absorption which must be quantified before subtler processes
are investigated. Unfortunately, the shift in peak position suggests that the Fermi
momentum of the absorbing nucleons strongly modifies the kinematics of the quasi-free
absorption. An accurate distribution of Fermi momenta is crucial to any calculation
of photon absorption at these energies. The Fermi momentum distribution used by
Carrasco et al. is quite successful at reproducing the smearing of quasi-free absorption

kinematics for photon and pion absorption.

The calculation of Carrasco et al. [Ca94] has proven very useful in understanding
the 12C(y,pp)X data. The ease with which detector thresholds and acceptance can be
applied to the calculation and its ability to easily separate contributions from different

reaction mechanisms are particularly useful. To improve agreement with data, some
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mechan. :n must be found to suppress the quasi-free p-p absorption contribution. Even
then, the remaining contributions would produce too large a cross section. Once the
magnitude of the '?C(~,pp)X cross section is reproduced, the calculation would then
allow the investigation of three-body nuclear forces or the study oi the A-N interaction.

The results of this experiment also suggest possible impro\ements to future exper-
iments. The addition of neutron detection would be beneficial in two ways. First,
overdetermined kinematics would reduce systematic errors in the analysis. Second, a
search for three-body correlations would be greatly aided by including all possible 3N
final states.

Finally, an increase in photon energy of 50 to 100 MeV would be beneficial. The
sensitivity to detector thresholds would be reduced by placing more of the observable
cross section above threshold. A change in energy would also, however, change the
mechanisms involved. The contribution of resonant pion production would be greatly

increased at higher photon energies.
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Glossary of Abbreviations and Acronyms

The following commonly used acronyms and abbreviations appear in this thesis.
ADC: Analog to Digital Converter

CERN: Centre Europeen pour la Recherche Nucleaire (European Centre for Nuclear

Research), Geneva.
EROS: Electron Ring of Saskatchewan at SAL
dE/dx: Rate of energy loss (siopping power) of a particle (MeV /cm).
FSI: Final state interactions.

GEANT: A group of standard subroutines from the CERN Library for constructing

Monte Carlo simulations of nuclear/particle physics detectors.

GENBOD: CERN library routine for the generation of N-body phase space distribu-

tions.

GHEISHA: a subset of the GEANT program library which models hadronic interac-

tions.
INC: Intra-Nuclear Cascade model ot nuclear reactions.
LDA: Local Density Approximation.
LUCID: Data acquisition and analysis system written at SAL.

OPE: One-Pion Exchange potential. A nucleon-nucleon potential derived from from

field theory of pions.
PID: Particle 'dentification variable. A linearization of stopping power information.
PMT: Photomultiplier Tube

SAL: Saskatchewan Accelerator Laboratory, Saskatoon, Saskatchewan.
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SALAD: Saskatchewan-Alberta Large Acceptance Detector.

TDC: Time to Digital Converter

TRIUMEF: Tri-University Meson Facility, Vancouver. British Columbia.
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