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Abstract

Hardware-in-the-loop (HIL) simulators are prevalent in many industries and are playing

a significant role in the design and testing of new equipment. While detailed models of

power system components are available for HIL simulators, there is limited knowledge in

the area of power electronic converter modeling. Currently available HIL simulators em-

ploy simpler models for power electronic converters, based on ideal or averaged switch

models. While such models are adequate for system-level performance evaluation and

analysis, there are seldom sufficient for the analysis of device-level stresses, electromag-

netic interference (EMI), and parasitics, which are especially important at high switching

frequencies.

This thesis develops device-level models for power electronic converters for HIL sim-

ulation. Detailed device-level hardware models are developed for the insulated-gate bipo-

lar transistor (IGBT) and the power diode on the field-programmable gate array (FPGA).

The hardware design are fully paralleled using an IEEE 32-bit floating-point precision to

achieve the lowest latencies and resource consumption. An efficient variable time-stepping

algorithm is proposed for the solution of the nonlinear device equations. Case studies for

DC-DC and DC-AC converters are emulated and validated, showing good agreement.
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1
Introduction

Hardware-in-the-loop (HIL) simulators are increasingly being used in many industrial ap-
plications. A HIL simulator is an embedded hardware system which connects to the ex-
ternal system under test via various I/O interfaces (e.g. A/D and D/A). Because of its
unique advantages of low cost and of excluding the possibility to damage the physical de-
vices under unexpected transient conditions, such as faults when performing system tests,
it is gaining popularity in many industries, such as automotive, aerospace, and electric
power systems.

Being a reconfigurable hardware which has abundant resources of logic gates, RAM
blocks, a field-programmable gate array (FPGA) is ideal for the design of a HIL simulator.
Nowadays, the modern generations of FPGAs tend to have much more hardware resources
and faster execution speed. For example, the newly released Virtex R© UltraScaleTM16nm
devices have up to 5 million logic cells. Given this trend of FPGA technologies, modeling
complex device physics in hardware is possible.

Traditional power electronic system hardware emulation used ideal switches or av-
erage models to represent the switching devices such as IGBT and power diode. These
models are only suitable to perform system-level evaluation. Modern power converter cir-
cuit hardware emulation requires even more with its switching device models so as to look
into the high-frequency effects including device stress, parasitic, and EMI noise. Potential
areas of applications could also includes parametric, statistical, and sensitivity analysis.
Therefore, it is the right time to introduce detailed physics-based power device models
into the realm of power converter hardware emulation.

1



1.1 Literature Review

This section provides a brief introduction to HIL simulation, FPGA applications in HIL
simulation, and device-level models for HIL simulation.

1.1.1 HIL simulation

HIL simulation is able to perform thorough and repeated testing and evaluation to observe
the transient dynamics even before the actual apparatus has been produced. While the
simulation should be in real-time in order to fully reflect the characteristics of emulated
apparatus and test conditions, HIL simulation can also be used in an open-loop fashion to
accelerate complex system models. Moreover, the time-step should be sufficiently small
so as to contain the model’s detailed transients. A typical HIL simulation setting usually
contains a piece of hardware under test (HUT), a real-time simulator, and the interface
between the hardware and simulator. Based on the different types of the interface, the HIL
simulators are classified into controller HIL (CHIL) and power HIL (PHIL). The interface
of CHIL typically contains D/A and A/D, which do not adjust the power flow through the
interface. In contrast, the HUT for PHIL needs a certain degree of power flow. Therefore,
besides the D/A and A/D, amplifiers are needed to increase the power flow between the
real-time simulator and the HUT. [1]

Currently, the HIL simulation has found widespread applications. For example, [2]
introduced an effective interfacing technique between power systems with digital con-
trollers. The related real-time HIL simulator could be implemented on DSP. Reference [3]
designed a real-time HIL simulator for D-STATCOM applying both DSP and FPGA, s-
ince a single FPGA chip was still limited in terms of hardware resources to contain the
whole system at that time. In order to speed up the testing process of wind energy sys-
tem control methods, [4] introduced a real-time HIL simulation platform based on custom
software and DSP hardware, which tracked the maximum turbine power line using neural
networks. Reference [5] developed a HIL test platform for power electronic control system
design, since the off-line software-based simulation is limited to provide the actual opera-
tional conditions. However, the test platform was only capable of integrating models from
various commercial or noncommercial software for co-simulations. Even if the high-speed
FPGA was introduced to the platform, it is only used as a supplementary technique to im-
prove the simulation performance. In [6], the HIL simulation concept was even been ap-
plied to education. Specially, the wind-energy-conversion system was divided into many
subcomponents, which was represented by their mathematical relationships. Thus, the
HIL simulation of the whole system was successfully performed. Reference [7] based their
HIL power converter system on a novel adaptive discretization scheme, however the im-
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plementation was mostly done on sequential micro-processes with only the controller part
was done on FPGAs. Reference [8] developed a DSP-based HIL simulator for induction
motor drive in order to assist the related design issues. Around this time, the advantages
of FPGA were widely recognized and applications of FPGAs for HIL simulation started
appearing in the literature, which is discussed in the next subsection.

1.1.2 FPGA Applications in HIL Simulation

FPGA is the ideal platform to embed HIL simulator, due to its intrinsic advantages of full
hardware parallelism and user reconfigurability. Thanks to the advances in very large s-
cale integration (VLSI) technology and in digital hardware design tools, FPGAs have been
used in many applications. The power industry applications can be roughly classified in-
to: (1) control applications and (2) system modeling applications. There are numerous
applications among the first group. For example, [9] made a thorough survey of the FP-
GA technologies and its applications in industrial control systems. More specifically, the
FPGA-based controllers were finding widespread applications in embedded industrial and
robotic and power electronics and drive systems. These controllers could even be designed
using sophisticated artificial intelligence, neural networks, and fuzzy logic, which proved
that the FPGA is an ideal platform to embed complicated algorithms. Reference [10] based
a senseless controller on FPGA for a kind of synchronous machine. This controller was
wholly embedded into a single FPGA board and had high performance. Reference [11]
presented FPGA-based fuzzy-logic systems. The inner digital signal processing systems
were designed on FPGA using specific MATLAB/Simulink R© tools. The generated files
could be immediately translated to netlists and bitstream files agreeable to FPGAs, which
largely reduced the hardware design efforts. Reference [12] designed a sensorless ac drive
using FPGA. Specially, the control unit was realized in both software and hardware. A-
mong the system modeling applications, a real-time electromagnetic transient simulator
of large-scale transmission line system was embedded on FPGA [13], which achieved both
calculation accuracy and speed. Reference [14] based a novel processor on FPGA to build
the testing platform for power converter system design. Reference [15] built a real-time
simulator for the solution of the nonlinear electromagnetic transient in transmission line
systems on FPGAs rather than sequential GPPs or DSPs, so as to promote emulation per-
formance. In [16], a three-level voltage source converter system and a squirrel-cage in-
duction motor system were emulated on FPGA, and the switching devices with different
degree of accuracy for the converter were applied and compared. In [17], complicated
universal machine and universal line models were emulated on FPGAs, which had been
challenging to be embedded on traditional hardware platforms. In [18], multi-FPGA im-
plementation was even performed to make the emulation of large-scale power system with
detailed models to be possible. This practice fully demonstrated that FPGAs, as one of the
most popular HIL platforms, can handle large nonlinear systems. Reference [19] intro-
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duced a unified modular concept to deal with detailed modeling of various power system
components for modern power grid on FPGAs, which was featured by full parallelism
and deep pipeline. In [20], power system relay models were emulated on FPGAs instead
of traditional sequential DSPs. The upgraded paralleled and pipelined hardware structure
made the fault detection much faster. Reference [21] emulated the nonlinear power trans-
former on FPGA, which overcame the challenges to achieve fast execution time for the em-
ulation of large-scale power system with complex transformer models. In [22], models for
different types of electrical machines were implemented on FPGAs, which were proved to
be very effective. Today, newer generations of FPGAs have much larger capacity in terms
of logic blocks, distributed memories, DSP slices, and other advanced features such as par-
tial reconfiguration, which makes the detailed physics-based device-level power electronic
system HIL simulation feasible.

1.1.3 Device-Level Models for HIL Simulation

An accurate physics-based power electronic device digital hardware emulation has yet not
been reported in literature, since the greatest obstacle is their computational burden. To
observe the switching transient of the devices also implies infinitesimal time-step hence
high execution speed, which is another obstacle. One of the compromises is to use approx-
imate device-level models to perform real-time simulation. For example, [23] used lin-
earized device-level characteristics of the IGBT. The collector-emitter voltage of the IGBT
was modeled as a constant threshold voltage in series with an on-state resistance. Both the
values of the voltage and resistance were specified on the manufacturer’s datasheet. The
switching times were estimated using a analyzing circuit setting provided by the manu-
facturer. The resultant IGBT model was experimentally validated to have reasonable rise,
fall, and delay times, which was a significant progress compared with ideal switch models
of IGBT. A more accurate IGBT model was introduced in [24], which used look-up tables
to model the nonlinear switching characteristics of the IGBT. The basic theory behind this
method is that the turn-on and turn-off switching times and tailing current are proportion-
al to the steady-state values of collector current and emitter-collector voltage. Therefore,
those per-unit device characteristics could be obtained by hard switching the actual IGBT.
This IGBT model took a big step towards modeling nonlinear characteristics of IGBT in
real-time. However, its transient behaviors were intrinsically based on estimations. The
accuracy of the models could only be assured within limited operating conditions.

IGBTs and power diodes are the fundamental switching elements in modern power
electronic systems. They also contribute significantly to the circuit nonlinearity. Much
literature has been devoted to device-level model development for both the IGBT and the
power diode. Device-level models for these two types of switches can be mainly classified
into: (1) physics-based analytical models, (2) behavioral models, and (3) numerical models.

As the name implies, the physics-based models describe the carrier dynamics in the
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semiconductor material in terms of nonlinear ordinary or partial differential equations
with respect to time. The numerical solution methodology normally includes implicit dis-
cretization followed by Newton or Katzenelson iterations. For the IGBT two of the most
detailed and popular models in this category are the Hefner [25], [26], [27] and Kraus [28]
models. Specifically, Hefner modeled n-channel IGBT as a p-n-p BJT with its base con-
nected to an n-channel MOSFET. The inner MOSFET was modeled similar to the power
Vertical double Diffused MOSFET. The inner BJT transients such as the carrier distribution
were obtained by solving its ambipolar transport equations. Moreover, Hefner modeled
faster buffer layer IGBT, with its different switching behaviour discussed. Kraus modeled
a vertical IGBT with high charge carrier lifetime and low emitter efficiency. All these mod-
els were experimentally validated to have high accuracy. For the power diode, the lumped
charge models proposed by Lauritzen and Ma et al [29], [30] are quite famous, which had
all the main inner phenomena of power diode represented using charge transport equa-
tions. Those phenomena included the forward recovery, reverse recovery, emitter recom-
bination, junction capacitance, and contact series resistance effects. Their power diode
models were proved to be effective and easy to be utilized in hardware emulation.

The behavioral models (macromodels) approximate the device behavior from mea-
sured and fitted characteristics that are incorporated into the simulation using lookup ta-
bles and discrete circuit components. For example, [31] presented two behaviour IGBT
model structures with different degree of accuracy. Both of the models utilized a nonlinear
unit to represent the IGBT static characteristics, and a series linear unit to describe the IGBT
dynamic characteristics. Most of the model parameters could be extracted from physical
devices or more accurate models by least-squares methods. Other parameters could be
found from the manufacturer’s datasheet. The complexities of the models were not very
high, and their accuracies were satisfactory. Reference [32] modeled the IGBT with antipar-
allel diode pair as ideal switches and customizable voltage and current sources to represent
the actual transient behaviours. The actual switching transients were obtained by scaling
the per-unit measurements of physical devices transient waveforms. The validation re-
sults for this model showed satisfactory accuracy. Bond graph methods to build averaged
models for power converters that include device nonlinearities have been proposed in [33].

The numerical models are highly exact two-dimensional (2D) or three-dimensional
(3D) models [34] based on nonlinear partial differential equations in space-time that de-
scribe physical phenomena in the semiconductor material such as carrier generation, re-
combination, drift, and diffusion. The numerical solution methodology typically involves
the finite element or the finite difference methods. To reduce high computational burden
of such methods, hybrid models [35] have also been proposed which combine the analytic
and numerical models.

This thesis does not select the most accurate but complex numerical finite element mod-
els to build power converter hardware model, since their computational burden is too high
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to gain satisfactory execution speed. Instead, the analytical device models are found ade-
quate to observe the device transient behaviors. Specifically, the IGBT and the power diode
physics-based device-level digital hardware models were emulated on the FPGA. The de-
vice nonlinear equations are solved using a fully iterative Newton-Raphson method with
a variable time-step. The IGBT hardware emulation utilizes the physics-based Hefner’s
model, and the power diode hardware emulation utilizes the Lauritzen’s model. The pro-
posed FPGA-based emulation also includes other power electronic system elements such
as independent/dependent supply sources, linear/nonlinear lumped R-L-C elements, and
pulse-width modulation, which makes it a complete power electronic circuit emulator. A
variable time-step implicit discretization of the device equations is employed to gain com-
putational advantage, and result comparison is presented with respect to Saber R©. The
entire hardware design is fully paralleled using IEEE 32-bit floating-point number preci-
sion to achieve high speed and accuracy requirements.

1.2 Challenges and Objectives of the Work

When power electronic circuit hardware emulation is based on physics-based device-level
analytical models, the difficulties will surely be escalating compared with the traditional
system-level models. The main challenges are listed as follows:

• Physics-based device-level analytical models typically comprise a great many highly
coupled nonlinear differential equations. Solution of these equations requires rather
complex processes of discretization and linearization. The resultant discrete-time
linearized equivalent circuit equations must be tested with care, since small errors
may lead to failure of this process.

• The discrete-time linearized power converter hardware model includes numerous
hardware modules, units, and even sub-units. There lot of efforts in this work was
focused on how to organize these hardware components and exploit the paralleliza-
tion characteristics of FPGA. For example, the calculation sequence must be reason-
ably selected to reduce the latency. The timing sequences of inner signals must be
made clear beforehand.

• For a circuit system with less nonlinearity, a large part of the system matrix could be
diagonalized [36], which makes it possible for a very big matrix (e.g. 100× 100) to be
divide into many smaller matrices and solved in parallel. However, the system ma-
trix of the power electronic circuit based on detailed physics-based analytical device
model is obviously highly coupled and larger in system dimension (because of the in-
ner nodes inside the devices), which means it is very difficult to be diagonalized and
solved in an efficient way. Note that the latency for any existing matrix solver will
increase exponentially with respect to the dimension of the matrix. Therefore, if the
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system matrix cannot be solved in a more efficient way or the larger converter sys-
tem cannot be divided in some way, the hardware emulation for the physics-based
device-level power electronic circuit will fail.

• Another challenge for the work is that all of the previous HIL simulators are based
on fixed time-step strategy, and the output waveforms of the hardware is naturally
in shape. However, if the HIL simulators for the power electronic circuit based on
complicated analytical model, the fixed time-step set-up will prolong the simulation
time by times since the time-step had to be set very small so as to capture the tran-
sients during very tiny range of time (could be reaching to the level of nanoseconds).
Obviously, the previous fixed-time strategy loses its value. By contrast, most off-line
software-based circuit simulators support variable time-step strategies, and there is
no problem to draw their resulting data with respective to the timeline (usually the
x-axis). But for the hardware emulation, if the variable time-step strategy is imitated
indiscriminately, the output waveforms will probably be out of shape and lose value.

• When physics-based device-level analytical switching element models are applied,
the complexities of the whole power electronic systems are escalating. As a result,
the hardware model of the power converter tends to be not converging, which needs
to be paid much attention to. To prevent non-convergence, either some circuit sim-
ulation adjusting parameters are pretested, or some effective fail-safe strategies are
applied to the hardware models.

• Finally, Newton-Raphson method has been widely used in both off-line software-
based circuit simulators and hardware emulations. The numerical methods used in
transient analysis begin by the system matrix formulation to represent the system as
a group of nonlinear ordinary differential equations (ODEs). These ODEs are in turn
transformed to nonlinear algebric equations (NAEs) before being linearized to linear
algebraic equations (LAEs) using the classical Newton-Raphson method or others.
During the whole transformation, the nonlinear part of the system (e.g. IGBT and
Diode) and linear part of the system (e.g. load resistors and inductors) mingle with
each other in the system representations. In other words, for different topologies of
the power converter circuit, repetitive discretization and linearization work had to
be done. This is cumbersome since the physics-based device-level power electronic
circuit system equations are extremely complicated because of the complexities of
the device inner nonlinear representations. As the kernel of the standard numerical
methods, the classical Newton-Raphson method should be adjusted in the power
electronic circuit hardware emulations in this thesis so as to be agreeable to the mod-
ularization of the nonlinear device models, which could in turn be combined to form
different topologies of power converters.
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In order to build physics-based device-level electronic circuit HIL simulators on FP-
GAs, the main research objectives of this work are as follows:

• When building electronic circuits based on physics-based analytical device models,
the complexities of the circuits can mostly be attributed to the nonlinearities inside
each devices, e.g. IGBTs and Diodes. Moreover, most of the power electronic cir-
cuits contain more than one devices, e.g. for a standard two-level voltage source
DC-AC converter, 6 pairs of IGBT and Diode are included, so the nonlinearities of
the whole converter circuit are escalating. Those off-line device-level circuit simula-
tors (e.g. PSpice and Saber) have built up a group of systematic methods to tackle
these difficulties. For example, SPICE-like simulators apply a modified nodal ap-
proach to formulate the nonlinear circuit system equations. Also, most of the off-
line simulators support a variable time-step simulation strategy, which is essential
when performing transient simulation based on detailed analytical device model-
s. Although the solution process of the off-line circuit simulators are intrinsically
different from FPGA, e.g. circuit simulators are mostly based on high-level program-
ming languages which work in a sequential way, while FPGA can function parallel
as integrated circuit hardware, it is still worthwhile to study. Therefore, a survey
of the existing device-level software-based circuit simulators was made before the
hardware design.

• In order to emulate the physics-based device-level power converter circuit, the discrete-
time linearized physics-based analytical models of IGBT and power diode are essen-
tial before hardware emulations. Thankfully, G. T. Oziemkiewicz has done this work
for the IGBT before [37]. However, the work for the power diode has to be done
by ourselves. Both the hardware module designs of IGBT and power diode should
be based on their discrete-time linearized models. Their inner structures should be
designed to be in fully parallel.

• As is mentioned before, a highly coupled physics-based device-level power convert-
er circuit system usually has a larger dimension of system matrix, which is an ob-
stacle for its hardware emulation. Therefore, the existing linear solver may not be
satisfactory. A novel parallel Gauss-Jordan linear solver, which is so fast as to tackle
a matrix with a dimension larger than 7, is required to fulfill the task.

• The large discrete-time linearized system of the power converter circuit needs to
be fully parallelized on FPGA. Hence, an improved unified numerical framework
should be built up to avail the parallelization of those hardware modules. In other
words, a flexible modularization methodology needs to be introduced, which could
be referred by future practice of power electronic HIL simulator design. The aim of
this methodology is to model different topologies of power converter with less pro-
gramming efforts. The hardware modules should be reusable as much as possible.
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• For traditional power converter hardware emulation, which based the switching de-
vices on ideal switch or averaged model, a fixed time-step strategy is typical and
sufficient. However, when the detailed device-level models are applied to observe a
few nanoseconds’ transient contents, the traditional fixed time-step strategy would
be ineffective. Obviously, if the time-step is set too small, the execution speed could
not be assured. Therefore, a variable time-step strategy is mandatary to the hard-
ware emulation with device-level models and novel hardware modules should be
designed and tested in the new practice since a variable time-step strategy has not
be utilized in the realm of hardware emulation before.

1.3 Thesis Outline

This thesis contains 6 chapters. The other chapters are organized as follows:

• Chapter 2 reviews the main technologies of FPGAs. Specially, the overall architecture
and sub-components of Xilinx R© 7 series FPGA are described in details. The newly
Xilinx R© Vivado R© design tool for FPGA and its design flow are presented.

• Chapter 3 make surveys off-line device-level circuit simulators, which have system-
atic methods to deal with physics-based device-level power electronic systems. Spe-
cially, solution approaches of circuit simulators are introduced and compared. Also,
the co-simulation interfaces between different simulators are listed and discussed.
Many of these simulation and interface techniques of circuit simulators could be ap-
plied in HIL simulators.

• Chapter 4 describes the hardware emulation on the FPGA of physics-based power
diode and IGBT models, respectively. The formulations of both the two devices are
presented as well as their model discretization and linearization. The overall struc-
tures of their hardware emulation modules are detailed. Also, this chapter describes
the methodology the whole structure of the power electronic circuit hardware em-
ulation, which flexibly combines both the two device hardware modules. A highly
efficient linear solver is also presented as well as sub-modules which makes the vari-
able time-step strategy possible in hardware emulation.

• Chapter 5 presents case studies of a DC-DC buck converter and a 2-level DC-AC
converter. All of their steady-state and transient validation results are compared
with Saber R©. Furthermore, their power dissipation analyses are performed and com-
pared.

• Chapter 6 gives conclusions and contributions of this thesis. A brief summary of the
work and some suggestions for the future work are made.
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2
FPGA Overview

Although custom integrated circuit has the advantages of good performance, wasting no
hardware, it has many disadvantages such as great design and testing costs. More im-
portantly, if the designs are found errors, the total costs to correct them will be escalating.
FPGAs, on the other hand, have fast time-to-market. Even if the mask is changed, it can
be reconfigured with ease. Compared with microprocessors, although modern CPUs and
GPUs operate at a higher clock frequency than FPGAs, they could hardly reach the per-
formance of FPGAs because of their overhead of operating system and other abstraction
layers. Most importantly, microprocessors intrinsically work in a sequential way, which
could be nowhere to compare with FPGAs featuring by hardware parallelism in design
architecture. Obviously, multi-core CPUs will be much slower than FPGAs, which imple-
ment the hardware resources directly not to mention their high prices compared to FPGAs.

The modern FPGAs has the trend to grow in hardware resources as well as operating
speed. The Virtex R© UltraScaleTM16nm devices, for example, have as many as 5 million
logic cells with the operating speed around 100 to 500 MHz. Given this trend of growth in
FPGA size and speed, modeling complex device physics in hardware becomes possible on
FPGAs.

This chapter will give a brief introduction to the FPGA technology. Its whole architec-
ture as well as its subcomponents will be discussed first. Then the design flow of FPGA
design tools will be described too.

2.1 FPGA Architecture

A FPGA is a programmable integrated circuit which contain a two dimensional array of
logic blocks, hierarchy of reconfigurable routing channels interconnecting the blocks, and
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Figure 2.1: Conceptual structure of a logic cell [13].

input/output (I/O) pads fitting into the array. For most FPGAs, a logic block (Fig. 2.1) is
simply built up by one 4-input look-up table (LUT), and one D-type flip-flop, as shown
below. The only output is either a registered or unregistered LUT output. Despite its
simple structure, it can implement different combinational and sequential logic functions
with different degrees of complexities. [13]

The routing channels are basically the electrically programmable interconnections of
wiring and switches, which are physical transistors controlled by fuses, antifuses or mem-
ory cells. Engineers are given the opportunities to configure the function of those logic
blocks the interconnection between them. These configurations are realized by manipu-
lating a switch box, which lies in every intersections of the horizontal and vertical routing
channels. Among the intersected four wire segments, every two of them are connected
by a programmable switch, which is controlled using different programming technologies
based on SRAM (Static RAM), flash, and antifuse. SRAM-based FPGAs are the most pop-
ular group of FPGAs, which include most chips of Xilinx R© Virtex R© (used in our designs)
and Spartan R© families. Specifically, they store the configuration file in the volatile static
memory, which needs to be reconfigured after the power source turned off. The I/O pads
is located at the periphery of an FPGA connecting to its adjacent wire segments, which are
used to send out the output signals. [13]

Since one of the Xilinx R© 7 series FPGAs, Xilinx R© Virtex R©-7 FPGA, is applied to the de-
sign of the physics-based device-level power electronic circuit hardware emulation, their
architectures will be specifically detailed in this thesis. The architecture of traditional
Xilinx R© FPGA was typically a two-dimensional symmetrical array structure, which con-
tained a large number of logic blocks, named Configurable Logic Blocks (CLBs) , organized
into a matrix. The inside part of the CLB matrix was interconnected by wire segments and
programmable switches, while the periphery of the matrix was surrounded by a layer
of Input/output blocks (IOBs). The connection blocks link the input and output pins of
CLBs to their adjacent routing channels from all four directions. Specifically, they used
route switches to connect those CLB pins to their surrounding wire segments. However,
Xilinx R© 7 series FPGAs begin to utilize upgraded structures, which organize their differ-
ent resources including CLBs, IOBs, Block RAMs (BRAMs) and DSP slices in columns (see
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Figure 2.2: Common structure of 7 series FPGAs [38].

Fig. 2.2). The function of the modified structure is basically the same as the old one, but it
manages the hardware resources in a more flexible and efficient way. [38]

2.1.1 Configurable Logic Block (CLB)

A 2-slice CLB contains two separated logic cells (Fig. 2.3). Each slice (logic cell) includes
two four-input LUTs utilized as function generators directly connected to input pins, t-
wo D-type flip-flops, and two registers near the output side. The logic implemented in
the LUTs is stored in static RAM (SRAM). The multiplexers inside the logic cell are also
controlled by SRAM. [39]

2.1.2 Block RAM (BRAM)

BRAMs are located on left and right columns of CLB array. As a fully synchronous dual-
ported 4096-bit RAM, BRAMs are responsible for storing addresses, data and write-control
signals for inputs. A functional diagram of a BRAM is shown in Fig. 2.4. [40]

2.1.3 DSP48E1 Slice

The 7 series FPGAs also contain many low-power digital signal processing (DSP) slices,
which can implement a lot of math functions including multiplication, accumulation, ad-
dition, and abstraction in a fully custom and parallel way. As can been seen in Fig. 2.5,
since a DSP slice uses binary multipliers and accumulators to performing the aforemen-
tioned algorithms, it has the advantages of fast computational speed and capacity as well
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Figure 2.3: Structure of a logic cell in 7 series FPGAs [39].

Figure 2.4: Functional structure of a BRAM in 7 series FPGAs [40].
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as high flexibility and efficiency. [41]

Figure 2.5: Functional structure of a DSP48 slice [41].

2.1.4 Input/Output Block (IOB)

IOBs (Fig. 2.6) reside at the periphery of FPGA chips responsible for interchanging signals
with outside world. Similar to CLBs, IOBs is directly connected to the wire segments
adjacent to them. Each IOB contains separated input and output buffer as well as three
registers. Both the input and output support a wide range of signaling standards. The
time delay between the input buffer and the register is programmable. A weak keeper
circuit is specially design near the output pad. [42]

2.2 FPGA Design Tools and Design Flow

Modern FPGA is featured by ultra-fast speed and abundant hardware resources. The tradi-
tional FPGA design flow which start from the register-transfer level (RTL) shows increas-
ingly ineffective and unreliable. System-level integration design flow, which is centered
around intellectual property (IP) cores, shows increasing strength in large scale hardware
design. The Xilinx R© Vivado R© Design Suite, for example, includes powerful and fast-
integrated IP integrator environment, IP catalog, which contains abundant IP functions
(e.g. math functions) and makes it possible for engineers to configure and package custom
IP functions. [43]

At different stages of the design flow, the hardware design verification, including logic
simulation, I/O and clock planning, power and timing analysis, design rule checks, vi-
sualization of design logic, modification of implementation results, and debugging, can
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Figure 2.6: Functional structure of the input/output block [42].

Figure 2.7: Design flow of Vivado R© software [43].

be easily performed. The whole FPGA design using Xilinx R© Vivado R© software contain-
s hardware description language (HDL) entry, synthesis, implementation, programming
and debugging. [43]
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2.2.1 HDL Design Entry

Vivado R© Design Suite supports powerful hardware description language (HDL) to rep-
resent the behavior and structure of a digital integrated circuit system. This schematic
design entry is capable of describing the system from processor level to gate level. As two
most popular HDLs, Very-High-Speed Integrated Circuit Hardware Description Language
(VHDL) and Verilog HDL are both supported by Vivado R© Design Suite. Both the two
HDLs support top-down or bottom-up approach to design. However, modern Vivado R©

software does not recommend the traditional design flow which start from register-transfer
level or gate level. Numerous system-level IP cores with various functions source from al-
l Xilinx R© IP, third-party IP, and user-designed IP, have been presented in its IP catalog,
which help the engineers free from arduous low-level designs, and focus on the high-level
algorithms. [43]

2.2.2 Behavioral Simulation

Behavioral simulation is run to verify the syntax and function of input HDL codes. It only
considers high-level functionality instead of the timing constraint of the designed digital
system. Most design errors could be found in this type of simulation, while those low-
level functions of the design circuits concerning timing information should be verified
after synthesis or implementation using different types of simulations. [43]

2.2.3 Synthesis

Synthesis is a translation process for the original behavioral and structural description,
entered as HDL codes. The resultant digital system description is in a structural netlist
format, which represent the system in a lower-level of abstraction, gate-level representa-
tion. The whole synthesis process mainly comprises four stages, which include high-level
synthesis, RT-level synthesis, gate-level synthesis, and technology mapping. [43]

2.2.4 Post-Synthesis Functional and Timing Simulations

These two kinds of post-synthesis simulations provide the designers to have better per-
spectives of the designed system. After running these two simulations, the resultant func-
tional or timing netlists will be generated to provide the designers more accurate informa-
tion whether the designed system meets the requirements or not. [43]

2.2.5 Implementation

The implementation process is actually a process of place and route, which means to in-
terpret the designed logic to physical units in the hardware and make them properly con-
nected. [43]
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2.2.6 Post-Implementation Functional and Timing Simulations

After implementation, Vivado R© Design Suite also provide opportunities for the designers
to simulate the designed system. At this stage of design process, the generated system is
more close to final system to be designed. The designers will given better insights to the
functionality and timing issues of the whole system. [43]

2.2.7 Programming and Debugging

After all the aforementioned processes done, the whole design can be converted to a binary
bitstream files and downloaded to the FPGA board using JTAG. Even at this stage, the
designed system can be debugged using the Vivado R© Logic Analyzer (VLA), which is
fully integrated into the Vivado R© Design Suite. If the designed system is proved meeting
the requirements, it whole design processes are completed. [43]

2.3 Summary

With the technological advances in digital hardware design tools, FPGAs have became a
ideal platform to develop HIL simulators. Current generation FPGAs endeavor to tran-
scend their previous physical limits and achieve both ultra high running-speed and ca-
pacity in terms of hardware resources. Their boosted performance has made it possible to
emulate the complex physics-based device-level power electronic circuit. Also, the new F-
PGA design tools provide abundant well-designed IP cores to upgrade the FPGA design to
system-level. Designer today could focus more on the overall algorithms. In this chapter,
the basic theory of FPGAs is introduced, the inner architecture of Xilinx R© 7 series FPGAs
is described, and the design flow of Xilinx R© Vivado R© software is discussed.
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3
Simulation and Interface Techniques of

Device-Level Circuit Simulators

Power electronic system modeling in hardware-in-the-loop simulators with simple system-
level models such as ideal switching model or averaged model have been performed in
recent years. These models are sufficient for observing system-level waveforms and har-
monics. However, high-accurate physics-based device-level power electronic system mod-
eling is especially necessary in those applications whose performance affected by high-
frequency switching devices. The reason why physics-based power electronic circuit hard-
ware emulation has not performed before is due to the following several obstacles. Firstly,
due to the complexity of device nonlinear inner physics, the hardware emulation would
encounter high computational burden. Secondly, to modelling the high-fidelity device
switching behavior, the time-step must be reduced to a few nanoseconds to capture the
high-frequency transients. Thirdly, actual power electronic circuit may involve a great
many devices. With the increase numbers of those nonlinear switches, the difficulties to
models to whole circuit become escalating.

Device-level circuit simulators have built up a systematically sophisticated group of
methods to deal with those obstacles to simulating those physics-based device-level pow-
er electronic circuit. They have many useful methods (e.g. variable time-step strategy,
various system matrix formulation methods, and alternative nonlinear solution methods),
which can surely be referential to HIL simulator designs.

In this chapter, an survey to the techniques of the device-level circuit simulators 1 is
presented. Firstly, the solution approaches and their salient features of a list of popular
simulators is described. Then the co-simulation interface techniques of selected simulators

1 This material will be submitted for publication: W. Wang and V. Dinavahi, “Co-simulation interfaces in
device-level circuit simulators”.
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are discussed successively.

Table 3.1: List of Device-Level Circuit Simulators

Simulators Salient Features

Saber R© A comprehensive mixed-signal simulator, provides a versatile model-
ing language named MAST, which makes it possible to divide specific
models from simulation algorithms; applied to electrical, optical, ther-
mal, mechanical systems [44], [45].

SPICE
(Spice2,
Spice3)

Simulation Program with Integrated Circuit Emphasis (SPICE), the
most popular general-purpose and open source analog circuit simu-
lator [46].

Orcad R© A strong desktop electronic design automation (EDA) software owned
by Cadence Design Systems, Inc., which has integrated the widely-used
PSpice R© as its main subset, as well as a schematic capture package and
other tools [47]. As a PC version of SPICE, PSpice R© is a dominating in-
dustrial standard for circuit and system analysis, works in analog and
mixed signal environments, supports the functions for analog behav-
ioral modeling [48]

HSIM R© Designed to meet the requirement of nanometer circuit analysis, able to
perform hierarchical simulation, commercial product from Synopsys R©

[49].
JSPICE Based on Spice2, designed for superconductor and semiconductor cir-

cuits, incorporates the Josephson junction model [50].
MacSpice A Mac version of SPICE, open source and free for non-commercial use

only [51].
XSpice Based on SPICE, but in further incorporating arbitrary user models [52].
Ngspice Based on SPICE, CIDER and XSpice; is a mixed level and signal simu-

lator, works on Linux and FreeBSD systems [53].
HSpice R© An analog circuit simulator similar to Spice3 but having better conver-

gence, commercial product from Synopsys R© [54].
HomSPICE A member of SPICE-family circuit simulators, uses three homotopy

algorithms: FIXPDF, FIXPNF, and FIXPQF, which is in favor of cal-
culating a circuit’s dc operating points and periodic steady-state re-
sponse [55].

PSIM R© A strong simulation platform for power electronics and motor drive
control [56].

PLECS R© A Piece-wise Linear Electrical Circuit Simulator (PLECS R©) based on the
state-variable formulation working within MATLAB/Simulink R© envi-
ronment and integrating circuits entered into Simulink R© as S-functions
[57].

XSIM An efficient crosstalk simulator, based on indigenous methodology in
Visual C++, provides user-friendly graphical user interface [58].
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Simulators Salient Features

MultisimTM A updated version of SPICE; software simulation kit provides dynamic
simulation models, with powerful interactivity; has powerful Design-
Rules-Check and Connectivity Check with the breadboard tool [46],
[59].

QUCS Quite Universal Circuit Simulator (QUCS), an integrated circuit simu-
lator with a graphical user interface [60].

PECS Power Electronics Circuit Simulator (PECS), excelling in time-domain
simulation of switched networks with non-linearity; achieves both high
speed and accuracy as a result of several new algorithms including a
state space method for nonlinear analysis of switched networks [61].

TITAN A complete customizable simulator, which provides the freedom to di-
vide the whole circuit into arbitrary sub-circuits; circuit equations are
solved by its special vectorized solver [62].

PETS Power Electronics Transient Simulator (PETS), used for time-domain
analysis, provides freedom to choose different degree of complexity for
piecewise-linear models, supports continuously differentiable nonlin-
ear models by applying a delay approximation method with Newton-
Raphson iteration [63].

Spectre R© An improved SPICE-like analog simulator; commercial product from
Cadence R© [64].

MEDUSA A user-oriented simulator for modular circuits, satisfies the needs for
device and circuit simulations at the same time [65].

CODECS A mixed-level circuit simulator, based on Spice3, while incorporates a
set of numerical models under its main structure without changing its
Spice3 core [66].

AWEswit A mixed analog and digital circuit simulator, special for the switched
capacitor circuits, unique in its asymptotic waveform evaluation (AWE)
technique in modeling and simulation, provides flexibility in circuit
formulations [67].

DesignLab A Windows version of PSpice R©, developed in the form of web pages
with multimedia effect for analysis and design of circuits and electron-
ics [68].

EldoTM An analog, digital and mixed circuit simulator with a VHDL-based
Analog Hardware Language [69].

IsSPICE4 An improved version from Spice3f5 and XSpice, adding some strong
interactive features and extensions [70].

Gnucap A general purpose mixed analog and digital circuit simulator, fully in-
teractive, compatible to SPICE, containing a simple behavioral model-
ing language [71].

LTSpice A high performance simulator, making many enhancements based on
traditional SPICE simulator [72].

TINA-TITM A user-friendly, powerful circuit simulator based on a version of SPICE
[73].
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3.1 Solution Approach in Device-Level Circuit Simulators

The enumeration of device-level circuit simulators is given in Table 3.1 with their salient
features. This will be helpful to compare their particular capabilities. Notably, these sim-
ulators can be categorized into free and/or open source (e.g. SPICE, Ngspice and QUCS),
commercial (e.g. PSpice R©, Saber R© and PSIM R©), and research-oriented simulators (e.g.
MEDUSA and CODECS). Furthermore, a group of simulators, including SPICE, Spice2,
Spice3, Ngspice, PSpice R©, HomSPICE, MultiSimTMand so on can be categorized as SPICE-
like simulators, which are essentially based on the kernel of SPICE [55], [46], [74], and their
transient analysis operations are basically the same.

In this section, the solution approach for transient analysis used by a majority of device-
level simulators is described.

The first step is the system matrix formulation. The modified nodal analysis (MNA) is
taken by Saber R© and SPICE-like simulators, where the system is represented by a group
of nonlinear first-order differential algebraic equations.

N(x(t),
dx(t)

dt
, t) = 0 (3.1)

where x(t) is the vector of unknown circuit variables, and N(·) is a nonlinear vector func-
tion [75], [76].

In contrast, other circuit simulators such as PECS, utilize a state space approach to
undertake the system matrix formulation step [61].

The aforementioned nonlinear equation group contain nonlinear ordinary differential
equations (ODEs) of the form [77]

dx(t)

dt
= o(x(t), t) (3.2)

To solve (2) at the next time step tn+1, numerical integration is applied. For instance,
SPICE-like simulators and Saber R© use Gear or Trapezoidal methods.

For the Trapezoidal method,

xn+1 = xn +
h

2
[o(xn+1, tn+1) + o(xn, tn)] (3.3)

where xn+1 is the solution of next time step tn+1, xn is the solution of current time step
tn [77].

For the second-order Gear method (the default method for Saber R©),

xn+1 =
4

3
xn − 1

3
xn−1 +

2

3
h · o(xn+1, tn+1) (3.4)
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where xn+1 is the solution of next time step tn+1, xn is the solution of current time step
tn. Thus (2) is successfully transformed into nonlinear algebraic equations (NAEs), which
have the general form of

F (x) = 0 (3.5)

where x ≡ xn+1, F (·) is the general nonlinear operator [76], [75].
To solve these NAEs, (5) needs to be linearized in this step, SPICE-like simulators and

Saber R© use Newton-Raphson or Katzenelson algorithms. Equations (5) can be further
represented as

F (x) = [f1(x), f2(x), . . . , fm(x)]T (3.6)

where f1(·), f2(·), . . . , fm(·) are all nonlinear operators [75].
For Newton-Raphson algorithm, the Jacobian matrix must be formulated, which is giv-

en as

J(xk) =

⎛
⎜⎜⎝

∂f1
∂x1

|xk

∂f1
∂x2

|xk
· · · ∂f1

∂xm
|xk

...
...

∂fm
∂x1

|xk

∂fm
∂x2

|xk
· · · ∂fm

∂xm
|xk

⎞
⎟⎟⎠ (3.7)

where xk is the solution at the kth iterate [75]. Then, a linearized system of equations is
obtained as:

xk+1 = xk − J(xk)
−1F (xk) (3.8)

where xk+1 is the solution at the (k + 1)th iteration [75].
Notably, when evaluating the Jacobian matrix, Saber R© applies a simplicial subdivision

technique to calculate the first derivatives thereby reducing the computational burden at
every iteration, which is different from SPICE [44].

When applying the Newton-Raphson method, the SPICE-like simulators apply pre-
specified tolerances (e.g. ABSTOL, RELTOL, and CHGTOL) to determine convergence to a
valid solution. In contrast, Saber R© uses no tolerance to determine convergence, since the
system of equations are evaluated piecewise linearly and solved exactly [44]. The CODECS
simulator, however, use a modified two-level Newton algorithm [66] in this step. Different
from Newton-Raphson, the Katzenelson algorithm is based on piecewise linear systems.
Sample points are used to find the linear regions for every nonlinear device [77]. Finally,
in order to solve the linear algebraic equations (8), SPICE-like simulators and Saber R© use
the methods of Gaussian elimination or LU decomposition techniques with forward and
backward substitutions [75], [76], whilst the TITAN simulator uses a vectorized solver
method [62].

The aforementioned transient analysis operations (taking Saber R© as an example) can
be illustrated by the flowchart in Fig. 3.1.

Other circuit simulators for formulating the Jacobian matrix mostly utilize the standard
techniques mentioned above, but they also use new methods. For example, PETS uses a
novel algorithm to decide the accurate element states of its piecewise-linear networks as
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Figure 3.1: Flowchart of transient analysis operation [77].

well as an efficient way to avoid its piecewise-linear and reactive elements from changing
values with each time step, thereby keeping the system matrix to be constant. [63].

3.2 Co-Simulation of Device-Level Circuit Simulators and System-

Level Simulators

In this section, co-simulation examples for device-level circuit simulators are discussed.

3.2.1 Saber R© and MATLAB/Simulink R©

Saber R© is a device-level circuit simulator which specializes in power electronic simulation,
while as is mentioned above, Simulink R© is versatile in building control systems. Like other
multi-domain designs, the co-simulation between Saber R© and MATLAB/Simulink R© can
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Figure 3.2: Illustration of Saber R© Simulink R© co-simulation interface [78].

be very effective in many circumstances. The procedure of using the Saber R©-Simulink R©

co-simulation tool is available in [78]. The principle of Saber R©-Simulink R© interfacing is
illustrated in Fig. 3.2.

Notably, the running processes of the two simulators are fully independent except that
they need to exchange data at fixed period of intervals. This communication mechanism
is realized by using an S-function. Additionally, a Saber R© Co-simulation block (Saber-
Cosim.mdl) should be integrated into the Simulink R© model, which is then imported in
to Saber R© interface using Saber R©-Simulink R© co-simulation tool. This tool is responsible
for producing the required co-simulation interface symbol and the MAST template. This
expressive user interface makes it possible for the co-simulation to run totally in Saber R©

interface.
Reference [79] presented a method to construct a high-voltage source circuit system by

the hybrid modeling of Saber R© and Simulink R©. In their designs, the Saber R© software was
responsible for the power electronic circuit, while Simulink R© was in charge of building a
fuzzy PID controller. The results showed that the co-simulation of Saber R© and Simulink R©

was a highly efficient way to analyze the whole system.
Similarly, [80] applied the Saber R© and Simulink R© co-simulation for the modeling of

a high pulse power circuit. In their studies, the physical model of Reversely Switched
Dynistor (RSD) was constructed using Simulink R©, and Saber R© was used to model the
pulse power circuit and the magnetic switch.

3.2.2 PSpice R© and MATLAB/Simulink R©

PSpice R© is a simulation tool which can tackle models in analog and mixed-signal envi-
ronments, whereas MATLAB/Simulink R©, as a platform for multi-domain simulation, is
mainly based on approximate continuous-time and discrete-time models of dynamic sys-
tems. Obviously, they both have advantages in a simulation project, since the former can
make it possible for designers to perform simulation which includes realistic electrical
models, while the latter is mainly focused on building the whole system.

24



PSpice MATLAB
SIMULINK

SLPS Block

A CIR file

Analysis
settings

Net list
information
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The co-simulation between MATLAB/Simulink R© and PSpice R© is realized by an in-
terface tool named the PSpice R© SLPS Interface, which enables electro-mechanical system
designers to perform system-level simulation which include specific device-level circuit
simulation. More specifically, the PSpice R© SLPS Interface makes it possible for the de-
signer to include realistic electrical PSpice R© models of actual components when perform-
ing system-level simulation. The detailed procedure to use the SLPS interface is available
in [81] and the co-simulation is illustrated in Fig. 3.3.

Notably, the co-simulation of PSpice R© and Simulink R© is initialized by creating a CIR
file, which specifies the PSpice R© analysis settings (e.g. the analysis time) and the net list
information, thereby assigning the circuit built in PSpice R© to the SLPS block, which, in
turn, is integrated into Simulink R© models [81].

The co-simulation is dominated by Simulink R©, which exchanges data with PSpice R© at
its own time step. As a result, if the simulation step-size of Simulink R© is set too large, then
the results of the simulation will be incorrect.

Because of the obvious merits of the co-simulation between PSpice R© and Simulink R©,
the PSpice R© SLPS Interface has been used in many electro-mechanical designs. These
applications include the design presented in [82], which successfully simulates pipeline
ADC circuits and obtains satisfactory results. Also, [83] presents a method for the simula-
tion of solar photovoltaic (PV) cell by applying the PSpice R© and Simulink R© co-simulation
interface; it builds a hybrid model of the PV module using PSpice R© and Simulink R©. Addi-
tionally, Ref. [84] presents a co-simulation solution for a high efficiency full-bridge DC-DC
converter for fuel cell; because the Simulink R© has merits in building the feedback con-
troller of the converter while PSpice R© excels in modeling the electronic circuits.
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3.2.3 PSIM R© and MATLAB/Simulink R©

Reference [86] introduced the SimCoupler Module by which the co-simulation between
PSIM R© and MATLAB/Simulink R© was made possible and provided detailed procedures
to use this module.

As a device-level circuit simulator which has special advantages in power electronic-
s simulation, PSIM R© has disadvantages to build a control subsystem at the same time.
However, MATLAB/Simulink R© is good at constructing control circuits. Therefore, the
co-simulation between PSIM R© and Simulink R© has its unique value to be studied and ap-
plied in many circumstances. For example, [87] built a simulation platform for a three-
level adjustable speed drive. In view of the merits of PSIM R©, the designer built the main
circuit of the three-level adjustable speed drive using PSIM R©, whereas, they construct-
ed the control system, observed the output voltage and performed Fourier analysis in
MATLAB/Simulink R©.

Another case for the application of the co-simulation between PSIM R© and Simulink R©

was presented in [88], where the designer first compared PSIM R© and Simulink R© sepa-
rately in simulating single-phase uncontrolled rectifier and three-phase controlled recti-
fier. After discussing of the pros and cons of both simulators, they concluded that the
co-simulation between them was better solution.

3.2.4 SPICE and MATLAB/Simulink R©

Reference [85] introduces a co-simulation interface between Simulink R© and SPICE, which
is realized by a new Simulink R© block SLSP. The SLSP block is written in C MEX S-function,
which is responsible for reading in the circuit file, initializing the simulation, performing
the time-domain numerical integration and manipulating the SPICE-Simulink R© commu-
nication.

The co-simulation setting is simple to build up as an SLSP block in the MATLAB/Simulink R©

environment with a parameter for the name of a SPICE circuit file. This mechanism is de-
scribed in Fig. 3.4.

Reference [85] also elaborates an application to use Simulink R©-SPICE Interface to sim-
ulate a speed control system of a dc motor. Specifically, the whole system is modeled in the
Simulink R© environment, except for the PI controller, the machine is modeled in SPICE.

3.2.5 PLECS R© and MATLAB/Simulink R©

PLECS R©, is a piece-wise linear electrical simulator that enters the circuit information as
netlists, which are in turn integrated into MATLAB/Simulink R© using S-functions. Com-
pared to the Power System Blockset models of Simulink R©, the PLECS R© improves the per-
formance greatly using the ideal switch models [57].

Reference [89] applies Simulink R© and PLECS R© co-simulation in a photovoltaic energy
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Figure 3.4: Illustration of Simulink R©-SPICE Interface [85].

conversion system. The control subsystem is modeled using Simulink R©, whilst the plant
subsystem, including DC supply, inverter, LCL filter and utility grid, is modeled using
PLECS R©. The simulation results show that the co-simulation between Simulink R© and
PLECS R© is much faster than using Simulink R© transfer functions.

3.3 Analog and Digital Co-Simulation of Circuit Simulators

Although co-simulation with some system-level simulators may be effective in handling
large and complex simulation tasks, for those applications such as power and mechatron-
ic system simulations, which may include a great many analog and digital subsystems,
novel co-simulation platforms have become necessary [90]. For example, simulators such
as Saber R© work in analog and mixed-signal environments, whereas many of the control
subsystems are performed in digital logic. Therefore, co-simulations with other digital
simulators such as ModelSim R© become good solutions [91]. In this section, several inter-
facing instances for analog and digital co-simulation of circuit simulators are discussed.

3.3.1 Saber R© and ModelSim R©

According to [91], the Saber R©/ModelSim R© co-simulation interface enables Saber R©, an
analog and mixed-signal simulator, to support VHDL modeling. More specifically, a de-
signer can model the analog part by using Saber R© MAST and the digital part in VHDL
using ModelSim R© VHDL or in VHDL/Verilog using ModelSim Plus R©. The mechanism
behind the Saber R©/ModelSim R© co-simulation is illustrated in Fig. 3.5.

The hypermodels shown in Fig. 3.5 that interface the digital pins from the models built
in ModelSim R© with the analog device models in Saber R© are included in a library of more
than 3,500 models, which guarantee the co-simulation to be accurate [91].
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Figure 3.6: Illustration of HSIMplus R© HDL co-simulation interface [90].

3.3.2 HSIMplus R© and HDL

Reference [90] introduces the co-simulation between HSIMplus R© and HDL, which con-
nects digital and analog subsystems. Specifically, the HSIMplus R© supports interface to
several different Verilog simulators such as Synopsys R© VCS, Cadence R© NC-Verilog, and
Mentor Graphics R© ModelSim R©. The co-simulation of HSIMplus R© and ModelSim R© can
be described as in Fig. 3.6.

The co-simulation can facilitate full integration of circuit information using different
formats. Furthermore, the designers can decide which simulator is the dominant one for
specific cases. [90]
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3.3.3 MultisimTMand LabVIEWTM

Reference [92] introduces the co-simulation between MultisimTMand LabVIEWTM. The
advantage of this co-simulation is that it integrates the analog and digital system in an
effective way, because the MultisimTMis excellent in modeling analog and mixed-signal
circuitry whilst the LabVIEWTMis prominent in implementing the control logic.

As illustrated in Fig. 3.7, the data exchange between the two simulators uses a variable
time-step mechanism, which is decided by the conditions of both simulators. An External
Model Interface in LabVIEWTMis responsible for all the data exchanged. [92] Also, [92]
describes the detailed procedures on how to initiate and perform the co-simulation with
an example.

3.4 Co-Simulation of Circuit Simulators with Programming Lan-

guages

The limitations of circuit simulators may sometimes require them to perform co-simulation
with programming languages. For example, SystemCTM(essentially C++) is a good option
for multi-domain applications because of its advantages to undertake high levels of ab-
straction when modeling systems. As a programming language, it can act as a simulator
as well as connect and coordinate element between other simulators [93], [94]. A discus-
sion of the co-simulation between circuit simulators and programming languages is of
significance because traditional circuit simulators have several modeling limitations.
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3.4.1 PSpice R© and C++

Although the co-simulation of PSpice R© and Simulink R© can be very effective to tackle
many demanding designs, high level languages such as C++ sometimes can be applied
to compile and store the external data for PSpice R© in order to simplify the modeling and
reduce the iteration times.

For example, [95] applies the co-simulation technique of PSpice R© with C++ in the
application of a three-phase PWM power converter. Specifically, the designers produce
the PWM waveforms using C++ programming by interfacing the micro-controller with
PSpice R©. The output data of PWM pulses is stored in memory, which is in further inte-
grated into PSpice R© listing programs for the whole circuits. At last, PSpice R©’s graphic
processor, named Probe, works as oscilloscope to display the output waveforms.

3.4.2 SPICE and SystemCTM

Reference [93] introduced a SPICE and SystemCTMco-simulation method which is real-
ized on the concept of loose simulator coupling. In practice, SystemCTMacts as the master
simulator, keeping in charge of the whole simulation period, while SPICE acts as an in-
tegral part of SystemCTM, exchanging information with the master simulator in a loosely
synchronized manner.

SystemCTMis active and dominant throughout the cycle of simulation, whilst SPICE, as
a slave simulator, gets called by SystemCTMuntil exiting, when its current state is saved to
a file that is used to resume the simulation when it is called next time. The mechanism of
SPICE and SystemCTMco-simulation can be illustrated in Fig. 3.8.

As can be seen from Fig. 3.8, the information exchange between SystemCTMand SPICE
is realized by several simulation source files. A specially designed wrapper program is
responsible for the interfacing with SPICE, turning SystemCTMcommands into the netlist
file before sending to SPICE, and scanning the events and errors from SPICE.
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3.4.3 Saber R© and SystemCTM

A successful example for the co-simulation of Saber R© and SystemCTMhas been mentioned
in [94], where the co-simulation was implemented by a proxy module responsible for
transferring SystemCTMsignals to Saber R©. A special synchronization method was applied
to tackle the difference between analog and digital simulators. Furthermore, a graphical
editor had been made it easy for the mixed signal design by Saber R© and SystemCTM [94].
The co-simulation interface of Saber R© and SystemCTMis shown in Fig. 3.9. Specifically,
the graphical editor is capable of exporting the design to SystemCTMvia a XML based file,
which contains the structural information (e.g. components, interfaces and interconnec-
tions). [94]

3.5 Summary

In this chapter, a group of popular device-level circuit simulators are listed and compared
with their specialties. It is worth mentioning that many of these techniques of circuit sim-
ulators including the time-step control algorithms and solution approaches are also adapt-
able to physics-based device-level power electronic circuit hardware emulation. Also,
many of the circuit simulators have been developed with versatile co-simulation interfaces
to meet the higher demands from the simulation tasks today. With these co-simulation in-
terfaces, the researchers today can perform very large simulation tasks which can achieve
desirable accuracy with satisfactory speed. The transient information of specific part of the
sub-circuits can also be collected and analyzed. It is possible that some of the aforemen-
tioned co-simulation algorithms could be utilized by HIL simulators in the near future.
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4
Power Electronic Circuit Hardware Emulation

Accurate models of power electronic devices are necessary for HIL simulators. In this
chapter, a digital hardware emulation of device-level models for the IGBT and the power
diode on FPGA 1 is presented. The hardware emulation utilizes detailed physics-based
nonlinear models for these devices, and features a fully paralleled implementation using
an accurate floating-point data representation in VHDL language. First, the discrete-time
linearized hardware modules of the main switching devices, power diode and IGBT, are
detailed for their design techniques. Then the whole power converter circuit hardware
emulation is described.

4.1 Power Diode Module

This section provides a brief introduction to the physical power diode model and its hard-
ware emulation in the FPGA. Two of the most important power diode semiconductor
behaviour of power diode are its current reverse recovery and voltage forward recovery
phenomena, which are essential in transient analysis and switching power loss estimation.
In [29], [30], two kinds of simple power diode models are introduced, which are both mod-
elled using lumped-charge approach. Also, their parameter set are very similar to that of
Saber R©.

1 Material of this chapter has been published: W. Wang, Z. Shen, and V. Dinavahi, “Physics-based device-
level power electronic circuit hardware emulation on FPGA”, IEEE Trans. Ind. Informat., vol. 10, no. 4, pp.
2166-2179, Nov. 2014.
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Figure 4.1: Physical structure of power p-i-n diode.

4.1.1 Model formulation

In contrast to the normal p-n diode, the p-i-n structure has a wide intrinsic region between
the p-layer and n-layer, which enables it to work in fast switching and high voltage op-
erations, standard for most power diodes [96]. Other type of diodes such as the Schottky
diode only work in specific scenarios [97]. Therefore, for power converter circuit hard-
ware emulation, a detailed model for p-i-n power diode is desirable. The physics-based
p-i-n diode model contains the following five major phenomenological characteristics: a)
reverse recovery, b) forward recovery, c) emitter recombination, d) junction capacitance,
and e) contact resistance (see Fig. 4.1). This model is based on the lumped charge concep-
t [29], [30], utilizes transport equations for semiconductor to represent the diode physics.
The reverse recovery phenomenon is represented by the following equations:

iR(t) =
qE(t)− qM (t)

TM
, (4.1)

0 =
dqM (t)

dt
+

qM (t)

τ
− qE(t)− qM (t)

TM
, (4.2)

qE(t) = ISτ [e
vE(t)

VT − 1], (4.3)

where iR(t) is the diffusion current from the center of the intrinsic region; vE(t) is the
junction voltage; qE(t) is the junction charge variable; qM (t) is the charge in the middle of
intrinsic region; TM is the diffusion transit time; τ is the carrier lifetime; IS is the diode
saturation current constant; and the constant VT is the thermal voltage.
The forward recovery phenomenon is described by

vM (t) =
VTTMRM0i(t)

qM (t)RM0 + VTTM
, (4.4)
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where i(t) represents the whole diode current, vM (t) is voltage across half of the intrinsic
region, and RM0 is the initial resistance in the intrinsic region.
The emitter recombination phenomenon is formulated as

iE(t) = ISE [e
2vE(t)

VT − 1], (4.5)

where iE(t) is the end region recombination current, and ISE is the emitter saturation
current constant.
The contact resistance RC is modeled by

v(t) = 2vM (t) + 2vE(t) +RC · i(t), (4.6)

where v(t) is the voltage across the diode.
Finally, the charge stored in the junction capacitance qJ(t) which contributes to the whole
diode current i(t) is described by

i(t) = iR(t) + iE(t) +
dqJ(t)

dt
. (4.7)

The junction capacitance CJ(t) and its charge qJ(t) are determined by

CJ(t) =

⎧⎨
⎩

CJ0

[1− 2vE(t)

VJ
]m

vE < VJ
4

m·CJ0·2vE(t)
VJ ·0.5m+1 − (m− 1) CJ0

0.5m vE ≥ VJ
4

(4.8)

qJ(t) =

∫
CJ(t)d[2vE(t)], (4.9)

where CJ0 is the zero-biased junction capacitance, VJ is the junction built-in potential, and
m is the junction grading coefficient.

4.1.2 Model Discretization and Linearization

As seen from above, the power diode model described by (4.1)-(4.9) is nonlinear and time-
varying. Here we discretize and linearize the model to obtain a discrete-time equivalent
circuit for time-domain simulation. The charge qM (t) differential equation (4.2) is first
discretized according to the Trapezoidal rule:

qM (t) =
Δt

2TM (1 + k1Δt
2 )

· qE(t) + qhist(t−Δt)

1 + k1Δt
2

, (4.10)

where
qhist(t) = qM (t)(1− Δt

2
· k1) + Δt

2TM
· qE(t), (4.11)

and
k1 =

1

τ
+

1

TM
. (4.12)
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Figure 4.2: Discrete-time linearized equivalent circuit for the power diode.

Similarly, the differential term dqJ (t)
dt (represented by iJ(t), the current contributed by junc-

tion capacitor) in (4.7) is discretized as:

iJ(t) =
2

Δt
· qJ(t)− 2

Δt
· qJ(t−Δt)− iJ(t−Δt), (4.13)

where the junction capacitor charge qJ(t) can be deduced from

qJ(t) =

⎧⎪⎨
⎪⎩

−VJCJ0
1−m · [1− 2vE(t)

VJ
](1−m) vE(t) <

VJ
4

2m+2mCJ0v
2
E(t)

VJ
−

2m+1(m− 1)CJ0vE(t) vE(t) ≥ VJ
4

(4.14)

Meanwhile, the nonlinearity of the power diode model is obvious from (4.3), (4.4), (4.5) and
(4.8). The nonlinearity coming from the reverse recovery characteristics (4.3) is linearized
by a dynamic conductance gR and a parallel current source iReq given as:

gR =
∂iR

∂(2vE)
= k2ISτ · 1

2VT
· e

vE(t)

VT , (4.15)

iReq = k2ISτ [e
vE(t)

VT − 1]− k3qhist(t−Δt)− gR · 2vE(t), (4.16)

where
k2 =

1

TM
− Δt

2T 2
M (1 + Δtk1

2 )
, (4.17)

k3 =
1

TM (1 + Δtk1
2 )

. (4.18)

Similarly, the emitter recombination (4.5) and the junction capacitance (4.8) nonlinearities
are linearized to obtain the corresponding conductance and current source pairs (gE , iEeq)
and (gJ , iJeq) respectively:

gE =
∂iE

∂(2vE)
=

ISE
VT

e
2vE(t)

VT , (4.19)
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Figure 4.3: Architecture of power diode hardware module in FPGA.

iEeq = ISE [e
2vE(t)

VT − 1]− gE · 2vE(t), (4.20)

gJ =
∂iJ

∂(2vE)
=

2

Δt
CJ(t), (4.21)

and
iJeq = iJ(t)− gJ · 2vE(t). (4.22)

The forward recovery effect (4.4) is represented as a time-varying resistor:

rF (t) =
2vM (t)

i(t)
=

2VTTMRM0

qM (t)RM0 + VTTM
. (4.23)

Finally, the complete discretized and linearized power diode (see Fig. 4.2) can be writ-
ten in the form:

GDiode · vDiode = iDiode
eq , (4.24)

where GDiode is a 3× 3 conductance matrix given as:⎡
⎢⎢⎣

gR + gE + gJ −gR − gE − gJ 0

−gR − gE − gJ gR + gE + gJ + 1
rF (t)+RC

− 1
rF (t)+RC

0 − 1
rF (t)+RC

1
rF (t)+RC

⎤
⎥⎥⎦ , (4.25)

and vDiode = [vA vin vK ]T is the node voltage vector, and the equivalent current source
vector iDiode

eq is
[−iReq − iEeq − iJeq iReq + iEeq + iJeq 0]T . (4.26)

4.1.3 Hardware Emulation on FPGA

The power diode hardware module includes 6 units, which execute in 3 stages (Fig. 4.3).
The Junction Limit unit runs in Stage 1, which is used to limit the p-n junction voltage value
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Figure 4.5: Structure of the Reverse Recovery Unit in FPGA.

during the Newton iterations. Specifically, the input signal vE old (history vE value from
the previous Newton iteration) is updated by the output signal vE new within the current
iteration for this unit. This limit models a bounded p-n junction voltage for the diode ex-
ponential characteristic. Otherwise, the values related to the diode module will be so high
that the system equations may become singular and could not be solved, and sometimes
they could even hardly be represented as 32-bit floating point numbers. Stage 2 comprises
of 4 units executed in parallel: the Emitter Recombination Unit, the Reverse Recovery Unit,
the Forward Recovery Unit, and the Junction Capacitance Unit. Corresponding dynamic
conductances and equivalent current sources calculated by these 4 units are used to form
the conductance matrix and the equivalent current source vector in Stage 3. The sequence
of operations for this module is also reflected in the finite state machine (Fig. 4.4), where
all the 4 aforementioned units execute simultaneously in State S3, before the formation of
GDiode and iDiode

eq within the next state S4.
Furthermore, the hardware structure of each of the 6 units is highly paralleled. For
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example, within the Reverse Recovery Unit (Fig. 4.5), the calculations of the current iR and
conductance gR are fully paralleled. To save hardware resources, as can be seen part of
the resources are shared and contribute to both calculations. The result is a highly efficient
and fast hardware architecture. Terms such as k1T 2

M
τIS

and 1
VT

are precalculated and used as
constants in the hardware design, which reduce a great deal of computational complexity
and latency. All the basic computation components such as adder, multiplier, and nonlin-
ear operators such as ex and 1/x were generated using the IP Catalog in Xilinx Vivado R©

Design Suite [98].
Similar structure can be seen in the Forward Recovery Unit (see Fig. 4.6), which has

the constant terms such as VTTM and VTTMRM0 and parallelised lay-out of computational
subunits. It is worth mentioning that the output signal qhis(t) is the history term for the
next time-step calculation. However, the calculations for this kind of terms are deliberated
put inside Newton iterations to reduce latency of the whole hardware emulation. There-
fore, only the last Newton iteration results for the terms like qhis(t) are valid. The inner
structure of the Junction Limit Unit is shown in Fig. 4.7. This unit includes 4 state transit
flag (STF) signals and 4 potential output (PO) signals. The STF signals decide under what
circumstances the PO signals are sent to the output vlim (see Fig. 4.8).

4.2 IGBT Module

The Insulated Gate Bipolar Transistor (IGBT) today has become the preferred switching
device in a great many power electronics circuits, because it has both the advantages of
fast switching speed and low conduction losses. In order to analyse and estimate a range
of device and circuit behaviours (e.g. transient and power loss), an accurate IGBT model
has become essential. As one of the best mathematical/analytical IGBT models, Hefner’s
physics-based IGBT model [25], [26], [27], has been adopted [37] by popular device-level
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circuit simulators such as Saber R© and PSpice R©.

4.2.1 Model Formulation

According to [26], the IGBT contains the following phenomenological characteristics in-
cluding: a) internal MOSFET phenomenon, b) internal BJT phenomenon. The base current
of the is fed by the MOSFET, thereby combining the advantages of low on-state resistance
plus high current capacity of power BJT and excellent gate drive control of power MOS-
FET. However, both of the internal conceptual BJT and MOSFET function differently with
the well-designed microelectronic ones, because their structures differ greatly based on
their design goals. Specifically, Hefner interpret the intrinsic nonlinear physical phenom-
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ena into circuit elements (nonlinear capacitors and dependent current sources, Fig. 4.9),
which make it possible for device-level circuit simulators to implement the dynamic phe-
nomenological model of IGBT.

The MOSFET channel current is modelled as a current source imos, which is determined
by

imos =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 vgs < Vth

KpKf [(vgs−Vth)vds−
Kf |vds|vds

2
]

1+θ(vgs−Vth)
|vds| ≤ vgs−Vth

Kf

Kp(vgs−Vth)
2

2[1+θ(vgs−Vth)]
vds > 0

−Kp(vgs−Vth)
2

2[1+θ(vgs−Vth)]
vds < 0

(4.27)

where vgs is gate-source voltage, vds drain-source voltage, Kp is MOSFET transconduc-
tance, Kf is MOSFET transconductance factor, Vth is MOSFET channel threshold voltage,
and θ the transverse field transconductance factor [37]. Its gate-source capacitance Cgs e-
quals to the combination of the source metallization capacitance Cm and gate-source over-
lap oxide capacitance Coxs. The gate-drain capacitance Cgd is the sum of gate-drain over-
lap oxide capacitance Coxd and gate-drain junction depletion capacitance Cgdj . Cdsj is the
drain-source junction depletion capacitance [26].
The BJT is modeled by the steady-state base current source ibss and collector current icss.
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The former is decided by

ibss =

{
Q

τHL
+

4Q2N2
B

Q2
Bn2

i
Isne veb > 0

0 veb ≤ 0
(4.28)

where τHL stands for the base high-level lifetime, veb emitter-base voltage, QB background
mobile carrier base charge, NB base doping concentration, ni intrinsic carrier concentra-
tion, and Isne emitter electron saturation current. Q is the instantaneous excess carrier base
charge, which is decided by:

Q = p0qAL tanh(
W

2L
), (4.29)

where q is the electron charge, A is the active device area, L is the ambipolar diffusion
length (the ambipolar diffusion here is defined as the diffusion of electrons and holes with
opposite electrical charges under the electrical field), p0 is the carrier concentration at emit-
ter end of base, which is decided by a nonlinear equation:

(
p0
n2
i

+
1

NB
)(NB + p0)

1−βNβ
B = e

qveb
kT , (4.30)

where β is order of the nonlinearity, k the Boltzmann constant, T is the room temperature,
and W is quasi-neutral base width given as:

W = WB −
√

2εsi(vbc + 0.6)

qNB
, (4.31)

where WB is the metallurgical base width, εsi is the silicon dielectric constant, vbc is the
base-collector voltage, equal to vds [26].

The BJT collector current is decided by

icss =

{
iT
1+b +

4bDp

W 2(1+b)
Q veb > 0

0 veb ≤ 0
(4.32)

where iT represents the anode current, b ambipolar mobility ratio, Dp hole diffusivity [26].
Its emitter-base capacitance Ceb is coming from the joint effect of the emitter-base junc-
tion depletion capacitance Cebj and the emitter-base diffusion capacitance Cebd. Ccer is the
collector-emitter redistribution capacitance. rb is the conductivity-modulated base resis-
tance, through which and the anode current iT conforms to iT = vae/rb, where vae stands
for anode-emitter voltage. The avalanche multiplication current source imult, given by

imult = (M − 1)(imos + icss) +M · igen, (4.33)

where M is the avalanche multiplication factor defined as:

M =
1

1− ( vds
BVcb0

)BVn
, (4.34)
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Figure 4.10: Discrete-time linearized equivalent circuit for the IGBT.

where BVn is the avalanche multiplication exponent, BVcb0 is collector-base breakdown
voltage (emitter open), and igen is collector-base thermally generated current given by:

igen =
qniA

τHL

√
2εsivbc
qNB

, (4.35)

and capacitor Cmult supplement the base to collector current for the BJT [26].
Notably, all the aforementioned capacitances (except for constant Cgs) are charge de-

pendent, whose values are directly connected to the depletion region width of the p-n
junctions inside the IGBT and they all conform to the formulations like

Cx =
Ax · εsi
Wx

, (4.36)

where Ax is the active area related to the capacitance, and Wx is the depletion width related
to the capacitance [26].

4.2.2 Model Discretization and Linearization

The discrete-time linearized IGBT model (Fig. 4.10) can be obtained using procedures sim-
ilar to the power diode module in Sec. II (A), which contains 11 conductances (e.g. gbsseb),
11 equivalent current sources (e.g. ibsseq), and 10 voltage-controlled current sources (e.g.
gbssbc · vbc). All the capacitances (except for Ccer) are modeled as pairs of conductance and
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equivalent source (e.g. gCgs and iCgseq). For example, the drain-source capacitance Cdsj

has its conductance gCdsj formulated as:

gCdsj =

{
0 W = WB
2εsi(A−Agd)
Δt·(WB−W ) W �= WB

(4.37)

where Agd is the gate-drain overlap area, and the equivalent current source iCdsjeq is for-
mulated as:

iCdsjeq = iCdsj − gCdsjvds (4.38)

where
iCdsj =

2

Δt
[qCdsj − qCdsj(t−Δt)]− iCdsj(t−Δt) (4.39)

and
qCdsj = qNB(A−Agd)(WB −W ). (4.40)

In contrast, the current sources (e.g. imos) are modeled as not only pairs of conductance
and equivalent source (except for icss), but also as voltage-controlled current sources (e.g.
gmosgs · vgs). The MOSFET channel current imos, for example, has its conductance gmosgs

(∂imos
∂vgs

) formulated as:

gmosgs =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

KpKfvds−imosθ
1+θ(vgs−Vth)

|vds| ≤ vgs−Vth

Kf
Kp(vgs−Vth)−imosθ

1+θ(vgs−Vth)
vds > 0

−Kp(vgs−Vth)−imosθ
1+θ(vgs−Vth)

vds < 0

Gmin vgs < Vth

(4.41)

where Gmin is the MOSFET minimum conductance. The drain-source conductance gmosds

(∂imos
∂vds

) is formulated as:

gmosds =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

KpKf (vgs−Vth−Kf |vds|)
1+θ(vgs−Vth)

|vds| ≤ vgs−Vth

Kf

0 vds > 0

0 vds < 0

Gmin vgs < Vth

(4.42)

and its equivalent current imoseq can be obtained as:

imoseq = imos − gmosdsvds − gmosgsvgs. (4.43)

All aforementioned conductances (including those formulated in the voltage-controlled
current sources) and equivalent current sources are finally combined to form a 5× 5 con-
ductance matrix GIGBT and current source vector iIGBT

eq , which satisfy the equation:

GIGBT · vIGBT = iIGBT
eq , (4.44)

where vIGBT = [vc vg va vd ve]
T is the IGBT node voltage vector, and GIGBT and iIGBT

eq

are given as (4.45) and (4.46) respectively.
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Figure 4.11: Architecture of the IGBT hardware module with all units horizontally scaled
with respect to latency.
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Figure 4.12: The finite state machine of the IGBT hardware module.

4.2.3 Hardware Emulation on FPGA

The basic strategy of the IGBT model hardware design is to turn all the components of the
analog equivalent circuit (Fig. 4.9(b)) into 14 hardware units (see Fig. 4.11), to fully exploit
the possibility of hardware parallelism. Also, it is highly efficient to code and debug all
the hardware units individually. The customizable nature of the IGBT hardware module
makes it extremely flexible to fit into different power converter topologies with varying
module complexities. All the current units including imos, (iT , ibss, icss), and imult are re-
sponsible for the calculations of the corresponding currents, dynamic conductances, and
equivalent current sources. All the capacitance units including the Cgs, Cgd, Cdsj , (Ccer,
Ceb), and Cmult are responsible for the calculations of not only the currents, dynamic con-
ductances and equivalent currents, but also the charges. The Junction Limit Units and the
conductance matrix and current vector unit have similar functions to those used in the
power diode hardware module. Other units like the Charge Limit Unit is used to lim-
it the charge variation range between successive Newton iterations, while the avalanche
factor unit calculates M , and the igen unit calculates igen and its base-collector conduc-
tance, which are essential for the calculations in the imult unit and Cmult unit. The input
signals to the IGBT hardware module includes the circuit node voltages such as vc (cath-
ode/source/collector), vg (gate), va (anode), vd (drain/base) and ve (emitter). The 3 input
signals vcd old, ved old, vgs old and their 3 output counterparts vcd new, ved new, vgs new

are used to transfer the necessary history values between successive Newton iterations.
As shown in Fig. 4.11, the IGBT hardware module executes in 4 stages. In Stage 1,

the 2 junction limit units and the charge limit unit run in parallel. In Stage 2, eight other
units run in parallel, which include the igen, M , imos, (iT , ibss, icss), Cgs, Cdg, Cdsj unit,
and the (Ccer, Ceb). In Stage 3, the imult unit and Cmult unit run in parallel. In Stage 4,

46



MOSFET current imos unit

- ×

×

+ 1/x

×

×

vgs_lim

|x|

×

-

×

vds_lim

×
×

θ 

×
-

× - ×

imos
_c1

1/Kf

KpKf
2

Vth

≤  > 0

×
Kp/2

1

×
gmosgs

_c2

imos
_c2

×Kp
××
×

-1×
-Kp

×

×-θ

- gmosgs
_c3

imos_c3

gmosgs_c1

gmosds_c1

imos
<0

Gmin

0

gmosgs

gmosds

clk

MUX MUX
MUX

MUX MUX
MUX

MUX
MUX

start
done

ConstantControl signal
1 bit 1 bit 32 bits

×

×

-

+

imoseq

Temporary
result

Condition 3

Condition 2

Condition 1

KpKf

×

KpKf
2/2

Figure 4.13: Architecture of the MOSFET current imos unit.

all the dynamic conductances and equivalent currents calculated by the above units are
combined to the output conductance matrix GIGBT and equivalent current source vector
iIGBT
eq . Moreover, the internal structure of all the aforementioned units or subunits are

paralleled. The operation sequence of the IGBT hardware module can be seen in Fig. 4.12,
where 6 different states (S3 to S8) contribute to Stage 2. The reason is that W subunit
and Q subunit of the (iT , ibss, icss) unit interconnect to the Cdsj unit and the (Ccer, Ceb)
unit, respectively. So for synchronization within the (iT , ibss, icss) unit, the 2 subunits
responsible for W , p0 computations are also executed in parallel, these units need to be
triggered at the right time.

4.2.3.1 Hardware Designs of the current units

The internal hardware structure of one of the units, the MOSFET current imos unit, is
shown in Fig. 4.13, to illustrates the parallelism. There are 3 comparators and 5 multi-
plexers which are responsible for selecting 4 groups of results among 3 nested conditions,
see (4.41) and (4.42). Since one group of results (when vgs < Vth) is obtained directly, the
remaining 3 groups of temporary results for imos, gmosgs, gmosds are all calculated before
being selected by the 3 layers of multiplexers under different conditions as the final re-
sults. Only after the results for imos, gmosgs, gmosds are obtained, the value of imoseq can be
computed. In Fig. 4.13 it is highlighted that the hardware structures to calculate the results
under 3 conditions are fully in parallel. All basic function and nonlinear operator IP cores
were generated using the IP Catalog in Xilinx Vivado R© Design Suite [98].

The igen Unit is a relatively small hardware unit, which calculate igen and its conduc-
tance ggenbc (∂igen∂vbc

). Its structure and finite state machine are shown in Fig. 4.14. The
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Avalanche Multiplication Current imult Unit (Fig. 4.15) conforms to a combinational logic
circuit structure, which receives the output signals from igen Unit, M Unit, imos unit, and
(iT ,ibss,,icss) Unit to generate the 3 related conductances and 1 equivalent source.

Specially, inside the Anode, Base and Collector Current (iT , ibss, icss) Unit, there is a
p0 Subunit, which is used to calculate a single parameter p0. However, from equation
(4.30), it can been seen that there is a complex nonlinear relationship between p0 and the
emitter-base voltage veb. Temporally, we can represent their relationship as p0 = f(veb)

(veb is ranging from 0 to nearly 0.9 in this equation), if this hardware subunit is designed
based on using Newton-Raphson method (for most of the time, it takes 5 to 7 iterations to
converge and get the result), it is obviously very time-consuming to run the subunit.
To overcome such potential shortcoming, the look-up table (LUT) method (see Fig. 4.16) is
applied due to its strong advantages to tackle the nonlinear equations. In practice, a list
of values of output p0 are precalculated offline using Newton method. More specifically,
90000 different values of veb (0.00000, 0.00001, 0.00002, · · · , 0.89998, 0.89999) input into the
nonlinear equation to get corresponding output values. After that, the 90000 values of p0
was simultaneously fed to a dual-port ROM, thereby getting the actual p0 value by linear
interpolation method. The ROM contributes to find the interpolation high bound fx h and
low bound fx l. The addresses of the ROM are generated by multiplying the input veb by
105 to a larger value x before add (for high bound ROM) or subtract (for low bound ROM)
0.5, thereby making sure that the float to fixed units (turning 32-bit float point value to
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32-bit integer value) could find their accurate corresponding low bound address x l and
high bound address x h, after extracting the lower 14-bit value.
For example, if the input veb is 0.456789. Obviously, x will be 45678.9, x h be 45679, and

x l be 45678 after some calculations. The final solution for p0 after the linear interpolation
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can be get by

f(45678.9) = f(45678) + [f(45679)− f(45678)]× (45678.9− 45678) (4.47)

where f(45679) and f(45678) are exactly the high bound value fx h and low bound value
fx l respectively.
The total latency for the optimized module is as short as around 12, much less than the
previous 130.

4.2.3.2 Hardware Designs of the capacitor units

The IGBT hardware module has 5 capacitor(s) units. Sine capacitor Ccer and Ceb are closely
related, they are combined as only one unit. Different from current units, the calculations
of capacitor(s) units usually include the history terms from the last time-step. For example,
the Capacitor Cdsj Unit (Fig. 4.17) receives the history terms from the last time-step such
as qCdsj(t−Δt) and iCdsj(t−Δt). Meanwhile, it generates the output signals, qCdsj(t) and
iCdsj(t), for the next time-step calculations. Since this module runs inside Newton itera-
tions, these output signals are only valid during the every last iteration and transferred to
the next Δt. As can be seen from Fig. 4.18, the finite state machine of this unit includes 4
different states, which generates two group of results and sends them to the output. As
the only linear capacitor in the IGBT module, the Capacitor Cgs Unit has a simple combi-
national circuit structure, which is shown in Fig. 4.19.
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4.3 Power Converter Hardware Emulation

With detailed hardware modules for the power diode, the IGBT, and the linear circuit
components, the emulation of a complete power converter can be realized. As shown in
Fig. 4.20, it is composed of 3 intervals within a simulation time-step Δt. Interval 1 is re-
sponsible for selecting the proper time-step Δt utilizing the Variable Time-Step Control
Module (VTCM) as well as the input voltage of the converter circuit. Interval 2 is respon-
sible for performing the Newton iterations, which includes the calculations of the con-
ductance matrix and equivalent current source vector for the whole converter circuit and
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Figure 4.20: Architecture of the power converter hardware emulation.
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obtaining the solution for circuit node voltages using a parallel linear solver. Although
the linear component module is triggered simultaneously with the power diode and IG-
BT modules, their input node voltages are deliberately kept constant unlike those of the
nonlinear ones. The reason to put them inside the Newton iteration loop is to increase the
parallelism of the whole structure so as to reduce latency. Most of the Δt history terms
and Newton history terms are related to the modules in this interval, which are updated
during the calculations between successive time-steps and Newton iterations, respectively.

4.3.1 Variable Time-Step Control and Output Modules (VTCM and VTOM)

Accuracy and speed are both essential for the power converter hardware emulation. The
time-step Δt could be large when the circuit is operating under steady-state, thereby gain-
ing speed; whereas Δt should be small during transients for higher accuracy. The VTCM
in Interval 1 adjusts the time-step Δt based on the number of Newton iterations cnt Nwt

during the calculations of the last time-step. When cnt Nwt ≤ 3, the time-step is increased
by 2, and when cnt Nwt > 3, the time-step is decreased by 2. Similar time-step control
strategy has also been applied by Spice [99]. The main function of the VTOM is to ensure
that the required output signals are calculated from the converged node voltages, and they
are output at a fixed sample rate to guarantee that the waveforms are not out of shape. It
receives uneven calculation data from the Newton iterations and sends the outputs at e-
quidistant intervals of time. Fig. 4.21 shows the hardware architectures of the VTCM and
VTOM modules.

The input switching signal of the IGBT, vp, was precalculated and put into a ROM.
At the beginning of an emulation step it is compared with its history value from the last
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time-step, vp(t − Δt), to decide whether to set the current time-step to minimum. Then,
a group of nested comparators and three layers of multiplexers adjust the current time-
step for efficiency. In the VTOM module the output pace of the results is based on the
current time-step Δt by multiplying a coefficient 1

Δtmin
to get an integer value, which in

turn controls the inputs of a group of FIFO registers. The larger the current time-step,
the more duplicated output results being stored in those FIFOs. The Output Pace Control
Unit is designed to adjust the refresh rate of the FIFOs which can be specified by the user.
Consequently, the results are sent out evenly with respect to time.

4.3.2 Newton Iterations

Given an n-dimensional nonlinear power converter circuit represented as:

i = F (v), (4.48)

where v = (v1, v2, . . . , vn)
T , i = (i1, i2, . . . , in)

T are node voltages and current injection
vectors respectively, and F (·) is the general nonlinear operator. Using classical Newton-
Raphson, the node voltage vector at (k + 1)th iteration are calculated as:

vk+1 = G−1(vk) · ieq(vk), (4.49)

where ieq(vk) is the vector of equivalent current sources, determined as:

ieq(vk) = i(vk)−G(vk) · vk, (4.50)

and G(vk) is the general linearized conductance matrix formulated as:

G(vk) =

⎛
⎜⎜⎝

∂i1
∂v1

|vk

∂i1
∂v2

|vk
· · · ∂i1

∂vn
|vk

...
...

∂in
∂v1

|vk
∂in
∂v2

|vk
· · · ∂in

∂vn
|vk

⎞
⎟⎟⎠ . (4.51)

The generalized (G(vk), ieq(vk)) pair for the whole converter circuit can be directly ob-
tained by superimpositions from the those of its separate linear and nonlinear components,
such as (GDiode, iDiode

eq ) and (GIGBT , iIGBT
eq ), which will be illustrated in the case study. The

iteration convergence criteria is given as:

|vi(k+1) − vi(k)

vi(k)
| ≤ ε (i = 1, 2, · · · , n), (4.52)

ε is chosen to be 10−3.

4.3.3 Parallel Gauss-Jordan Linear Solver

As seen in Fig. 4.20, in Interval 2, inside the kth Newton iteration, a set of linear equation-
s need to be solved to obtain the node voltages (4.49). The Parallel Gauss-Jordan Linear
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Figure 4.22: Structure of 4-dimensional parallel Gaussian elimination solver.

Solver Module is used in the work for the linear solver. This module consists of two main
stages: forward elimination and backward substitution, and its hardware implementation
is shown in [15]. To improve its latency, the upgraded structure is featured by deep paral-
lelism in both elimination and backward substitution at the cost of using extra hardware
resources, and the pivoting is sped-up to as fast as two clock cycles each step. The advan-
tages of this approach is reduced latency and high efficiency for handling larger matrices.
Specially, for a 4-dimensional linear system of equations formulated as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ã11x1 + ã12x2 + ã13x3 + ã14x4 = ã15

ã21x1 + ã22x2 + ã23x3 + ã24x4 = ã25

ã31x1 + ã32x2 + ã33x3 + ã34x4 = ã35

ã41x1 + ã42x2 + ã43x3 + ã44x4 = ã45

(4.53)

where ã11, ã21,· · · , ã34, ã44 are the coefficients, ã15, ã25, ã35, ã45 is the right hand side ele-
ments, and x1, x2, x3, x4 are the variables, the detailed structure of the upgraded parallel
Gaussian elimination solver is shown in Fig. 4.22. Before transferring the equation ele-
ments to their counterparts in the solver, the first time of pivoting should be performed,
which could only completed by connecting every two elements between ã11, ã21, ã31, ã41
to 6 float-point comparators within one clock cycle, since all the comparators run in par-
allel and their latency is as short as less than one. The outputs of the 6 comparators could
combine a vector which is formulated as

c = [c12, c13, c14, c23, c24, c34] (4.54)

where c12 is 1 if ã11 ≥ ã21 and 0 if ã11 < ã21. Other 5 elements in the vector have similar
definition for their values. Therefore, by judging from the value of c, the pivot element can
be found. For example, if c = [1, 1, 1, x, x, x] (x could be either 1 or 0), the pivot element
is ã11. Thereafter, exchange the first row with the row headed with the pivot element and
assign the element values to their counterpart positions in the solver.
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After one cycle of elimination, the element matrix⎡
⎢⎢⎢⎢⎣

a11 a12 a13 a14 a15

a21 a22 a23 a24 a25

a31 a32 a33 a34 a35

a41 a42 a43 a44 a45

⎤
⎥⎥⎥⎥⎦ (4.55)

shifts left and up for once, changing to⎡
⎢⎢⎢⎢⎣

a22 − a21a12
a11

a23 − a21a13
a11

a24 − a21a14
a11

a25 − a21a15
a11

0

a32 − a31a12
a11

a33 − a31a13
a11

a34 − a31a14
a11

a35 − a31a15
a11

0

a42 − a41a12
a11

a43 − a41a13
a11

a44 − a41a14
a11

a45 − a41a15
a11

0

a12 a13 a14 a15 a11

⎤
⎥⎥⎥⎥⎦ (4.56)

which are temporarily fed in the the temporary register of every element (shown as the
shadow block behind every element in Fig. 4.22), waiting to update the element values for
the next cycle of elimination before pivoting again.

The second time of pivoting is similar to the first time, except that it only compares
the first elements of the first three rows. After comparing, the pivot element is found and
the element values in the temporary registers are mapped and assigned to their correct
positions in the element matrix in the solver, preparing for the next cycle of elimination.

For a 4-dimensional matrix, the whole times for the elimination is 4 and the whole
latency is not more than 50, which is very fast.
Obviously, this structure can be applied to any dimensional linear system of equations.
Actually, the larger the dimension of matrix, the greater the advantages of the parallel
linear solver. Since the latency increase conforms to a linear trend instead of an exponential
one like most of other linear solvers.

4.4 Summary

This chapter proposed a digital hardware emulation of detailed physics-based device-level
IGBT and diode models. Both these models are fully paralleled on the FPGA. The hard-
ware emulation of both devices is based on a unified numerical framework, and can be
extended in a straightforward fashion to model complete power electronics circuits. The
Newton-Raphson linearization is very advantageous in power converter hardware emula-
tions, which may involve all kinds of different topologies and this method is quite useful
due to its strong flexibility and convenience in the linearized model formulation. The vari-
able time-step strategy makes the hardware emulations with power converter based on
physics-based mathematical model become possible, which not only ensures the speed of
the emulation but also the detailed switching behaviours.
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5
Case Studies and Experimental Results

In the case studies, a DC-DC buck converter circuit and a 2-level DC-AC converter are
emulated to validate the hardware IGBT and diode models as well as the circuit emulation
methodology. The captured oscilloscope results demonstrate high accuracy of the emula-
tor in comparison to the off-line simulation of the original systems using Saber R© software.

5.1 DC-DC Converter

The test circuit used for the power converter hardware emulation is a DC-DC buck con-
verter shown in Fig. 5.1. There are 2 nonlinear components (IGBT and Diode), 4 linear
components and a voltage source in the circuit. The parameters of the circuit are given in
Table 5.1. The duty ratio of the square wave PWM to trigger the IGBT is set to 0.5. The
IGBT node voltages vc, vg, va, vd, ve are also the circuit node voltages v1, v2, v7, v3, v4, re-

R

L

Vdc

Rg

C+

-
vp

v1

v2

v7 v3,v4 (IGBT inner)

v5 (Diode inner)

v6

Figure 5.1: The DC-DC buck converter circuit.
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Table 5.1: DC-DC Test Circuit and Device Parameters
Test Circuit Parameters

VDC = 100V , R = 5Ω, L = 700μH , C = 70μF , Rg = 100Ω

IGBT Parameters
Out of 32 parameters, the ones used in this paper: Kp = 1A/V , Kf = 2, θ =
0.01V −1, Vth = 5V , NB = 2 × 1014cm−3, Isne = 10−14A, ni = 1.45 × 1010cm−3,
τHL = 4 × 10−7s, A = 0.1cm2, q = 1.6 × 10−19C, L = 2.7 × 10−3cm, T = 296K,
k = 8.617×10−5eV/K, β = 0.4615, εsi = 1.05×10−12F/cm, WB = 0.01cm, b = 3.33,
Dp = 11.48cm2/s, BVn = 4, BVcb0 = 3.18 × 107V , Gmin = 10−12S, Agd = 0.05cm2.
The rest can be obtained from Saber R©.

Diode Parameters
IS = 10−14A, τ = 5μs, TM = 5μs, VT = 0.0259V , m = 0.5, CJ0 = 1nF , VJ = 0.7V ,
ISE = 10−22A, RM0 = 50Ω, RC = 10−3Ω

spectively. The diode node voltages vA, vin, and vK correspond to the circuit node voltages
v6, v5, and v1. The gate voltage source vp with a serial resistor Rg can be equally changed to
a current source vp

Rg
and a parallel resistor Rg in order to reduce the dimension of the whole

system [100]. The linear components, including the inductor L, load resistor R, and load
capacitor C, can be collectively discretized as a conductance gLin and a parallel equivalent
current source iLineq . Therefore, the whole discrete-time linearized system can be represent-
ed as equation (5.1). Since the circuit node voltages v6 = 0 (ground) and v7 = Vdc, it can be
reduced to 5, given as equation (5.2).

This DC-DC converter was emulated on the Xilinx R© Virtex R©-7 XC7VX485T FPGA
board, which was connected to a 16-bit 4 channel DACs. This board has 607200 FFs, 303600
LUTs, 130800 Memory LUTs, 700 I/Os, 2060 BRAMs, 2800 DSP48s, 32 BUFGs. The emula-
tion results were captured by a 4-channel oscilloscope. The off-line simulation for the DC-
DC converter was executed on a PC with Intel R© CoreTMi7-2600K 3.4GHz CPU, 8GB RAM,
running Windows R© 7 operating system. The execution time for the off-line simulation of
the converter under 2.5kHz switching frequency using Saber R© for 100ms using variable
time-step strategy (with an initial time-step of 10ns and maximum time-step of 1μs) was
17.5s, while the hardware emulation time for 100ms of simulation time was 0.58s. Under
the switching frequency of 40kHz, the running time for Saber R© for 100ms was 114s, while
the hardware emulation time was 3.68s. Therefore, the speed-up is more than 30 times.
It is conceivable that off-line simulation of converter circuits with more IGBTs and diodes
employing detailed device-level models would be much slower than hardware emulation.
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Figure 5.2: Steady-state results for the output voltage of DC-DC converter from hard-
ware emulation (oscilloscope) and off-line simulation (Saber R© software). Scale: y-axis:
10 V/div., x-axis: 4.0 ms.

5.1.1 Hardware Resources

The latency of one time-step calculation is 579 clock cycles, the highest frequency is 115MHz,
and the resource utilization is listed in Table 5.2.

Table 5.2: Hardware Resources Utilized by Nonlinear Components
Resources Diode IGBT Overall Circuit

FF 7763 (1.3%) 61384 (10%) 72181 (12%)

LUT 10741 (3.5%) 88061 (29%) 107264 (35%)

Memory LUT 86 (0.066%) 603 (0.46%) 729 (0.56%)

I/O 32 (4.6%) 32 (4.6%) 91 (13%)

BRAM 1 (0.049%) 34 (1.7%) 38 (1.8%)

DSP48 158 (5.6%) 1419 (51%) 1657 (59%)

BUFG 0 (0.0%) 0 (0.0%) 1 (3.1%)

5.1.2 Results and Comparisons

5.1.2.1 Time-Domain Results

The steady-state results for the converter output voltage vo, the IGBT collector-emitter volt-
age vce(= v7 − v1), the IGBT collector current ic, the diode voltage vd(= v6 − v1), and the
diode current id of the DC-DC converter hardware emulation under the switching frequen-
cy of 2.5kHz are shown in Figs. 5.2, 5.3. The circled areas in Fig. 5.3 (a) and (c) are the bad
convergence points of Saber R©. Compared with the Saber R©, the steady-state results of the
hardware emulation are proved to be accurate. Since Saber R© did not converge when RM0

is set to 50Ω, the waveforms shown in Figs. 5.3, 5.4 (a)-(c) were obtained by setting RM0 to
0Ω (omitting forward recovery).
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Figure 5.3: Steady-state results for the devices of DC-DC converter from hardware emula-
tion (oscilloscope) and off-line simulation (Saber R© software). Scale: (a) y-axis: 20 V/div.,
(b) y-axis: 5 A/div., (c) y-axis: 20 V/div., (d) y-axis: 5 A/div.; (a)-(d) x-axis: 4.0 ms.
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Figure 5.4: Transient results for DC-DC converter from hardware emulation (oscilloscope)
and off-line simulation (Saber R© software). Scale: (a) y-axis: 20 V/div. (vce), 2 A/div. (ic),
(b) 20 V/div. (vd), 2 A/div. (id), (c) y-axis: 20 V/div. (vce), 4 A/div. (ic), (d) y-axis: 20
V/div. (vd), 4 A/div. (id); (a) x-axis: 320ns, (b) x-axis: 3.2μs, (c)-(d) x-axis: 1μs.
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Figure 5.5: Steady-state results for the output voltage of DC-DC converter from hardware
emulation (oscilloscope) and off-line simulation (Saber R© software) under high switching
frequency. Scale: y-axis: 10 V/div., x-axis: 12.5 ms.

The device-level transient results for (vce, ic), and (vd, id) during turn-on and turn-off
switching of the DC-DC converter hardware emulation under the switching frequency of
2.5kHz are shown in Fig. 5.4. Compared with the Saber R©, the device-level transient results
of the hardware emulation show good agreement. Specifically, the transient waveform of
diode voltage from oscilloscope in Fig. 5.4 (d) is got by setting RM0 to 50Ω, which showed
the forward recovery clearly. The comparison of IGBT and diode switching times from
Saber R© and hardware emulation is shown in Table 5.3. The high-frequency results of the
DC-DC converter hardware emulation under the switching frequency of 40kHz are shown
in Figs. 5.5, 5.6. The maximum frequency could reach as high as around 100kHz.

5.1.2.2 Power Dissipation Analysis

The power dissipation during a switching cycle of IGBT mainly comes form the switching
loss and conduction loss. The instantaneous power dissipation is calculated by multiply-
ing the IGBT collector-emitter voltage (vce) and collector current (ic). By choosing corre-
sponding time range from t0 to t1, the energy losses in one switching cycle are obtained
by integrating the instantaneous power dissipation during turn-on, turn-off and conduc-
tion period, respectively. The power loss Ploss is quotient of the energy loss and switching
period Ts, expressed as:

Ploss =

∫ t1
t0

vce(t) · ic(t) dt
Ts

. (5.3)

The power dissipation of reverse recovery and conduction period for the diode is obtained
with the same procedures. Table 5.3 shows the power dissipation results under the switch-
ing frequency of 2.5kHz from both Saber R© and hardware emulation. Also, the variation of
device power dissipation with switching frequency is shown in Fig. 5.7, which shows close
agreement between the emulation and Saber R© both at low as well as high switching fre-
quencies proving the high-fidelity of the detailed hardware emulation. As the switching
frequency increased, as expected, the IGBT switching losses (Pon(IGBT ), Poff(IGBT )) and
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Figure 5.6: Steady-state results for devices of DC-DC converter from hardware emulation
(oscilloscope) and off-line simulation (Saber R© software) under high switching frequency.
Scale: (a) y-axis: 20 V/div., (b) y-axis: 8 A/div., (c) y-axis: 20 V/div., (d) y-axis: 6 A/div.;
(a)-(d) x-axis: 12.5 ms.
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Table 5.3: Comparison of Switching Times and Power Dissipation of IGBT and Diode un-
der a Switching Frequency of 2.5kHz

Saber R© FPGA Error

Switching times
td(on)(IGBT ) 28.8ns 29.5ns 2.43%
ton(IGBT ) 60.0ns 58.7ns 2.17%
tr(IGBT ) 18.6ns 17.8ns 4.30%

td(off)(IGBT ) 327ns 334ns 2.14%
toff (IGBT ) 380ns 368ns 3.16%
ttail(IGBT ) 860ns 879ns 2.21%
tf (IGBT ) 285ns 293ns 2.81%
trr(Diode) 4009ns 4020ns 0.27%
tfr(Diode) n/a 42.1ns n/a

Dissipated Power
Pon(IGBT ) 96.05mW 93.87mW 2.27%
Poff (IGBT ) 539.6mW 522.5mW 3.17%
Pcond(IGBT ) 11.46W 11.05W 3.58%
Prr(Diode) 5.434W 5.507W 1.34%
Pcond(Diode) 4.768W 4.782W 0.29%

diode reverse recovery loss (Prr(Diode)) increased significantly, however, the IGBT conduc-
tion loss (Pcond(IGBT )) increased much slowly, and the diode conduction loss (Pcond(Diode))

remained almost constant.

5.2 DC-AC Converter

For the hardware emulation of a more complicated topology of power converter such as
a two-level DC-AC converter (see Fig. 5.8), which comprises 12 nonlinear components (6
IGBTs with 6 antiparallel diodes), 6 linear components (3 RL loads) and a voltage source
(parameters of the circuit are also given in Table 5.4. Sinusoidal PWM strategy is applied
for the switching of IGBTs), the strategy for the hardware emulation should be more so-
phisticated. As can be seen, the whole nonlinear circuit contain around 22 nodes (when
the diode model only includes the most important reverse recovery effect to reduce circuit
nodes). Admittedly, the 22 node system can be converted to 22 dimensional discrete-time
linearized system, but it would take infinite time to solve the equations when implement-
ed on the FPGA. Therefore, more efficient method should be applied to reduce the system
dimension. Specifically, we divide the three-phase circuit into 3 separated legs with 3 RL
loads (The loads are temporally treated as current sources, since the load current is contin-
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Figure 5.8: Two-level DC-AC converter circuit topology.

uous which doesn’t change too much between two time-steps, and the current is a history
term which can be obtained from last time-step calculation). Such division make it possi-
ble for all of the three sub-circuits to be solved in parallel. As a result, all of the 3 leg-load
sub-circuit can be reduced to 3 identical 7 × 7 discrete-time linearized systems. The only
differences of these systems are their input PWM switching signals of their IGBTs (Phas-
es of their sinusoidal reference wave differ for 120◦). Specifically, the 7 × 7 discrete-time
linearized system can be given as equation (5.4).
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Figure 5.9: Separated single-phase sub-circuit of the two-level DC-AC converter.

Table 5.4: DC-AC Test Circuit and Device Parameters
Test Circuit Parameters

VDC = 300V , R = 1Ω, L = 20mH , Rg = 100Ω

IGBT Parameters
Out of 32 parameters, the ones used in this paper: Kp = 1A/V , Kf = 2, θ =
0.01V −1, Vth = 5V , NB = 2 × 1014cm−3, Isne = 10−14A, ni = 1.45 × 1010cm−3,
τHL = 4 × 10−7s, A = 0.1cm2, q = 1.6 × 10−19C, L = 2.7 × 10−3cm, T = 296K,
k = 8.617×10−5eV/K, β = 0.4615, εsi = 1.05×10−12F/cm, WB = 0.01cm, b = 3.33,
Dp = 11.48cm2/s, BVn = 4, BVcb0 = 3.18 × 107V , Gmin = 10−12S, Agd = 0.05cm2.
The rest can be obtained from Saber R©.

Diode Parameters
IS = 10−14A, τ = 50ns, TM = 50ns, VT = 0.0259V

Now the whole DC-AC circuit is reduced to three identical single-phase nonlinear sub-
circuits (Fig. 5.9) in parallel and one linear sub-circuit (Fig. 5.10). Since the three RL loads
are identical, their conductances are the same too, given as:

gleg1LR (t) = gleg2LR (t) = gleg3LR (t) =
Δt

2L+Δt ·R, (5.5)

and their equivalent currents are given as:

ileg1LReq(t) =
[vleg12 (t−Δt)− vn(t−Δt)]Δt

2L+Δt ·R +
ileg1LR (t−Δt) · (2L−Δt ·R)

2L+Δt ·R , (5.6)

ileg2LReq(t) =
[vleg22 (t−Δt)− vn(t−Δt)]Δt

2L+Δt ·R +
ileg2LR (t−Δt) · (2L−Δt ·R)

2L+Δt ·R , (5.7)
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Figure 5.10: Separated linear sub-circuit of the two-level DC-AC converter.

and

ileg3LReq(t) =
[vleg32 (t−Δt)− vn(t−Δt)]Δt

2L+Δt ·R +
ileg3LR (t−Δt) · (2L−Δt ·R)

2L+Δt ·R , (5.8)

respectively. The linear sub-circuit is only a one-dimension system and the neural point
voltage vn can be directly solved as:

vn(t) =
ileg1LReq(t) + ileg2LReq(t) + ileg3LReq(t)

gleg1LR (t) + gleg2LR (t) + gleg3LR (t)
+

vleg12 (t) + vleg22 (t) + vleg32 (t)

3
. (5.9)

The currents of the three legs are represented as:

ileg1LR (t) =
[vleg12 (t)− vn(t)]Δt

2L+Δt ·R + ileg1LReq(t), (5.10)

ileg2LR (t) =
[vleg22 (t)− vn(t)]Δt

2L+Δt ·R + ileg2LReq(t), (5.11)

and

ileg3LR (t) =
[vleg32 (t)− vn(t)]Δt

2L+Δt ·R + ileg3LReq(t), (5.12)

respectively.
As can be seen from the resource utilization of the DC-DC converter, which contains

only one IGBT and diode, the used DSP48s made up more than half of its total number
of the whole FPGA board while the unused other resources were abundant. The poten-
tial utilization of DSP48 usage for a fully parallelized 2-level DC-AC converter hardware
model will surely overpass the limit of the FPGA board. In this work, the previously par-
allelized three legs of the DC-AC converter are implemented in a sequential way to save
hardware resources, especially DSP48s. More specifically, a single leg hardware module
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is repetitively used to generate the results of all three legs. However, even the potential
utilization of only one leg, which contains 2 IGBTs and 2 diodes, would exceed the board
limit. Therefore, special design strategy to save DSP48 resource usages must be applied to
fit the one leg to the Xilinx R© Virtex R©-7 XC7VX485T FPGA board. Thankfully, the previous
hardware design of the DC-DC converter was emphasizing on reducing the latency of all
hardware components in disregard of the hardware usages, which means many hardware
resources could be saved at the cost of longer latencies of some inner components of the
hardware model. Actually, many hardware modules inside the whole converter model do
not contribute to its whole latency. These modules include the Power Diode Module and
the Linear Component Module as well as some inner hardware units of the IGBT Mod-
ule. In practice, all these inner components of converter hardware model are redesigned
with less DSP slices. Although the usages of some other hardware resources (e.g. FFs and
LUTs) will increase correspondingly, they are deliberately restricted to within the limit of
the FPGA board. As a result, the whole DC-AC converter hardware model is successfully
fitted into the FPGA board.

The execution time for the off-line simulation of the converter under 1kHz switching
frequency using Saber R© for 100ms using variable time-step strategy (with an initial time-
step of 10ns and maximum time-step of 1μs) was 80.6s, while the hardware emulation
time for 100ms of simulation time was around 2.3s. Therefore, the speed-up is more than
35 times. It is predicable that the speed-up could overpass 100 times if the fully parallelism
strategy of all three legs of the DC-AC converter are applied in this work with larger FPGA
board. Compared with 30-time speed-up for the DC-DC converter, it now proves that
off-line simulation of converter circuits with more IGBTs and diodes employing detailed
device-level models would be much slower than hardware emulation.

The latency of one time-step calculation is 1982 clock cycles, the highest frequency is
115MHz, and the resource utilization is listed in Table 5.5.

Table 5.5: Hardware Resources Utilized by Nonlinear Components
Resources Diode IGBT Overall Circuit

FF 56718 (9.3%) 227408 (37%) 300221 (49%)

LUT 45131 (15%) 214763 (71%) 278051 (92%)

Memory LUT 459 (0.70%) 2156 (1.6%) 2307 (1.8%)

I/O 64 (9.1%) 64 (9.1%) 155 (22%)

BRAM 2 (0.097%) 68 (3.3%) 81 (3.9%)

DSP48 169 (6.0%) 2107 (75%) 2336 (83%)

BUFG 0 (0.0%) 0 (0.0%) 1 (3.1%)
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Figure 5.11: Steady-state results for the load voltage and current of DC-AC converter
from hardware emulation (oscilloscope) and off-line simulation (Saber R© or Simulink R©

software). Scale: (a) y-axis: 90 V/div., (b) y-axis: 66 V/div., (c) y-axis: 6.6 A/div., (d)
y-axis: 9 A/div.; (a)-(d) x-axis: 125 ms.
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Figure 5.12: Steady-state results for the devices of DC-AC converter from hardware emu-
lation (oscilloscope) and off-line simulation (Saber R© software). Scale: (a) y-axis: 53 V/div.,
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Figure 5.13: Transient results for DC-AC converter from hardware emulation (oscilloscope)
and off-line simulation (Saber R© software). Scale: (a) y-axis: 60 V/div. (vce), 6.6 A/div. (ic),
(b) 66 V/div. (vd), 7.4 A/div. (id), (c) y-axis: 53 V/div. (vce), 3.9 A/div. (ic), (d) y-axis: 66
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5.2.1 Results and Comparisons

5.2.1.1 Time-Domain Results

Selected load and devices (see the dashed boxes in Fig.5.8) of the DC-AC converter will
have their test results in this section to be compared with Saber R©. More specifically, the
steady-state results for the phase voltage vp(= vleg12 − vn) and current ip, the line voltage
vl(= vleg12 − vleg22 ) and current il of the DC-AC converter hardware emulation under the
switching frequency of 1kHz are shown in Fig. 5.11. The dash circled areas in Fig. 5.11(b)
are bad convergence points of Saber R©. Obviously, even a sophisticated circuit simulator
as Saber R© cannot handle the DC-AC converter very well. Although Saber R© has mature
time-stepping and transient simulation techniques, its solution approaches are based on
general (but inflexible) methodologies. In contrast, the hardware emulation applies paral-
lel strategies to reduce the system matrix size wherever possible, so its results could even
better Saber R©. The off-line software used in Fig. 5.11(d) is Simulink R© rather than Saber R©

because the latter has implicit method to select initial conditions for the second and third
legs of the converter and shows different results for the line current. Since Simulink R© uti-
lizes simpler system-level models for the switching devices, the differences in the transient
dynamics of the results between Simulink R© and hardware emulation are unavoidable. In
Fig. 5.12, the upper IGBT collector-emitter voltage vce(= Vdc−vleg12 ) and collector current ic,
the upper diode voltage vd(= vleg12 −Vdc) and current id of the DC-AC converter hardware
emulation under the switching frequency of 1kHz are shown too. Compared with Saber R©

or Simulink R©, the steady-state results of the hardware emulation are proved accurate.
The device-level transient results for (vce, ic) of upper IGBT, and (vd, id) of lower diode

during turn-on and turn-off switching of the DC-AC converter hardware emulation un-
der the switching frequency of 1kHz are shown in Fig. 5.13. Compared with Saber R©,
the device-level transient results of the hardware emulation show good agreement. The
variation of device power dissipation with switching frequency is shown in Fig. 5.14,
which shows close agreement between the emulation and Saber R© both at low as well
as high switching frequencies proving the high-fidelity of the detailed hardware emu-
lation. As the switching frequency increased, as expected, the IGBT switching losses
(Pon(IGBT ), Poff(IGBT )) and diode reverse recovery loss (Prr(Diode)) increased significant-
ly, however, the IGBT conduction loss (Pcond(IGBT )) increased much slowly, and the diode
conduction loss (Pcond(Diode)) remained almost constant.

5.3 Summary

This chapter provided the hardware emulation of 2 case studies: DC-DC converter and
DC-AC converter. These two case studies utilized the IGBT and diode physics-based hard-
ware models developed in the previous chapter. The Newton-Raphson linearization is
very advantageous in power converter hardware emulations, which may involve all kind-
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Figure 5.14: Variation of device power dissipation with switching frequency for DC-AC
converter from Saber R© and hardware emulation.

s of different topologies and this method is quite useful due to its strong flexibility and
convenience in the linearized model formulation. The variable time-step strategy makes
the hardware emulations with power converter based on physics-based analytical model
become possible, which not only ensures the speed of the emulation but also the detailed
switching behaviours. Therefore, the emulated models were able to predict the dissipat-
ed energy in the power electronic circuit quite accurately. Comparison with Saber R© both
of low and high switching frequencies proves that the emulated models are accurate and
efficient in terms of speed of execution. While the hardware emulation is still slower than
real-time execution to be applied for closed-loop HIL simulation, with newer FPGA gen-
erations, and further efficiency refinements in the numerical solution, that goal appears
feasible. Presently, the proposed hardware models can be readily used for open-loop HIL
applications and for circuit design acceleration that involve statistical, parametric, and
sensitivity analyses.

The relative errors between the hardware emulation and Saber R© have several reasons.
The first one can be attributed to the modeling error. Specifically, the power diode model
used by Saber R© is more sophisticated than Lauritzen’s diode model used in this work. For
the IGBT model, although both Saber R© and the hardware emulation use Hefner’s model,
Saber R©’s model is more refined judging from its larger parameter set. Another reason for
the error is the limit of the 32-bit floating-point number used in the hardware emulation,
which is very accurate under ordinary scenarios but still restrictive when used to emulate
the highly complicated physics-based IGBT and power diode model. Also, some specific
methods used in the hardware emulation to deal with the nonlinearity of the model (e.g.
look-up tables) although performed very fast, but at the cost of certain level of accuracy.
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6
Conclusions and Future Work

The focus of this thesis is to develop detailed device-level real-time models of power elec-
tronic systems for hardware-in-the-loop simulation. This work proposed a digital hard-
ware emulation of physics-based device-level IGBT and diode models. Both these models
are fully paralleled on the FPGA. The hardware emulation of both devices is based on a
unified numerical framework, and can be extended in a straightforward fashion to model
complete power electronic converter circuits. The main contributions of this research are
given below.

6.1 Contributions of this Thesis

• The concept of modularization is introduced to the physics-based device-level power
electronic circuit hardware emulation. Therefore, the hardware designs of the pow-
er electronic devices (e.g. IGBT and diode) are separated from the power converter
circuit. Moreover, the device hardware modules can be fully reused and fit into dif-
ferent topologies of power converter circuits, which reduce a great deal of repetitive
work in the future.

• A complete description of the paralleled IGBT and power diode hardware design-
s is presented, which is beneficial for the hardware emulation of power electronic
converter circuits with device-level models. For example, this thesis described many
practical methods (e.g. LUTs) to tackle the complicated nonlinearity inside the de-
vice physics. Also, the inner hardware structures of the device modules exploited
the potential of parallelization as much as possible, which significantly reduced the
latencies of the whole converter circuit.
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• The concept of variable time-step strategy is introduced to the field of HIL simula-
tion, and the related hardware modules of the Variable Time-Step Control Module
(VTCM) and the Variable Time-Step Output Module (VTOM) have been developed.

• A fast parallel Gauss-Jordan Linear Solver is introduced in this thesis, which make
it possible to solve a large matrix with a low latency. This is especially beneficial to
device-level power converter hardware emulations, since they usually have larger
system matrices that need solution.

• Validation is made using Saber R©, a device-level commercial simulation software.
Steady-state and transient results are observed as well as power analysis. All of them
show excellent agreement.

6.2 Recommendations for Future Work

• Although Newton-Raphson method is one of the most classical and effective meth-
ods to find the solution of nonlinear circuit equations, it does have drawbacks. For
example, its convergence is sensitive to the initial conditions. This would largely
limit the size of the selected circuit emulation time-step, since the initial guess is di-
rectly coming from the solution of the last time-step. In order to keep the Newton’s
method from diverging, the selected time-step could not be chosen to be too large.
As a result, the emulation time of the whole power converter circuit has been pro-
longed. Therefore, future work in this field can be directed to find ways to improve
the Newton-Raphson’s convergence.

• Although this thesis has learnt a lot from popular off-line software-based circuit sim-
ulators, there are still more things to study. For example, this thesis has made a
successful first attempt to applied the variable time-step strategy into the hardware
emulation, which largely sped up the power electronic emulation time. However, the
inner mechanism of VTCM to adjust the size of the time-step is based on the Newton
iteration time of the last time-step, which is not very reliable if the power electronic
circuit dynamics at some point changes too fast between successive time-steps. In
contrast, Saber R© adjusts the size of its time-step according to local truncation error
(LTE) of the current time-step calculation. If the LTE exceeds the limit, it will reduce
the time-step and the LTE is revaluated . Moreover, in order to overcome the short-
coming of Newton-Raphson method, Saber R© makes the initial guess of the solution
using an implicit method. If the Newton’s method does fail to converge, Saber R©

would restart the calculation at the non-convergence point by finding the DC ini-
tial values. All these smart strategies can be introduced into the field of hardware
emulation, if proper hardware modules are designed in the future.
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• Regarding the parallel Gauss-Jordan linear solver, almost half of its latency came
from the operation of divisions, since the 32-bit floating-point dividers are always
several times slower than adders, subtractors, and multipliers. If the dividers are
evaded or their implementation improved in the future, then the linear solver can
improve its speed as well.

• The Hefner’s IGBT model applied in this thesis is based on the non-buffer layer IGBT
model. Actually, there are other types of physics-based IGBT models (e.g. IGBT with
thermal model) as well as for the power diode, which can be applied into the realm
of power electronic circuit hardware emulation.
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