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ABSTRACT

This thesis describes an approach to impreve the accuracy of determining the
amplitude and phase components of a periodic signal when discrete Fourier algorithns
are used. In particular, this approach improves the accuracy in the determinacion of the
harmonics of asynchronusly sampled waveferms or a single period band-limited signai.
Measurement accuracy is improved by reducing the primary spectral errors which are
introduced by long, medium and short-range leakage effects. The algorithm used to
determine the harmonic cormponents, referred to as the trapezoidal compensating
window (TCW) algorithm, uses a window referred to tha TCW and a modified
discrete Fourier transform algorithm. Long-term leakage effects are minimized since
the TCW lobes vary in width with the fundamental signal period. The TCW having the
advantage of the rectangular window by having it* firit zero crossing close to the 1st
harmonic, results in a reductior. of medium-term lcakage effects. Short-term leakage is
reduced by the use of a discrete Fourier series type computation scheme which
evaluates the harmonic components at the actual frequencies.

A hardware implementation of this approach is realized (with a software
modification) on an cxisting 8Mhz. 68000 microprocessor-based wattmeter Jesign for
voltage, current and electrical power signals in the DC 1o 1kHz range.
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1. INTRODUCTION

Accurate harmonic measurements (both amplitude and phase) of voltage and
current waveforms, and the subsequent accurate power rneasurement, have many
useful applications. The ability to accurately define the harmonic content of the
waveforms allows proper compensation of reactive power, effective reduction of the
harmonic content, the placement of loads to meet specified harmonic current limits
and correct revenue metering. Another area where precise harmonic mzasurements is
important is in cstimating the parameters of pulse-width-modulated (P'WM) inverters
as used in switching power supplies arnd motor drive circuitry. Harmonic
determination poses a number of problems in cases where accurate measurement of
both amplitude and phase components of signals are required. Traditional discrete
Fouricr type methods which improve the amplitude measurement accuracy, do not
improve the phase measurement accuracy even after using other post-processing
methods [4].

This introduction describes the concept of sampling, prirne sources of
measurement inaccuracy and some of the techniques currently employed to minimize
these errors. Finally a technique (the TCW algorithm) used to minimize these errors is
described.

The impact area of this thesis is in applications where accurate harmonic
components determination is difficult to achieve using a single approach. An example
being the accurate determination of the harmonics of asynchronously sampled
waveforms or a single period band-limited signal when employing discrete Fourier
transform type algorithms. The Trapezoidal compensating window algorithm atlows
precise amplitude and phase information to be obtained without the use of post-
processing techniques. DFFT algorithms employing classical windows utilize post-
processing interpolation or other techniques after the windowing to improve the
amplitude measurement accuracy Wwithout much phase measurement accuracy

improvement.

1.1  Comparison of analog and digital computational approaches

A classification of measuring instruments for harmonic and average evaluation
of signals can be made based on the computational approach employed. This
classification results in instrurnents being referred to as either analog or digital. Analog
computation suffers from the limitations of impedance matching and component
variations with ambient conditions in the implementation of filters and multipliers
required to obtain the signal component values. Furthermore, calibration of anaiog
measuring instruments is not easily carried out. The digital approach as implemented
in sampling instruments, employs fully digital arithmetic procedures to compute the
required parameters. This is easily implemented in digital stored-program systems such
as microprocessor-based or DSP-based implementations. In the determination of the
average and harmonic components of a signal having an appreciable harmonic content,



the advantages of digital systems outweigh those of the traditional analog instruments.
Digital instrument advantages include accuracy and the ease of integration with other
computing environments for data transfer, storage and post-signal processing among
others. A digiial computaional approach utilizing regularly spaced signal samples will
be used in this thesis.

1.2  Time-Domain sampling: The Sampling Theorem

To process a continuous-time signal by digital processing techniques, it is
necessary to convert the signal into a sequence of numbers referred to as the sampled
values of the signal or simply samples of the signal. The digital method of obtaining
the Fourier series components of the underlying continuous signal determines the
accuracy of the harmonic estimation procedure.

Sampling of a continuous signal at fixed (regular) intervals imposes a
relationship between the independent variables of time (1) and sample number index
(). That is,

t=iT,=—
TR, (1.2.1)

where Ty is the sampling period and Fg the sampling frequency.

The relationship between the sampled values and the continuous signal valucs
is the product of the time function and the unit sampling sequence at the sample index
as indicated in the expression below,

Xy = ), (1) 2,8, (1= T2)

[==on

(1.2.2)
where the unit sampling sequence (i) is defined as
I, n=0
Sunil(n)_{o n?‘-'()
(1.2.3)

Since the Fourier transform of a product of time functions is equal to the
convolution of the Fourier transforms of the individual time functions, the Fourier
transform of the discrete signal (the discrete Time Fourier transform) of Equation
1.2.2 can be expressed as:

W()=W.(0)® W[ i 0., (t—i T,)]

jz—on

=W (0)® Y., (0—iw) (1.2.4)

f=~on



wherc

® is the convolution operator

iis an integer

o is the digital frequency,

) the digital sampling frequency having a value of 2r radians.
W(w) is referred to as the Discrete time Fourier transform ( DTFT),
W() is the Fourier transform of the continuous signal

Equation 1.2.4 reduces to:

W(w)= iW,(m—im,)

j=—on

When the Discrete Time Fourier transform (DTFT) is computed at discrete
frequency values, it is referred to as the Discrete Fourier transform (DFT). In general
the DTFT will be employed in depicting the frequency spectrum of sampled signals
with the DFT obtained by computing the values at the discrete frequency points.

A bandlimited continuous signal has a spectrum which is zero for [@|2 B. An
example of the Fourier transform of a bandlimited analog signal is shown in Figure

1.1.

We(m)

)

-B B

Figure 1.1 An example of the Fourier transform of an analog bandlimited signal.

The Discrete Time Fourier transform of the sampled bandlimited analog signal having
a Fourier transform shown in Figure 1.1. is indicated in Figure 1.2.
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Figure 1.2  The Discrete Time Fourier transform of the sampled analog
bandlimited signal with Fourier transform in Figure 1.1.

To reconstruct the original continuous signal entails restoring the original spectrum
from the spectrum of the discrete sequence. This can be achicved by employing a filter
having a Fourier transform H¢(w) as shown in Figurc 1.3.

-0 -w/2 -B B w2 o

Figure 1.3  The application of a brickwall filter H¢() for an analog signal
reconstruction.

If B>92—‘ the Discrete Time Fourier transform will have higher frequency

components taking on the identity of lower frequency ones and thus making it
impossible to extract the original continuous signal. This phenomena known as aliasing

is shown in Figure 1.4.
Hence for signal reconstruction of a digitized band-limited analog signal the

sampling frequency should be at least twice the highest signal component in the signal.
This is referred to as the Nyquist sampling theorem. The Nyquist frequency is 0)¢/2.



To prevent the aliasing of frequency components in the sampling of analog signals,
Jow-pass or band-pass filters referred to as antialiasing filters are introduced in the
analog signal path before the signal is sampled. In practical situations the brickwall
filtler is not casily implemented. The practical filiers have decaying frequency
components cxtending beyond the Nyquist frequency. To minimize the interference
between the reconstruction filter and the frequency replications occurring at multiples
of the sampling frequency, it is convenient to have the maximum signal frequency B at
least an order of magnitude less than the sampling frequency (wg). As a result, the
DTFT expression given by Equation 1.2.4 can be simplified to

W(o) =w.(w)

The harmonic determination problem can be viewed as the application of
frequency specific filters to obtain the amplitude and phase values of the continuous
signal from the underlying analog signal. As a result, the sampling limitations
mentioned above should be adhered to.

W(w)
1

—08 s

W(w)

NN

—S s

Figure 1.4  Iilustration of aliasing.



1.3  Effects of a finite data record length on measurement accuracy

A Fourier series expansion of a signal is the expression of a signal in terms of
harmonically related sinusoidal comporents. For a given finite length data set, the
truncated Fourier series results in the best approximation (in a mean-square-crror
sense) [18]. The determination of the Fouricr serics components (average and
harmonic values) of a signal involves the application of weighting functions (windows)
to the sample values and the subsequent use of the Discrete Fourier transform (DFT)
or the computationally faster versions (Fast Fourier transform).

In this thesis the digital computational approach uscd is based on a new
windowing method and a modified DFT. This modified form does not lend itself to the
use of the fast Fourier transform (FFT). However it is shown that current hardware
and operating system platforms produce adequate computational speed for most
purposes (see Chapter 7).

To compute either a continuous-time or discrete-time signzl, the values of the
signal for all time are required. However, in practice, we observe signals for only a
finite duration. The sample size can thus be thought of as being viewed through a
window. The term windowing is also applied to the further application of various
mathematical weighting factors on the finite sample size. The implications of using a
finite data record length on the accuracy of the harmonic computation will be
examined in this section.

The regularly spaced samples employed in the average and  harmonic
evaluation can be obtained using two sampling schemes. In a synchronous sampling
scheme, the sampling period is an integer multiple of the fundamental period of the
measured signal. Asynchronous sampling occurs when the sampling period is not an
integer multiple of the fundamental period of the measured signal. In practice, precise
synchronous sampling is not easy to achieve and asynchronous sampling thus results.
An example of synchronous and asynchronous sampling are depicted in Figure 1.5 and
Figure 1.6 respecuvely.
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Figure 1.5  Synchronous sampling scheme (1 period = 8 sample intervals).



For a signal having a period T and sampled at a fixed sampling interval T, a
notation A (also referred to as the end-correction) can be introduced. A is defined as a
fraction of a sampling interval in the range [0,1] such that for N sampling intervals ;

(N+A)T,=T

In the example shown in Figure 1.6, A=(.5.

sin(x*pifd.25) ~— |

Ampltude

Sample number

Figure 1.6 Asynchronous sampling scheme (1 period = 8.5 sample intervals). The
end-correction (A) is thus 0.5

Digital signal processing theory indicates that the nonperfect synchronization
between the sampling period and the signal period (asynchronous sampling effect) is
the main rcason for the measurement errors when the amplitude and phase of the
harmonic components of periodic signals are determined by means of digital
techniques|[12].

Two concepts have thus been introduced namely; sampling and windowing. To
simplify the presentation and make comparison with other approaches utilized in the
literature, the effects of these concepts will be examined from the viewpoint of a
sampled window. For simplicity, the sampled window will be referred to as a window
or windowing function.

Letting {x(i)} denote a sequence to be analyzed. Limiting the duration of the
signal to N samples in the interval [0,N-1] is equivalent to multiplying {x(i)} by a
rectangular window of length N. That is, {y(i)}

y(i)=w()x@) (1.3.D)

where the rectangular windew w(i) is,

Sl 0sisN-l
wi) = 0, otherwise (1.3.2)

Various windows or weighting functions are used. Some common windows
are plotted in figure 1.7
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Figure 1.7  Plots of some windows

Now suppose that the sequence consists of a single sinusoid, that is.
x(iy=cos(iow,)
Then the DTFT of the finite-duration sequence x(i) may be expressed as:

1
Y(m)=E[W(0)-—(oo)+W(O)+(nn)] (1.3.3)

where W(w) is the DTFT of the window sequence, which for the rectangular window
is given by,
sin —

Wo)=—7="e (1.3.4)
Sm;

Figure 1.8 indicates the DTFT of this window plotted for positive and ncgative
frequency values. The windowed spectrum is not located at a single frequency, but
instead the original power in the signal has been spread by the window into the entire
frequency range. This phenomenon, which is characteristic of windowing the signal, is
called 'spectral leakage' or simply leakage'. As noted previously the DFT is computed
at the harmonic frequencies. Hence, signal harmonic frequency components at the
amplitude null points of the DTFT will not contributc components to the
determination of other harmonic components. However, if the harmonic components



of the signal do not occur at the null points of the magnitude spectrum of the DTFT,
these components will contribute to the measured harmonic and give rise 1o
inaccuracies in the measurcment.

DTFT Amplitudes of Rect window/TCW for N=10,d=0
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Figure 1.8  The DTFT of a rectangular window for N=10 and A=0

The symmetrical nature of the rectangular window is also a property of all
other windows. As a result all subsequent plots of the DTFT of any window will be
made for only positive frequency values.

Figurc 1.9 indicates the individual Magnitude and Phase spectra of a
synchronously sampled signal (A=0) having equal amplitudes for the fundamental and
second harmonic. It can be seen that the amplitude nulls occur at the harmonic
frequencies. Hence spectral leakage should not exist.

The cffect on the DFT value of say the fundamental due to a second harmonic
signal will be the sum of the two window values (one centered at the fundamental and
the ¢'%er centered at the 2nd harmonic) evaluated at the first harmonic. In order words
the harmonic value at a particular frequency is due to the sum of the DFTs of all the
otner signals computed at the frequency of interest. This concept is explained in detail
in the second chapter.

The absence of spectral leakage is confirmed by the plot of the combined
DTFT in Figure 1.10, indicating that the amplitude and phases of the DTFT at the
fundamental and second harmonic frequencies are the true values ( 1£0).



Angle (degrees)

Figure

Angle {degrees)

Amplitude
(=]
n

1.9

1.5

-

180

€0

DTFT Magnitude Spectrum for N=10,delta=0

T T T

O.B\_ ....... ) . e
© - 2nd hamonic
'g 0.8 oo fr e A
b1
-9
E 0.4+ L ]
Fundamental
0.2+ SN — J
ol N L
o] 1 2 3 4 5

DTFT Phase Spectrum for N=10,delta=0

2 3 4 5
harmonic number

Magnitudc and Phase spectra of a rectangular windowed synchronously

sampled waveform

Combined DTFT Magnitude Spectirum for N=10,delta=0

T T T

A

Combined DTFT Phase Spectrum for N="0,della=0

2 3 4 5

' . T E T

b

N Tt

2 3 4 5
harmonic number

Figure 1.10 Combined Magnitude and Phase spectra of a rectangular windowed
synchronously sampled waveform (N=10,A=0)

Figure 1.11 indicates the individual magnitude and phase spectra of an
asynchronously sampled signal (A=0.9) having equal amplitudes for the fundamental
and second harmonic. The rectangular window has been applied in this instance. It can
be seen that the amplitude nulls do not occur at the harmonic frequencies. Hence
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spectral leakage should exist as seen by the combined DTFT in Figure 1.12. This
results in the DTFT values at the fundamental and second harmonic frequencies not
being cqual to unity with a zero degree phase angle.
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Figure 1.11  Magnitude and Phase spectra of a rectangular windowed
asynchronously sampled waveform (N=10, A=0.9).
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Figure 1.12 Combined Magnitude and Phase spectra cf a rectangular windowed
asynchronously sampled waveform (N=10,A=0.9)
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In the DFT computation the record length of the sampled and windowed signal
is a period of an infinite signal. Hence since an asynchronously sampled signal does not
fall off smoothly to fixed values at both ends of the data record length, the sharp
transitions implies a number of high frequency components. This is another viewpoint
of the leakage effect. Hence the application of non-rectangular window functions
employed primarily to reduce leakage effects in the computation of the harmonic
components by a Discrete Fourier transform approach, when the record length is not
an integral multiple of the fundamental period of the input waveform.

An example of a non-rectangular window is the Hanning window expressed as

0.5(1—008%1'), 0<isN-1

0, otherwise

w(i) = (1.3.5

Figure 1.13 indicates the DTFT of the Hanning window when used in
determining the Fourier coefficients of a signal having a 2nd and 4th harmonic
component but a very small fundamental component. This comparison is used duc to
the wide main lobe of the Hanning window. The signal is asynchronously sampled with
N=20 and A=0.5. The low side lobes of the Hanning window would be expected to
result in minimal leakage as evidenced in figure 1.14.
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Figure 1.13  Magnitude and Phase spectra of a Hanning windowed asynchronously
sampled waveform (N=20, A=().9).
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Figure 1.14 Combincd Magnitude and Phase spectra of a Hanning windowed
synchronously sampled waveform (N=20,A=0.9)

The leakage effects which arise due to the finite window length (or a finite
sample size) and the computation algorithm used can be classified into three groups:
long-range, medium-range and short-range [4].

Long-range leakage occurs in asynchronous sampling and results in all
frequency components contributing to the computed value of the Ith harmonic
component instead of only the Ith harmonic component itself. Thus this error depends
on all the harmonic components of the signal as well as all the side-lobes of the Fourier
transform of the window employed. To reduce this error, the amplitude of the Fourier
transform of the window employed should be as small as possible at the actual signal
harmonic frequencies.

Figurc 1.15 illustrates the existence of long-range leakage on the DC
measurement. This can be inferred from the previous descriptions of spectral leakage
due to the non-zero amplitude values of the window DTFT at the harmonic points.
Hence for a signal having a magnitude of 0.75 for the fundamental, and 0.5 for the 2nd
harmonic as shown on the plot, both the fundamental and second harmonic can
contribute an error to the measurement of the DC value.
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Figure 1.15  Dlustration of long-range lcakage (rectangular windowed and
asynchronously sampled waveform)

Medium-term leakage depends on the adjacent harmonic components of the
signal as well as the main lobe of the window employed. This type of lcakage which
determines the resolution of the window used, can occur even when the signal is
synchronously sampled. For windows with wide main lobes and low sidc-lobes, this
error can be minimized by using a sample set which results in the 1st harmonics not
intersecting the main lobe. This can be achieved by increasing the number of cycles of
the input signal spanned by the sample set. In particular, for a synchronously sampled
signal employing a Hanning window, at least 2 input signal periods are required.

The effect of medium-range leakage on the DC measurement is illustrated in
Figure 1.16. The Discrete time Fourier transform (DTFT) of a Hamming window is
used. Synchronized sampling occurs in this example since A=0. The DTFT of this
window has a non-zero value at the fundamental (for a single cycle time record).
Hence a signal fundamental having a non-zero amplitude will contribute an crror to the
measurement of the DC value as shown in Figure 1.16.
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Figure 1.16 Illustration of medium-range leakage (Hanning windowed and
synchronously sampled waveform)

Short-term leakage is concerned only with the Ith harmonic component itself
and the main-lobe of the Fourier transform of the window employed. This results
when the main lobe of the DFT of the window reaches its peak value at frequency
values which are not the harmonic frequencies of the input signal. It should be noted
that this error cannot be reduced by solely employing a typical DFT algorithm which
computes values at integral multiples of 1/N, while the actual harmonic components
are at integral multiples of 1/(N+A). To minimize this type of error additional
correction schemes are generally employed.

Figure 1.17 illustrates the effect of short-range leakage on the determination of
the harmonic components of a sinusoid having unity amplitude and zero phase, using
the DFT and a rectangular window. It can be observed the window peak occurs at a
frequency equal to 10.5/10 times the fundamental signal frequency ( i.e. (N+A)/N).
This latter mentioned frequency is where the zero phase angle occurs in the phase plot.
An expanded view of the DTFT plot of the window for a frequency range of 0.7-1.5
times the fundamental is illustration in Figure 1.18.
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Figure 1.17  Illustration of short-range leakage (N=10, A=().5)
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Figure 1.18. Detail of short-range leakage illustration (N=10, A=().5)-frequency
range 0.7-1.5 times the fundamental
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1.4  Summary of desirable window characteristics for leakage minimization

For the purpose of this thesis, windows will be classified into two groups. In
the classical windows group the weighting functions employed do not use the
knowledge of the end-correction. The alternate compensating windows group use the
end-correction. Examples of classical windows are the rectangular and Hanning. The
weighting function employed in the Stenbakken[16] approach is an example of a
compensating window (Refer to section 1.5). From section 1.3. it can be seen that
average mecasurements are affected by both long and medium-term leakage. The
general signal harmonic measurement on the other hand can be affected by all three
forms of leakage. A summary of desirable window characteristics for precise
measurements are summarized in Table 1.1 based on the explanations in section 1.3.

TABLE 1.1 Window characteristics required for Accurate harmonic measurements
(Amplitude and Phasc)

Leakage effect to be Desired Windows Characteristics

minimized

Long-term Low transform values at harmonic frequencies

Medium-term Very narrow window main lobe

Short-term Very narrow main lobe. DFT basis vectors at actual
frequencies

1.5  Techniques for precise signal average value measurements

Computation of the average value of a signal involves the determination of the
mean of the time integral of the quantity under consideration. For a periodic signal,
this quantity is computed over a period of the signal. In the digital computation
scheme, a numerical integration is used. Numerical integration techniques indicate that
the application of the composite trapezoidal rule to an integral of a periodic signal
results in the best estimate (least error) for the integral of the signal [8]. In the absence
of aliasing and a synchronously sampled waveform, the numerical integration result is
exact. For a synchronously sampled signal (Figure 1.1), using the composite
trapezoidal rule is equivalent to taking the mean of the sum of the samples. Turgel
[17] utilized this idea in the implementation of a digital wattmeter. To insure
synchronized sampling, a phase locked loop system was used to generate the timing
pulses for the analog-to-digital converters. This instrument produced accurate results
for signals having a stable frequency within the data record length. The issue of
maintaining synchronization in situations where a sudden signal frequency change
could occur resulted in the search for improved measurement methods. An example of
such a situation is in the measurement of the frequency cf the signal injected on the
terminals of a DC motor by the commutation process.
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In general, the complexity of the sampling interval generator in a data
acquisition system is reduced when a fixed sampling scheme is used. This ecconomic
benefit generally results in the reduction of the measurement accuracy. The need for an
improved algorithm for precise DC measurements in fixed-sampling intcrval
instruments led to the National Bureau of Standards (NBS) wattmeter by Stenbakken
[16] employing 12-bit analog-to-digital converters. This instrument was later upgraded
to a 16-bit version [15]. Both wattmeters used a fixed sampling scheme, and a sample
set covering more than one cycle of the fundamental. Furthermore both instruments
incorporated a unique feature namely; the incorporation of an cstimate for the end-
correction (A) in an averaging routine (an extension of Turgels' [17]) in order to
compute the signal average value. The end-comection was estimated by using the
cycle counter value and the sample counter data.

Another researcher, Zu-Liang [22] examined some theoretical aspects resulting
from incorporating the end-correction (A) in a trapezoidal scheme. This scheme
resulted in a far lower error compared to the compensating average scheme uscd by
Stenbakken. In addition, Zu-Liang proposed an interpolation scheme for determining
the end-correction using the signal samples. A digital sampling wattmeter employing a
hardware approach to the determination of the end-correction has been
implemented[11]. In the wattmeter implementation, the end-correction A was also
incremented by one whenever A was in the range (0.5-1). This method of constraining
the value of A to the range [-0.5,0.5] resulted in an improvement in the mcasurement
accuracy. Nyarko and Stromsmoe [9,10] extended Zu-Liangs' work with the crror
expressions for the various processing methods (algorithms) being further analyzed
and presented in a manner relevant to actual hardware implementations. The inclusion
of simulation results to determine the number of samples required to achicve a
particular worst case error was an aid to a system hardware choice to meet a required
accuracy figure. Refer to Chapter 2 for further details of the algorithm.

1.6 Traditional harmonic measurements based on windows and the DFT

The Discrete Fourier transform (DFT) is one of the usual means of determining
the harmonic coefficients of a signal since it has the advantage of producing the best
linear unbiased estimation of the Fourier coefficients of periodic signals (in the lcast
mean square sense) in the presence of covariant and noncovariant errors in the
observations (e.g. noise) [18].

The use of time domain classical windows having smoother edges to reduce
the discontinuities at the data set boundaries has been the normal procedure to
minimize the undesired harmonic interference due to leakage effects [6]. The price
paid in such implementations is the increase in the width of the main lobe of the
windows employed. A wide main lobe can cause medium-range leakage especially
where only a single cycle of the input waveform is available. However, an advantage
to using classical windows is that it easily leads to the subsequent usc of
computationally faster Discrete Fourier transform (DFT) algorithms such as the fast
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Fourier transform (FFT). The approaches to the elimination of the amplitude errors
due to short-term leakage are the use of simple interpolation methods [1],[5] and [7]
as well as using flat-top windows. This increased accuracy in the harmonic amplitude
determination, is generally achieved at the expense of an increased computational
burden.

Zero padding of the input sample set is another technique employed to
improve mcasurement accuracy. This involves adding extra samples of value zero to
increase the data record length. In some instances it is used to meet the sample set size
requircment of a particular FFT algorithm. A DFT performed on a zero-padded
sample set simply results in a frequency interpolation of the non-zero-padded signal
DFT. That is, the DFT plot contains extra values of the DTFT of the window
employed. This effect of adding L zercs to a data record of length N can be intuitively
explained as follows. Adding an infinite number of zeros to a given data record will
result in an aperiodic signal whose Fourier transform will be equal to the DTFT. As
the number of zeros are decreased the DTFT will be sampled at increasing frequency
interval which are integral multiples of 27/(N+L) until with no zero padding, the
DTFT will be sampled at frequency intervals which are integral multiples of 2nt/N. This
form of frequency domain interpolation of the spectrum should be used judiciously and
the results interpreted with care. This is because the extra harmonics already present
duc to asynchronous sampling will be accentuated giving a false impression of the
existence of components not present in a period of the original signal.

Generally the techniques discussed above give some improvements on the
determination of harmonic amplitude values. The down side is that the phase
mcasurcment accuracy is not improved [4] since, in general, errors due to short-term
lecakage cffects are not adequately dealt with.

1.7  Algorithm employed in thesis (TCW and modified DFT)

The compensating window in the digital sampling wattmeter [11] is used in
this thesis. This is a modification of Zu-Liangs' trapezoidal correction as explained in

Section 1.5.
This windew is defined as.

0.5+—§-, i=0
w(i) = 1, ISiSN-] (1.7.1)
().5+A, i=N
2

The DTFT of this window is
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W)=
s (1.7.2)

This window improves the measurement accuracy of the average valuc of a signal
since it minimizes long and medium-range leakage effects. An illustration of this effect
is given in figure 1.19 for a signal sampled asynchronously and resulting in A having a
value of 0.2.
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Figure 1.19 DTFT of trapezoidal compensating window (N=10, A=().2) using
modified DFT

The DFT approach to harmonic determination is also based on the averaging
of the integral of exponentially scaled sample values. This leads to a natural extension
of the trapezoidal compensating window for use in the general harmonic determination
problem. In this thesis, a modified DFT is used, where the arguments of the
exponential terms are adjusted from those normally used in DFT computations, to
make them coincide exactly to the harmonic of interest. This can be done since A can
be determined and incorporated in the computation, unlike schemes that usc the
classical windows. Examination of the Fourier transform of the trapezoidal
compensating window (TCW) indicates a main lobe which has a width which varies
with A. The main lobe varies in order to maintain minimal leakage at the actual
harmonic points. Hence certain figures of merit of the regular classic windows cannot
be applied to this scheme and thus other common grounds for comparison should be
used. This scheme, like the rectangular window (an averaging approach), requires only

20



a single cycle of the input signal which is advantageous in a number of cases. The
reduction in short-range leakage is illustrated in the example of figure 1.20 where the
fundamental is being computed using the modified DFT.
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Figure 1.20 DTFT of trapezoidal compensating window illustrating the
minimization of short-range leakage (N=10, A=0.2)

The TCW approach utilized in this Fourier analyzer is thus seen to minimize
both amplitude and phase errors. The analyzer as implemented utilizes a fixed
sampling interval scheme derived from the system clock, since it is easily implemented,
as well as being cost-effective. Provision has however been made to generaie the
sampling interval from a multiple of a trigger source frequency derived from an input
signal. This allows an FFT to be used when A is zero. Economic considerations
prevented the inclusion of the necessary hardware in this prototype. The end-
correction can be determined by a hardware scheme to an arbitrary degree of
accuracy. Since the sampling interval is fixed, any number of frequency multiplication
schemes can be utilized to obtain an integral number of smaller pulses per sampling
period. A counter clocked at the frequency of the pulses can then have its count value
held at the end of a period. This Fourier analyzer which is based on a prototype of the
previously designed sampling wattmeter [11], utilizes such an approach with a 4-bit
counter. In this instrument, the end correction A can thus be resolved to 1 in 16 parts.
The sampling instrument employs 12-bit analog-to-digital devices. The analyzer is
based on an 8MHz 68000 microprocessor implementing floating point computations in
software. This processor with its’ lack of multiply-accumulate type instructions results
in slow computations. As previously stated, in addition to the spectrum analysis
function utilizing a TCW and modified DFT, frequency measurement for signals from
dc-1kHz are performed. The input voltage range is -500V to +500V. The input
current range is -10A to +10A. The objectives of a user-friendly menu-driven software
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interface and easy to maintain hardware were also given duc considerations in the
system: :i: sign and construction cycle.

Table 1.2 indicates the summary of the algorithm employed and its effect on
leakage errors

TABLE 1.2 Summary of how the TCW Algorithm reduces leakage errors

Procedure Leakage type minimized
The use of a window based on a | long and medium-range leakage
trapezoidal integration scheme,

incorporating a correction for an
asynchronous sampling scheme.

A modified DFT algorithm employing | Short-range leakage
exponents which ensure the computation
of the harmonic components at the signal
harmonic frequencies.

1.8  Summary of windows properties for leakage error reduction

In Table 1.3, a summary of the propertics of the classical and compensating
type windows with respect to leakage error reduction, is listed.

TABLE 1.3 Summary of window properties for leakage error reduction

Leakage type | Classical Windows Compensating Windows
Long-term Low side-lobe Low transform valucs at harmonic
frequencics
Medium-term | Very narrow main-lobe Very narrow-main lobe
Short-term Flat-top main lobe and very | Very narrow main lobe. DFT basis
narrow main-lobe vectors at actual frequencies

1.9  Thesis organization

To unify the theoretical ideas and ease the comparison in the presentation of
the average and harmonic computation procedure, the various processing mcthods are
treated as windowing functions, with their frequency responses indicated by their
Fourier transforms (refer to Chapters 2 and 3). The effect of long and medium range
leakage and its reduction is examined under the measurement of the average of a
signal in Chapter 2. Short-range leakage and its reduction is cxamined under harmonic
measurements in Chapter 3. In addition the approach used is compared with some

22




classical windows for a couple of cases. The hardware platform used is introduced in
the fourth chapter and this is followed by the software scheme in the fifth chapter. The
effect of quantization and computational errors is examined in the sixth chapter. In the
seventh chapter the system performance is obtained. In addition the results of the
simulations of the algorithm on some hardware and operating system platforms are
included for comparison. The conclusion incorporates suggestions for further work
which can be done to improve upon this thesis.
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2. AVERAGE VALUE MEASUREMENT APPROACHES

The accurate measurement of the average value of a signal using DFT type
algorithms entails reducing the primary sources of error (long-range and medium-
range leakage effects). The process of obtaining the arithmetic mean of a set of signal
samples is a special case of a DFT type algorithm. A typical example of the average
evaluation is the determination of the active power of a distorted clectrical power
signal. An appropriate form for a signal representation for error analysis purposcs is
introduced (see Section 2.1). The analysis procedure is then developed to show that
the error effects can be easily analyzed and comparisions between various procedures
may be made when each computational approach is viewed as the application of
windowing functions to the sampled signal values. The DTFT of some traditional
windows are derived as well as that of the TCW. Examples are introduced to compare
the effectiveness of the various windowing approaches in improving the average
measurement accuracy by reducing the long-range and medium-range errors.

2.1  Fourier series representation of signals

A trigonometric set of functions can be used to represent a periodic time
function X (1) satisfying the Dirichlet conditions. This approach is known as a Fourier
series representation of a signal and involves expressing the signal as a sum of an
infinite number of harmonically related sine and cosine terms. The Dirichlet conditions
are:

t+T
[} J X, (t)Idr is finite for any t,, where T is the period of x(t).
L
2) There are a finite number of maxima and minima in any finite imc period.
3) There are a finite number of discontinuities in any finite time period.

Any time function X(t) corresponding to an actual physical signal will always satisfy
the Dirichlet conditions.

A Fourier series expansion for a band-limited periodic signal x(t) can be
expressed as:

M
xc(t)=Co+sz,‘cos(th-9k) 211
=l
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where

M = The maximum harmonic(k),

C, = The amplitude of the DC term (average value),
C, = The kth harmonic component amplitude

and

2nk
Qk - TR
T

with T being the fundamental period.

The Fourier series expansion terms, C,, and C, result in the ‘best-fit’ (in a
mean-square-error sense) for the signal X(2).

Substituting the expression for ), in equation 2.1.1, results in:

M -
X, (0= C(,+2Ckcos(-2—;t_it—9k) (2.1.2)
k=1

which can be expanded to:

M
v 2Tk . . 2Tk
x.n=C,*+ ;Ckcosﬂ‘_.cos(—r—t)+Ck5m9k.5m(—T—1) (2.1.3)

It can casily be shown that the DC term, C;,. can be determined by:

1
C. =71x(”d' (2.1.4)

where j means integrating over one period of the signal
T

2.2 Spectrum Analysis for Discrete-Time signals

Discrete-time signals (hereafter referred to as discrete signals) are signals
defined at discrete times. A practical system involving the use of an analog-to-digital
converter (ADC) applied to a continuous signal actually produces a digital signal
(discrete time and amplitude). If the quantization error is assumed negligible or non-
existent, then the ADC could be thought of as producing discrete signals. This will be
the assumption employed in this chapter. This assumption is a valid one, since it can be
shown that the quantization errors can be examined independently (Refer to Chapter
7).

An analogy to the continuous signal approach will be employed in the
determination of the Fourier series components of discrete signals. This is generally
known as the Discrete Fourier transform (DFT) approach.
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Ignoring the quantization error, the sampled valucs x(i) obtained when

Equation 2.1.2 is uniformly sampled with a sampling interval Ty is:

M »
x(i)= CO+ZCkcos(2n;T‘ -9,
k=1

or

M
x(i)= Cy+ 2, C,cos(i®, -0,
k=1

where

W, =

k

2nk TI
T

_omk T,
W+ T,
_ 2mk

T N+A
=k¢

where T, is the sampling interval.
¢ is defined as the sampling angle with (N+A)¢ = 2.
A €[0,1) as previously explained in the introductory chapter.

2.3  DC value Computation and Windows

(2.2.1)

(2.2.2)

(2.2.3)

Making reference to the general equation for a sampled mulu-frequency

periodic signal; (Equation 2.2.2)
M

x(iy= C,+Y,C,cos(i®,-0,)
k=1

it is noted that any method employed in the determination of the DC value (C,) of the
signal, should effectively have the measurement contributions of the harmonic
components being zero or very close to zero. The pertinent leakage cffects which need
to be reduced are those due to the long term and medium term effects. The short term

leakage does not affect the accurate measurement of the DC value.
The computation of the DC term can be expressed as:

Y(0)=§,, 2 wi)x(@)
= Swin ' Zy(l)
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where

Y(0) is the estimate of the DC term C,,.

w(i) is the i, window function value.

and Syip, is the scale factor required for the window employed.

Thus:

Y(0)= SWZ[W(i )C,+ ég{e"f" w(i) "+ ¢’ 'w(i)e"iw'}]
=S, IW(E)C,* S0 X [Z Cife B+ w(f)e‘j‘m'}]
=Cr- S Zri)+S [f‘, Oy e+ e wii )e"im‘}]
=C, $u ID+S., :5’: { "'9'z[wme""""]+ej9'2[w(i>e"im']}
=C\-Sun 2w+ gg{e"e 5., W-@,)+€® S, W,)

(2.3.2)

Wi, = Z[W(i)-e'ﬁm'] is the value of the Fourier transform of the window values

w(i) evaluated at the frequency wg. This is termed the discrete time Fourier transform
(DTFT). Idcally the DC measurement on a signal with an appreciable harmonic
content should produce:

Yy =C,

As a first step, from Equation 2.3.2, for a given window with vaiues w(i), Swin
should be chosen to satisfy the following equation:

S0 (=1

It can be noted from Equation 2.3.2 that the window DFT values at the
harmonic frequencies wy will give an error contribution to the measurement of the DC
value. Ideally, the sum of all error contributions should be zero. This could also be
achieved by having each error contribution being zero. Each error contribution can be
expressed as a phasor quantity having a magnitude and phase. Obviously, a zero
magnitude and phasc are desirable. Where the latter conditions cannot be met, then a
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small magnitude value and a small angular deviation from zero or 180 degrees is
desirable.

The scaled Fourier transform S, W(®;) of various windows will be analyzed
and compared with that of the trapezoidal compensating window. The effectiveness in
the accurate determination of DC quantities will be analyzed, and extension later madc
to the computation of other harmonic values. Continuous plots will be created in order
to appreciate the effect of the various windows. However it should be noted that the
DFT of the windows are actually defined only at the discrete harmonic values.

This method of analyzing the values of S, W(,) in order to determine the
errors in DC computation due to the contributions of the various harmonics, agrees
with the results obtained in [9] and [10].

2.3.1. Classical winrdows

The classical windows which will be treated are the rectangular, the Hamming,
Hanning, Blackman and Fast decaying 3-term windows.

2.3.1.1 Rectangular Window

This window is effectively what is used when the average of a set of samples
are obtained by summing them and dividing by the number of samples.
The rectangular window is defined as:

) {1, OSiSN—l}
w(i)=

0, otherwise

(2.3.3)
1
with =—,
Swm N
The DTFT of the window scaled by S,;, is:
1 N-1 —jiw
Swin Wrect ((D) = 7\/- 2 e
i=0
_ ew (N=1)/2 o
N oV on
. No
1 SIS e
. w)=—
Swm Wrecl( ) N sin 9 e 2 (234)
2
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. w
s —

i
W,,,,(‘D)|='A7 _ 3,
SIS (2.3.5)

SWI"

At the harmonic k:

W=0),
Hence substituting for this value from Equation 2.2.3:

. Nko
] sin -ji—-
W...(ko) = Nk

2 (2.3.6)

Ay

The example plot in figure 2.1 indicates the scaled DTFT of the rectangular
window for N=60 and A=0.9.

a) Magnitude

1 T Y —T

Amplitude
Q (=] o
2 o »
T ] T

o
N
T

(=)

0 1 2 3 4

b) Phase
45F T - - — =7 Y.

Angle (degrees)

-135

-180

harmonic number

Figure 2.1  The scaled DTFT Plot for the Rectangular Window (N=60, A=0.9)

Since

(N+AY=2n

=m=ﬂk _._A.f_q
2 2

29



Equation 2.3.6 can be further cxpressed as:

l Sm—v

Sl W, k0] = —

sin——

]

—cos(7k).sin ——2&

Nsm—

sin ————Ak¢
2
ko

N sin —
2

1}

(2.3.7

2.3.1.2  Sum of Cosines Windows[14]

This class of windows includes the commonly used Hanning, Hamming and
Blackman windows. The ith sample valuc of thesc windows can be cxpressed as
follows:

P -
w(i) = z(~1)pa,,cos 27\/1”

p=0

_Z( ])PaP( :N —T)

p=0

(2.3.8)

subject to the constraint:

P
23p=1

p=0
The maximum value of p (P) for the window will be termed the order of the
window. Thus a Hanning window is a Ist order sum of cosincs window.

The resulting DTFT for this class of windows scaled by S,,;, is
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=l a 2pmi _2em\|
SuWn@=85. 3| 51 %[ Fre T )
i=0 p—() i
L 2pmi pm\ | .
a pm 2pm —iiw
5.5 S 02 e F) e
p=0 =0 i
2pn 2pm
=S 2 (=1 Nza"lw,,fxw——,%—ww,,u(w =
p=0
Sm(l—vg—pm
= pa,, 2 -j(N-n(%--’,lv"-)_'_
Swmg( 1) Sm(g_p—n) 'e
2 N
N
pa,, sm(—m+p1t) — -,
Sw:nz;( 1) ] ® pT[ 2 N
p=t sin(—+-—)
2 N
(2.3.9)
At the harmonic k:
Hence substituting for this value from equation 2.2.3:
Nk¢
a: Sm( _pn) ~ (N~ .’ﬁ_ﬂ
S..W..k ¢)—S“MZ( 1)" r( k,:.p - =D N)]+
& ke,
2 N
Nko
a SIN(——+pR) ke m
SWZ( ])” p[ k2¢ = e;(N DR
p=0 sin(— + )
2 N
(2.3.10)
a in( - PR o
S""W’““(N))_S..,,,Z( I)P p[ Nk-;-tA — - j(N- 1)<N+A )]+
p=0 2 gn(—E%__PT
N+A N
in ( + pm) k
ra TR LI .
S 2( 1) p[ Nk-;;A pn e;( )(NAN)]
p=0 sin (———+-—)
N+ A N
(2.3.11)
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S W (k0 = SWZ( )%

where S

win?

SMZ(

thatwhenw=0, W = 1.

sin( Nk )r
N’:-A ek - J(N- l)m:A ']+
m e — —
(N A N)
sin ( Nk +p)n
l)P ap Nk pm - J(N- llm——;r— l
sm(——— -)r
N+A N

(2.3.12)

the scaling factor, is dependent on the window type and is chosen such

TABLE 2.1 Some commonly employed Sum of Cosines Windows
WINDOW a, a, a, a, a, N.Swin
Hanning 0.5 -(.5 1/0.5
Hamming 0.54 -0.46 1/().54
Blackman 0.42 -0.5 0.U8 1/0.42
FD3 0.26526 | -0.5 0.23474 1/0.26526
FD4 0.21706 | -0.42103 0.28294 | -0.07897 1/0.21706
FD5 0.1881 -0.36923 0.28702 | -0.13077 | 0.02488 1/0). 1881
MS3 0.28235 {-0.52105 0.19659 1/0).28235
MS4 0.241906 | -0.460841 | 0.255381 | -0.041872 1/0.24 1906
MS5 0.209671 | -0.407331 | 0.281225 | -0.092669 | 0.0091036 | 1/0.209671
FD3 - fast-decaying 3-term flat-top window

FD4
FD5
MS3
MS4
MS5

- fast-decaying 4-term flat-top window
- fast-decaying 5-term flat-top window
- Minimum sidelobe 3-term flat-top window
- Minimum sidelobe 4-term flat-top window
- Minimum sidelobe 5-term flat-top window

The example plot in Figure 2.2 indicates the scaled DTFT of the Hanning and
Hamming windows for N=60 and A=0.9. The example plot in Figure 2.3 indicates the
scaled DTFT of the Blackman and Fast decaying 3-term flat-top windows for N=60

and A=0.9.
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Figure 2.2 Scaled DTFT plots for the Hanning and Hamming Windows (N=60, A
=().9)
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Figure 2.3  Scaled DTFT plots for the Blackman and the Fast Decaying 3-term
Flat-top windows (N=60, A=0.9)
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2.3.2. Compensating windows

Compensating windows utilize the value of A in the windowing function. The
window employed in this thesis (the TCW) will be discussed in this section.

2.3.2.1 Trapezoidal Compensating Window (TCW-Proposed Algorithm)

Of the composite Newton-Cotes[9] formulac for the evaluation of the integral
of periodic functions, the composite mid-point or composite trapezoidal rule result in
the greatest rate of error reduction as N increases [9]. For a given set of data points as
obtained in the sampling process in the digital instrument, the mid-point rule is not
appropriate for integral evaluation, since it involves the determination of the unknown
function values at the mid-points of the sampled values before the summation process
can be used. The composite trapezoidal rule is thus the prime candidate for the
computation. When the period of the signal is an integral multiple of the sampling
interval, the composite trapezoidal rule reduces to the sum of the samples, with indices
from 0 to N-1 (where the Oth index refers to the start of the signal, and the Nth index
will correspond to the end of the period or the Oth index for the next cycle). This idea
was used by Turgel [17] in his synchronously sampled implementation of a digital
wattmeter. Mainly because of it's ease of computation, that same idca was cxtended to
wattmeters where the sampling was not synchronized to the input waveform.

The use of the trapezoidal formula is employed by incorporating the actual
signal period measured as the number of sampling intcrvals N, and the fraction of a
sampling interval A. The latter-mentioned formula gives rise to the trapezoidal
compensating window. The fraction A can be easily measured in a system hardware
setup or estimated from the sample values.

For a signal with period (N+A)Tg, the trapezoidal compensating window
indices are defined as:

0.5, =0 )
1, 1SiSN-1
w(z‘>=m.5+i;-, i=N ¢

3.13
A7 inen @1y

Since (N+A)¢ = 2m,
it follows that
w(N+A ) = w(0)
and

x(N+A ) =x(0)
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Let the multiplier in the determination of the DTFT of a windowed signal be
]klO

expressed as E(i) =
Hence determination of the DTFT of a signal x(i) using the TCW results in:

DTFT[y(i)]= (0Sw(O)E(O)+Zw(1)x(z)E(1)-r(O5+—)w(N)x(N)E(N)+ 2 10V x(0) E(0)

i=0

= (0. 5+—)w(0)x(0)E(0)+ ZW(I)X(I)E(I) +(0. 5+—)w(N)x(N)E(N)

1=0

Thus, an alternate expression for this window is:

().5+-§—, i=0
w(t) = 1, ISiSN-1
().5+A, i=N
? (2.3.14)
Now § = l
win N+A M
hence the resulting DTFT scaled by Syip is:
Suin W.,M(W)————-IO 5€ °“°+Ze’“’+o 57"+ g( e’ e ™)
(2.3.15)
S Wi tgi= St e - s e
. Nko¢
Sin - jk$(N-1) -~ jNk¢ Nk - jNke Nk

1 2 : : o
M} ko) = 2 - 2 —_ —1
Swm cw ( ¢) N+A “in k¢ e J e Sin 2 A e 2 COS >

(2.3.16)

sin —— Nko
! 2 L¢ Nko | =i
4 ko) =
Sme:m( ¢) N+A q) cos—+ Acos— 2 -€ 2
2

sin
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The magnitude of the resulting DTFT scaled by Syip 1s:

sin ——qu)
1 2 ko Nk
S..\W... (kq))! = £—cos—+Acos
N+A siniq—) 2 2
2
1 —~sin .COSkT kT kA
= cOs +Acoskm.cos
N+A sin kT N+A
| N+A J
(| —sin . '
=|COS“[ NtA o km +Acos Ama
IN+A ¢in kn N+A N+A
N+A

(2.3.17)

The example plot in Figure 2.4 indicates the DTFT of the Traperzoidal
compensating window for N=60 and A=().9 indicating the very small amplitudes at the
harmonic values unlike the rectangular window applied to an asynchronously sampled
signal. This results in minimal leakage being produced by the TCW. The spikes in the
phase plot in figure 2.4 occur when the amplitude portion of the DTFT,

sin VkQ

———I\_zq—)—cosﬂ-f- Acosw
sin __i_ 2 2

changes sign while the phase q)sLill has the same sign for the angle.
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Figure 2.4  DTFT plot of the Trapezoidal Compensating Window (N=60, A=0.9)

When A is constrained to the range (-0.5,0.5] and N incremented by onc when
A > (5. a reduction in the window amplitude for values of A > (.5 can be achieved.
Thus an adjusted value of A will be used, whenever the TCW is employed. An

example used to explain this concept is shown in Figure 2.5
N=60 Harmonic=2

x 10"
2.5 T T T T T T T T T
2 __
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Delta

Figure 2.5  DTFT Magnitude Plots of the Trapezoidal Compensating Windows for
A) A adjusted, B) A not adjusted(N=60, k=2)
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In plot (A) in Figurc 2.5, values of A > 0.5 actually correspond to the negative
values A-1, and the adjusted N value, 61. This was donce in order to indicate the cffect
of adjusting A.

Since the first zero crossing of the Fourier transform of the TCW is close to
the first harmonic,(Figure 2.4) and in a synchronized casc this window is identical to
the rectangular window, i ~-range and not medium-range effects will be the prime
error contributions. In adc::. i, it implies that this window can be used in situations
where only a single period of the input signal is available, or desirable for computation
purposes. This thus forms a good basis for a window for the determinaton of the
harmonic components of a signal as will be demonstrated by examples in the next
section.

2.4 Summary of the Varicus Windowing Schemes

As noted in Section 2.3, the choice of a window which minimizes the long and
medium-term leakage errors will improve the measurement accuracy in the
determination of the average value of the signal.

The ideal or perfect window should have a Fouricr transform with no side-
jobes, a very narrow main lobe and a constant zero-frequency value of 1. As known.
such a window is non-causal and has infinite width.

In the determination of the average (DC value) of an asynchronously sampled
signal, the contribution of the harmonic components of the signal to the average value,
can be easily determined by evaluating the window DTFT components at the harmomc
frequency.

Two main comparison schemes will be employed for the various windows
discussed. The first set of plots in section 2.4.1 will be based on a fixed value of N and
A and the DTFT values at the various harmonic values will be evaluated. The second
set of plots in Section 2.5.2 will be based on a fixed value of N and harmonic numbey

(k) but varying A.
2.4.1 Window DTFT comparisens (N=60 and A=0.9 and k varying)

The magnitude and phase plots of the transforms of some of the windows
evaluated previously will be provided. The plots are provided for a signal with period
60.9*Tg (i.e. N = 60 and A = 0.9). Ty is the fundamental period of the signal under
consideration. The TCW as stated is plotted using N = 61 and A = -0.1. The
magnitude values for the DC value and the first 7 harmonics are tabulated in Table
2.2. In Tatie 2.3, the phase values for the DC valuc and the first 7 harmonics are
tabulated.

38



TABLE 2.2 The DC and first 7 harmonic DFT Magnitude values of some Windows

for N=60 and A=().9

Harm.

Rect

TCW

Hanning

Hamming

Blackman

FD3

1

]

1

1

1

1

0.015001

1.4422¢-06

0.51109

0.4376

0.60467

0.94586

0.015005

5.772e-06

0.005196

2.2269¢-03

0.10343

0.4616

WD |

0.015011

1.2998e-05

0.0019327

6.4892¢-04

1.0451e-04

0.007532

0.01502

2.3137e-05

1.0263e-03

1.3812¢-03

2.3637e-04

2.6436e-03

0.015032

3.6208e-05

6.3874¢-04

1.7065e-03

2.0169¢-04

1.3918e-03

0.015046

5.2241e-05

4.3595e-04

1.8787e-03

1.5461e-04

8.7112e-04

NN S

0.015063

7.127e-05

3.1614e-04

1.9818e-03

1.1888e-04

6.0031e-04

The above results show the effect of the wide main lobes of the Hanning,
Hamming, Blackman and fast decaying 3-term flat-top windows in the comparatively
large window DTFT magnitude values at the first harmonic position.

TABLE 2.3 The DC and first 7 harmonic DFT Phase values in degrees of some
Windows for N=60 and A=0.9

Harm | Rect TCW Hanning | Hamming | Blackman | FD3

0 0 0 0 0 0 0

1 -174.38 179.7 -177.34 | -177.32 -177.34 | -177.34
2 -168.77 179.41 5.3202 | -0.58064 5.3202 5.3202
3 -163.15 179.11 7.9803 -140.13 -172.02 -172.02
4 -157.54 178.82 10.64 -150.09 10.64 -169.36
5 -151.92 178.52 13.3 -147.26 13.3 -166.7
6 -146.31 178.23 15.961 -142.85 15.961 -164.04
7 -140.69 177.93 18.621 -137.94 18.621 -161.38

It must be noted that values close to £180 degrees translate to a phase reversal
in the phasors. Hence the TCW values are actually small phase angle deviations. In
general onc seeks small angle deviations from O or +180 degrees with an amplitude
value of 1 at the desired harmonic, and minimal amplitude and phase contribution at
the other harmonics. The above results show clearly the minimal phase error
contributions of the TCW.
The plots indicate the effect at harmonic components 4, 5, 6 and 7, for a
window centered about the DC value (harmonic number 0). Figure 2.6 indicates the
reduction in amplitude value at the harmonic frequencies provided by the TCW as well
as minimal phase contributions, compared to the rectangular window. This has the
effect of minimizing the various leakage effects previously described. Figure 2.7
indicates a plot of the DTFT of the Hanning and Hamming windows or N=60 and A
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=0.9. Figure 2.8 indicates a plot of the DTFT of the Blackman and the fast decaying 3-
term flat-top windows for N=60 and A=0.9.
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Figure 2.6  DTFT plots for the Rectangular and Trapezoidal Compensating
Windows (N=60, A=(.9)
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Figure 2.7 DTFT plots for the Hanning and Hamming Windows (N=60, A=().9)
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Figure 2.8  DTFT plots for the Blackman and the Fast Decaying 3-term Windows
(N=60., A=0.9)

2.4.2 Window DTFT comparisons (N=60 and k=2, A varying)

The crror in the measurement of the DC component due to the second
harmonic component of a signal is analyzed in this section. The error can be analyzed
by considering the amplitude and phase of the DTFT of the applied window at the
sccond harmonic. The amplitude and phase values of the DTFT of the windows
discussed arc evaluated at the 2nd harmonic for a signal having 60 samples (N=60)
and A in the range {0,1" A is incremented in steps of 0.0]1 and in each case the
amplitude and phase of the DTFT of the window at the second harmonic is evaluated.
This results in the various waveforms of Figures 2.9-2.12.

The magnitude and phase values for various values of A are tabulated in Table
2.3 and 2.4 respectively. Table values having a magnitude less than 1.0e-16 translate
to zero. This conforms with theoretical values for the rectangular, Hanning and
Haraming windows as well as the TCW when A=0. The reduction in the magnitude
values for the TCW as well as the minimal phase deviation can be noted.
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TABLE 2.4 The DTFT Magnitude values of some Windows for N=60 and k=2

A Rect TCW Hanning Hamming Blackman | FD3

0 3.9052e-17 | 3.8838e-17 | 3.5786c-20 | 5.8158¢-18 NaN NaN
0.1 |0.0016697 | 6.0057¢-006 | 0.00055802 | 0.00023079 | 0.096139 | 0.44462
02 |0.0033392 |0.000011589 | 0.0011209 | 0.00046574 | 0.097042 | 0.44677
0.3 | 0.0050082 | 0.000016395 | 0.0016887 | 0.00070485 | 0.097948 | 0.4489
0.4 | 0.0066768 | 0.000020077 | 0.0022614 | 0.00094813 | 0.098856 | 0.45103
0.5 |0.0083446 | 0.000022295 | 0.0028388 | 0.0011956 | 0.099766 | 0.45316
0.6 |0.010011 0.000019879 | 0.003421 0.0014472 | 0.10068 | 0.45528
0.7 |0.011677 0.000016073 | 0.004008 0.0017029 | 0.10159 | 0.4573Y
0.8 |0.013342 0.000011249 | 0.0045997 | 0.0019628 | 0.10251 | 0.4595
0.9 | 0.015005 5.772e-006 | 0.005196 0.0022269 | 0.10343 | 04616

1 0.016667 3.8842¢-017 { 0.0057971 | 0.0024951 ] 0.10435 1 0.4630Y

TABLE 2.5 The DTFT Phase values in degrees of some Windows for N=60 and

k=2

A Rect TCW Hanning | Hamming | Blackman | FD3

0 -174 -180 -180 -174.03 (0 0
0.1 -173.41 0.599 0.599 -5.8229 0.599 (.599
0.2 -172.82 1.196 1.196 -5.1573 1.196 1.196
0.3 -172.24 1.791 1.791 -4.4947 1.791 1.791
0.4 -171.66 2.3841 2.3841 -3.835 2.3841 2.3841
0.5 -171.07 2.9752 2.9752 -3.1784 2.9752 2.9752
0.6 -170.5 177.62 3.5644 -2.5246 3.5644 3.5644
0.7 -169.92 178.22 4.1516 -1.8738 4.1516 4.1516
0.8 -169.34 178.82 4.7368 -1.2258 4.7368 4.7368
0.9 -168.77 17941 5.3202 | -0.58064 5.3202 5.3202
1 -168.2 -180 5.9016 | 0.061698 5.9016 5.9016

Figure 2.9 indicates a plot of the DTFT of the rectangular window at the

second harmonic (k=2) for N=60. Figure 2.10 indicates plots of the DTFT of the
Hanning and Hamming windows at the second harmonic (k=2) for N=6(). In Figure
2.11 plots of the DTFT of the Blackman and fast decaying 3-term flat-top windows at
the second harmonic (k=2) for N=60 are shown. Figurc 2.12 shows the plot of the
DTFT of the TCW. For A > 0.5, N is incremented by onc ( N = 61 ) and A is
decremented by 1.
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2.5  Chapter Summary

The DTFT has been introduced and used to compare the TCW and some
classical windows. The measurement accuracy problem has been analyzed by
evaluating various windowing implementations for reducing the long and medium
range crrors. The reduction in long and medium term leakage using the TCW has been
illustrated with some examples and thus the use of this window as a prime choice for
the measurement of signal average quantities such as electrical power in wattmeters is

a good one.
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3. HARMONIC MEASUREMENTS

The accurate measurement of the amplitude and phase of signal harmonics
using DFT type algorithms entails reducing short-range leakage crrors. The signal
representation for error analysis purposes introduced previously (sec section 2.1) is
extended to the general harmonic situation. Two examples of signal waveforms arc
compared, taking into account the finite instrument bandwidth, using various
windowing and DFT algorithms and compared to the TCW algorithm. Error effects
introduced by signal quantization and other numerical and hardware cffects are
analyzed in Chapter 6.

3.1 Harmonic computation and windows

For a continuous signal as expressed by Equation 2.1.3 (restated below) the
harmonic coefficients C,, (for k # 0) can be determined as follows:

M
x.(=C,+ ZCkcosek.cos(z—;lit)*"CkSinel.Sin(z%kt)
k=1

CieosB,+j C,sin 0,= z'jx¢(t)cos(21;'kt)+j')(, (t)sin(‘zzkt Mt
T
n_2 j2nk
£Z9 ==
C.49, T ‘;x((t)e T dt .

Alternatively, using a negative exponential for the complex term representation
in equation 3.1.1 results in the expression:

2 -iamk
Z - =,

Cie-0.-7 lx((t)e T (3.12)
If we define a variable X such that:

1 —j2nkt
X.k==]x.e7 d

T T

= lj x. (e ¥t (3.1.3)

T T
then using this substitution, Equation 3.1.2 can be expressed as:
C.«-0,=2.-X (k) (3.1.4)
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X _ is the Fourier transform of x (t) scaled by 1/T
For the discrete windowed signal given by the expression
y(i)=wl(i).x(i)

M
=w(i)C +w(i)y,C,cos(i®,~0,) (3.1.5)
k=1

the harmonic components of a discrete signal can be obtained by a procedure
analogous to that for continuous signals as shown above. The discrete analogy to the
Fourier transform evaluated at the harmonic (or approximate harmonic) frequencies is
referred 1o as the discrete Fourier transform (DFT) of the signal. This is the sampled

values of the DTFT at the harmonics (or approximst - " points.

The steps involved in the detzrmination of t+ ries coefficients using
Equation 3.1.4 and the Fourier transform exprossic . n..1.3are:
1) X, (t)e_j'Q‘ is replaced by a function - “uch : = product of the windowed

discrete valuc at a particular instant and an exgonential. The exponent is
dependent on either an approximation to the desired siarmonic frequency or the
desired harmonic frequency. The dependency of the exponent is determined by
the DFT algorithm employed and also the sampling scheme used (synchronous
or nonsynchronous).

2) The integration (summation) of the functon in (1).

3) The averaging of the integral in (2) (division by the approximate fundamental
signal period or the actual fundamental period).

4) The application of the appropriate scale factor (S,;,) to obtain the harmonic
components

This leads to the following expression for determining the Fourier series components
for a particular harmonic / as.

C;lel = Swin 2 .V('.)'e_ﬁmh
=S.. Y (w)|

C= W

(3.1.6)

where ,, is the digital frequency which corresponds to the harmonic / in the DFT
algorithm used (the approximate or actual frequency depending on the algorithm and
sampling scheme).

The summation operator () sums the product of the derived sample values
y(i) and the corresponding exponential term over the range of values of y(i), thus
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performing the numerical integration required. Syjn is the scale factor required for the
window employed.

The I, harmonic component of a signal expressed by Equation 3.1.5 can be
written as:

y(i) = C,w(i).cos(i 0,- 6,
=%{e_je'w(")eﬁm‘*’eje’W(i)-e_ﬁm'} G317
To determine the relationship between the harmonic component C; and the

corresponding window, the above expression is substituted in the Fourier transform
expression.

Y=Yy e"

(3.1.8)
which results in:
Y(w)= Z%{e-je' W'(i).ejiu".e—ji") +ej6' w(i).e—ﬁw'.e'ﬁm}
= —% Z e wii).e ™™ + " wii).e™" "}
= %‘—’.e—je’ Z {W(i). e_ﬁ(m-“")} +—€i.eje'zi’ {w(i). e'ji(m*“’"}
=%,e'ie’,W(m—m,)+%.e’e’.W(w+m,) G19)

Equation 3.1.9 indicates that the Fourier transform of the windowed signal
consists of the Fourier transform of the window replicated at frequencics fw,. In
addition, if the window W(w) has non-zero contributions at the frequency desired as
well as other harmonic frequencies an error (leakage effects) in the harmonic whos¢
parameters are required will result. Thus the window and the frequency @, which
approximates the actual harmonic frequency ), will have an influence on the accuracy
of the harmonic measurements in particular due to short-range leakage effects as seen
in the introductory chapter.

Since the DFT of windows have previously been discussed in Chapter 2., there
is no need for further analysis. The effect of the choice of the frequency value @, will
be discussed in the next section.
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3.2  Basis Vectors in the Harmonic Computation Algorithin

The choice of the frequency value which represents the actual harmonic
frequency is seen from Equation 3.1.9 to have an effect on the accuracy of the

measurement.
Equation 2.2.3 indicates that, for a particular harmonic component [, the digital

frequency (p),, coincides with the actual harmonic when :

_ 2wl
©e =N

=0

Thus the basis vectors which are integral multiples of Equation 3.2.1, coincide
with the harmonic frequencies of the signal under consideration. Each of the DFT of
the windows analyzed have a phase component which is non-zero at off-harmonic
frequencies. In particular the phase angle at DC (main lobe of window DFT) is zero.
Thus if w,, is chosen as in Equation 3.2.1, the main lobe of the window will coincide
exacly with the desired harmonic, thus the phase error due to the main lobe of the
window will be non-existent. This implies the elimination of short-range leakage. If, in
addition, all the other side-lobes of the window DFT occur at integral multiples of the
actual signal frequency, the phase and magnitude errors will be eliminated and a very
accurate mecasurement will result.

Equation 3.2.1 is used for basis vector generation in the DFT based on the
TCW. This is termed a modified DFT since the harmonic determination schemc
employing the DFT based on classical windows employs a digital frequency for th
harmonic / of interest expressed as:

(3.2.1)

o _2n
“N (3.2.2)

In addition, A is constrained to the range {-0.5,0.5] and N adjusted
appropriately as in the DC measurement case. The TCW and the modified DFT
algorithm employed results in a greatly reduced contribution of leakage effects to the
measurement error. Thus a high accuracy magnitude and phase measurements will be
expected even when only a single period of the signal is available for analysis.

3.3  Plots of the DFT of some Windows in Harmonic Computations
Some magnitude and phase plots are provided to illustrate the effects of the
usc of the DFT and modified DFT on the error contribution to the computed

harmonic. It should be expected that the major error would be contributed around the
main lobe of the window, especially if there is an appreciable magnitude reduction and
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appreciable non-zero phase contribution. The plots utilize the values of N and A uscd
in the previous plots, (N=60, A=0.9) for consistency. The classical windows have their
peak at a ‘harmonic’ value of 2.03. The window based on the TCW and maodified DFT
peaks at the desired 2nd harmonic

Figure 3.1 shows the expanded DFT plots of the rectangular windov:. The
phase error at the second harmonic frequency is observed to be about 5 degrees.
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Figure 3.1 Expanded DFT Plots for the %ec.angular Window in a 2nd harmonic
compu.atio [N <, A=0.9)

Figure 3.2 shows the expanded DFT plots of the Hanning and Hamming
windows. The phase error at the second harmonic frequency is about 5 degrees. In
Figure 3.3 the expanded DFT plots of the Blackman and the fast decaying 3-term flat-
top windows is shown. The phase error at the second harmonic frequency is also
appromately 5 degrees. Figure 3.4 shows the expanded DFT plots of the TCW using
the modified DFT. A zero degree phase error is observed at the second harmonic
frequency. This is an impr:vement over the previous windowing techniques and DFT
algorithm.
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3.4  Experinwenta! Results
The TCW will be applied to a two signals and compared with some classical

windows applied to the same signals. A signal simulating long and short tcrm lcakage
effects will be employed, in addition to a PWM signal.

3.4.1 A Waveform Exhibiting Long and Short-Term Leakage

The waveform employed is described by the following equation [4]

10 T
> A, sin{2fjt +0 J)
a (3.4.1)

where {=50.005Hz

The amplitude values A; are indicated in Table 3.1.
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TABLE 3.1 The Amplitude values for Equation 3.4.1
] ] 2 3 4 5 6 7 8 9 10
Aj 6V v 0.5V { 1.5V {05V |1V 0.5V [0.5V | 1.5V [0.5V

Each harmonic amplitude was chosen in such a way that the 2nd harmonic
measurement is affected by a predominant long-range leakage error and that the 9th
harmonic measurement is affected by a predominant short-range leakage error [4]. The
signal was acquired over 3 periods and comparison was based on 749 and 750 (this
being the number of samples on either side of 3 cycles of the signal under

consideration).

3 cycles of Test wavetorm

Amplitude

-8 ] ! ] ! !
0 100 200 300 400 500 600 700 800
Time
Figure 3.5  Plot of Equation 3.4.1

The DFT was applied to the signal in Equation 3.4.1, using various windows.
In addition, the TCW and the modified DFT algorithm were applied to the signal. The
maximum harmonic order of 10 implies a maximum signal frequency of 300.05Hz.
The sampling frequency was 12.5kHz. this was chosen equal to that in Reference {4]
to make comparisions easier. The percentage errors for the magnitude and phase
results are tabulated in Tables 3.2 and 3.3 respectively.




TABLE 3.2 Percentage errors in Magnitude determination

harm. | Rect. TCW Hanning Hamming | Blackman | FD3
order
1 -0.0414 -1.36e-05 | 0.0321 -3.44¢-03 | -1.14¢-03 | -0.017
2 0.0415 -1.62e-04 | -0.0611 -0.0477 1.67¢-03 [ 0.231
3 -1.47 -4.74e-04 | 0.107 -0.134 -0.0134 -0.451
4 -0.504 -2.0e-04 | 2.42e-04 | -0.0751 -0.0103 -(.0485
5 -1.3 -6.67e-04 | -5.61e-03 | -0.204 -0.0175 -(.0595
6 -0.768 -3.38e-04 | -0.0132 -0.126 -(.0256 -0.0704
7 -1.25 -5.62e-04 | -0.0616 -(0.243 -0.0247 0.111
8 -2.63 -3.09¢-04 | 0.251 -0.18 -0.0637 -1.21
9 -0.141 3.23e-05 | -0.063 -().0)748 -0.0594 -(.046
10 3.39 6.51-04 -().485 0.0864 -(1.06Y6 1.45
TABLE 3.3 Pzrcentage errors in Phase determination
[Mbann. | Rect. TCW Hanning | Hamming | Blackman | FD3
order
1 -4.52 -7.87e-05 | -3.69 -3.81 -3.7 -3.73
2 -6.36 -1.82e-04 | -3.69 -4.03 -3.69 -3.95
3 -7.27 -1.15e-04 | -3.62 -4.13 -3.69 -4.06
4 -4.47 1.95¢-05 | -3.59 -3.8 -3.7 -3.75
S -5.64 2.04e-04 | -3.68 -3.91 -3.7 -4.0)
L6 -4.39 1.65¢-04 | -3.61 -3.78 -3.7 -3.77
7 -4.89 4.39e-04 | -3.64 -3.82 -3.69 -3.9
8 -4.66 5.19e-04 | -3.63 -3.78 -3.7 -3.97
9 -3.87 1.87e-04 | -3.69 -3.72 -3.7 -3.74
10 -4.25 5.58e-04 | -3.66 -3.75 -3.7 -3.85

The number of samples = 750

A =0925007

The number of periods = 3

For the TCW and modified DFT approach:
The number of samples =751

A =-0.074993

The number of periods = 3

The results indicate the superiority of the algorithm employed in this thesis for
the signal under consideration in both amplitude and phase determination for the first
ten harmonic components of the signal. Three periods of the signal were used in order
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(0 minimize the medium-range effects due to the wide main lobes of the Blackman and
fast-decaying 3-term windows.

3.4.2 Simulated Bandlimited PWM signal

Various swiiching strategics may be employed o generate PWM waveforms.
The regular sampling scheme which is particularly advantageous when implemented
using digital or microprocessor techniques will be used [2]. An example of a 2-level
regular sampled PWM waveform is shown in Figure 3.6.

Modulatin Sample
Signa) and-hold
output
0 L
ANE \ / j
Carrier | I \

. . [
Signal | ‘

PWM

SIGNAL \ '
+Vd — i

-Vd

o T

Switching angles

Figure 3.6  2-level regular sampled PWM waveform

In a regular sampling scheme the triangular carrier wave is not compared
directly with the sinusoidal n:odulating signal but with a sampled-and-hold version of
it to determine the points of intersection and the switching angles. The sample-and-
hold device is enabled to hold the modulating wave value at the tiine instances
corresponding to the peak of ihe triangular carricr wave. The next switching time the
PWM signal changes its levels i« whes the value of the modulating signal equals that
of the carrier wave. This levcl ch2nge instant when expressed in angular units is
referred 1o as the switching angle. 'The level changs is typically in volts. A 2-level



PWM signal can assumi: one of 2 voliage levels. A 3-level PWM signal can have one
of 3 voltage levels.

As previously stated (Section 1.2), the sampling frequency should be greater
than the signal Nyquist frequency in order to reduce aliasing cffects. One method of
achieving this for a theoretical PWM as in Figure 3.5, is to perform a low-pass
fillering of the signal prior to sampling. In this simulation a typical 2-level PWM
waveform obtained by regular sampling is employed. A sharp cutoff lowpass filter is
employed which is assumed to severely attenuate harmonics above the S1st that these
can be neglected. The waveform has the following parametess.

vd = 100 V (Signal swings between +100 and -100 V)

R =9 (Ratio of the carrier signal frequency to the modulating  signal
frequency)

M =0.48 (Ratio of the modulating signal amplitude to the carricr signal
amplitude)

harm =51 (Maximum harmonic order)

f =24 (Modulating signal frequency in Hertz)

The General PWM waveform can be represented by the Fourier scries

V=3, C, cosO,.cos2nkfr)+ C,sin O, .sin (2rkfn)
k=0
(3.4.2)

in the regular symmetric sanipling of PWM signals used [2]. the transitions (switching
angles) occur at the angles denoted by ;.

The initial transition from zero to the maximum positive value occurs at:o,=()
Subsequent switching values satisfy the equation:

o, = 5’%{2”(—1)‘“ Msin ('—;5)}
(3.4.9)

where i = {1,2,3.....}

Since v, has quarter and half-wave symmetry, then:
C,sin Gk =0, foreven k

C,cos0,=0, forall k

The PWM signal can thus be expressed as [13].

vﬂ()(,):écksinﬂk.sin(btkft) (3.4.4)
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where k takes only odd values.

Since v,() has a constant valuc between two consecutive switches of the PWM
waveform. the expression for odd & values of Csin6y is:

N
C sin, =%‘1[1 +23 (1) cos(k a,)]

i=l

(3.4.5)

where A cquals the numbe - of switches per quarter cycle.

Table 3.4 indicates the switching angles obtained.

TABLE 3.4 Switching Angles of Simulated PWM Signal

Switching angle number | Switching angle in degrees

(0 0
I 21.642
2 36.915
3 64.157

4 75.273
5 104.73
6 115.84
7 143.09 B
8 158.36 ]
9 180
10 201.64
11 216.91
12 244.16
13 255.27
14 284.73
15 295.84
16 323.09
17 338.36
18 360

Using these switching angies, the harmonic comporicnts of the PWM waveform are
computed using equation 3.4.5. These results are tabulated in Table 3.5
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TABLE 3.5 The Harmonic Components of the PWM Waveform based on
Switching Angles and Parameters indicated

Harmonic Ck CycosB CisinB Ok/degrees
Order

0 0 0 0 0
1 47.958 0 47.958 90
3 0.12584 0 0.12584 20
S 0.018978 0 0.018978 90
7 6.8377 0 6.8377 90
9 109.86 0 109.86 9()
1 10.296 0 10.296 90
13 027079 0 0.27079 90
15 -2.8524 0 2.8524 -90)
17 -36.816 0 36.816 -9()
19 34.321 0 34.321 90
21 5.1129 ( 5.1129 9()
23 1.7757 0 1.7757 9()
25 17.128 0 17.128 90
27 3.2345 0 3.2345 9()
29 17.189 0 17.189 90
31 2.2404 0 2.2404 90
33 -8.986 0 8.986 -90)
35 -11.902 0 11.902 -90)
37 9.3434 0 9.3434 90
39 16918 0 10.918 90
4] 7.5238 0 7.5238 90)
43 12.059 0 12.059 90
45 -10.237 0 10.237 -9()
47 8.9098 0 8.9098 9()
49 3.5556 0 3.5556 90)
51 -8.2473 0 8.2473 -90)

The theoretical PWM waveform is shown in Figzure 3.7. The lowpass filtered
waveform derived from that in Figure 3.7 and used for the subsequent analysis i
plotted in Figure 3.8.
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Figure 3.7  Plot of PWM waveform based on switching angles in Table 3.4.
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Figure 3.8  Plot of Low-Pass Filtered PWM waveform for parameters and values
in Table 3.5

The DFT was appiied to the signal in Figure 3.8, using various windows. In
addition, the TCW and the modified DFT algorithm were applied to the signal. The
maximum harmonic order of 51 implies a maximum signal frequency of 1224Hz. A
sampling frequency of 24.995kHz is used. The percentage errors for the magnitude
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and phase results are tabulated in Table 3.6 and Table 3.7 respectively. Threc periods
of the signal were used in order to minimize the medium-range effects due to the wide
main lobes o: the fasi-decaying 3-term window. The extreme ringing, sharp transitions
and sampling frequency to maximum signal frequency of 20.4 make it a challenging
measurement case.

TABLE 3.6 Percentage errors in Low Pass Filtered PWM Signal Magnitude
determination (3 periods)

Harm | Rect. TCW Hann Hamm Black FD3

1 -0.176 | 0.000296 | 0.00028 -0.0259 | 0.000104 | -0.000537
3 -67.1 0.114 0.0176 -9.92 0.0115 -0.0106
5 312 0.778 1.63 -74.4 0.649 -2.92

7 -1.85 |0.00224 0.0251 -0.253 0.00883 -(.0505
9 200664 | 0.000147 | -0.000541 | -0.0103 | -0.000476 | -0.000241
11 -0.124 | 0.00166 -0.0168 |-0.0326 | -0.00637 0.0315
13 -17.6 | 0.0674 -0.0548 -2.65 -0.0205 0.105
15 -3.02 | 0.00687 0.0382 -0.415 0.013 -(0.079
17 -0.212 | 0.000575 | 0.000469 | -0.0309 | -0.000849 | -0.00566
19 | -0.0423 | 0.000667 | -0.00552 -0.011 -0.00324 0.00508
21 0.0512 [0.00486 | -0.0246 -0.0133 | -0.0104 0.0415
23 -194 ]0.0152 0.0202 -0.271 0.00498 -(.0505
25 -0.197 | 0.00171 -0.00447 | -0.033 | -0.00379 | -0.00128
27 -0.932 | 0.00984 -0.00168 -0.14 -0.00315 | -0.00853
29 -0.15 10.00201 -0.0072 ]-0.0283 | -0.00553 | 0.00)0536
31 -0.777 10.0167 -0.0197 -0.132 -0.0103 0.0243
33 -0.429 | 0.00451 -0.0025 | -0.0657 | -0.00473 -0.0129
35 -0.225 | 0.00368 -0.00884 | -0.0409 | -0.00744 | -0.00234
37 -0.175 1 0.00507 -0.0108 {-0.0352 | -0.00868 | -0.000798
39 ,-0.0802 | 0.00467 -0.0129 |[-0.0229 | -0.00995 | 0.000815
41 -0.0794 | 0.0073 -0.0115 |-0.0216 -0.01 -(.00459
43 0.0038 | 0.00489 -0.0134 |-0.0108 | -0.0113 ¢ -0.00375
45 0.241 |0.00618 -0.0189 0.0195 -0.0139 0.00434
47 0.461 {0.0076 -0.0246 (6.0523 -0.0166 (n124
49 1.27 0.0203 -0.0238 0.167 -0.0172 (6.0 681
51 0.662 | 0.00936 -0.027} 0.0751 -0.0189 0.0107
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TABLE 3.7 Percentage errors in Low Pass Filtered PWv Signal Phas:
determination (3 Periods)

Harm | Rect TCW Hann Hamm Black FD3

I .0.072 | 6.38e-07 |-0.072 |-0.072 -0.072 |-0.072
3 -0.213 ] 0.000732 | -0.216 [ -0.216 -0.216 -0.216
5 200 | 0.00811 [-0.364 -0.368 -0.362 | -0.353
7 -0.504 | 3.22e-05 |-0.504 |-0.504 -0.504 | -0.504
9 .0.648 | 2.62e-06 | -0.648 | -0.648 -0.648 -0.648
11 0792 | 3.5e-05 |-0.792 |-0.792 -0.792 | -0.792
13 -0.934 | 0.00161 | -0.937 -0.936 {-0.936 -0.935
15 -1.08 10.000182 | -1.08 -1.08 -1.08 -1.08
17 -1.22 | 1.65e-05 | -1.22 -1.22 -1.22 -1.22
19 -1.37 | 2.04e-05 | -1.37 -1.37 -1.37 -1.37
21 -1.51 [ 0.000157 | -1.51 -1.51 -1.51 -1.51
23 -1.66 | 0.000516 | -1.66 -1.66 -1.66 -1.66
25 -1.8 | 6.06e-05 -1.8 -1.8 -1.8 -1.8
27 -1.94 {0.000362 | -1.94 -1.94 -1.94 -1.94
29 -2.09 | 7.65¢-05 | -7.09 -2.09 -2.09 -2.09
31 -2.23 1 0.000656 | -2.23 -2.23 -2.23 -2.23
33 -2.38 {0.000182 | -2.38 -2.38 -2.38 -2.38
35 -2.52 {0.000153 | -2.52 -2.52 -2.52 -2.52
37 -2.66 | 0.000216 | -2.66 -2.66 -2.66 -2.66
39 -2.81 10.000204 | -2.81 -2.81 -2.81 -2.81
4] -2.95 [ 0.000327 | -2.95 -2.95 -2.95 -2.95
43 -3.1 10.000225 | -3.1 -3.1 -3.1 -3.1
45 -3.24 | 0.00029 | -3.24 -3.24 -3.24 -3.24
47 -3.28 | 0.000365 | -3.38 -3.58 -3.38 -3.38
49 -3.53 0.001 -3.53 -3.53 -3.53 -2.53
51 -3.67 | 0.000471 | -3.67 -3.67 -3.67 -3.67

The rumber of samples = 3125
A=0.375
The number of periods = 3

The same waveform is used with the same sampling periods however the
sampling was performed over one period. As is to be expected, the errors are
considerable for the wider main lobe windows. The percentage errors obtained are
shown in Tables 3.8 and 3.9 for the ampitude and phase errors respectively
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TABLE 3.8 Percentage errors in Low Pass Filtered PWM Signal Amplitude

determination (1 Period)

Harm Rect TCW Hann Hamm Black FD3
1 -0.646 |0.000996 | 0.0113 | -0.0861 9.56 44.4
3 45.8 0.385 0.0262 -36.4 3.63e+03 | 1.69¢+04
5 1.68e+03 2.62 6().2 26.6 3.54c+03 | 1.62¢c+04
7 -6.8 0.00756 1.09 -0.0775 155 715
9 -0.24 0.000494 | £.00457 | -0.0316 1.49 6.92
11 -0.45 0.00559 -4.677 | -0.643 101 471
13 -64.5 0.227 -2.19 -11.4 459 2.14¢+03
15 -11.1 0.0231 1.71 -0.182 126 S81
17 -0.763 0.00194 0.121 | -0.00985 981 45.1
19 -0.139 0.00225 -0.11 -0.115 11.5 53.6
21 0.197 0.0164 -0.883 | -0.723 65.8 309
23 -7.13 0.0512 1.13 -0.0904 121 560
25 -().695 0.00576 0.0236 | -0.0829 2.81 13
27 -341 0.0331 0212 -(0.325 101 470
29 -0.511 0.00676 -0.0163 | -0.0896 3.01 14.1
3 -2.85 0.0563 -0.488 | -0.838 110 514
33 -1.53 0.0152 0.278 0.0102 15.4 70.7
35 -0.778 0.0124 0.0488 | -0.0736 14.7 68.2
37 -0.593 0.0171 0.0218 | -0.0694 23.3 108
39 -0.235 0.0157 -0.0183 | -0.0504 14.7 68.2
41 -0.235 0.0246 0.11 0.0589 29.2 135
_43 0.0873 0.0165 0.0808 | 0.0817 14.2 65.5
45 0.96 0.0208 -0.0883 | 0.0669 19.4 90).4
47 1.9 0.0256 -0.267 | 0.0542 14.3 67.6
49 471 0.0684 -0.102 0611 46 214
51 2.54 0.0315 -0.24 0.172 3.82 18.6
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TABLE 3.9 Percentage errors in Low Pass Filtered PWM Signal Phasc
determination (1 Period)

Harm Rect TCW Hann Hamm Black FD3

] 20.0881 |2.63¢-06 | -0.088 |-0.088 |-0.0727 | -0.0342
3 200 0.00301 | -0.277 | -0.281] -0.093 | -0.089
5 200 0.0328 -().555 200 -0.6066 | -0.608
7 -0.616 |0.000133 | -0.618 | -0.618 -0.723 -0.77
9 -0.792 | 1.08e-05 | -0.792 | -0.792 -0.793 | -0.795
11 -0.968 |0.000144 | -097 |-0.969 -0.88 -0.824
13 -1.12 0.00662 -1.17 -1.17 -1.06 -1.05
15 -1.32 0.000748 | -1.32 -1.32 -1.42 -1.47
17 -1.5 6.78e-05 -1.5 -1.5 -1.51 -1.54
19 -1.67 8.41e-05 -1.67 -1.67 -1.66 -1.63
21 -1.85 0.000648 | -1.85 -1.85 -1.79 -1.73
23 -2.02 0.00212 -2.03 -2.03 -2.08 -2.11
25 -2.2 0.00025 -2.2 -2.2 -2.2 -2.21
27 -2.38 0.00149 -2.38 -2.38 -2.38 -2.38
29 -2.55 0.000315 | -2.55 -2.55 -2.55 -2.55
31 -2.73 0.0027 -2.73 -2.73 -2.7 -2.68
33 -2.91 000751 1 -2.91 -2.91 -2.92 -295
35 -3.08 {63 -3.08 -3.08 -3.08 -3.08
37 -3.26 0.,,0889 [ -3.26 -3.26 -3.26 -3.25
39 -3.43 0.000841 | -3.43 -3.43 -3.43 -3.43
41 -3.61 0.00135 -3.61 -3.61 -3.61 -3.62
43 -3.79 0.000924 | -3.79 -3.79 -3.79 -3.8
45 -3.96 0.00119 -3.96 -3.96 -3.96 -3.95
47 -4.14 0.0015 -4.14 -4.14 -4.13 -4.1
49 -4 .31 0.00412 -4.32 -4.32 -4.31 -4.31
51 -4.49 0.00194 -4.49 -4.49 -4.48 -4.46

The number of samples = 1042
A =(.458333
The number of periods = 1

3.5 Summary of resuits

It should be noted that in these simulations it is assumed that all the classical
vindowing methods are being employed in a scheme which allows the record length to
be within one sample interval of an integral number of signal cycles. It should be stated
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that this is not the general case in existing instrumentation and much larger crrors
could be expected than those obtained when the above-mentio~ed record length
condition is not valid. The results indicate the improvement in measurement accuracy
obtained using the TCW appreach, this confirms the theoretical relations obtained.
The accuracy in the measurement of the harmonic magnitudes using the TCW
algorithm comparei to the o her methods employed is far superior in the Ist signal
example. Both amplitude ar s phase measurements arc improved by a least a factor ten
over that of the algorithm proposed in [4].

The results obtained using thc bandlimited simulated PWM signal also
indicates good measmement accuracy with the TCW algorithm. In the 3 period case.
although the magnitude errors were not always better than the other methods, the
error values were in most cases comparable to the best among the other methods. The
phase measurements were far better than the other methods. The measurements were
taken over more than one cycle of the signal fundamental period due to the wide main
lobes of some of the windows used. This results in a more appropriate comparison.

It must be pointed out that some situations exist where only a single cycle of
the input waveform is available. In such situations, windows which contribute
appreciable medium-term and short-term leakage over a single cycle, will provide
inaccurate results for the very low harmonic frequency measurcments. The use of the
TCW and the modified DFT algorithm can achieve accurate results cven when only o
single period of the given waveform is available. This is demonstrated by the results in
Tables 3.8 and 3.9. A scheme for a TCW-based measuring sctup in such a case could
be the use of two sets of analog-to-digital converters and A determination schemes,
with each being employed for alternate signal cycles. Analysis can be performed
following each cycle of sampled values to obtain the relevant harmonic componests,
The system hardware platform for this thesis did not have the flexibility to perform this
type of analysis.

The accurale magnitude and phasc results by using the TCW algorithm
translate directly into accurate real and imaginary values for the Fourier series
components of the signal under consideration.
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4. 1-JE FOURIER ANALYZER HARDWARE

The TCW algorithm is implemented on hardware which is a modification of the
sampling watimeter constructed previously [11]. The main modifications being the use
of programmatle logic devices to reduce the chip count and a current sensing module
in place of shunt resistors for current sensing. Readily available software and hardware
1ools led to the choice ¢f 1 16-bit 68000 microprocessor running at 8MHz with no
wait states. The analyzer uses easily available off the shelf components and has 4 inpw
channels (2 voltage channeis and 2 current channels). 12-bit Analog-to-Digital
converiers are used. The microprocessor design facilitates the incorporation of simple
hardwarc suppart for debugging, thus simplifying syster mainter:ance.

‘The harcware description is based on the sub-units detailed in the Fourier
Analyzer block diagram ini Figure 4.1. The sub-units being; the CPUmain module, the
memory module, the EPLD) module, the VO module, the timing-contoller module,
the analog-to-digital interface modulc, the input module and the power supply module.

The circuit schematics can be found in the Appendix.

MEMORY CPUMAIN 1/0
MODULE MODULE MODULE
iNPUT
MODULE
EPLDI
I''PUT MODULE
SIGNALS >
\
AD +IMING
INTERFACE (qusm -4 CONTROLLER
MODULE MODULE
FOWER
MODULE

Figure 4.1 Block diagram of Fourier analyzer



4.1 CPUmain Module

The block di - of this circuitry is shown in Figure 4.2. The system clock
cempnses an §MHz ator module. A 74LS245 1C is employed as a buffer for the
bidirectional data bus, while two 74LS244 ICs are employed for buffering the
unidirectional adaress lines and the RZ-W* , EClock, AS™ and resct* lincs.

The reset circuitry is a 100us one-shot circuit based on a 555 timer design. This
provides the requiicd processor reset signai #n power up.

SR
SYSTEM
| CLOCK
.
DATA
BUS S
RESET
. L
CIRCUITRY G
ADDRESS
BUS YT )
MC6R000 szii?A[
AR~V > <
MICROPROCESSOR
OPROCESSO RUFFERS
CONTROL
BUS
ST

Figure 4.2  Rl.ck diagram of Cp.imain module

4.2  Memory module

The block diagram of this module is shown in Figure 4.3. The 16-bit data bus
of the microprocessor necessitates the use of a pair of byte-wide memory devices. The
components employed are thus two 150ns 32KB byte-wide SRAMs (20256) as weli as
two 200ns 32KB byte-wide EPROMS (27C256). The latter devices store the program
code and other perraanent data. Decoding the EPROMS at base address (XXXXX)hex
results in a simplified reset and interrupt circuitry. The static RAMs arc decoded at a
base address starting at 200000hex and store the sampled data as well as temporary
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variables. 16K of 16-bit words are allocated for inc storage of the sampled data values.
Each 12-bit ADC output is stored as a 16-bit vatue. This implies a maximum of 4096
16-bit values per channel. The top 2K bytes of tre SRAM address space is allocated to

the system stack.

ADDRESS BUS

RAM SELECT (ODD) ' I

KAM SELECT(EVEN) ——
——» RAM RAM

e
] -
r"OM ROM

I

3 EVEA g GDD
¥ LATA DAT?

Figure 4.3  Bluck diagram of memory module

ROM SELECT

4.3  EPLDI moduie

This module consists of a 68-pin Intel D5C180 (equivalent to the .. cra
EP1800) erasable programmab!= logic device.

The DSC180 IC perfuimas all the = ‘dress decoding for the /O devices, the
analog-to-digital converter data latches 2 *he gaiisetting ICs. The micropro-essor
signals; BCTRR*, DTACK™ and VPA™ are also generated by this IC. In addition, it
generates the signals required by the microprocessor in order to process device
interrupts and generates the signal (BUFFEN) which enables the buffers on the
Cpumain module for signal transfer to the other modules. A final function is the
selection of the channel to serve as the trigger source (By default, channel 1 is
sclecied).

The 6800¥) microproc~ssor utilizes a memory-mapped addressing scheme. The 16
Megabyte dircet address space is utilized as characterized as inaicated in Figure 4.4.
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SETICs

500000 -
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800000

A00000

C0u000

EG0O000

FFFFFE

Figure 4.4  Sysiem Memory map

A partia’ “uoress decodin: scheme is employed. the hear f the decoding
devices is a 1-v-8 decoder. Using address lincs A21-A23, 8 address blocks are
obtained, as indicated in the system memory map 1 Figurc 4.4. The 68(X)) Address
strobe linz (AS*) enables tire 1-0f-8 decoders. Addresses in the 00000 g - 200004
biock enable the ROMs. Even ad:liesses in the 200000 g to 3FFFFF ¢ sclect the even
RAM (the corresponding 1-t0-8 decoder output ORed with UDS*) while odd
addresses in the 2000001 ¢ to 3FFI'FF 4 select the odd RAM (the corresponding 1-10-
8 decoder output ORed with LDS#*). The latches and -ainset ICs have the following
addresses

Device Address Device
40000114 laichl |
40000314 laich2 ]
400005164 latch3
40000714 , latich4
40000914 pgainsct!
40000b1 4 gainsct2
4000041 4 painsct3
40000i 16 gainsct4 3
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In a similar manner, further partiai address decoding of address block
600000 ¢ to 8FFFFF ¢ is donc using address lines A18-A20, to obtain the following

device addresses.

Device Address Device |
60000014 6840 PTM
64000014 GPIA
68000016 PIA
6C0000 14 LCD display
7000001 6 Keyboard decoder IC

The output of the EP310 IC is accessed by decoding a location denoted
tim_latch at address 800001¢. This partial address decoding scheme is adequate for
this instrument.

The BERR™ signal of the micrarrocessor is asserted if, follcwing a valid AS*
signal, AS* is not deasserted in 4 E clock cycles (40 system clock cycles). The
hardware circuitry is a 4-bit shift regist: :ormed by 4 D Flip-Flops.

The interrupt generating devices, the PTM, Keyboard decodr IC and the
GPIA are assigned aus- vector interrupt levels 4,5 and 6 respectively.

A simple ph:usc detector indicating if the voltage in a phase leads the
correspending current is provided by applying the comparator outputs of each channcl
to a D Flip-Flop. The voltage outputs are applied to the data (D) inputs and the
current outputs to the clock input. During an AC acquisition cycle, a high on the flip-
flep output indicalcs the <nri2z: lags the voltage, and a low that the cur .-t leads the
voltage. The outputs of *5:~  laheled phase 1 and phase 2 are subsequently applied as
inputs to the PIA.

'The comparator outputs are also applied to a 4-.nput m. . dlexcr which
provides the trigger signal employed in the uming controller module. Two trigger
sclect inputs obtained from the PIA outputs, select the appropriate signal sourcc under
software control.

4.4 1/0 Modale

This module consists of 5 peripherals interfacing to the 68000 microprocessor
via the synchronous control signals. The peripherals are the GPIA, PlA, PTM,
Keyboarc controller IC and the Display.

The PTM subunit is centered around the 6840 programmable timer module.
This unit is empioyed in the detection of an AC signal in the RMS and DFT modes. In
these modes, the output of timer 1 is connected to the input of timer 2. The gate input
of timer 1 is connected to the trigger signal line. The frequency of the trigger signal is
also obtained, in the frequency mode, using the period measurement function of the
PTM. The detailed circuit diagram of this unit is shown in the Appendix.
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The keyboard controller circuitry is centered around the Intel 8279
programmable keyboard and display controller IC. This unit decodes a key input via
the 4 by 4 matrix keypad and interrupts the microprocessor accordingly.

'The PIA subunit is based oin 5 6821 peripheral interface adapter IC. This unit
serves as a microprocessor controlied latch. Port A lincs arc configured as outputs
driving the 7 LEDs in the DISPLAY subunit. Bit 0 of PORT A also drives the input
relays to disconnect the input terminals frora the rest of the system. Port B has 2 inputs
(Phase 1 and Phase 2), which determine if a leading or lagging phase is present on
channels 1 or 2 , as previously mentioiicd in the EPLD1 module description. The other
6 output lines of Port B provide the ST (start), AC_PIA (ac signal ¢ 2ode), EN_KEYB
(enable keypad), REM/LOC (remote/local), TRIG_SEL! and TRIG_SEL2 signals.
Keypad interrupts are only enabled when both EN_KEYB and REM/LOC arc at a
logic 1. This is the default power-up state. These outputs perform the interrupt
masking funcoon in the EPLDI1 module. TRIG_SEL1 and TRIG_SEL2 sclect the
input trigger source in the EPLD1 module.

The DISPLAY subunit utilizes a 4 by 20 column LCD display and a sct of 7
LED:s for results and status indication. The LEDs are activated through port A of the
PIA.

The GPIA subunit is centered around the 68488 GPIA IC. It can be confipured
as a lis*~ier or talker as per the IEEE 488.1 specificatiois.

4.5  Timing-Controller Module

This module comprises a SC090 erasable programmable .. +:: device and a 20-
pin EP310 erasabic programmable logic device. The schemauc of us circuitry is in the
Appendix. The 5C090 IC generates the clock and other timing sigpals for the sav .
and hold as well as the analog-to-digital converters. The timing signals arc generated
from the master 8MHz CPU clock in order to minimize jitter, although the circuitry
also allows the connection of an external clock source. This allows the implementation
of an external clock source based on a multiple of the ‘trig’ signal, and hence the input
signal source, thus allowing a synchronous sampling system implementation. Each
channel signal is low-pass filtered and passed through a separate zero-crosing detector
to generate a square wave. The selected square wave is the ‘trig' signal which is uscd
for the determination of A as well as frequency measurcment. The 1 Mhz A/D
converter clock signals is generated by a 4-bit counter clocked by the 8MHz system
clock. A second 4-bit counter produces the 2js start of conversion signal (CS_ADC)
at 32us intervals (also the sampling interval) from the terminal count outpat terminal
of the previous 4-bit counter. However an option of generating this signal through an
external ciock source based on a multiple of the "trig" signal, and hence the input
signal sovrce, is provided, thus allowing a near synchronous sampling systcm
implementation. The S/H signal required for the sample-and hold devices is produced
by a logical NANDing of the CS_ADC signal and the ADC BUSY signals. This
module provides the 2 types of samplig «:udes required. In the DC casc where the
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signals are not gated to the input signal, and the AC case where this gating is required
as well as information on the position in the cuirent signal cycle being sampled, to
indicate if sampling should be continued or terminated after | or 2 samples. Under
software control, the signals ST (start sampling) and AC_PIA (set to a logic 1 if an
AC or DFT mode acquisition cycle is requested) are provided by the PIA. Two D flip-
flops in addition provide the signal cycle information required. This has been deiailed
in the software section. The signal ZC (zero-crossing) is obtained by doubling the
p-iod of the 'trig’ signal in a divide-by-2 circuit. This signal is thus at a logic 1 for the
duration of the selected signal input period.

ADC_CLK? UL

e el

sn ] L

ZC_CLK __‘—U_J' —

:4—->i 2uS

Figure 4.5  Timing relationships among timing-controller signals

The EP310 IC performs the determination of the end-correction ( A )
employed in the computations involving periodic signals by utilizing a counter,
identical in function to the 74161 4-bit binary counter, clocked by the terminal count
output (ZC_CLK). The up-counting sequence of the 16-bit counter is inhibited until a
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fng . Looceurs on the ZC line (indicating the start of a cycle) connected to the
cinabie 2 and T mpa.s of the oenter. The value held when ZC goes low . thus 16*A.

The timing relationships for some signals in this module arc indicated in Figure
4.5. Due to the non-zero propagation delay through the components, the following
¢ gn; Jelays were obtained by an actual mcasurement. Z(. leads CS_ADC by 250ns.
ZC also leads ADC_CLXK by 200ns. In addition, ZC leads 2= CLK by 100ns.

4.6  Analog-to-Digital Interface Module

The block diagram of this module is shown in Figure 4.6 below. This moduie
consists of 4 similar sections each comprising a 12-bit A/D converter, a S/H amplificr,
2 latches for storing the results of a conversion and an input OPAMP for scaling and
translating the {-10, +10} input voltage range to the [0,5] volt range required for the
ADCs employed. The 12-bit ADC implics that the output can kave | of 212 (4096))
values. Thus a one-bii ouiput value will occur for an input voltzgz change of 51212
volts (1.22mV). Thus the ‘nput voltage change at the scaling opamp inputs required
for a one-bit change at the ADC output will be 4.88mV (1.22mV~2{)/5). Based on this
calculation, the results are displayed to a maximum of two decimal places. It will of
course be expected that using a signal of -500 to +500V will producc a one-bit ADC
output change for an input change of 0.244V (4.88mV*5(0/10). The latched ADC
outputs cnable the conversion results to be read at will without affecting ongoing
conversions. During an acquisition cvcle, samples are gener»cd cvery 32us. The
latches are decoded as synchronous memory-mapped device .

— END OF CONVERSION
SIGNALS
2ATA BUS
CHANNEL 1 CHANNEL 2
INTERFACE INTERFACE <
CIRCUITRY CIRCUITRY
ANALOG T T
INPUT A/D AND
SIGNALS l l /1 TIMING
SIGNALS
CHANNEL 3 CHANNEL 4
INTERFACE { INTERFACE S
CIRCUITRY CIRCUITRY

Figure 4.6

Block diagram of Analog-to-Digital interface module



4.7  Input Module

This module comprises 3 subunits: the phase 1 subunit, phase 2 subunit and the
comparator subunit. The block diagram of this module is shown in Figure 4.7.

Phasc 1 and phase 2 units each handle one voltage and one current input. The
voltage section has an input resistive atteruator, followed by a buffer amplifier and a
variable gain stage. The variable voltage gain stage comprises a non-inverting opamp
and a gainsct IC which simply allows one to select various resistor combinai - 1s thus
varying the gain of an opamp. The voltage signal from this stage is fed to the
comparator subunit and the analog-to-digital interface module. The gainset ICs are
decoded as synchronous memory-mapped devices.

The current is sensed by a coil wound around a current sensing module
(Manufactured by LEM of Switzerland) which produces a voltage proportional to the
coil flux density, and hence to the current. The output is fed through a buffer opamp
stage and a variable voiiage gain stage similar to that in the voltage section outline
above. The voltage signal from this stage is fed to the comparator subunit and the
analog-to-digital interface module.

The comparator subunit consists of 4 separate zero-crossing detectors which
cach generate a TTL compatible square wave based on each channci input signals.

GAINSET
SIGNALS l : l
PHASE | PHASE 2
CIRCUITRY CIRCUITRY
DATA y I . __—__.J
BUS
4 TRIGGER
COMPARATOR j%

Figure 4.7  Block diagram cf the Input module
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4.8 Power Supply Module

This subunit generates the onboard DC supply “iitages of +5V, +15V and -
I5V.

The 5V DC is generatzd: v a futl-wave rectified AC voltage from a step-down
transformer which is then g d by a LM338 1C. A 48V 115-8V transformer is
used.

The +15V and -15V DC wcltages are provided by a full-wave rectified and
- gulated AC from a i15-12V 48VA transformer. Regulation for the +15V line is
.-vided by a LM317 and the -i >V linc by a LM337 IC.
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5. FOURIF: AMALYZER SOFTWARE

The software scheme empios:d in the Fourier analyzer is discussed in this
chapter. An overview of the software scheme will be introduced. This will be followed
by a descript.un of the various software modules. Flowcharts will be used ir: describing

the program flow in each module.
The softwere structure is geared towards the efficient and speedy

implementation of the necessary mathematical manipulations and other analyzer
functions required. This ties in suitably with the design goal of implementing a very
accurate system using reasonably priced off-the-shelf components.

The hardware and :-.{ftware marriage is effectively achieved with ‘idlz' periods
such as occur during sampling intervals being utilized for program code execution by

the microprocessor.
With ease of use and maintenance in mind, a user-friendly software interface is

provided, as well as routines to simplify the system calibration and maintcnance. The
majority of tne system routines were implemented using the C programming language.
and closs-compiled to 68000 assembly language. The time-critical routines were
however implemented directly in assembly language.

5.1 Softw =7e Overview

The flowchart in Figure 5.1 indicates the program flow of the rourier analyzer.

START |

\. J/

‘

STARTS @« ------- AMCH

v ;7 v

AMC.C ——————>p SAMPLES

Figure 5.1  Program files interactions
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The source code for the program consists of a single 'C' language file (AMC.C)
and two 68000 assembly language files (STAR7.S and SAMPLE.S). Definitions of
varicus constants and labels required by the assembler and 'C’ source files are included
in the header file, amc.h. The microprocessot runs in the default supervisor mode. The
code whose source is in filc start.s, is executed by the system on startup. The
operations performed by this include setting up the stack pointer, pointer  size
allocations as well as memory allocation for the malloc() function when required.
Other functions performed by the code indicated by the start.s filc include initalizing
the 256 vectors, zeroing out uninitialized RAM, initializing other RAM from ROM.,
and then finally transferring program execution to the main program (source file
amc.c). The final object code is obtained after linking the ‘C' and assembly language
files witt -he 'C' compiler code for floating point arithmetic. The abscnce of a math
coproces - r entails all the computations being performed in software.

T.e file SAMPLE.S is a 68000 assembly language code sourcc file. The
compii.it code, when executed, acquires and stores the resulting data during a data
acquiz . »n cycle. The process involves setting up the ADC and sample-and-hold
devics: 4s well as the detection of the presence of a low frequency signal using a
couaicwn timer in the PTM IC. Two subroutines are used; acquire_ac (used for AC
signa‘s,; and acquire_dc (for DC signals). In both subroutines, following the issuance
of the start of conversion signal, the microprocessor acquires the latched data. This
res+iting two's complement value, obtained when the respective channcl 16-bit zcro
offsct is subtracted from the latched 16-bit value, is subsequently stored in the static
RAM devices. This process is performed for all 4-channels well within the 32us
sampling interval. In the acquire_dc routine, 1024 samples arc acquired. In addition to
acquiring samr.:.s and storing the samp!zd values in the two's complement format, the
acquire_ac routine determines the state of the sampling process during an AC
acquisition cycle. This determination is performed immediaicly after the results of the
previously converted analog input signals of all 4 A/D converters have been stored in
the system RAM. An AC acquisition cycle is the time interval during which the
crossing signal (ZC) is at a logic high state, (which is a period of the input waveform)
obtained by using a comparator. The software procedure for obtzining the state
information is the logic state of lines DO-D4 of the EP310 EPLD chip. Based on the
information obtained, a look-up table (Table 5.1) is used to determine the next stage
of program execution as indicated below.
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TABLE 5.1 Software and Hardware interaction in sampling routine

| Logic state of relevant line of EP310 Action taken by routine
BD3(1Q) BD2(2Q) | BDI(ZC) | BDO
0 0 0 * Restart sampling
0 0 1 * Restart sampling
0 1 0 * Restart sampling
0 1 ' * Restart sampling
1 0 [0 * Stage 1 (One more sample required)
] 0 1 * Continue(1st conversion underway)
1 | 0 * Stage 2 (2 more samples required)
1 1 1 * Continue(ZC high)
* - A don't care condition

In all the computations, the resvlts are immediak ., displayed prior to
computing the next valie. Foi cemputation ¢~ power values, the sample values used
for subscquent computations are obtained by multiplying corresponding voltage and
current samplcs.

5.2 The Main Program

The flowchart for this modui. ~ indicated in Figure 5.2. This module primarily
contains code generated from the cc  ilation of the C scurce file amc.c. This section
begins witii the disabling of all sys..m interrupts. Subsequently, e flip-flops and
timing controller arc initialized. This is followed by the initialization of the
microprocessor peripheral devices namely; t2 682! PIA, the 8279 programmable
keyboard and display controller IC, the 6840 PTM, the LCD display and finally the
MC68488 GPIA IC. The routines exccuted are; pia_init), key_init(), tirne_init(),
disp_init() and gpia_init() respectively.

On g~~~ ~~mpletion of the above procedure, the voltage, current and
power scale : rred in the static RAMSs. Next, the program mode variables
arc initialize: Tupts are enabled. Subsequently, the analog-to-digital
interface mioGu. ..t .. aputs switched to the outpuis of channels 1 to 4. All

microprocesser interrapts aiz enabled.
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l START

\ 4

INITIALIZE
PERIPHERALS

4

MAIN

MODULE 0

MENU ‘l’

T 1

MODULE i

QH—MODULE F |

YES

Figure 5.2

5.2.1 The Main Menus
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Flowchart of main program codc in file AMC.C

The routines used in this stage are the input and LCD string display routines. 4
menu screens are possible, since each key of the 16 key keypad is allotted a single line
item in each menu. FOUR menu screens are used. The last menu having no key
assignmenis. Following a system reset or power-up, Menu 1 is displayed. The screen
displays relating to normal system ‘anctioning are indicated in Figurc 5.3 . The display
of the next menu is always initiated when an F is entered on the keypad. Whilc the
display of the previous menu is initiated when a B is entered on the keynad. Following
the execution of a particular keypad command, the previous main me..u displayed is



always entered.

0: RANGING ON/OFF | 2: DC
B: PREVIOUS MENU 3: AC (RMS)
F: NEXT MENU 4: DFT
1: CALIBRATE DC 5: FREQUENCY
[
MENU 1 MENU 2
6: O_LOAD TEST ON/OFF A: NOT IMPLEMENTED
7: TRIG SRC CHAN 1-4 C: NOT IMPLEMENTED
8: CHNG SCALE FACTS D: NOT IMPLEMENTED
9: RELAY ON/OFF E: NOT IMPLEMENTED
MENU 3 MENU 4

Figure 5.3  Detailed menu displays

Following the execution of the main menu, the program rcads the input
key_buffer, testing for the presence or absence of cach valid key input. On the
detection of a valid key input, program execution is transferred to the appropriate
module. Provision has been madc in cach module for exiting that module if a key input
is detected during execution. On entry into each module, a byte-wide memory location
which reflects the input key (key_buffer) is initialized to a value of FFjg. A value
different from FFg when the key_buffer location is polled, indicates that a uscr key
input was processed by the key input interrupt service routine.

5.2.2 Module )

The flow diagram of this module is shown in Figure 5.4. This module is
exccuted when a '0' is entered by the user following a display of "MENU 1". This
module toggles the autoranging state. Autoranging enables the selection of the most
appropriate gain values for each channel. This action is performed by the source code
indicated by the 'C' routine range(register unsigned short countval). This routine is
executed following an acquisition cycle and transfers program execution to the
acquisition of a new sample set on exit, if a change in any of the channcl gains was
performed. The judicious use of this routine is thus required, since a quickly changing
signal amplitude can prevent the program from exiting the ranging-acquisition cycle.
With auto-ranging disabled, subsequent data acquisition cycles use the previous gains
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set by the software. By default on power-up, the gain setting ICs are set up for a gain
of 1 (the minimum gain possible).

AUTO-RANGING
ON?

-ENABLE -DISABLE
AUTO-RANGING AUTO-RANGING
DISABLE LED ENABLE LED
EXIT MODULE

Figure 5.4  Flowchart of Module '/

5.2.3 Modulel

The flow diagram of this module is shown in Figure 5.5. This module is
exccuted when a '1' is entered. The calibration routine should be executed with the
inputs grounded. The purpose of this routine is o set up the hex value corresponding
to a zero on the input terminals of the meter thus minimizing device tolerance which
could cause a drift from the 800, output ADC value for an ADC analog input of zero.
The average hex value of the 1024 ramples obtained for each channel are stored as the
new system offsets for differentiating positive and negative values obtained from the

ADCs.
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-COMPUTE AND
-UPDATE ZERO
VALUES

COMMAND
PENDING?

EXIT MODULE

Figure 5.5  Flowchart of Module 1

5.2.4 Module2

The flow diagram of this module is shown in Figurc 5.6. This module 15
executed when a 2' is entered. This module computes the voltage, current and power
for DC signals. On entry, the submenu shown below is displayed. Program exccution
loops until one of the appropriate inputs (1,2 or 3) is entered, thus enabling the
appropriate measurement mode.
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ENTER:
1 FOR PHASE 1
2 FOR PHASE 2
3 FOR 3-PHASE

The parameters computed and displayed in the Phasc 1" selection mode are the
average value of the voliage signal on channel 1, the average value of the current
signal on channel 2 and the active power using the product of the channel 1 voltage
samples and the channel 2 current samples. These show up on the display lines 2, 3
and 4 as V1, 11 and W1 respectively. Similarly, the 'Phasc 2' selection uses the voltage
signal on channel 3 and the current signal on channel 4. The corresponding parameters
are displayed as V2, 12 and W2. The '3-PHASE' selection displays the active power
W1 and W2. In cach case, the word 'DC' is displayed in the centre of line 1 of the
display.

The routine de_mode() is used and the necessary semaphores are enabled to
ensure selection of the appropriate sampling and computation routines depending on
the selection mode entered in the sub-menu. The end-correction is of course not used
in this mode. A total of 1024 sample sets are obtained, averaged, and multiplied by the
appropriate scale factors to obtain the required parameters (voltage, current or power)
depending on the phase selection made. In the Phase 1 and Phase 2 modes, the DC
voltage, current and active power are computed and displayed for inputs on the first
pair (V1 and I1) and second pair of terminals (V2 and 12) respectively. And in the 3
phase mode, only the power in each phase is computed and displayed based on the
inputs on the first pair and second pair of input terminals.

The formula shown below is used for the computations. The DC voltage or
DC current are computed using integer arithmetic as coded in 'C’ routine
evall (register short *first), and the DC power as coded in the 'C' routine eval3(register
int cnt, register short *first, register short *gsecond).

l N-1
DC(y)=—~-2.Y,

j=0

yi= (Voltage sample ) x (Corresponding current sample) for power computations.

clse
yi= (Voltage sample ) or (Current sample)

The final result is multiplied by the appropriate scale factor (depending on the channel

gains) implemented in 'C' routine units1(..) for the DC voltages and currents, and for
DC power values, the 'C' routine units2(..) is used. The scale factors used for the DC,
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AC and the DFT results display are expressed as:
N

2°

The value N being stored as the numerator value, and D stored as the denominator
value. This mode of storage enables division to be performed by simply shifting a
binary value D places to the right.

SELECT MODE
-PHASE 1
-PHASE 2
-3 PHASE

%é

-ACQUIRE SAMPLES

SAMPLE SETS=1024?

-COMPUTE
PARAMETERS
-DISPLAY RESULTS

EXIT
DC-MODE

COMMAND
PENDING?

Figure 5.6  Flowchart of module 2
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5.2.5 Module3

The flow diagram of this module shown in Figure 5.7 is executed when a 3" is
entered.

SELECT MODE |
.PHASE1 |
_PHASE 2
-3 PHASE !

! T

‘;lNlTlALIZE PTM AND TIMING -ACQUIRE

CONTROLLER SAMPLES

NO

TRIGGER SIGNAL? SAMPLE SETS>4096"

PTM COUNTDOWN?
END GF PERIOD?

NO

A 4
-RESET <«
PTM -OBTAIN EXTRA
-DISPLAY SAMPLES
TRIGGER? -COMPUTE
MESSAGE PARAMETERS
B -DISPLAY RESULTS

NO COMMAND
PENDING?

RESET PTM AND

CONTROLLER —pl EXIT AC-MODE

Figure 5.7  Flowchart of module 3

This module computes the RMS voltage, current and power for AC signals.
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On entry, the submenu shown below is displayed. Program executien loops until one
of the appropriaie inputs (1.2 or 3) is entered, thus cnabling the approprate
measurcment mode.

ENTER:
1 FOR PHASE |
2 FOR PHASE 2
3 FOR 3-PHASE

The parameters computed and displayed in the ‘Phasc 1' selection mode arc the
RMS of the voltage signal on channel 1, the RMS of the current signal on channel 2
and the active power using the product of the channel 1 voltage samples and the
channel 2 current samples. These show up on the display lines 2, 3 and 4as VI, H and
W1 respectively. Similarly. the 'Phase 2' selection uses the voltage signal on channel 3
and the current signal on channel 4. The corresponding parameters arc displayed as
V2, 12 and W2. The '3-PHASE' selection displays the active power W1 and W2 as
explained above, on lines 2 and 3. In each casc, the word 'AC' is displayed in the
centre of line 1 of the display.

The TCW is used in all the computations. The routine ac_mode() is used and
the necessary scmaphores are cnabled to ensure selection of the appropriate sampling
and computation routines. The PTM is employed as a countdown timer by connccting
the output of timer 2 to the input of timer 1. Timer 2 has a count value of FFFFq.
while timer 1, which generates the interrupt, has a count valuc of 10. With the 800kHz
clock, the countdown time, which causes a trigger to occur, is about 0.8sccs. If a start
of trigger pulse does not occur within this time, as monitored by the software, or more
than 4096 sample sets are acquired, the program indicates a "TRIGGER 7" message
and reinitializes the PTM waiting for a trigger. After the signal acquisition, 16 umes
the end correction for the TCW (A) is read from the upper 4 bits of memory address
tim_latch (the EP310 IC output). In addition thc number of samples acquired s
displayed in a hex format in the top left corner of the display.

The mean product (MP) values of the required paramcicrs arc computed
depending on the selected mode, using the following formula. The formula is
implemented by the 'C' function eval2(register int cnt, register short *first, register
short *second).

1

N-1
MP(yj)'—'m[(16-§yj)+0.5~(16+16-A)-(y0+yN)}

y;j= (short *first ) x (short *second) as indicated table 5.2 below.
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TABLE 5.2 Parameters of 'C' function eval2()

Mode register short *first register short *second
Phasc ! Voltage Same voltage value
Phasc 2 Current Same current value
3-phasc Voltage Corresponding vurrent valuc

The summation term in the above formula had to be implemented in floating
point arithmetic which reduces the computational speed of the instrument. For the
RMS computations, the square-root of the mean product value obtained as per the
above-equation is computed. The square-root algorithm ('C' function sqrtl(register int
arg)) is based on the sum-of-prime-numbers approach to computing the square-root of
integral values. The final result is multiplied by the appropriate scale factor (depending
on the channel gains) implemented in 'C’ routine units1(..) for RMS voltages and
currents, and the mean product is scaled appropriately for AC power values in the 'C’
routine units2(..).

5.2.6 Module 4

The flow diagram of this module is shown in Figure 5.8. This module is
exccuted when a '4' is entered. This module computes the DFT (harmonic
components) of the voltage, current and power signals using the TCW. On entry, the
sukmenu shown below is displayed. Program execution loops until one of the
appropriate inputs (1,2 or 3) is entered, thus cnabling the appropriale measurement

mode.

ENTER:
1 FOR PHASE 1
2 FOR PHASE 2
3 FOR 3-PHASE

The parameters computed and displayed in the 'Phase 1' selection mode are the
harmonic components of the voltage signal on channel 1, the harmonic components of
the current signal on channel 2 and the harmonic components of the power signal
obtained using the product of the channel 1 voltage samples and the channel 2 current
samples. These show up on the display as V1, I1 and W1 respectively with the
corresponding harmonic being displayed in the centre of the first line on the display.
Similarly, the 'Phase 2' selection uses the voltage signal on channel 3 and the current
signal on channel 4. The corresponding parameters are displayed as V2, 12 and W2.
The '3-PHASE' selection displays the active power W1 and W2 as explained above as
well as the harmonic number.
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The routine ac_mode() is used and the necessary semaphores are enabled to
ensure selection of the appropriate sampling and computation routines. The signal
acquisition procedure is identical to that employed in the AC-mode. The computation
of the harmonic components however employ a single-precision floating-point
representations based on a DFT using the TCW is employed. The code implemented in
'C' routine dftl(register unsigned short cnt, register short *first) determines the DFT
of the voltage or current signal in the selected mode. 'C' routine dft(register unsigned
short cnt, register short *first, register short *second) is the corresponding power
signal harmonic computation routine.

The formula used is:

X(k) = L R SiMke Ny oIk
( ———N+A[;yie ) (Y, ey, e

where 0=27/(N+A)
and the y; values are as indicated in Table 5.3

TABLE 5.3  Value of y; used in the various modes.

Mode Vi
Phase 1 Voltage
Phase 2 Current
3-phase Product of corresponding Voltage and current

The trigonometric values e~ are computed using the routine trig(unsigned

short cnt, unsigned short k). The index i is passed through the variable ‘cnt’. In this
routine, the computation of the sine and cosine values is based on a table of 1024
single-precision floating point values for angles between 0 and 7/2 radians. Basically,
the product ik¢ is reduced to a value between () and n/2 radians. The cosinc and sinc
values are then read from the lookup table.

The routines inherently, produce the results in the real-imag form. If the
magnitude-phase option was selected, the magnitude of the result of the above
equation is computed as the square-root of the sum of the squares of the real and
imaginary components. The arctan function is used to determine the phasc.

The final result is multiplied by the appropriate scale factor (depending on the
channel gains) implemented in 'C’ routine units2b(..) for voltages and currents, and the
'C' routine units2(..) for the power signal harmonic values.
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SELECT MODE
-PHASE ]
-PHASE 2
-3 PHASE

v A
-:MAG-PHASE CP
-:REAL-IMAG
-ACQUIRE

’é SAMPLES

-INITIALIZE PTM
AND TiIMING

SAMPLE SETS>40967

TRIGGER
SIGNAL?

END OF

CYD*NO PTM PERIOD?
COUNTDOWN?
Y OBTAIN EXTRA
"RESET - SAMPLES .
PTM ]
ESSAGE PARAMETERS
" _DISPLAY RESULTS
B
YES
COMMAND RESET PTM EXIT

PENDING? AND DFT-MODE

Figure 5.8  Flowchart of module 4
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5.2.7 Module 5

The flow diagram of this module is shown in Figure 5.9. This module is
executed when a 'S' is entered. This module computes and displays the frequency of
the trigger signal using timer 3 of the 6840 PTM IC. In addition, the minimum and
maximum frequencies are also displayed.

START

-INITIALIZE PTM

Q 0

DETERMINE
-ACTUAL FREQ.
-MAX. FREQ
-MiIN. FREQ
-UPDATE DISPLAY

COMMAND
PENDING?

NO

EXIT MODULE

Figure 5.9  Flowchart of Module 5

5.2.8 Module 6
The flow diagram of this module is shown in Figurc 5.10. This module is

executed when a '6' is entered. It's purpose is to toggle the status of the overload test
(enable or disable overload testing).
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OVERLOAD
TEST ON?

-SKIP OVERLOAD TEST -EXECUTE OVERLOAD TEST
-TURN LED | OFF -TURN LED 1 ON
-CLEAR OVERLOAD -SET OVERLOAD
SEMAPHORE SEMAPHORE
EXIT MODULE

Figure 5.10  Flowchart of module 6

5.2.9 Module7

The flow diagram of this module is shown in Figure 5.11. This module is
exccuted when a 7' is entered. On entering this module, a sub-menu is presented
which cnables the user select the appropriate channel to set up as the trigger source.
The user input results in the selection of the appropriate PIA outputs which enable the
required trigger channel as explained in the EPLD MODULE in the hardware
description section. By default, following the system power-up, channel 1 is used as
the system trigger source.
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START

SUB-MENU
SELECTION
1 FOR CHANNEL |
2 FOR CHANNEL 2
3 FOR CHANNEL 3
4 FOR CHANNEL 4

v

-SWITCH TRIGGER
CHANNEL TO
SELECTED CHANNEL

v

EXIT MODULE

Figure 5.11  Flowchart of module 7

5.2.10 Module 8

The flow diagram of this module is shown in Figure 5.12. This module is
executed when a '8' is entered. The purpose of this routine is to increase or decrease
the scale factors (numerater and denominator ) for cach channcl. On cntering this
module, a sub-menu is presented, which enables the user select the appropriite
channel to set up as the trigger source. The actual value changes are performed in
subroutine sc_fact(..), where the 'f' key increases the value while 'b' decreases it. The
module is exited when a '’ is entered. This routine is entered twice for ach charnel
selection. The first time is for changing the nu'nerator value N and the second time for

the denominator value D . As previously noted, the scale factor is expressed as:
N

2
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Subroutine sc_fact(..) can be expressed in pscudo-code as:

dof
switch(kcy_input)

{

case f":
increment valuc;
break;

casc b
decrement value;
break;

default:
break;

)

}while (key_input !='c’)

START

ENTER
1 FOR CHANNEL 1
2 FOR CHANNEL 2
3 FOR CHANNEL 3
4 FOR CHANNEL 4

I

EXECUTE SC_FACT(..)
(NUMERATOR)

v

EXECUTE SC_FACT(..)
(DENOMINATOR)

|
A 4

EXIT MODULE

Figure 5.12  Flowchart of module 8
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5.2.11 Module 9

The flow diagram of this module is shown in Figure 5.13. This module is
executed when a '9' is entered. The purpose of this routine is to toggle the state of the
input relays to disconnect the input terminals from the rest of the system, or connect
the input terminals to the rest of the system.

INPUTS
ENABLED?

NO

-ENABLE INPUTS -DISABLE INPUTS
ENABLE LED DISABLE LED

e

EXIT MODULE

Figure 5.13  Flowchart of module 9

5.2.12 Module 10

This module is executed when an 'A' is entered. This key has not been assigned
to any function. Thus, this module simply results in the display of the message: "NOT
IMPLEMENTED".

5.2.13 Module 11
This module is executed when a ‘B' is entered. The purpose of this routine is to

cause the previous menu to be displayed. The effect of this key entry on the menus is
depicted in Figure 5.14.
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IBI
MENU | (¢—
IBI
\ 4
MENU 4 MENU 2
A
IBI IBI
L » MENU 3

Figure 5.14  Flowchart of module 11

5.2.14 Module 12

This module is executed when a 'C' is entered. This key has not been assigned
to any function. Thus, this module simply results in the display of the message: "NOT

IMPLEMENTED".

5.2.15 Module 13

This module is executed when a ‘D' is entered. This key has not been assigned
to any function. Thus, this module simply results in the display of the message: "NOT
IMPLEMENTED".

5.2.16 Moduie 14

This module is executed when an 'E' is entered. This key has not been assigned
to any function. Thus, this module simply results in the display of the message: "NOT
IMPLEMENTED".

5.2.17 Module 15

This module is executed when a 'F' is entered. The purpose of this routine is to
cause the next menu to be displayed. The effect of this key entry on the menus is

depicted in Figure 5.15.
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IFI

MENU |
l—> lF!
) 4

MENU 4 MENU 2

|F| IFI
MENU 3 (¢

Figure 5.15  Flowchart of module 15
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6. ERROR ANALYSIS

To completely analyze any measurement technique as implemented on a
particular hardware and software platform, the effects of various error situations are
analyzed. The factors which can contribute to the error in the measured aplitude and
phasec values are analyzed in order to determine the predominant error sources.

The major contributions to measurement accuracy aside from theoretical
limitations are likely those due to; ADC quantization, sampling jitter, numerical errors
in the DFT algorithm employed, the system hardware component tolerance effects.
The means and variances of the computed signal magnitudes and phases as a result of
the ADC quantization and sampling jitter effects will be evaluated for k¢ << 1 (i.e. k
<< N). The condition is easily met in practise. In addition, an analysis of the sensitivity
of the DFT algorithm to numerical errors will be performed. This will be followed by
an approximate analysis of the analog signal error due to the system hardware
components in the voltage and current channels and finally the error due to

determining A to a finite precision.

6.1 ADC quantization errors [19]

The quantization step d of a signal having a dynamic range of 2D (peak-to-
peak) applied to an ideal k-bit ADC of range 2D is:

_2D _ 4
d="r=27"P 6.1.1)

For a 12-bit ADC as used and D=2.5V, § =1.22-10°

The ADC output xq(i) for the ith sample is:
X, (i) = x()+e() (6.1.2)
where e(i) is the ith quantization error.

For most practical cases, the statistical representation of the quantization error
e’ is based on the following assumptions, resulting in the pictorial probability density

function in Figure 6.1:

1. The error sequence e(i) is a sample sequence of a stationary random process.

2. The error sequence is uncorrelated with the signal sequence (x;).

3. The random variables of the error process are uncorrelated; i.e. the error is a
white-noise process.

4. The probability density of the error process is uniform over the range of

quantization error.

96



ple)

1/6

Figure 6.1
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Probability density function of quantization error

The quantization error ‘¢’ thus has a mean value given by:

e= ]:e.p(e)de=0

and variance

(se2 = J(e—é)zp(e)de

= oj:elp(e)de

1 8/2
=— Jezde
812

d

12

1

For a 12-bit ADC as used

G, =12417-107
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The time-domain signal in Equation 2.1.2 can be expressed as:

X, (t)—Cu+ZC cos(——-f—ek)

k=]

-C,,+ZC cos 6. cos(—t)+C sin @, sm(__z)

k=1

M
=Co+ 3, Ay cos(———t) B,. sm(a;f—"t) (6.1.5)
k=1

Using the results in Reference [19], the DFT is applied to the sampled values
windowed with the TCW.

Let X1, and X2,, be random variables given by

2 [ 2mki
Xe=yia @'[e(')cos( NT:—IA)]

2 2ncki
X2, = —2— @ e(i)si
N+A '[e(')sm(zvm)] (6.1.6)

Where ©; is a summation operator based on the TCW, applied to samples of index i.
The computed values of the harmonic amplitudes and phases, Ckc and 8, of
the time-domain signal components can thus be expressed as:

Cr = A+ X1)*+(Bi— X20)°

0 =_tan-l(Bk_X2k)
- At X1 6.1.7)

The parameters Cy and B, are functions of two random variables X1, and

X2,. To determine the means and variances of Cyc and Okc. the approach in
Rcfercnce [19] will be used. This entails computing the expected value and variance of

X1, and X2,.

N+A
=0

2 27ki
E(Xl)=——E{(), [e(l)cos( N+A)]}
(6.1.8)

In addition,
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2 . | 2mki
E(X2)= mE{@i[e’(l)sm( N +A)]}

=0 (6.1.9)

The expected value of the product X1,*X2, will be computed in order to
determine the correlation between the two random variables.

4 2nkl . 2mkm
X2 = —. E[©11um Omfe(D). s si
E(X1x. X24) (N+By [O11em Omie(D) e(m)cosN+Aqm N+A}
2 2mkh 2mkh
+ h). s
o.{e ( )cosN+A sin N+A}l (6.1.10)

From Reference {19], since e(!) and e(m) arc uncorrelated for 1 # m, the first
tern is zero. In addition, Elée*(h)]= o,z. Hence after interchanging the expectation
and summation operations Equation 6.2.10 simplifies to

200 _ o (sip Ak
(N+A) N+A

E(XI-X2) = }

(6.1.11)

The result of evaluating Equation 6.1.1 depends on the windowing function
employed. The results from references [10] and [11] indicate that for k¢ << 1,

4nkh

;
Outsin A

A’ 3

=B kY. (A2 -

} = £ 24087~ 1)
2

=& (kor-(a2-1)
3

~0

This indicates that X1, and X2, can be considered uncorrelated. The variance
in the real part of the DFT of the error signal is thus:

(Cyy,) = ELX1)']

2 .
__ 40, e)i[cosz( 2mki )}

T (N+AY N+A
2
2.0 Amki
=(N+Z)2'Gi[l+cos(N+A):l (6.1.12)
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Again the results from References [10] and [11] indicate that for k¢ << 1, the
second term

4rkh
N+A

O (cos }=%-(2k¢)2'(1—A2)
=8 (key?-(1-4Y
3
= ()

Hence Equation 6.1.12 can be approximated as.
2

2 2.0
0] = £
(Gx1,) N+A
__ 0
6.(N+A)
62
T 6.N (6.1.13)
Similarly, it can be shown that
6 2___2.09
(G2 N+A
__3&
6.(N+A)
O (6.1.14)
6
If we let
0 2= G | 2= G 2
x =(0x1,) =(0x2,) (6.1.15)

As an example for N=512 and using the value of 8 from Equation 6.1.1.

ka- = 2.9 10_9
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6.1.1 Amplitude Measurement

The quantization-free amplitude and phase expressions are:

Cr = (A + (B

ool
Ax (6.1.16)

Using a sccond-order Taylor's serics representation (i.c retaining only the
linear terms) for a function of two random variables, the expected value of the
amplitude expression in Equation 6.2.7 is:

1 2 9’ Cie 2 9 Cue
ElC)=[Ck+= —+ —
(Cl=[Cu+5 O 1, 35,770 x2 370 M x20

2

Gy, 1 1, Ay 1 1 /By
=C+ (———(2%) +———(Z))
! 2 C Ck(Ck) Ck Ck(Ck)

A ———
12.N.Cx (6.1.17)

The variance can be expressed as:
Ckc

2_ 29 2

ke

Now:
El(C)1=[C) + 2.0,

Substituting the above and Equation 6.1.17 into Equation 6.1.18 results in:

~Oy, (6.1.19)

Thus:
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J—' (6.1.20)

Again for N=512 and using the value of & from Equation 6.1.1 results in:

~ 1075
G, =2.2:10

6.1.2 Phase Measurement

Using a Taylor's series representation for a function of two random variables
and retaining only the linear terms, the expected value of the phase expression in

Equation 6.2.7 is:

E ’ +1 a eLc a el.(
[ch] [Bkc (GXh X1 +Ox2, dXx2’ )]IXL-X2.=0
+0X]k ( ~2 Aw Bx + 2 A Bs

= U 2 2
2 (A48 (ACHBY
=6 6.1.21)

)

From Reference [19]

: O
Go, = X}
Cr
Thus
— GX) - 8
06:( C: Cs \/6 N (6 1.22)

As an example with N=512, Cx=2.5 and using the value of & previously
calculated in Section 6.1 results in

_2.2.10°
Ge.™ 25

=8.8-10
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6.1.3 DC Component Measurement

The computed DC component, C,, is:

Coo= 75 9x, 0]

1 N
=m—@,—[x(1)+e(1)] (6.1.23)

With expected value:
1 .
E(Cy) = m@i[-’c(l)]

and variance
2 . 5
GC« = E{[(COC)_E(Cor)] }
1 2
=._____—E . .
(N +A) {oicein]?
_Cc_
N (6.1.24)

As an example, with N=512 and using the value of & from Section 6.1 results in:

= . =
(SC 1.55-10

o

6.2  Effect of sample jitter [20]

Sampling jitter effects on the harmonic components amplitude and phase
determined by the algorithm employed can be analyzed based on the procedure in
reference [20] for kd<<1. The effect of sampling jitter is expressed as a voltage
change and the computation is as follows.

Considering a time-domain sinusoidal given by:

V(t)=Ccos(Qt-0)
= Ccos0.cos Q¢+ Csin 0.sin Q¢ (6.2.1)

The sampled version of this signal can be expressed as:

V(i) = Ccosf €20 -6
Q) COS[ @T,+v ] (6.2.2)
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where the sampling jitter, T , is a random variable with propertics similar to the
quantization error ‘¢’ in the previous section. In a sampled data system, the aperture

delay time of the sample-and-hold amplifier forms the primary contribution to T.
Differentiating Equation 6.2.1 results in:

dV (1) = —-CQsin (Qt —-0)dt (6.2.3)
where dt is the sampling jitter T , which is assumed to be much smaller than the
sampling interval T. This is a valid assumption for the system which has 32y1s sampling
interval, and an aperture delay jitter in the nano-second range.,

For the ith sample, denoting (QiT-6) by (i) and the jitter by T().
Equation 6.3.2 can be rewritten as:

dV (i) = —CQ.1(i) sin Y(i) (6.2.4)

The DFT (for harmonic components 1 < k < N-1) is applied to the sampled
values (index i) windowed with the TCW.

Let:
A= CcosB
B=-Csin®

and X1 and X3 , random variables given by

2 2mi
X = . - . . .
. N+Ael[( C.Q.t(z)smy(z))cos(N+A)]

2 2mi
X,=—=——@,| (-C.Q.1(i) sin y(i)) sin
2 N+AGP ®)siny (@) (N+An (6.2.5)
Where ©; is a summation operator based on the TCW, applied to samples of index i.
The computed values of the harmonic amplitudes and phases, C¢ and 6, of the
time-domain signal components can thus be expressed as:

C.=\(A+ X)) +(B- X))

8 __mn—l B-X,
‘ A+ X,

(6.2.6)

Applying a similar procedure to that used in section 6.1, results in the
following as obtained from reference [20].
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ElCl= C{H—Q—f—:l

2.N
(6.2.7)

and the variance by
: (Cow) .
Oc, =N (6.2.8)

Where O is the variance of the product (i) (i.c. the sampling jitter expressed as a
phase jitter).

For the phase measurcment,

El6.]1-6 (6.2.9)
and
Ger- = ?—\f

(6.2.10)

6.3  Extension to signals derived from product of two sampled signals

Power signal harmonics are computed from a product of sampled vorage and
current signals.

Let the sampled values of voltage and current be: V(i) and I(i) respectively
and the true values, V(i) and I(i). The corresponding quantization errors of the voltage
and current signal being ey(i) and e;(i) respectively.

The true power at the harmonic is:
P(i)= P (i) +e (i)

V@) 1) = (v, () +e (0).(1,0) +ei (D))
=V, () I, +[V.De()+1,() e, D]+ e (D) e (i)
=V, (D)1, +e ()

(6.3.1)

Assuming ey(i) and e;(i) are uncorrelated,
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E(e.(i)) = EIV,(i).ei/ (D) +1,(D).e, () + e, (i).e: ()]
= E(V.(i).e; () + E(1,(i).e. (D)) + E(e. (1).i (1))

=()
(6.3.2)
and
G, =E(e; )
=Ely )i (D415 ey D)
= E{y () ef DV +El1 (D ey ()
=g, Elvsy O+15 @) 633

The variance thus depends on the voltage and current sampled values.
This variance can be used in the amplitude and sampling jitter computations in

placcof G, -
For a single input sinusoid where

V(i) =V oux €OS(i¢)

1,(i) = I u; COS(iG —©) (6.3.4)
the variance is
0‘,2 = ()':-E{vnr,a,.f-cos2 (i¢)+]max2-cosz(i¢—9)}
:G;-E('v'maxz'(H_co‘;(z’i))'*'Imaxz'(l+COS(22i¢—29))}
i : (6.3.5)

= »78 Wmax */max )

4

6.4  Numerical Errors in the DFT Algorithm

The ADC employed are 12-bit types with each output value being an 11-bit
number and the additional bit representing the sign bit. All the calculations could be
done with 32-bit integer arithmetic representations with the final result being rounded
to the number of decimal places required for the display. No computational errors due
to the use of fixed point arithmetic occurs in these instances.

Computational errors could however occur, due to the use of floating-point
representations. This form of numerical representation is used where trigonometric
functions are used. A case in point is in the DFT calculation where a 32-bit floating-
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point representation was used. A single-precision floating point representation is used,
comprising a sign-bit, an 8-bit exponent and 23-bit mantissa. This was because double-
precision values increased the computation time by over 50% for each harmonic. The
floating point routines minimized computation errors by using double-precision
arithmetic for the intermediate products and sums of the inner products of the DFT
expression.

The error analyses used are based on the method in Reference (3]. The crror
model assumed is a linear-one in which the absolute errors are approximated by the
first-order terms of the Taylor expansion in local relative errors, and is stochastic in
the sonse that these local errors are regarded as random variables, independently and
identically distributed (i.i.d), for each elementary operation in which they arisc.

Floating point numbers x € R are represenied by the elements of a discrete sct
Ry - which if x # 0, are of the form

F=4m.2
Where m, referred to as the mantissa, is a binary number in the range [0.5,1). I'is an
integer whose range depends on the floating point representation used.

If x and y are members of Ry, and f is an elementary operation, then the

instrument will compute f (x,y) , which is also in Ry and is such that
flx,y)=flx,y)1+¢)
where [e| < €y..

The bound &, is dependant on the instrument’s representation of floating-point
numbers which, with the rounding employed and double-precision intermediate result
accamulator employed in this case, is 2°® for additions and multplications. This
maximum relative error also holds for division where shift operations are not
employed, as in divisicn by numbers not multiples of two [21]. € is the local relative
error related to the operation f, and it can be expressed as foillows:
e = L)) = fxy)

f(x,y)

In this thesis, the computation of the harmonic terms employs the following formula.

(6.4.1)

- joke

Xk =—— (3 e ™+ (D) (xpe ™+ )]
TN+A S Xi 2 Xnv€ Xo€ (6.4.2)

Where the x; values are machine numbers.

The harmonic components X(k) will have to be scaled appropriately to finally
obtain the result in the required measurement units. With the exponential factors
expressed as double-precision values, their error contributions will be insignificant.

We will assume the relative error in the addition of two machine numbers to be
an independently and identically distriduted (i.i.d) random variable having a mcan |,
and variance G,2. Also the relative error in the multiplication of two machine numbers,
will be assumed to be an i.i.d random variable having a mean |, and variance Opy?. In
addition, taking into account only the linear error terms, the following expressions can
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be obtained for the bounds for the means and variances of the linear form of the
additions errors (Aa), and the multiplications errors (Am).

N-1 N-i
v+ 0BG, <, 3 (Eleh = 64|,

i=] =0
=u,,--;-( N2+N—2)“x"~ (6.4.3)
(N +A)EL(m),) € 1, (N =D ] 64
N-1 L 2 N=l 2
Nyl OaIe” Y ) =0l X4,
i=] =0 i=]
=g, (N —1).||x| 22 (6.4.5)
(N +A).var[(hm), 1€ & Z.Nﬂx |2sc 2.‘x|| 2
- 2% Son %], (6.4.6)

If an error distribution with prorerties similar to those assumed for the
quantization errors is used (quite valid for practical cases), then

M, =H, =0
and
2_ 2_(2’7-‘)2
Ca =Om =7 5
=1.2-107"

Thus even assuming that the values of Ixgl are all around the ADC maximum values of
211-1 (2047), (This is worst-case situation) for example with N=512 values we obtain:

var[(Aa),1£1.2.107" '"x"z2
=1.2:107-27- (2" -1)’

=~9.82.107" 6.4.7)
and
~15 2
var[ (Am),1<1.2-107 ||x||2
=12:10™-27%(2" -1
- BT
1.92-10 (6.4.8)
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These variances in the harmonic computations are quite insignificant. Hence the effects
of using floating-point arithmetic for the computations of the harmonic components of
the signal are negligible.

6.5 Hardware errors

The system hatdware from the input to the sample-and-hold input will be
considered in this section. The walysis will be simplified by considering the errors due
to the component tolerances assuming ideal op-amps. It is to be expected that the non-
ideal op-amps will furthur increase the system error valuc.

6.5.1 Voltage channel errors

Each voltage channel consists of an input voltage attenuator forlowed by a gain
of one non-inverting op-amp, which is followed by an inverting programmable gain
stage using an LF13006 digital gain set IC and an op-amp.

The input voltage attenuator stage uses 1% tolerance resitors. This stage can
be analyzed as consisting of two resistors R1 and R2 with values:

R1 =100K * 1% and
R2 = 5M % 1% with the output voltage taken acrcss resistor R1.

R1 can thus have values in the range 99K-101K onms and R2, 4950K-5050K

ohms. Hence for an input voltage, the gain R1/(R1+R2) can range from

[ 99 101 ]
99 +5050 " 101 +4950
=[0.019227,0.019996]

If 0% tolerance resistors were used, the gain would be 0.0196, thus leading to
a percentage error of [-1.94%,+1.98%]

The 2nd stage is a non-inverting op-amp stage of gain 2, using two 100K 1%
tolerance resistors. The voltage gain of this stage neglecting the op-amp imperfections
is in the range:

[1 99 101]
+—=,1+—

¢ 101 99

=[1.98019,2.0202]

If 0% tolerance resistors were used, the gain would be 2 thus leading t0 a
percentage error of [-0.99%,+1.01}

The 3rd stage is the programmable gain stage centered around LF13006 digital
gain set IC. This configuration results in a gain error of 0.3% (per the manufacturers
specifications). Hence

The worst case percentage error due to the cascaded input stages is thus
approximately 3.3% (1.98+1.01+0.3).
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6.5.2 Current channel errors

Each currnet channel consists of a LEM 50-P current sensor whose output is
taken across a 50ohm 1% resistor. this stage is followed by a gain of one non-
inverting op-amp, which is followed by an inverting programmable gain stage using an
LF13006 digital gain set IC and an op-amp.

The input stage of each current amplifier employs Sturns on a LEM 50-P
current module. According to the manufacturers specification, this results in a
measurement error of 10.05A. Thus a 5A signal will be measured with a relative
accuracy of 1%. This current is converted to a voltage across a 50ohm 1% tolerance
resistor. The worst case error due to the LEM module - resistor combination is thus
2%. The remaining two stages are identical to those of the voltage channels.

The worst case percentage error in the measurement of a SA current signal is

thus approximately 3.3% (2+1.01+0.3).

6.6  Error analysis for inaccuracies in A measurement

The hardware setup resolves A to a finite number of values. Thus A can have
one of 16 values using a 4-bit counter or one of 256 values for an 8-bit counter. The

o . . 1
uncertainty in the measurement of A for an n-bit counter is thus — .

The following notations will be used
Ay, = Measuied valuc of A
A = True value of A
8, = Error in the measurement of A (A, - Ay )

The maximum value of 8, for the hardware scheme used is thus 1/16.

6.6.1 Amplitude Measurement errors

For Apy, the scaled DFT of the TCW is as noted in Chapter 2:

sin No
1 I Nw | e
. w)= COS—+ A COS— .o 2
2

the Amplitude expresion reduces to:
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1 sin-—i—— ® No
lSwin ch (w)i = COs— +(A|+ 8() cOsS—
‘ N+A+8.| n& 2 2
1 ( 5. )_l s ) No No
= 1+ cos—+ A, C0s——+§,C08—
N+ A, N+ A, sin—(g 2 2 2
2
sin—
- (l— O 2 cosE)-+A,cmN +5,cmﬂo—
2
No 5. No
5. Wl Wb ol W et
No
+ §.cos—
N+A,[W’T 8¢ 2]
where
. No
sin—

3) cosg+A,cosﬁ9
sinz 2 2

W=

Since for w<<1, Wy is small (TCW algorithm effect), the worst case error in the
measurement of the amplitude is thus approximated by.

With N=512 and the maximum value of & for the hardware scheme used (1/16)

results in the maximum amplitude error of:
1.22-10™
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6.6.2 Phase Measurement error

Based on the expression for the scaled DFT of the TCW as noted in Chapter 2:
. Nko
1| ko Nkg | zie

. kd) = .cos—+A.cos— e 2
Soa Wi (k0= 22 56 2 [€

For kd<<1,
the Phasc expresion is:
—kNi
LS W=7
_ —knN
N+A,+5.

Neglecting 8,2 and higher powers, the above equation reduces to:

£8. W, t0="22

_ —ImN(]_ 5
N+A, N+A,

The maximum error in the phase measurement can thus be approximated by

km 3,
N

expressed in degrees, this is:
180k 3.

N
and with N=512 and the maximum value of 8, for the hardware scheme used (1/16)

results in the maximum amplitude value at harmonic k being:

0.022k degrees
which results in a maximum phase deviation of 0.22 degrees for the 10th harmonic.
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6.7 Summary of results

ADC quantization effects result in the harmonic amplitude means being slightly
biased, while the phase means are unbiased. However, the standard deviation of both
amplitude and phase vary inversely as the square root of N. In addition the phase
standard deviation is inversely proportional to the harmonic amplitude.

Sampling jitter effects result in the harmonic amplitude means being slightly
biased, while the phase means are unbiased. However, the standard deviation of both
amplitude and phase vary inversely as the square root of N and proportional to the
signal frequency and the standard deviation of the time jitter. In addition the harmonic
phase standard deviation is proportional to the signal amplitude.

Errors due to the use of floating or fixed-point arithmetic computations will
have a negligible effect on the accuracy of the computed harmonic components.

The errors due to the inaccuracy in the measurement of delta have far less of
an effect on the amplitude measurement compared to the that of the phase
measurement. For measurement up the 10th harmonic, the amplitude crror
contribution is up to order of 104 while the phase has a maximun error of 0.22
degrees. In general an increase in the resolution of mesurement of the end-correction
will further minimize the error contributed by the inaccuracy in the end-correction
measurement.

The significant sources of error will thus be duc to the sysiem hardware
component tolerances and imperfections. Based on a knowledge of the actual
hardware errors, a correction can be performed in software to account for these crrors
after a calibration of the system. This conclusion can be drawn from the approximately
3.3% error value for the voltage and current channels as opposed to the less than 1%
error due to the quantization and computation scheme employed as well as the
floating-point representation used.
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7. FOURIER ANALYZER PERFORMANCE AND SPECIFICATIONS

The Fourier analyzer performnce when various input waveforms are applied is
compared with those of other instruments in some cases, and in others a comparision
with certain waveform components derived theoretically is performed. Another
important feature examined here is the computational speed of the TCW algorithm on
a given sample set using various hardware and operating system platforms.

71 Calibration

The calibration procedure is similar for all 4 channels. As with any typical
instrument calibration, prior to performing the calibration, the instrument should be
run for a while (at least a couple of hours). Ground all four channel inputs. With
reference to channel 1, variable resistors R68 and R69 are adjusted till the voltage
reading at test point CHI is zero. The calibration menu should next be entered (key
input 2). Resistor R3 should then be adjusted till a reading of 0800 is indicated on
channel 1. A similar procedure for the other three channels are next performed using

the appropriate variable resistors.

7.2 Performance Checks

The digital instrument RMS readings were compared to a test digital
voltmeter. The results are tabulated in Table 7.1 and plotted in Figure 7.1. As
indicated in Figure 7.1, a linear relationship between the computed rms value and input
signal amplitude occurred when a sinusoidal at 58.87Hz was applied to the channel 1

input.
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TABLE 7.1 RMS readings of Fourier analyzer and a 4-1/2 digit test digital meter

FOURIER ANALYZER | TEST DIGITAL METER (4-1/2 digit)
RMS READING /Volts READING /Volts
0.70 0.73
4.71 491
9.6 9.97
14.54 15.09
19.53 20.25
24.04 24.9
29.06 30.1
33.90 35.1
38.65 40.01
43.52 45.01
48.21 50.0
53.14 55.05
58.30 60.4
62.70 65.00
67.56 69.96
72.55 75.15
77.54 80.3
82.94 85.88
88.11 91.3
92.62 95.96
97.37 100.81
102.36 106.0
106.51 110.35
111.74 115.76
115.66 119.91
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Figure 7.1  RMS reading of a test voltmeter and the Fourier analyzer

The results of the analyzer readings using a square-wave of peak-to-peak value
of 20V and a frequency of 59.95Hz as input, is tabulated in Table 7.2. The magnitude
plot is indicated in Figure 7.2. The results are compared with a scaled and translated
result obtained from a theoretical square waveform which is also plotted in Figure 7.2.
The theoretical fitted waveform resulted in a correlation coefficient of 0.99999. The
results indicate non-zero values at harmonic components which theory indicates
should read zero. This is due to the system hardware error effects. Primariliy the
limited bandwidth of the instrument and the non-uniform slew-rate effects of the op-
amps employed (different rising and falling edge slew-rate values) result in a voltage
offset from zero at the sample-and-hold amplifier inputs.
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TABLE 7.2 Fourier analyzer readings for a 20V p-p 59.95Hz squarc wave

Harmonic Number Magnitude /Volts Phase /degrees
0 0.28 0.00
1 12.03 0.32
2 0.17 0.02
3 4.01 0.32
4 0.17 0.03
5 2.4 0.32
6 0.20 0.04
7 1.72 0.32
8 0.2 0.05
9 1.33 0.32
10 0.17 0.09
11 1.09 0.31
12 0.17 0.11
13 0.92 0.31
14 0.14 0.14
15 0.80 0.31
16 0.11 0.21
17 0.68 0.31
18 0.13 0.18
19 0.61 0.30
20 0.17 0.16
21 0.54 (.30
22 0.17 0.18
23 0.49 0.29
24 0.20 0.17
25 0.45 0.28
26 0.17 0.20
27 0.41 0.28
28 0.17 0.22
29 0.37 0.27
30 0.14 0.26
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Figure 7.2 Plot of the Fourier analyzer amplitude results and fitted square wave

The results of the Fourier analyzer readings with a triangular wave of peak-to-peak
value of 20V and a frequency of 60.01Hz as input, is tabulated in Table 7.3. The
magnitude plot is indicated in Figure 7.3. The results are compared with a scaled and
translated result obtained from a theoretical triangular waveform which is also plotted
in Figure 7.3. The theoretical fitted waveform resulted in a correlation coefficient of

0.99999.
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Figure 7.3  Plot of the Fourier analyzer amplitude results and fitted triangular wave
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TABLE 7.3 Fouricr analyzer readings for a 20V p-p 60.01Hz triangular wave

Harmonic Magnitude /Volts Phase /Degrees
0 0.25 0

1 7.81 0.32
2 0.08 0.16
3 0.84 (.29
4 0.02 0.02
5 0.31 (.23
6 0.02 0.26
7 0.14 0.10
8 0.00 (.66
9 0.08 (101
10 0.01 .30
11 0.07 0.17
12 0.00 ().66
13 0.04 0.27
14 0.01 (.21
15 0.03 ().26
16 0.00 .66
17 0.02 0.30
18 0.00 (.66
19 (.02 0.30
20 0.00 (.66
21 0.00 (.40

7.3  Specifications

The Fourier analyzer specifications as defined by the hardware platform on
which the TCW algorithm algorithm is implement are indicated below.

Input Voltage /V -500 ... 500
Load current /A -10 ... 10
Maximum Power /W 5000
Frequency Range /hz 12 ... 1000
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Acquisition, computation
and display times (display
enabled)

Acquisition, computation
and display times (display
disabled)

Calibratc DC (all channels | 70ms
sequentially )

DC (Phase 1 or Phasc 2) 90ms
DC( 3- Phase) 100ms
AC (1-phase) 1.7s
AC power (3-phase) 1.2s
Frequency (60Hz signal) 33ms

DFT(521 samples,Phase 1)

Mag-Phase mode: 12s
(= 4s per harmonic)

Real-Imag mode: 10s
(= 3.3s per harmonic)

10s

Power requirements

+5volts 1.2A
+15volts 120mA
-15volts 150mA

Voltages and power readings are read to one decimal place. Current and
power factor readings can be read to two decimal places.

7.4

Algorithm performance on various platforms

To determine the speed of computation of the modified DFT algorithm using
the TCW, computer simulations were performed on various hardware and operating
system platforms. The simulation results are found in Table 7.4. The sample values
werc obtained from a multi-frequency signal having A = -0.125 and N=521. The
simulation program read these sample values from a lookup table.

120




TABLE 7.4 Harmonic Computation Benchmarks for various platforms

Machine

Computation time for 260
harmonics (display disabled)

Computation time for 260
harmonics (display enabled)

286-10Mhz PC /8MB ram

363.09s (1)

371.01s (D)

486 DX33 PC /16MB ram 3.24s (1) 5.68s (1)
3.23s 5.65s
486 DX 40 PC /8MB ram 2.73s (1) 5.19s (1)
2.71s 5.19s
486 DX2-66 PC /8MB ram 1.63s (1) 2.97s (1)
1.63s 2.90s
Sun Sparcstation IPC 1.0s 1.267s
Sun Sparc station LX 0.475s 0.65s
HP9000-715 0.185s 0.24s
HP9000-735 (> 20 users) 0.095s 0.1s

(1)-

Floating point emulation used

It can be seen that on the right platform (hardwarc and opcrating system), the
algorithm can be used for the speedy computation of the DFT components. The
platform used in the thesis is not the best in demonstrating speed of computation.
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8. CONCLUSIONS

The TCW algorithm has been analyzed and the various error contributions in a
practical instrumentation implementation have been exam ined. Signals sampled
synchronously at frequencies an order of magnitude greater than the Nyquist
frequency can be measured accurately by DFT type al sorithms in existence. Hence the
thrust in this thesis was on asynchronously sampled signals.

The DC value measurement of asynchronously sampled distorted signals was
initially examined. The results of the analysis in Chapter 2, indicates the reduction of
long and medium range leakage effects. The medium range error reduction is due to
the fact that the first null of the window DTFT main lobe is close to the fundamental
frequency. The width of the TCW varies with the period of the signal and results in the
subsequent nulls of the window DTFT being close to the actual harmonic frequencies.
This latter effect of the TCW minimizes the long range leakage effects. Since long and
medium range leakage are the main contribution to errors in the DC computation of
asynchronously sampled signals, the excellent measurement accuracy of this algorithm
was not unexpected.

The general harmonic computation problem was next examined in Chapter 3.
The knowledge of the end-correction A enables the computation of signal harmonic
components at the actual harmonic frequencies. This latter advantage of the TCW
algorithm thus reduces the last form of leakage error; short-range effects.
Measurement accuracy of both amplitude and phase components have thus been
established. Two waveform examples which confirmed the superiority of this
algorithm in precision harmonic measurements have been included in the analysis.

The hardware and software implementation of the Fourier analyzer were also
discussed. The stand-alone instrument uses readily available components and can
measure the parameters of two loads simultaneously. The software utilizes a menu-
driven interface. The system software also consists of a number of subprograms which
are used in acquiring, storing, computing and displaying various parameters and the
system status.

As in every measurement scheme, the effect of non-ideal situations arising
from practical implementations has been examined in Chapter 6. Errors due to
quantization effects, sampling jitter, arithmetic computation schemes, hardware
component tolerances and inaccuracy in the measurement of the end-correction errors
have been examined. The major error contribution being due to the hardware
component tolerances.

Performance results of the instrument indicate a close correlation with
theoretical waveforms which point to the fact that the minimization of hardware errors
using more precise hardware would result in results close to the theoretical
expectations of the TCW algorithm.

The TCW algorithm has been shown to improve both the arnplitude and phase
measurement accuracy of signals while using a windowing-modified DFT approach,
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without resorting to post-processing interpolation or other techniques. Some areas of
the benefits of improved amplitude and phase measurement arc important in PWM
waveform analysis, design for the proper compensation of non-active powcrs,
effective reduction of the harmonic content and correct revenue metering in electrical
networks.

8.1

8.2

8.3

The unique contributions of this thesis

The introduction of the TCW algorithm for improved accuracy harmonic
computations of the amplitude and phase of periodic signals without
necessarily resorting to more than one period of the signal.

The class of compensating windows has been introduced opening a whole new
field of precision harmonic analysis instrumentation. This is based on the
concept of the knowledge of the end-correction included in an appropriate
classical window.

The first practical implementation of a Fouricr analyzer based on the

trapezoidal compensating window or any other compensating  window
approach.

Limitations of the TCW scheme as implemented in this thesis

The hardware platform is the main limitation on the mstrument sysicm accuracy
(see Chapter 6). The existing hardware platform on which the TCW algorithm is
implemented has been shown to have an accuracy of at least 3.3%.

Real time display could not be attained due to the underlying hardwarc and
software speed limitations

Suggestions for further work

Although the system met the design specifications, finance and the available

components placed a limitation on some desirable features which could be included.
Further work that can be done include the following:

Improvement of the hardware data acquisition system. Some suggestions
include the incorporation of devices to support a higher sampling rate and
precision front-end analog components and circuitry. Including componcnts
with higher frequency bandwidths will also enable the upper frequency limit of
the instrument to be extended.
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The use of a math coprocessor or a device suited to multiply-accumulate type
operations (e.g. DSP chips, or certain RISC implementations such as the
PowerPC series) would boost the system performance.

Further work can be performed in the implementation of faster algorithms for
the evaluation of the modified DFT based on the TCW and the introduction of
new compensating windows derived from existing classical windows.

In a fast sampling setup, a scheme could set up to process a subset of the
acquired samples to satisfy a particular error figure. This sample subset can be
obtained by employing a decimation scheme.

A simulation of a compete instrument for the study and verification of all
errors.

A study of alternatec hardware schemes for the measurement of the end-
correction. Studying the effect of noise on zero-crossing detectors and
methods for the improvement of the measurement accuracy of A.

The use of a suitably designed data acquisition board and computer setup. The
data acquisition board should have a means of determining the end-correction (
A). The TCW algoriinm could be compiled to run on the PC. This will allow
comparisons to be made with various other algorithms effectively. The user
software can produce a graphical on-screen display of the harmonic
components. Real-time display can be implemented if adequate processing
power is available.

Comparisons of the effects on measurement accuracy as a result of averaging
versus single sample sampling can also be further examined.
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