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Abstract

For cancer research, a powerful imaging modality for both preclinical (where

the focus is on imaging small animals) and clinical (where the focus is on

imaging human subjects) applications should be inexpensive, portable, non-

invasive, safe, and capable of measuring a myriad of information. Further-

more, scalability between small and large subjects will allow this modality

to be easily utilized for both preclinical and clinical applications. An emerg-

ing multimodality system that fits these criteria is photoacoustic-ultrasound

tomography. Ultrasound tomography where ultrasound waves are transmit-

ted through a target and then received can provide not only morphological

image, but due to its geometry, it can also provide quantitative information

such as acoustic speed-of-sound and attenuation within a target. Photoa-

coustic tomography where short light pulses are used to produce ultrasound

signal - can provide other quantitative information based on optical param-

eters, such as optical absorption, and is capable of molecular imaging. Both

modalities are easily scalable, non-invasive, portable, and use nonionizing

radiation. Combining these two modalities may provide a powerful medical

imaging system for both preclinical and clinical applications. This thesis

focuses on the development of this type of system. The first focus of this
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thesis is to improve the scalability of photoacoustic tomography by imple-

menting a novel illumination technique, where a small-area illumination is

scanned across a large-area target. This is in replacement of the conven-

tional method of illumination the whole large-area target at once. By scan-

ning a small-area illumination beam, the signal-to-noise ratio (SNR) of any

photoacoustic tomography system can be maximized, regardless of the illu-

mination power used. The second focus is on improving SNR for ultrasound

tomography without reducing its high-resolution capabilities. Ultrasound

tomography techniques are inherently low-SNR, and the techniques to mit-

igate this problem tend to rely on sacrificing resolution, or necessitating an

enormous amount of data to be collected. Our technique avoids both adverse

effects, providing images with high SNR and high resolution for any amount

of data collected. The final focus of this thesis is to develop novel reconstruc-

tion techniques to measure and visualize ultrasound scattering anisotropy.

Scattering anisotropy where the scattered signal intensity is dependent on

angular direction is caused by many different scatterer parameters, such

as the geometry of the scatterer, and its material composition. The first

novel reconstruction technique involves measuring the direction of fibre-like

scattering objects. These objects will produce high scattering intensities

orthogonal to their direction, and low scattering intensities parallel to their

direction. By measuring signal intensities from many angles around the

target (of which ultrasound tomography is uniquely capable), the direction

of the fibre-like structures can be estimated and visualized. Applications

of this visualization may be for fibre-orientation imaging, or to measure

extracellular matrix reorganization caused by malignant tumours in breast
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cancer. The second novel reconstruction technique exploits the fact that the

level of anisotropy for spherical scatterers depends on their compressibil-

ity and density. Compressibility will produce isotropic, monopole scattering

whereas density will produce anisotropic, dipole scattering. The novel recon-

struction technique utilizes this difference and can produce compressibility-

and density-weighted images, able to differentiate highly compressible tar-

gets from highly dense targets. These types of images may be impactful for

breast cancer diagnosis with respect to imaging breast microcalcifications

small calcium deposits in breast tissue that are used to detect early signs of

breast cancer. Ultimately, by improving the scalability and effectiveness for

photoacoustic and ultrasound tomography, and by introducing new quanti-

tative parameters that can be imaged by ultrasound tomography, this thesis

hopes to improve the strength and capacity of photoacoustic-ultrasound to-

mography systems for medical imaging for cancer research.
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Chapter 1

Introduction

1.1 Motivation

Medical imaging systems for application to cancer research fall into two ma-

jor categories: preclinical and clinical imaging. Preclinical imaging concerns

itself with imaging small animal subjects, such as mice and rats. It can

be used for applications such as imaging metastasis, imaging therapy re-

sponse, imaging cancer phenotypes, imaging blood supply and hypoxia and

hyperoxia of the tumour and surrounding vasculature, as well as measuring

metabolism and determining particular gene expression profiles [17,40,66,95]

. The focus of clinical cancer imaging is generally of two parts: screening for

early detection, and monitoring the efficacy of treatments. Powerful imag-

ing system for both preclinical and clinical imaging should provide struc-

tural information, for example density measurements, oxygen saturation in

hemoglobin, and vasculature mapping, as well as functional information, for

example quantitative measurements of biomarkers and ability to phenotype

tumours [17, 19, 40, 66, 89, 95] . Furthermore, developing an imaging system

that is easily scalable would provide one system capable of both preclinical

and clinical applications.

One important clinical imaging application is for breast cancer detec-

tion, diagnosis, and monitoring. Breast cancer is the most common cancer

for women in the world, with more than 400 000 patients dying worldwide
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per year [28]. Conventionally, breast cancer imaging is achieved through

x-ray mammography. This modaily, however, uses ionizing radiation, that

may increase the risk of cancer for those regularly scanned [21]. It is also

limited in the information it produces, only producing a denisty map of

the breast. Furthermore, mammography has difficulty imaging highly dense

breast tissue causing false-negatives in diagnosis [114], such as those in pre-

menopausal women. Ultrasound imaging has served as an adjunct to this

modality [63, 126]. Ultrasound is fast, cheap, portable, and non-ionizing.

Conventional ultrasound, however, is highly user dependent, and produces

images with lower spatial resolution than those from x-ray mammography.

Microcalcification (small calcium deposits in breast tissue) serve as a sign for

early detection of cancer. Their size, shape, and pattern within breast tis-

sue can be used to determine the possibility of precancerous cells within the

breast [81,84]. Ultrasound is theoretically able to image these microcalcifica-

tions, however they are difficult to differentiate from the background scatter

of the tissue [83]. However, research is still being done to allow ultrasound

imaging to be used exclusively for microcalification detection [3, 35]. Mag-

netic Resonance Imaging (MRI) is another promising modality for breast

cancer imaging, however MRI is expensive, unable to be portable, and ne-

cessitates long scan-times which can be uncomfortable for patients [63,126].

This thesis discusses developments of novel photoacoustic-ultrasound to-

mography systems. These systems are scalable and multimodality, poten-

tially satisfy the preclinical and clinical needs discussed above. As will be

discussed, ultrasound scattering tomography will provide significant reso-

lution enhancements over standard B-mode imaging while permitting deep

tissue imaging. Moreover, converse to conventional ultrasound, it is much

less dependent on the user. Ultrasound tomography has also been used

to provide quantitative information such as speed-of-sound and ultrasound

attenuation maps. These have been used to approximate the density of

breast legions: an important variable to measure the malignancy of a tu-

mour [23,69,142]. We will present novel capabilities for visualization of scat-

tering anisotropy, which could prove impactful for microcalcification imaging

as well as visualizing extracellular matrix reorganization caused by aggres-
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sive tumours, which can be an early sign of malignant tumours, and can

cause resistances to certain cancer treatments [75, 86]. These ultrasound

tomography developments are co-developed with photoacoustic tomography

capabilities, which may provide missing functional and molecular imaging

capability toolsets. For example, photoacoustic tomography is capable of

imaging hemoglobin oxygen saturation and neoangiogenesis, crucial param-

eters for predicting the aggressiveness of tumour growth [61]. These func-

tional capabilities could also enable early prediction of therapeutic outcomes

and individualized treatment plans. Coupled with targeted contrast agents,

photoacoustic tomography has the potential for discriminating molecular

biomarkers, useful for estimating risk of cancer growth, screening, determin-

ing prognoses, and monitoring individualized therapies. [41,88,124]. At the

preclinical stage, the molecular and functional capabilities of photoacoustic

tomography may provide unprecedented multiplexed imaging capabilities

for evaluating gene expression patterns with the use of genetically encoded

reporters [29,47,124].

Preclinical and clinical systems of this nature have already seen com-

mercial development, for photoacoustic tomography [85], and photoacoustic-

ultrasound tomography systems [79,80]. The main goal of this thesis, how-

ever, is to contribute to the scalability of photoacoustic systems, the high

resolution capabilities of ultrasound tomography, and the unique ability for

ultrasound tomographic systems to measure and visualize ultrasound scat-

ter anisotropy. The following section will discuss these key contributions in

detail.

1.2 Key Contributions

As previously introduced, the main goal of this thesis is to introduce a mul-

timodality photoacoustic-ultrasound tomography system developed. This

system consists of a limited-view ultrasound ring array transducer coupled

with a Nd:Yag laser capable of producing NIR and visible light. This sys-

tem can produce both photoacoustic and ultrasound tomographic images

concurrently.
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The first contribution demonstrates a strategy for scalable photoacoustic

imaging over a large area (Chapter 3). Photoacoustic signal is proportional

to the fluence (energy per area) of the illumination. For photoacoustic to-

mography, one conventional approach to illumination is to diffuse a laser

pulse over the entire imaging area. The maximum allowable exposure for

laser light, set by ANSI [46],permits 20 mJ/cm2 for 532 nm light, and around

100 mJ/cm2 for near-infrared (NIR) light. Reaching this ANSI limit is im-

portant to maximize the available signal-to-noise ratio of the photoacoustic

signal. Depending on the photoacoustic set-up used, reaching this ANSI

limit may be impossible for large areas. We propose a scanned-mosaic il-

lumination scheme that scans an illumination with a much smaller area

across the desired image target. This will allow any laser system to reach

the ANSI limit for any size of imaging area producing high signal-to-noise

(SNR) images faster than what could be achieved with averaging.

The second contribution is the development of a photoacoustic-ultrasound

tomography imaging system. This system is capable of producing compos-

ite photoacoustic-ultrasound tomographic images. The ultrasound tomogra-

phy submodality can produce images with isotropic resolution that matches

the half-wavelength diffraction limit of the transducer. The delay-and-sum

technique conventionally used for ultrasound tomography reconstruction al-

lows for this high resolution at a cost to SNR. Therefore, we implement

a spatial-encoding technique called S-Sequence that improves SNR of the

images without degradation of the resolution.

The final contribution of this thesis is to utilize this system to develop

novel reconstruction techniques to visualize anisotropic ultrasound reflec-

tion and scattering. A scattered signal is defined as anisotropic when the

intensity of the signal is dependent on the direction in which it scatters.

Anisotropic scattering can be caused by the scatterer’s size, shape, and

structural composition, specifically its density and compressibility contrast

to the surroundings in which it is suspended. As described before, this

information may be useful for medical applications [37,115]. Ultrasound to-

mographic systems are uniquely capable of measuring this anisotropy for a

large span of angles around the imaging target, however utilizing this modal-
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ity for anisotropy measurements has only just begun [37]. In this thesis, two

novel anisotropy visualization methods are introduced: one that focuses on

anisotropy caused by the geometry of the scatterer (Chapter 5), and the

other that focuses on anisotropy caused by the density and compressibility

components of radially-symmetric scatterers (Chapter 6). Due to the high

resolution capabilities of the system introduced, it is capable of accurately

visualizing this scatter anisotropy. The two reconstruction methods are in-

troduced, developed, and experimentally validated with phantom imaging

experiments.

1.3 Layout of Thesis

This thesis is organized as follows: Chapter 2 will provide background in-

formation, providing historical background in photoacoustic and ultrasound

tomography and giving context to the research conducted for this thesis.

Chapter’s 3-5 are borrowed from individual publications [4–6]. Chapter 6

will detail work that is in the process of publication. Finally, Chapter 7 will

serve as a conclusion of the work described in this thesis, highlighting future

work that can be achieved with the system introduced.
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Chapter 2

Background

2.1 Ultrasound Imaging

Ultrasound imaging has become an indispensable clinical imaging modal-

ity due to its comparative low-cost, portability, non-invasiveness and safety.

Ultrasound imaging is regularly used to image internal organs like the heart

and eyes, to visualize blood flow, to create elastography images, and to help

diagnose breast cancer [9, 18, 23]. Furthermore, other non-imaging applica-

tions of ultrasound include high-intensity focused ultrasound to deliver heat

or agitation to specific parts of the body (for applications such as kidney

stone destruction) [26], and penetrating the blood brain barrier to allow

higher concentrations of chemotherapy to target brain tumours [44].

Generally, conventional ultrasound imaging involves sending out sound

waves at MHz frequencies and receiving the resulting echoes. These echoes

are caused by two different physical effects: reflection and scattering [18].

Reflection is caused by a sudden change in acoustic impedance, which is

a parameter defined by the material’s density and sound speed. This is

comprised of information about the structural components of the tissue be-

ing imaged. Scattering, on the other hand, is caused by the interaction

of our transmitted ultrasound pulse and small ultrasound scatterers within

the tissue. The physical properties of this scatterer will determine both

the strength of the scattered signal and the anisotropy of this signal (i.e.,

6



the variable intensity of scattered signal with respect to angular direction

around the scatterer).

Ultrasound pulses are transmitted and received by ultrasound transduc-

ers, made up of either a single element or an array of piezoelectric or capaci-

tive elements [18]. These arrays come in many shapes: linear arrays, curved

array, ring arrays, two dimensional arrays, or bowl-shaped and cylindrical

arrays. Different transducers will allow for the capture of unique images.

For example, ring shaped arrays allow for a full 360o view, and two dimen-

sional arrays can quickly produce 3D imaging without mechanical scanning.

Another way to create different kinds of images is to choose a fitting trans-

mit pulse sequence. For example, ultrasound can be focused to a small focal

region within the image, either by utilizing curved arrays, an ultrasound

lens, or by delaying trasmitted pulses from certain elements so that they all

sum constructively at the focus region. Signal in this focal region will have a

large intensity, thus increasing the image’s signal-to-noise Ratio (SNR). Fur-

thermore, this focal region can be scanned throughout the imaging region

to create a 2D or 3D image. For linear arrays, multiple focal points can be

transmitted at once, increasing imaging speed while reducing image quality

due to interference between focal zones. Multi-element array transducers

can also use a transmit sequence called synthetic aperture, where only one

element is used to transmit at a time (discussed in depth in section 2.3.1).

This reduces the total amount of power, however increases image resolution

due to the precise knowledge of where the pulse is transmitted and received.

Finally, by using specific transmit sequences and reconstruction techniques,

ultrafast ultrasound imaging is possible, capable of imaging at more than

ten thousand frames per second, opening up real-time, noninvasive ultra-

sound applications for functional brain imaging, cardiac electrophysiology,

and imaging mechanical properties of tumours [111].

The frequency and length of transmitted ultrasound pulses also affect

the quality of images created. Like most wave-based imaging modalities,

the frequency of the emitted wave determines the maximum resolution ca-

pability of the system. Similar to Abe’s diffraction limit in optics [18], an

ultrasound system’s resolution is limited to half its wavelength, or in other
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words, half the ratio between the target’s speed of sound and the centre

frequency of the pulse emitted. Ultrasound attenuation, however, is also re-

lated to frequency: higher frequencies will attenuate more than lower ones in

tissue [18]. Thus, increasing the frequency of the emitted pulse will increase

resolution, but at a cost to penetration depth. Pulse length also affects

resolution. Specifically, for linear array transducers, axial resolution (reso-

lution with respect to the normal of the transducer’s surface) is related to

the transducer’s impulse response [18]. Thus, by reducing the bandwidth of

the emitted pulse, axial resolution can be improved. Longer, chirped pulses

(similar to those developed for sonar and radar [93]) have recently been uti-

lized, for the longer pulse has more energy per pulse than the shorter, thus

increasing the images SNR without having as much of an effect on axial res-

olution [13]. This, however, relies on more complex reconstruction schemes

and system capabilities [13,93].

With the knowledge of the specific position of elements in the array, along

with speed-of-sound estimates, ultrasound images can be reconstructed.

2.2 Photoacoustic Imaging

2.2.1 The photoacoustic effect

Photoacoustic imaging relies on what is called the photoacoustic effect, first

discovered by Alexander Graham Bell in 1880 [8]. When short laser pulses

are absorbed by optically absorbing targets, the light is converted to heat,

causing a quick thermoelastic expansion. This expansion creates pressure

waves that propagate through the imaging target; waves that can be received

by the ultrasound array transducers discussed previously.

The strength of an induced photoacoustic signal can be described by the

local pressure rise caused by illumination (p0(r) at point r), which can be

described as [7]:

p0(r) = Γ(r)Φ(r, µa, µ
′
s)µa(r) (2.1)

where Γ = β
κρCv

is the Grueneisen parameter, a dimensionless parameter
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that describes the vibrational effects that a volume change will produce,

which is defined by the thermal coefficient of volume expansion (β), isother-

mal compressibility (κ), and the specific heat capacities at constant volume

(Cv); µa is the optical absorption coefficient; µ′s is the reduced optical scat-

tering coefficient; and Φ is the fluence (energy over area) distribution of the

illumination.

To produce a quality photoacoustic signal, the light pulse used must

be short. Specifically, laser pulse duration must be shorter than both the

acoustic and thermal confinement time [123]. Physically, acoustic confine-

ment time defines the amount of time it takes for the pressure wave to

propagate out of a voxel (the smallest possible volume to image) during

illumination. Similarly, the thermal confinement time defines the amount

of time for the induced temperature change to diffuse out of this voxel.

Voxel size is determined by the ultrasound transducer used: transducers

with higher frequency will produce smaller voxels, as described previously.

However, for typical ultrasound transducers, acceptable pulse times for pho-

toacoustic imaging must be shorter than 100 ns [130].

Moreover, photoacoustic imaging is generally done by using light with a

single wavelength. As seen in Equation 2.1, the strength of a photoacoustic

signal is a function of optical absorption, which is a function of wavelength.

Different optical absorbers (or chromophores) have different, specific opti-

cal absorption spectra. When imaging a target with many different chro-

mophores (like soft tissue), using one specific wavelength can facilitate the

imaging of a specific chromophore, providing clearer or more functional im-

ages.

Under these two assumptions, the induced acoustic wave propagation

can be described as:

(
∇2 − 1

c2

∂2

∂t2

)
p(r, t) = − β

CP

∂H(r, t)

∂t
(2.2)

where c is the speed of sound, and H(r, t) is the heating function (i.e.,

the thermal energy converted to heat per unit volume per unit time) [123].
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2.2.2 Photoacoustic Imaging: Microscopy and Tomography

Although the photoacoustic effect was discovered more than a century ago,

the photaocoustic imaging modality began to grow only after the develop-

ment of ultrasound transducers, lasers, and higher computational power [7].

In the last few decades, however, this new imaging modality has seen tremen-

dous growth, both in research and preclinical settings.

What makes photoacoustic imaging so attractive is that it allows for op-

tical imaging at depths far beyond the optical diffusion limit, a term that

is usually equated with the transport mean free path of a photon within

the medium (around 1mm in soft tissue) [125]. Previous optical imaging

techniques fall into two different categories: those which provide high res-

olution but demand minimal photon scattering (such as in microscopy), or

those that image deeper within tissue with a sacrifice of resolution (such

as in tomographic set-ups). More specifically, optical microscopy (such as

confocal and fluorescent microscopy) can provide resolutions at sub-micron

lengths, however must assume a small amount of scattering, and thus can-

not penetrate tissue more than ∼1mm. In comparison, optical tomography

imaging modalities (such as diffuse optical tomography) can image as deep

as centimetres, but can achieve resolutions of only around one third of the

imaging depth [124]. Photoacoustic imaging differs from its optical coun-

terparts by collecting optical information through ultrasound waves instead

of reflected or transmitted photons. Because the scattering of ultrasound

in tissue is about 1000x less than that of optical scattering, photoacoustic

modalities offer high resolution images at depths that can reach up to 7

cm [124, 130]. Additionally, this resolution can be easily scaled to image

biological structures from sub-micron to sub-millimetre sizes [124].

There is a risk in damaging tissue through laser exposure. ANSI has

set out maximum permissible exposure (MPE) for different animal tissues,

such as the skin or the eye [46]. Fortunately for photoacoustic imaging, the

conversion efficiency from temperature to pressure is high enough to allow

adequate SNR at the MPE levels for both skin and eye tissue [68].

Photoacoustic imaging can be split into two main categories: photoa-
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coustic microscopy (PAM) and photoacoustic tomography (PAT), which now

will be discussed in detail.

Photoacoustic Microscopy

Photoacoustic microscopy involves simultaneously focusing both the optical

illumination and the ultrasonic detection, done so confocally to maximize

sensitivity. PAM uses single-element ultrasound transducers. This allows

for resolutions scalable between the sub-micrometre to the millimetre regime

[68,137]. PAM can be split into two categories, each denoted by which focal

zone minimizes resolution. Optical Resolution PAM (OR-PAM) denotes

smaller optical focal zones, whereas Acoustic Resolution PAM (AR-PAM)

denotes smaller acoustic focal zones.

Similar to optical microscopy, OR-PAM involves focusing the excitation

laser beam to a diffraction-limited spot. An optical-acoustic beam combiner

is used to align optical excitation and ultrasonic detection coaxially and

confocally [124, 137]. Because the attainable size of the acoustic focal zone

is much larger than the optical zone, resolution is determined by optical

parameters (specifically, the wavelength and the numerical aperture of the

optical objective lens). Therefore, sub-micron lateral resolutions can be

achieved. For example, a lateral resolution of 220 nm with a maximum

imaging depth of 100 µm was attained by Zhang C et al. using a 532 nm

wavelength and a numerical aperture of 1.23 [140] (see Figure 2.1). Akin

to optical microscopy, optical diffusion severely limits the depth of imaging

of OR-PAM to ∼1mm. OR-PAM has been used to image single organelles

[140], DNA and RNA in a cell nuclei without exogenous chromophores [134],

as well as microvasculature in mouse ears, brains, and eyes [137].

For conventional AR-PAM, laser light is focused around the ultrasound

transducer through a conical lens, providing a ring-shaped illumination (i.e.,

dark-field illumination). This allows for easier positioning of the ultrasound

transducer and avoids stimulating chromophores on the surface of the sam-

ple, which would obfuscate the final image [137]. Acoustic focusing can be

done through the addition of a concave acoustic lens. Lateral resolution for
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Figure 2.1: Melanoma growth monitoring in in vivo mouse ear. Adapted by
permission from Macmillan Publishers Ltd: Nature Protocols [140], copy-
right 2010.

AR-PAM is determined by the wavelength of the resultant PA signal and the

numerical aperture of the ultrasound transducer. Dark-field AR-PAM can

achieve resolutions of 45 µm [77]. Although this is two orders of magnitude

larger than OR-PAM, its maximum imaging depth is 3 mm. This increase

in depth is possible because AR-PAM does not rely on minimizing the size

of its optical focal zone, and instead of governed by its acoustic focus. Ap-

plication examples of AR-PAM include imaging human microvasculature in

deep dermis [27], and monitoring growth of melanoma tumors in a mouse

brain [108].

To create 2D or 3D images, the PAM system has to be scanned across

the tissue being imaged. For a 2D image, mechanical scanning of 1 Hz/mm

has been achieved [78]. Due to the importance of real-time imaging for

clinical use, other methods have been developed [137], for example Yao et al.

12



producing 3-mm length OR-PAM image at 400 Hz using a water-immersible

MEMS scanning mirror [135].

Photoacoustic Tomography

In contrast with PAM, PAT relies on unfocused, full field illumination of the

imaging target. Choosing an appropriate wavelength of light (such as near

infrared (NIR) light, which is minimally absorbed by water and tissue [68]),

light can penetrate deeply within tissue, diffusing throughout the imaging

target. The resulting ultrasound waves are then acquired by an array of

broad-band ultrasound elements. Due to the deep penetration of light, and

the low-scattering of ultrasound in tissue, PAT can image up to 7 cm in

depth [124]. Similar to ultrasound, axial and lateral resolution for PAT

systems is generally determined by the centre frequency and bandwidth of

the transducer used [124].

In the early days of PAT, a single element transducer was scanned across

the target, however nowadays ultrasound array transducers are primarily

used [7]. Unlike PAM, PAT also relies on reconstruction algorithms to create

images. These algorithms have been derived in similar methods to other

imaging modalities such as ultrasound and CT, and will be discussed in

depth in the following section.

The array transducers used come in a variety of different geometries,

such as linear [31, 133], circular [30, 127], and bowl-shaped [57,65], to name

a few. Linear arrays are the most versatile, easily applied to the outside of

the tissue. However, due to the nature of some reconstruction algorithms,

their limited view can cause lower resolutions and side-lobe artifacts. In

contrast, full-view array transducers are able to detect photoacoustic signal

from all directions (within the imaging plane), providing images that do not

suffer from missing boundaries [131]. These geometries, however, can only

image targets that fit within the transducer itself, reducing their versatility.

As mentioned previously, PAT is easily scalable, able to reach high spatial

resolutions at larger depths by adjusting the centre frequency and bandwidth

to suite the application. For large areas, however, scalability can become
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Figure 2.2: a) Photoacoustic Tomography slices of a mouse in vivo. b,c,d
include abdominal, thoracic, and head cross-sections respectively with ex
vivo images for comparison. Reprint with permission from [100].

difficult. As shown in Equation 2.1, the strength of a photoacoustic signal is

dependent on the fluence of the illumination, or in other words the energy per

area deposited on the target. For a blanket-illumination, where the imaging

target is ’blanketed’ with light, larger areas necessitate higher laser energies

to produce the same signal magnitude. For certain photoacoustic set-ups

(especially considering lower laser outputs from optical parametric oscillator

(OPO) or dye lasers, and energy loses through inefficient fibre bundles or

optical components), producing high enough laser energies to match ANSI

limits may provide difficult, limiting scalability of the system. In this thesis,

we discuss a scanned-mosaic method to mitigate this problem (Chapter 3).

Photoacoustic tomography has been applied to fields such as vascular

biology, oncology, neurology, and cardiography, to name a few. These appli-

cations have been reviewed extensively in the works cited here [7, 68,124].

14



Photoacoustic Tomography Reconstruction Techniques

The most simple PAT reconstruction technique borrows from the delay-and-

sum algorithm for ultrasound images. For a point in the imaging plane, the

distance between the point and each element in the array transducer can

be calculated. These distances can be converted into time delays using the

speed of sound of the imaging medium. Applying the time delays to the

signals from each element and summing the results will form an approxi-

mation of the initial photoacoustic signal at this specific point. Repeating

for all points in the imaging plane will result in the final image. Although

this method is conceptually intuitive and easy to implement, there has been

development into other reconstruction algorithms that are more accurate,

and less computationally demanding. A few general examples will be given,

however many others can be found in the reviews cited here [7, 62].

One alternative is filtered backprojection, which can reconstruct exact

initial photoacoustic signals for certain array geometries, specifically spher-

ical, cylindrical, and planar [129]. Similar to delay-and-sum, this method

essentially backprojects the measured photoacoustic data from each element

in time through the imaging plane. This backprojected signal is not just the

pressure measured by the element (as it is for delay-and-sum), but includes

the time derivative of the pressure signal and is weighted by the solid angle

of the element in question. Furthermore, the backprojection term can be

filtered to remove the impulse responses from the element. This method is

also quite computationally demanding, however has been implemented for

many full-view PAT experiments [59, 65]. This method assumes a closed

array geometry, thus limited-view PAT set-ups (such as those using linear

arrays), will suffers from artifacts (such as side-lobe degradation) [128].

Other reconstruction methods that have been developed rely on forward

models that simulate the physics of acoustic propagation. One example,

typically called time-reversal methods, uses a numerical acoustic propaga-

tion model ’backwards’ to reproduce the propagation of photoacoustic signal

from the element to the initial emission spot (in other words, it replays what

happened backwards in time) [7]. This method can be applied to any ar-
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ray geometries, and can also accommodate heterogeneities in the medium’s

speed of sound (where the algorithms mentioned previously assumed it to be

homogeneous). Time-reversal methods, however, rely on fast, accurate prop-

agation models, increasing the implementation complexity of this method.

Model-based inversion relies on a forward model that simulates detected

photoacoustic signal for an estimate of chromophore position within the

imaging field. By comparing the simulated signal with the measured data,

the position of the imaging targets can be iteratively shifted until the dif-

ference between simulation and measurement is minimized. Rosenthal et al.

describe a fast model-based inversion technique that gains speed by reducing

generality [102]. Specifically, with the knowledge of array geometries and

impulse function of the elements, an inverse matrix independent of measured

data can be pre-computed, allowing for real-time reconstruction.

2.3 Ultrasound Tomography

Conventional ultrasound utilizes linear (or curved) array transducer geome-

tries. One of the suppositions guaranteed by these geometries is that the

signals received will only be the reflected or scattered transmitted waves.

In the 1970s, Greenleaf et al. proposed to created tomographic images with

ultrasound, influenced by CT imaging (Computerized Tomography with x-

rays) [33]. They proposed that, like CT, the non-reflected ultrasound waves

could be used to measure information such as acoustic speed of sound, atten-

uation, and absorption [34]. These parameters could be desirable in a clinical

setting, for example in breast cancer imaging. They demonstrated that the

speed of sound and attenuation of acoustic waves could accurately differen-

tiate benign and maligned masses in the breast [34]. To accomplish this,

the set-up utilized by Greenleaf et al. consisted of only two single-element

ultrasound transducers scanned around the imaging target [34]. Following

Greenleaf, ways of obtaining these transmission parameters were studied by

a few other groups [2, 16, 73]. Although their results were promising, re-

search into ultrasound tomography stagnated mainly due to the fact that

the amount of computational power necessary to collect, process, and recon-
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struct the data acquired needed to be much higher than what was currently

available, especially for real-time imaging. Furthermore, many concluded

that, for this imaging modality to be clinically useful, they would require

fast scanning or imaging equipment, operator-independence, and preferably,

multi-modal capabilities [23].

Since then, significant progress has been made both in computational

power and in available hardware for ultrasound imaging. Furthermore,

there has been increased development of full-view array transducers used

in PAT, which could be easily utilized for an ultrasound tomography exper-

iment. These full-view array transducers can provide the necessary speed

and operator-independence mentioned previously. These factors, in part,

have influenced a resurgence in research towards ultrasound tomography.

With ultrasound tomography, both reflection and transmission informa-

tion can be gathered. In the most broad sense, reflection information can be

used to create morphological images, similar to those of conventional ultra-

sound, whereas transmission information can produce quantitative images

of acoustic speed of sound and attenuation. In the next sections, the devel-

opments of these two types of images will be discussed separately, however it

is important to note that the tomographic systems examined tend to acquire

and reconstruct both types of information simultaneously.

2.3.1 Reflection-based Ultrasound Tomography

Reconstruction reflection information for ultrasound tomography borrows

its algorithms from conventional ultrasound. However, the specific array

geometries necessary for ultrasound tomography limit the type of transmit

sequences that can be used. For reflection-mode ultrasound tomography,

the most common ultrasound technique implemented is called synthetic-

aperture [110]. In geophysics, this reconstruction technique better known

as Kirchoff migration [23]. This technique consists of transmitting a pulse

on one element at a time while receiving signal from all elements in the

array. Thus, where the pulse begins and ends is known. For each pixel

in the image, distances can then be calculated between it and both the
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Figure 2.3: Schematic of ring-array transducer.

transmit and receive element. Assuming a constant speed of sound, these

distances can be converted to time-delays. Like in delay-and-sum for PAT,

each received signal is delayed and summed for every pixel, forming a final

reflection-mode image.

Specifically, for transmitting element k at position (xk, yk) and receiving

element j at position (xj , yj), the resulting A-scan for this transmit-receive

pair will be labeled Ak,j(t). To create a DAS image I(x, y), A-scans are

time-delayed and summed coherently for all transmit-receive pairs at every

position (x, y). For a point (xi, yi), a time delay τi,j,k for a specific transmit-

receive pair (j, k) can be calculated as

τi,j,k =
1

c0

(√
(xi − xk)2 + (yi − yk)2 +

√
(xi − xj)2 + (yi − yk)2

)
(2.3)

To calculate the value of pixel at point (xi, yi), the DAS algorithm can

be formulated as:
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I(xi, yi) =
∑
k

∑
j

Aj,k(t = τi,j,k) (2.4)

The power of delay-and-sum lies in this fact: Let us assume there is a

scattering or reflecting target at point (xp, yp). When the image point (xi, yi)

corresponds with a this target point (xi = xp, yi = yp), the delayed A-scan

signals from all transmit-receive pairs will sum constructively. In other

words, τi,j,k = τp,j,k for all j, k. When an image point does not correspond

to a target point, τi,j,k = τp,j,k may still hold for a small number of j, k.

Therefore, the resulting pixel value I(xi, yi) will not constructively add up

for all j, k, leaving a much smaller pixel value. After summation, the final

image values will correspond to the target positions, and a reflection-mode

UST image can be created.

Usually in conventional ultrasound, an envelope of the received signal

from each element (called an A-scan) is used for reconstruction. This re-

moves the oscillations of each pulse signal (in other words, removing phase

information), producing smoother imaging results. It has been shown that

imaging the envelope of the A-scans for ultrasound tomography will pro-

duce high SNR images, but will reduce the resolution. By imaging the raw

A-scan data, resolution will be increased at the expense of echo texture and

SNR [23,110].

One large hurdle for synthetic aperture based ultrasound is the intrin-

sically low SNR. Because only one element is used for transmission, the

total pressure output per event is low. This can be mitigated by incoherent

compounding [80], or simply by increasing the amount of elements in your

transducer [110]. Incoherent compounding will fundamentally worsen the

theoretical resolution of the system [80], preventing diffraction-limited reso-

lution to be achieved. Moreover, as the amount of elements in the ultrasound

array increase, so does the required computational power, necessitating ei-

ther long wait times [110] or implementation of GPUs [11]. In Chapter

4, this thesis will introduce a spatial-encoding technique that produces in-

creased SNR for a synthetic aperture tomographic system while retaining the

diffraction-limited resolution capabilities of the system. This is done with

19



a standard ring array transducer with 256 elements (an order of magnitude

less than for Stotzka et al. [110]).

For a circular array transducer, ultrasound reflection tomography has

been developed by Mercep et al. in conjunction with their preclinical PAT

infrastructure, creating photoacoustic and ultrasound images of mouse cross-

sections [79, 80]. It has also been developed by Duric et al. in conjunction

with their ultrasound transmission tomography set-up [23] for the purpose

of human breast cancer imaging [142].

At Forschungszentrum Karlscruhe, a large, cylindrical array transducer

has been created, able to create 3D ultrasound tomographs [74]. This trans-

ducer has 384 transmitting elements and 1536 receiving elements, and is able

to rotate to six unique positions. An ellipsoidal backprojection algorithm,

similar in theory to synthetic aperture, has been developed for this new ge-

ometry [107]. Due to the high volume of elements, they have compared the

application of GPU- and FPGA-based accelerations to their system [11,12].

They have also developed deconvolution methods for reconstruction [109],

and phase aberration corrections [105, 106]. This system has recently been

used in clinical research for breast cancer [32,104].

2.3.2 Transmission-based Ultrasound Tomography

Generally, transmission tomography computes specific physical parameters

by comparing the original transmitted wave with the final received wave.

Many different reconstruction techniques have been developed to transform

this transmission data into images mapping speeds-of-sound and attenua-

tion. A few major ones will be explained in this section.

Ray-based Reconstruction

Ray-based reconstruction basically models the path of ultrasound pulses

as rays stretching from their transmit element to the receiving element.

As the pulse travels along this path, the speed-of-sound and attenuation

along this path with affect the wave’s time-of-flight (TOF) and amplitude,

respectively. Under this framework, the Karmanos Cancer Institute have
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Figure 2.4: A reflection-mode, sound-speed, attenuation, and fusion-mode
image of a breast from Duric et al. using ray-based reconstruction. Fusion
image consists of a composite of all three images. Reprint with permission
from [24]

developed speed-of-sound and attenuation reconstruction methods for ul-

trasound tomography [23], which will be described in detail in the following

paragraphs. It has been implemented in their CURE (Computed Ultrasound

Risk Evaluation) ultrasound tomography system.

The arrival time to a receive element of an transmitted pulse from ele-

ment can be calculated by taking the ratio of the distance between the two

elements and the speed-of-sound along the path. By measuring the devia-

tions of measured arrival times, the speed-of-sound can be obtained through

inversion.

This can be implemented as follows [23, 69]: Let the amount of trans-

mit/receive element pairs equal N . Let the total amount of rectangular grid

elements in the imaging field equal M . The TOF for one transmit/receive

pair (Ti) can be calculated by summing the lengths of this ray’s path through
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each grid element (li,j) multiplied by the inverse of the speed-of-sound of each

element (bj), which is:

Ti =
M∑
j=1

li,jbj (2.5)

It is difficult, however, to accurately measure Ti with the precision neces-

sary. Instead, a difference of arrival time between the inhomogenous medium

in question and a medium with a homogenous speed-of-sound (bj = b0 for

all j, corresponding to a TOF = T0) is used. This can be expressed as

follows [23]:

Ti − T0 =
M∑
j=1

li,j(bj − b0)

∆Ti =

M∑
j=1

li,j∆bj

(2.6)

This can be converted into a matrix equation:

δT = LδB (2.7)

where δT is an Nx1 matrix, L is an NxM matrix, and δB is an Mx1 ma-

trix. By using a least-squares algorithm, δB can be obtained and converted

into a speed-of-sound image.

One major oversight of this algorithm is that it assumes that the pulse

rays are straight, or in other words, it neglects refraction [69]. Because

speed-of-sound differences cause refraction, Li et al. amended their recon-

struction by adding to it a bent-ray algorithm [69]. This algorithm calculates

the TOF by solving the eikonal equation [69], using the bj value calculated

by the first algorithm and deconstructing it into its Cartesian components

(bx and by). The pulse can then be backprojected from receive element to

transmit element with respect to speed of sound inhomogeneities. This is

done by implementing Klimes’ grid travel-time tracing technique [53]. For

each grid element, a directional vector G = −(bx, by) is used to trace the
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pulse’s path through the element. At the boundary of the grid element, this

direction vector is updated. This is repeated until the path hits a transmit

element. By iterating between these two algorithms, a speed-of-sound image

can be created that includes refraction.

Attenuation information can be obtained using a similar approach. In-

stead of TOFs, however, the change complex energy of the pulses is used.

This change is between the energy of the pulse travelling through water

(EW ) and the same energy through the imaging target (ER). These ener-

gies can be used to calculate the effective attenuation (relative to water) [69].

The calculation of these three terms can be seen in Equation 2.8 and 2.9.

EW =

∫ t2

t1

|W (t)|2dt

ER =

∫ t2

t1

|R(t)|2dt
(2.8)

C =

∫
ray

a0dl = log10(
EW
ER

)/fn (2.9)

where W (t) and R(t) and the enveloped pulses for water and the target

respectively, t1 and t2 are the times where the pulse snippet begins and

ends, fn is the Nyquist frequency of the system, and a0 is the attenuation at

each point on the ray’s path. Equation 2.9 can be converted into a familiar

equation [23,69]:

Ci =

M∑
j=1

li,ja0,j (2.10)

which can be used to calculate a0,j and then form an attenuation image

using the same methods as described previously.

Duric et al. implemented these reconstruction algorithms, along with

reflection-mode algorithms mentioned in the previous section, with a ul-

trasound tomography system consisting of a 256 element, 360◦ ring trans-

ducer [23]. This set-up has been used clinically for breast cancer imaging
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research, able to clearly visualize legions in the breast due to the increased

sound speeds within the legions [69,90], as seen in Figure 2.4.

Wave-based Reconstruction

Ray-based reconstruction techniques are robust, rapid, and relatively easy

to implement [96]. This is, in part, due to certain assumptions that must be

made, such to avoid the effects of diffraction, guided-waves, and other acous-

tic modes caused by heterogeneities in the imaging plane [96]. Waveform-

based reconstructions, that use complex acoustic wave models to iteratively

compare simulated solutions to measured ones, can fully account for any

heterogeneities included in the specific model used. The trade-off, of course,

is that as the complexity of the model increases, the computational power

must also increase, slowing down reconstruction times drastically [91].

Pratt et al., using the CURE system previously discussed, were able to

reconstruct breast phantom images with waveform-based algorithms, high-

lighting improvements of resolution compared with the ray-based algorithms

mentioned previously [96]. To improve reconstruction times, Li et al. im-

plemented GPU-based algorithms, finding an increase of speed of about

2.5x [70]. Ozmen et al. compared a few different waveform reconstruc-

tion algorithms with a ray-based algorithm on simulated breast data. Their

algorithms included those based on Born inversion (both using a filtered

backprojection approach and a conjugate gradient scheme), and contrast

source inversion and compared the resulting speed-of-sound images [91].

Multi-band Reconstruction

Ultrasound attenuation in tissue is frequency-dependent. This dependency

is characteristic of the attenuating material. Therefore, measurements of

attenuation and different frequencies may be utilized for tissue differentia-

tion. As shown previously, ultrasound tomography can be used to measure

attention. With this in mind, Kim et al. developed an ultrasound tomog-

raphy system that measures attenuation at multiple frequencies in hopes

of powerful and specific tissue differentiation [48]. This system consists of
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Figure 2.5: A comparison of two sound speed reconstruction algorithms in
simulations. (A) true model, (b) waveform tomography, (c) ray-based, (d)
b-a residual image. Reprint with permission from [70]

two linear bands of elements facing toward each other, attached to stages

that can move them around the centre and up and down. Therefore, the

position of each element can be described using its elevational position (z),

its angular position (θ) and its azimuthal position along each linear array

(x). Only transmission data is obtained for their experiments.

Their reconstruction method relies on the fact that frequency-dependent

attenuation for one voxel can be described as the ratio between the frequency

spectrum that enters a voxel and the forward-propagating frequency that

leaves the voxel [51]. This ratio can be described as an attenuation transfer

function specific to each voxel. When an ultrasound pulse travels through

a collection of voxels, its total transfer function can be understood as the

product of the transfer functions for each individual voxel. Therefore, the
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total attenuation (At(f)) along this path can be described as [51]:

At(f) = log
∣∣∣Yt(f)

Yr(f)

∣∣∣ (2.11)

where Yt(f) and Yr(f) are the frequency-domain of the transmitted and

received pulses, respectively. Yt(f) is difficult to measure, thus Kim et al.

normalized Equation 2.12 by subtracting from it the total attenuation of a

water-only measurement (Aw(f)) (i.e., data collected without a target inside

the imaging cavity). Therefore, their final frequency-dependent attenuation

measurement A(f) for a transmit/receive pair for position (x,θ,z) is [51]:

A(x, θ, z, f) = At(x, θ, z, f)−Aw(f)

= log
∣∣∣ Yt(f)

Yr(x, θ, z, f)

∣∣∣− log
∣∣∣ Yt(f)

Yw(f)

∣∣∣
= − log

∣∣∣Yr(x, θ, z, f)

Yw(f)

∣∣∣
(2.12)

This ultrasound tomography set-up is analogous to that of a CT set-

up (where x-rays are transmitted through a target, received on the other

size, and both transmit and receive elements are rotated around the target),

except that CT only uses one frequency. The same reconstruction algorithm

(filtered backprojection, based on inverting the Radon transform function)

can thus be used to create a final image for each frequency considered,

providing multispectral frequency information for each pixel in the image

[48,51].

This system uses an 8 MHz centre frequency with a 50% fractional band-

width, however Kim et al. have observed adequate SNR from signals with

frequencies of 25 MHz (specifically, an SNR of 39 dB at 25 MHz). There-

fore, for image formation, they utilized measured attenuation coefficients at

frequencies from 6.25 MHz to 25 MHz [48].

With the knowledge of specific tissue attenuation characteristics, this

system has been shown to be able to differentiate between different anatom-

ical structures, such as renal calyces and blood vessels in a sheep kidney
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phantom [48]. Zografos et al. were also able to identify small (< 15mm)

legions in the human breast [141,142].

2.4 Ultrasound Anisotropy

Anisotropic scattering of ultrasound can be understood as such: the scat-

tered signal strength is dependent on the angle created between the transmit

element, receive element, and the target. This can be caused by many dif-

ferent parameters, including the geometry, size, structural components and

material components of the scatterer. For most conventional ultrasound

imaging, scattering is assumed to be isotropic, however anisotropy may pro-

vide new, useful clinical information [117].

One source of anisotropy in ultrasound measurements is caused by high-

scattering fibres within tissue [92]. Ultrasound will maximally scatter at

orthogonal angles relative to the fibre, and will minimally scatter when

the ultrasound wave travels along the fibre. Assessment of this architec-

ture may be useful for measuring the progression of myocardial disease [92],

and in measuring changes in the extracellular matrix form around aggre-

sive tumours [75,86]. In Chapter 5, we introduce an ultrasound tomography

based anistoropic visualization system capable of detecting fibre orientations

within phantoms.

Another source of anisotropy is caused by a difference in density be-

tween the scatterer and its surrounding medium. Intuitively, this can be

understood thusly: When an flat ultrasound wave hits a dense scatterer,

the scatterer will move back and forth in the direction of the wave. Thus,

the resulting scattering wave will have the highest intensity along this axis,

and the lowest intensity orthogonal to this axis. This can be compared to

the signal caused by a difference in compressibility. An ultrasound wave

will cause a compressible scatterer to shrink and expand. This will result in

scatter that has equal intensity in all directions.

Mathematically, this can be described using ultrasound scattering the-

ory [18]. Let us define a compressible sphere with radius a, compressibility

κt and density ρt that is suspended in a ultrasound medium with compress-
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ibility κ0 and density ρ0 at position r away from the tranmitting transducer.

The transmitted ultrasound pulse will have a wavelength λ and an initial

pressure p0. For a scatterer that is adequately small (a� λ) and far enough

away (r � λ), the resulting pressure change due to scattering (ps) can be

described as:

ps(r, θ) ≈ pime−jkr
k2a3

3r

{κv − κ0

κ0
+

3(ρv − ρ0)

2ρv + ρ0
cos(θ)

}
(2.13)

where pim is the pressure of the transmitted pulse, k is the wavenumber

of the pulse, and θ is the angle of the scattered pulse relative to the trans-

mitted pulse axis. From Equation 2.13, it can be seen that a scatterer’s

signal is compromised of two terms: one relating to the compressibility dif-

ference and one related to the density difference. The compressibility term

is independent of θ, and thus emits isotropic scattering. This term can be

labeled as the monopole term. The density term is a function of θ, and thus

emits anisotropic scattering. This term can be labeled as the dipole term

due to the cosine weighting.

By exploiting monopole and dipole scattering for ultrasound scatterers,

images that differentiate between dense and compressible scatterers can be

created [117], discussed in depth in Chapter 6. This may be useful for

enhanced breast microcalficitaion imaging [117]. Microcalcifications in the

breast are one of the earliest signs of breast cancer [84]. The shape, size, and

pattern of microcalcifications in the breast can be used to determine their

malignancy. Typically, x-ray mammography is used to image microcalcifi-

cations. This modality, however, relies on ionizing radiation. Due to the

nonionizing nature of ultrasound, the use of ultrasound for this detection

has been investigated [3, 35, 42, 43], however differentiating microcalcifica-

tions from the noisy background echo texture is difficult. Due to the high

density of microcalcifications with respect to breast tissue, anisotropic vi-

sualization may provide a useful adjunct for ultrasound microcalcification

imaging. In Chapter 6, we present novel reconstruction techniques applied

to an ultrasound tomography system that exploits Equation 2.13 to decouple
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compressibility and density components of scatterers.
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Chapter 3

Blanket Illumination vs

Scanned-Mosaicking Imaging

Schemes for Wide-Area

Photoacoustic Tomography

3.1 Introduction

Photoacoustic imaging is an emerging biomedical imaging modality that

combines the spatial resolution of ultrasound with sensitivity to optical ab-

sorption fundamental to optical imaging systems [124,130,136]. Photoacous-

tic imaging relies on a photothermal mechanism [122, 136], where optically

absorbing objects expand and contract when they absorb light. This mecha-

nism is produced by a pulsed laser illuminating chormophores, which expand

and contract, sending ultasonic waves through their respective media. These

ultrasonic waves can be measured using ultrasonic transducers, and can be

reconstructed into images. Photoacoustic tomography (PAT) is a photoa-

coustic technique similar to x-ray computer tomography, where image slices

can be re-created from data collected by transducer elements that circle the

imaged object [129, 136] This technique has recently been used for breast
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Figure 3.1: Comparing the diffused laser beam technique (left) with the
scanned-mosaicked beam technique (right) for a ring transducer.

imaging [58,59], with applications for breast cancer detection.

Kruger et al. image the breast by diffusing a single pulsed shot from a

laser over the entire area (blanket illumination), and reconstruct the tomo-

graphic image using a circular transducer [59]. Because of the limited power

of these pulsed lasers, combined with the relatively large imaging area, the

fluence (or energy of pulse per unit area) is much lower than what is permit-

ted. This fluence limit is defined by the maximum permissible exposure of

light and deliniated by ANSI. Because fluence is directly related to signal,

using a fluence much lower than the ANSI limit does not utilize the highest

signal to noise ratio (SNR) available by the system.

We demonstrate a scanned approach, creating images with a small-area

beam that has a fluence that can reach the ANSI limit. Because of this,

these images will have a much higher SNR than the diffused beam. The

small beam will then be scanned across a wide area, creating high-SNR im-

age patches, which will be mosiacked together to create the final image. A

comparison between the two light delivery techniques can be seen in Fig-
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ure 3.1. This scanned mosaic (SM) light delivery technique will utilize the

maximum fluence allowable by any system, and theoretically should be able

to create the high SNR images faster than averaging the diffused-beam in-

formation. We first develop the theoretical background for this work, and

then simulate the fluence gain for different spot sizes and depths in a scat-

tering medium using the Monte Carlo method. Finally, we will image a

tissue-mimicking phantom using both methods and measure the SNR gain.

3.2 Theory

Photoacoustic signals are created from thermo-elastic expansion of chro-

mophores due to absorption of light. The pressure caused by this thermo-

elastic expansion can be understood as [129,136]

p(r) = Γ(r)µa(r)Φ(r) (3.1)

where p is the initial pressure, Γ is the Grüeneisen parameter (which

converts energy to pressure), µa is the absorption coefficient, and Φ is the

fluence of the beam. For tomographic images, the response measured from

each transducer is back-projected cyclically (due to the circular propagation

of the ultrasonic waves) [129]. By backprojecting the signals from trans-

ducers that circle the object, an image of the object will be formed [129].

From equation 3.1, it is clear that the initial pressure image intensity is di-

rectly proportional to the fluence Φ. Thus, by increasing the fluence, one

can increase the signal measured, and thus increase the SNR of the image.

Previously whole-breast tomography systems have used lasers with non-

tunable wavelengths using pulse-energies of at most 200-300 mJ spread over

the whole breast (>100 cm2). Tunable laseres might give at most 100

mJ/pulse, with an average of ∼ 1 mJ/cm2 surface fluence. The ANSI limit,

however, is 20 mJ/cm2 for visible light, and up to 100 mJ/cm2 for near

infrared (NIR) light, which is 20-100x higher than what is being used cur-

rently. By using smaller (and variable) laser spot areas, reaching the ANSI

limit is possible with any system, and thus one can utilize the highest SNR
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Figure 3.2: Fluence distribution for pencil beam with radii 0.01 cm (left),
0.5 cm (centre), and 2.5 (right).

available from any PAT system for any wide-area application.

Near the surface of tissue, we can characterize the SNR increase by

focusing on the proportional relationship between photoacoustic signal (or

initial pressure) and the fluence. For this paper, we calculate SNR as the

ratio between the maximum signal produced and the standard deviation of

background noise. First, let us define SNRD as the SNR achieved using

one diffused laser shot over an area. If we were to split the area into N

sections and illuminate each section with its own laser shot, the fluence near

the surface of the tissue will increase by N, thus the SNR for this will be

N×SNRD. Another way to increase the image’s SNR is through averaging.

To match this SNR increase, however, N2 averages would have to be done.

This is due to a signal increase of N times for N averages, and, respectively, a

noise increasing of
√
N , thus causing an overall increase of

√
N . This shows

that, although SM imaging necessitates more laser shots (and images) to

create the final image, the SNR improvement using this method will be as

much as
√
N times higher than averaging the same amount of diffused-light

images.

3.3 Simulations

Although the previous example was encouraging, it ignored the scattering

effects of turbid media that become important as we image deeper into

tissue. To measure this effect, we used simulations based off of Monte Carlo
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Figure 3.3: Monte-Carlo results for signal gain measured as a ratio between
a small spot size vs a large spot size (2.5 cm radius). Values were measured
at the edge of the small spot radius (left) and at the centre of both spot
radii (right) at different depths. The dashed line denotes when the gain of
the small spot size is larger than that of the large spot size

methods for photon transport [121] to measure the fluence increase as a

function of spot size and depth.

For the simulations, we use an absorption coefficient of 0.1 cm−1, a

scattering coefficient of 100 cm−1, and an anisotropy factor of 0.9. The

results can be seen in Figure 3.3.

As expected, increasing depth decreased the ratio between fluences for

beam spots with small and large radii. Another thing to note is the maxi-

mum spot-size for fluence gain. After this maximum , decreasing the spot

size has a negative effect. Although the fluence of the beam would continue

to increase, the beam area would become too small to penetrate deeply into

the tissue, and thus any SNR improvement would be lost. This can be seen

in Figure 3.2, where a spot radius 50× smaller than 0.5cm displays a similar

fluence distribution.
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Figure 3.4: Schematic of experiment.

Table 3.1: Imasonic Ring Transducer specifications

Number of Elements 256 Elevational Acoustic Focus 37 mm

Radius of Curvature 40 mm Element Pitch 0.7 mm

Centre Frequency 5 MHz Kerf 0.1 mm

Fractional Bandwidth 56 Elemental Width 10 mm

3.4 Experimental Results

3.4.1 Methods and Materials

We used a 256-element, 256◦ Imasonic ring transducer (specifications can

be seen in Table 3.1 in conjunction with a Verasonics 128-channel multiplex

acquisition system. A 532 nm pump laser was used with an average energy

of 18 mJ. A removable diffu-ser was used to diffuse the beam across a 5

cm diameter imaging area. The scanned mosaic beam was also measured

to have a diameter of 1 cm. The scattering phantom (10% w/w gelatin,

1% w/w intralipid) was imaged. A 2 mm long hair was inserted 0.5 cm
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Figure 3.5: Image of transducer in use.

deep into the phantom perpendicular to the ring transducer face. A water

bath was used as an ultrasound coupling medium. The phantom was moved

to nine positions, gathering information from the diffused and SM imaging

techniques. The resulting images were reconstructed using a filtered back-

projection algorithm [120] in MATLAB.

3.4.2 Experimental Results

We measured an SNR gain of 2.9x between the scanned mosaicked and

diffused beam. The results can be seen in Figure 3.6. This result agrees

with our Monte Carlo simulations. We also measured the SNR difference

between SM and diffuse beams for different depths, as seen in Figure 3.7.

Finally, the SNR for a diffuse beam was measured as a function of the

number of averages, and can be seen in Figure 3.8. It can be seen that

SNR increase due to averaging cannot compete with SM imaging if using

the same amount of averages as there are SM beams.
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Figure 3.6: Hair phantom images with a diffuse beam (left) and SM beam
(right).

3.5 Conclusion

We were able to verify SNR improvement in images using the SM light

delivery technique, both in simulation and experimentally. This technique

will increase the scalability for wide-area PAT from any laser system utilized,

maximizing SNR without averaging.
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Figure 3.7: SNR comparison for diffused and SM beam at two depths.

Figure 3.8: SNR for diffused beam with respect to the amount of averaging.
This is compared to the unaveraged SM beam.
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Chapter 4

S-sequence Enhanced

Synthetic Aperture

Ultrasound Scattering

Tomography

4.1 Introduction

Photoacoustic Tomography (PAT) is an emerging hybrid imaging modality

which provides optical absorption contrast with scalable ultrasonic spatial

resolution [122, 124, 136]. Combined ultrasound and photoacoustic imaging

is attractive as ultrasound provides structural context to the functional and

molecular information provided by photoacoustic images [49,54,82,87]. PAT

has been implemented in many form factors, including linear arrays [31,133],

ring-transducer arrays [14, 30, 101, 127], and bowl-shaped detector geome-

tries [57,65]. Ring and bowl-shaped array geometries mitigate limited view

artifacts associated with linear arrays. Despite many previous works regard-

ing ultrasound transmission and reflection tomography [12,22,70,80,98,103]

and photoacoustic tomography [14,38,60,97,101,124,129], a combined sys-

tem which achieves the ultrasonic diffraction limit has yet to be presented.
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The goal of this paper is to introduce such a system and present an aper-

ture encoding scheme to improve the signal-to-noise ratio of the ultrasound

tomography images and automatically co-register with PAT images.

Recently high-frequency ultrasound-photoacoustic imaging systems have

seen commercialization [79, 85]. Lateral and axial resolutions of 30µm for

30-70 MHz transducers (with center frequencies around 50 MHz) provide

detailed structural views for pre-clinical imaging applications [1,64]. Tissue

penetration, however, becomes much more challenging at higher frequen-

cies. Photoacoustic-Ultrasound tomography with ring arrays has recently

been introduced and promises isotropic in-plane resolution with a theoret-

ical resolution limit of ∼150 µm for a 5 MHz array. This resolution is

comparable to high-frequency array systems but enables deeper penetration

and potentially higher sensitivity to large objects as photoacoustic signal

frequency content is related to absorber size.

In the past few years, Merčep et al. have developed a reflection-mode,

photoacoustic-ultrasound tomographic system using the synthetic transmit

aperture (STA) technique with a 2-D, limited-view ring array [79,80]. They

utilized incoherent image compounding to boost their SNR, however this

reduced the theoretical resolution of their system to 2x that dictated by the

diffraction limit [80].

We introduce a photoacoustic-ultrasound tomography system which uses

coherent, rather than incoherent, synthetic aperture compounding to meet

the theoretical half-wavelength diffraction limit for ultrasound. Gemmeke

and Ruiter [32] implemented such coherent STA reconstruction but did not

implement photoacoustic tomography. One cost of the synthetic aperture

approach, also seen in [32], is the limited signal-to-noise (SNR) ratio asso-

ciated with transmitting on only one element at a time. To overcome this

SNR challenge, we implement an S-Sequence aperture encoding technique

previously introduced for linear arrays [39]. This technique will allow us to

boost our SNR by log10(M + 1)−1.5dB [139] without degrading our spatial

resolution. In this paper, we will describe the theory and implementation of

S-Sequence encoding and confirm that it will not affect the resolution of our

system. Then, we will measure SNR improvement in ultrasound scattering
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Figure 4.1: Schematic of UST and PAT system.

tomography (UST) using simple targets and tissue-mimicking phantoms.

Finally, a composite PA-UST image will be presented.

4.2 Theory: S-Sequence Encoding

Spatial encoding for ultrasound arrays involve applying a weighting mask

wij on each transmitting element j for each transmit event i. After this

weighting is applied for one transmit event, the observed signal pik(t) can be

described as:


pi1(t)

pi2(t)
...

piN (t)

 =


e11(t) e12(t) · · · e1N (t)

e21(t) e22(t) · · · e2N (t)
...

...
. . .

...

eN1(t) eN2(t) · · · eNN (t)



wi1
wi2
...

wiN

+


n1(t)

n2(t)
...

nN (t)

 (4.1)

where ekj(t) is defined as the received signal of element k from pulsing

transmit element j, and nik(t) is zero-mean additive noise. For M transmit

events, this matrix can be expanded to:
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
p1

1(t) p2
1(t) · · · pM1 (t)

p1
2(t) p2

2(t) · · · pM2 (t)
...

...
. . .

...

p1
N (t) p2

N (t) · · · pMN (t)

 =


e11(t) e12(t) · · · e1N (t)

e21(t) e22(t) · · · e2N (t)
...

...
. . .

...

eN1(t) eN2(t) · · · eNN (t)



w1

1 w2
1 · · · wM1

w1
2 w2

2 · · · wM2
...

...
. . .

...

w1
N w2

N · · · wMN



+


n1

1(t) n2
1(t) · · · nM1 (t)

n1
2(t) n2

2(t) · · · nM2 (t)
...

...
. . .

...

n1
N (t) n2

N (t) · · · nMN (t)


This can be written in matrix form:

P(t) = E(t)W + n(t) (4.2)

In this context, STA imaging could be achieved if W was equal to an

identity matrix, in other words P(t) = E(t). Thus, when using a more

complex weighting matrix, STA image data can be recovered by calculating

Ê = P(t)W−1. By choosing a W that uses transmits on more than one

element per transmit event, the SNR can be increased by increasing the

total energy per event. Consequently, for spatial encoding, it is important

to use a W that maximizes SNR improvement while minimizing error due

to inversion. Suitable inversion error can be determined by fiepnding a

weighting matrix with ε
σ2 = tr[W−1(W−1)T] that is as small as possible,

where σ2 is the variance of the noise and ε = 〈(Ê − E)(Ê − E)T〉 and

Ê = P(t)W−1 is the recovered signal [139].

A popular weighting fitting this description is the Hadamard matrix

[139]. For an M ×M Hadamard matrix H2N (where M = 2N ), ε
σ2 = M +1,

which is acceptable [139]. It can be easily calculated using the Sylvester
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construction technique, and easily inverted, where H−1
2N

= 1
2N

H2N [139].

The resulting noiseless SNR gain can be calculated as 10 log10(M) (due to

the fact that M times more transmit pulses are used per transmit event). The

elements within this matrix are equal to either -1 or 1, thus it is dependent

on the creation of a pulse that is an exact inverted copy of a positive pulse.

In practice, this is difficult, for any inconsistencies between the inverted

and positive pulses will severely degrade the efficacy of the inversion [139].

Therefore, we seek a weighting matrix that avoids the necessity of inverted

pulses.

In this paper, we propose to use an S-matrix, a matrix derived from

the Hadamard matrix made up of 1’s and 0’s. S-matrices (S2N−1) of order

M = 2N − 1 are constructed by removing the first row and column of a

Hadamard matrix H2N , and replaces instances of 1’s by 0 and instances of -

1’s by 1. Although this removes the necessity of inverted pulses, the non-zero

elements per transmit event are halved. This will reduce the theoretical SNR

improvement to 10 log10(M+1)−1.5dB, only 1.5dB less than the Hadamard.

Regardless, the S-matrix inversion condition is ε
σ2 = [2−2/(M +1)]2, which

is acceptable. It can also be easily inverted: S−1
2N−1

= 1
2N

2ST
2N−1 − J, where

J is an appropriately sized matrix of ones.

Because the S-matrix avoids the difficulty of implementing inverted pulses

with negligible SNR decrease, we opt to use this weighting matrix for our

spatial encoding, which will heretofore be referred to as S-Sequence spatial

encoding. This was applied by Harrison et al. for linear array imaging [39],

but we illustrate its utility for improving SNR for UST.

4.3 Methods and Materials

A 5 MHz, 256-element, 256o ring array was used for our experiments (Ima-

sonic SAS, France). Each element had a pitch of 0.7mm, an inter-element

spacing of 0.1mm and a height of 10mm. The bandwidth of this array

was 55%, and toroidal elevation focusing has been applied. The elements

themselves have been impedance matched to water. A Verasonics VDAS

I ultrasound acquisition system (Verasonics Inc. Redmon, WA) was used
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in conjunction with this transducer. This system can transmit on 256 ele-

ments, and receive on 128. We used a sampling rate of 20 MHz. The raw

data collected was post-processed using MATLAB (The MathWorks Inc.,

Natick, MA). For the PA images, a 532 nm, 10 Hz laser was used (Sure-

lite Continuum III). Light was delivered through a ten-legged fibre bundle

(CeramOptec) situated around the transducer to produce a thin strip of

illumination on the target. The laser fluence used in our experiments was

set to 20mJ/cm2. The set-up schematic can be seen in Fig. 4.1.

To implementing S-Sequence spatial encoding, the rows of the S-matrix

were used as an apodization function for the transmit elements. The re-

sulting received signal is then decoded by multiplying it with the inverted

S-matrix, recovering our STA image data. Due to issues caused by crosstalk

between elements, only 63 elements were used for transmission, utilizing ev-

ery fourth element in the array. Acquisition of data achieved a speed of

∼ 150frames/s for both STA and S-Sequence methods when using 64 ele-

ments. For 50x averaging, acquisition of data reduced to 1frame/sec. Thus,

this amount of averaging can be done within a breath hold. Averaging was

done before coherent compounding, but could also be done after, which may

offer improved robustness to motion; a point that needs to be researched in

the future. Data was transferred then decoded and reconstructed offline.

An addition of parallel computing schemes and implementation of graphical

processing units could allow real-time reconstruction rates, however this is

left to future work [12,56].

To reconstruct UST images, we implemented a delay-and-sum technique:

distances were calculated from a receive element to the chosen pixel, and

back to the transmitting element. Assuming a constant speed-of-sound,

these distances were converted to time delays, allowing the appropriate sig-

nal information to be back-propagated to the respective pixel. The unscat-

tered transmitted ultrasound signals, which propagate directly through the

object, were removed from the received signal before back-propagation. The

signal was then corrected for signal losses due to distance. Appropriate time

gain compensation was then applied. This was repeated for each receive el-

ement, and then for each transmit event. As the reconstruction will contain
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both positive and negative signals, we chose to take the magnitude of the

reconstructed image for display.

A universal back-projection reconstruction algorithm was implemented

[129] for photoacoustic image reconstruction. For the photoacoustic-ultrasound

combined images, all 256 elements were used for receiving signals for both

modalities. The Verasonics VDAS I system allows for 128-receive elements

per acquisition, thus two laser pulses are necessary to receive data from

256-elements.

This PA-UST set up is similar to Merčep et al. [79,80], however the recon-

struction techniques differ. For UST, we both implemented delay-and-sum

techniques, however as stated previously, Merčep et al. utilized incoherent

spatial-compounding, whereas we implemented S-Sequence encoding with

coherent summation. For PAT, Merčep et al. used model-based inversion,

which usually includes a deconvolution step that improves resolution. We

used universal back-projection but did not include a deconvolution step.

4.4 Results

4.4.1 Resolution

UST Resolution

To characterize spatial resolution, an aluminum wire target (diameter =

12.5µm, Secon Metals) was suspended in water, orthogonal to the imaging

plane. Both STA and S-Sequence UST data were collected. Resolution was

calculated by taking full width at half maximum (FWHM) of the wire targets

at six different angles around the target. The wire was placed in seven

different places within the imaging field. Close to the center, the resolution

was calculated to be 100 ± 36µm for STA and 119 ± 37µm for S-Sequence

imaging. As the wire moved from the center, the FWHM’s increased. The

average FWHM throughout the plane, however, was measured to be 138±
48µm for STA and 139 ± 44µm for S-Sequence, still comparable to the

theoretical half-wavelength diffraction limit of our system, which is 150µm.

To show the improvement over B-mode images, we compared the reso-
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Figure 4.2: FWHM’s of STA- and S-Sequence wire targets from both UST
and B-Mode Linear Imaging. Scale bar is equal to 0.5 mm.

lution of our system to a 5 MHz, 128 element linear transducer (ATL L7-4,

Broadsound Corporation) using both STA- and S-Sequence based imaging

techniques on the same wire set-up. It can be seen in Fig 5.3 that B-mode

image lateral resolution was about 2x larger than what we were able to

achieve with UST, both when using STA and S-Sequence techniques.

While our UST resolutionsdoes not quite compare to the high-frequency

linear array counterparts (where they are able to achieve resolutions of 30µm

for a 50 MHz center frequency linear transducer), their penetration depth

is limited owing to the high frequency attenuation. Our system, in con-

trast, easily images through a 5-cm tissue mimicking phantom achieving

resolutions < 150µm.

We calculated our out-of-plane resolution by imaging a small needle low-

ered into the field-of-view of our system. An edge spread function was then

formed, with which we calculated the out-of-plane FWHM by taking the
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Figure 4.3: PAT resolution cross-sections with their respective point spread
functions. Scale bar is equal to 0.25 mm

10% − 90% edge response. We found this to be equal to 1.69mm, which is

comparable to the predicted value of 1.6mm (calculated as (1.4)(f#)(λ) =

(1.4)(3.7)(0.3mm)).

PAT Resolution

PAT imaging resolution near the center of the imaging system was reported

as 180±32µm, comparable to a commercial counterpart [80]. FWHM’s and

an image of the wire target can be seen in Fig. 4.3. As with UST, PAT

resolution degraded as the wire was placed farther away from the center of

the transducer, with an average resolution of 189± 63µm.

4.4.2 SNR improvement

To evaluate imaging performance of the UST system with STA and S-

Sequence methods, three wires (diameter 400µm) were place within a water

bath normal to the transducer’s imaging plane. These wire target images can

be seen in Fig. 4.5. SNR was calculated as SNR = 20 log10(Smax/σnoise)

where Smax is the maximum reconstructed signal amplitude of the wires and
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Figure 4.4: Noise kernels (blue) and CNR kernels (red) used for SNR and
CNR calculation for wire experiment (left) and phantom experiment (right).
Scale bar is eqaul to 5mm (left) and 10mm (right).

Figure 4.5: STA-UST (left) and S-Sequence UST (right) on wire targets,
with a dynamic range of 50 dB for both images. Scale bar equal to 5 mm

σnoise is the standard deviation of the reconstructed noise. We used four

noise kernels for SNR calculation, whose placement can be seen in Fig. 4.4.

We were able to measure SNR as 43.6 ± 1.1dB for STA and 53.2 ± 1.3dB

for S-Sequence, equalling an increase of 9.6± 1dB.

SNR improvement was also tested on issue mimicking phantoms. The

phantoms consisted of three wires (diameter 400µm) placed within a small,

10% (w/w) cornstarch, 10% (w/w) gelatin phantom (diameter 3cm) that

was placed at the center of the ring array. Clear gelatin was placed between

this phantom and the ring array in order to ensure a more constant speed

of sound. Salt water with a ∼ 50g/L salinity could also enable this speed

of sound matching [10, 52, 67]. STA-imaging and S-Sequence imaging were

performed, both averaged 50x. We utilized four noise kernels and three CNR

kernels, which can be seen in Fig. 4.4. Resulting images are shown with a
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Figure 4.6: Ultrasound Tomographic images of wire phantom using (left)
STA reconstruction and (right) S-Sequence reconstruction with a dynamic
range of 50 dB forboth images. Scale bar is equal to 5mm.

Table 4.1: CNR of red kernels in Fig. 4.4

CNR Kernel STA S-Sequence Improvement

Top left −2.36± 0.7dB −0.99]± 0.5dB 1.4± 0.2dB

Bottom −1.86± 0.6dB 0.67± 0.3dB 2.5± 0.4dB

Right −2.4± 0.7dB 0.0± 0.4dB 2.4± 0.4dB

grey colormap in Figure 4.6.

For the phantom experiments, SNR was calculated as before. We were

able to measure SNR as 34 ± 1dB for STA and 45 ± 1dB for S-Sequence;

an SNR gain of 11.2 ± 0.3dB. We also calculated the contrast to noise

ratio of both phantom images, which can be calculated as: CNR = |µroi1−
µroi2|/

√
σ2
roi1 + σ2

roi2, with µroi1 signifying the mean inside of the phantom,

and µroi2 the outside. The measured CNR values for the CNR kernel’s seen

in Fig. 4.4 can be seen in Table 4.1.

For 63 transmitting elements, the theoretical SNR improvement is calcu-

lated to be 16.6dB. Similar to Harrison et al. [39], we were unable to achieve

the theoretical S-Sequence SNR-enhancement for both the wire targets and

the phantom experiment. This may be due to acoustic crosstalk (which we

verified when using all elements rather than only 64). It could also partly

be attributed to element-to-element pulse differences not accounted for by

the S-matrix decoding steps.
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Figure 4.7: Ultrasound (left), photoacoustic (right), and photoacous-
tic/ultrasound (centre) composite tomographic images of hair phantom. Red
colormap signifies photoacoustic data and greyscale colormap signifies ultra-
sound data. Scale bar equal to 5 mm.

4.4.3 PAUS Composite Imaging

A tissue-mimicking hair phantom (10%w/w gelatin, 10%w/w cornstarch)

was created for PAUS composite imaging using 532nm light. Previous re-

search has shown that cornstarch phantoms act as both an optical and ul-

trasound scatterer, with an optical scattering coefficient of µ′s = 9.2cm−1

[50, 138]. A water bath was used as a medium. A PA-US composite image

can be seen in Figure 5.5, with the photoacoustic data realized with the red

colormap, and the ultrasound image consisting of a log-scale grey colormap

with a dynamic range of 40dB. Both UST and PAT were averaged 50x (us-

ing 50 acquisitions for UST, and 100 pulses for PAT). It can be seen in Fig.

5.5 that the hairs are obfuscated by the scattering tissue in the UST image,

but can be clearly seen in the PAT image.

4.5 Conclusion

In conclusion, we were able to demonstrate the proficiency of S-Sequence

spatial encoding as a method to boost SNR for STA-based ultrasound to-

mography reconstructions. Fully-coherent STA ultrasound tomography, with

and without including the spatial encoding scheme, achieved resolutions that
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rivaled the theoretic diffraction limit. The combined ultrasound and pho-

toacoustic tomography system may enable new functional and molecular

imaging studies in preclinical arenas.
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Chapter 5

Ultrasound Scattering

Anisotropy Visualization

with Ultrasound

Tomography

5.1 Introduction

Ultrasound scattering can be characterized as either isotropic (where scatter-

ing signal is constant for any angle around a scatterer) or anisotropic (where

this signal is a function of the angle between the transmitted pulse and the

receiving angle). This anisotropy is caused by a few different parameters,

including geometry, size of the scatterer, the scatterer’s structural compo-

nents, and the contrast of its density and compressibility versus its surround-

ings [18]. For most ultrasound imaging modalities, the directionality of the

scattered signal is ignored during analysis, however this directionality may

provide new, useful clinical information [45,94,113,115]. A handful of stud-

ies have explored scattering anisotropy previously. These studies, however,

implemented very limited angle spans (ranging from 10o [37] total to 60o [45]

total), restraining the available anisotropic data uncovered. They also uti-
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lized single element [115] or linear array transducers [37, 45], which caused

the resulting images to have low lateral resolution and limited-view artefacts.

Finally, studies were forced to pair their transmit and receive pulse angle, so

that anisotropic scattering information from a specific transmit angle was

only acquired from one specific receive angle. The information obtained is

therefore restricted to a small percentage of the total anisotropic scattering

profile of an ultrasound scatterer. The goal of this paper is to showcase a

novel way of visualizing ultrasound scattering anisotropy by using a syn-

thetic transmit aperture (STA) ultrasound tomography (UST) system, an

ultrasound modality that has gathered a growing amount of interest in the

last few decades [24, 79, 99, 103]. Our system is capable of a 256o view

surrounding the target using a ring array, and can produce images with a

resolution comparable to the half-wavelength diffraction limit. Furthermore,

our system can be used to investigate scattering anisotropy and is sensitive

to the scattered field from targets interrogated with a sequence of transmit

angles independent of the receive-element angle. This will provide new, pre-

viously unattainable information such as anisotropic scatterer orientation at

high resolution.

Vogt et al. analyzed a range of angular A-scans from a single-element

transducer to differentiate scar tissue on skin, to visualize borders between

the dermis and subcutaneous fat, and to characterize atherosclerosis [115].

Anisotropy has also been visualized by fitting backscattered linear array

data onto a reflection model, albeit with limited-view artefacts [45]. Ijaz

et al. used the Phong reflection model to separate diffuse and specular

(or anisotropic) backscatter, and visualized the specular backscatter with

a vector field plot [45]. Both experiments used data collected for spatial

compounding purposes. Therefore, the span of angles collected (60o from

Vogt et al. and 30o from Ijaz et al. [45, 115]) was limited. Moreover, the

backscattered angle received by the transducers had to match the angle of

the transmitted pulse due to the fact that the transducer’s position was

fixed for each acquisition. While their systems were capable of measuring

structural anisotropy due to non-spherical scattering geometry, they were

unable to do this with diffract-limited spatial resolution, which is possible
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with our system. Additionally, inability to use different transmit and re-

ceive angles precluded measurement of scattering anisotropy from radially

symmetric scatterers [18,118], theoretically possible with our system.

Walker and McAllister investigated scattering anisotropy in order to de-

couple density and compressibility from radially symmetric scatterers [116].

By implementing a strategic transmit and receive apodization for a fixed

transducer array, scatter anisotropy information was estimated using D-

weighting, a method that involves taking the difference of an image acquired

at some scattering angle (other than backscatter) from the backscatter im-

age [116]. Although fixing the transducer simplifies the experimental set-up,

the angular span attained reached only 10o, severely limiting the scope of

the collected data [37]. Furthermore, while their approach can provide an

image weighting for non-isotropic scatterers, their approach was not able

to determine principal scatter orientation. Finally, this method was also

unable to reach resolutions that came close to the diffraction limit [37].

Finally, Kretzek et al. investigated anisotropy of targets with specular

reflections as a means to better increase the contrast of their 3D ultra-

sound tomographic images for breast evaluation [55]. By investigating the

reflected ultrasound wave from each voxel and determining which angle gave

the highest backscatter, they were able to use this information to increase

the contrast of their images by 32%. They further state hopes to use this

reflectivity information to characterize tissue in a novel way. Similar to Vogt

et al. and Ijaz et al., anisotropy was calculated by investigating the chang-

ing reflectivity of surfaces. Our approach, however, focuses on ultrasound

scattering anisotropy, including targets that are equal to or smaller than the

acoustic wavelength.

In this paper, anisotropic visualization using STA-UST was evaluated

by imaging phantoms comprised of iron filings aligned to a magnetic field.

The size of these filings range from 20 µm to 0.3 mm, and are of random

shape. This is equal to and smaller than our ultrasound wavelength (which

is ∼ 300µm for a 5 MHz centre frequency). By measuring the scattering

anisotropy through observing the ultrasound response of the iron filings for

different transmit angles, we propose our reconstruction method can be used
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to determine the directional orientation of these filing. We also extended

this approach to visualize the direction of ”wire tract” within a phantom.

We are able to do this with near-diffraction limited performance and with

an angular range of 256o, unlike previous methods.

5.2 Methods and Materials

A 5 MHz, 256-element, 256o ring array was used for our experiments (Ima-

sonic SAS, France). Each element had a pitch of 0.7mm, an inter-element

spacing of 0.1mm and a height of 10mm. The bandwidth of this array

is 55%, and toroidal elevation focusing has been applied. The elements

themselves have been impedance matched to water. A Verasonics VDAS I

ultrasound acquisition system (Verasonics Inc., Redmon, WA) was used in

conjunction with this transducer. The raw data collected was post-processed

using MATLAB (The MathWorks Inc., Natick, MA).

UST images were reconstructed using an STA delay-and-sum reconstruc-

tion approach [32, 80]. One element transmits an ultrasound pulse that is

received by all elements. This is repeated until all elements have transmit-

ted once, producing backscatter information for each receive element with

respect to each transmit element. To reconstruct a scattering image for one

transmit event, received signals are time-reversed through the imaging plane

and corrected for distance attenuation. These images are then coherently

summed over all transmit events to produce the final UST image. This al-

lows for transmit and receive focusing, producing approximately isotropic

resolutions comparable to the acoustic diffraction limit of the system. Ac-

quisition of data achieved a speed of ∼ 40frames/s. Data was transferred

and reconstructed offline. With the addition of parallel computing schemes

and implementation of graphical processing units, real-time reconstruction

rates may be possible, although this is left to future work [12,56].

To estimate scattering anisotropy, we evaluated angular dependence of

reconstructed signals for each pixel as a function of incident transmit an-

gle. The maximum scattering intensity associated with an incident transmit

angle was used to determine the principal scattering angle for each pixel,
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similar to the method done in [55]. A 4x4 median filter was then applied to

the 2D map of the resulting angles associated with each principal scattering

direction. After this, the filtered scattering angle map was used to delin-

eate the direction of arrows in a vector field. The length of each arrow was

determined by the difference between the maximum and the mean of the

signal. Vector field images were created by using the quiver plot function in

MATLAB.

This method provides an arrow for each pixel in the image, however

to display this many arrows makes visualization challenging. Thus, noisy

arrows from the gelatin background were removed by thresholding the vector

field plot image with respect to final UST image intensity. Theoretically,

magnetically-aligned iron filings will give the strongest backscatter when

the transmitted wave is orthogonal to the direction of the filings. Thus,

by rotating the direction of each arrow by 90o, the direction of the arrows

should coincide with the direction of the iron filings, which should match

the direction of the magnetic field lines. Fig. 5.1 displays a plot of intensity

with respect to transmit angle for the iron filing experiment described below.

The transmit angle for the x-axis was determined arbitrarily, however what

is important to note is that for intensity measurements 90◦ away from the

transmit angle corresponding to the maximum intensity (for our case, 180◦,

pictured as the 1st inlet in Fig. 5.1), we measure very low signals (pictured

as the 2nd inlet in Fig. 5.1). This maximum signal was measured when the

transmit angle was perpendicular to the fibre orientation.

It is also important to note that our methods are trying to approximate

a three-dimensional problem within a two-dimensional scope. The follow-

ing experiments limit the dimensionality into a plane (where all ultrasound

targets scatter anisotropically within the 2D plane of our transducer) to

maximize our results. Future work will be done to extend this method into

three dimensions.
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Figure 5.1: (Left) A plot of intensity with respect to transmit angle for a
pixel in the iron filing experiment described below, seein in Fig 5.5. (Right)
Images of the aformentioned pixel at two angles with a 90o difference. Length
bars are 0.5 mm long.

5.3 Results

5.3.1 Resolution

To characterize spatial resolution, an aluminum wire target (diameter =

12.5µm, Secon Metals) was suspended in water, orthogonal to the imaging

plane. Resolution was calculated by taking the mean full-width at half-

maximums (FWHMs) of point spread functions from six different angles

around the wire image. To investigate the potential shift-variance of the

point spread functions, we quantified resolution of wire targets located at

various positions within the transducer’s field-of-view, as seen in Fig. 5.2.

The corresponding FWHMs for each wire can be seen in Table 5.1. Near the

centre, we were able to achieve a resolution of 100± 36µm, but as the wire

came closer to the edges, the FWHM increased. On average, resolution was

measured as 138 ± 48µm, which closely compares to the theoretical half-

wavelength resolution of ∼ 150µm. Because we are using a limited-view

ring transducer with elements that have a large area, resolution does vary

within the imaging field-of-view. Model-based inversion approaches have

been investigated to mitigate these problems in previous work [15, 71, 112]

which could be applied in our future efforts.
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Figure 5.2: Wire Placements within the Ring Transducer for Resolution
Measurement.

To understand this improvement over a linear transducer counterpart,

a B-Mode image was captured with a linear transducer with a centre fre-

quency of 5 MHz and 128 elements (ATL L7-4, Broadsound Corporation)

using a synthetic-transmit aperture imaging scheme. The lateral FWHM

was measured to compare with the UST result. The results in Fig. 5.3

demonstrate that, at equal frequencies, UST is able to achieve resolutions

half as small that of the linear transducer.

Figure 5.3: UST VS Synthetic Aperture Backscatter Image with a linear
transducer. Scale bars are equal to 0.5 mm in length.
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Table 5.1: FWHM in µm of Wires in Fig. 5.2

Wire FWHM Wire FWHM

1 209± 50 5 167± 92

2 95.8± 26 6 114± 53

3 100± 36 7 119± 16

4 164± 64

Figure 5.4: A) Iron filing phantom encased with a gelatin medium within
ring-array transducer. B) UST image of iron filings. Scale bar indicates 1
cm.

5.3.2 Anisotropy Visualization

A 10%w/w (weight gelatin by weight water) porcine skin gelatin phantom

was generated. Iron filings were placed within the gelatin and aligned with

a bar magnet (seen in Fig. 5.4a). Gelatin was then used as an acoustic

medium between the phantom and the transducer in order to ensure a more

constant speed of sound. Fig. 5.4b is the resulting UST image captured by

our system.

Fig. 5.5 includes the anisotropy quiver images superimposed onto the

UST image shown above. It can be seen that the arrows follow the direction

of the iron filings as determined by the magnetic field.

An analysis of arrow direction was implemented where, for certain re-

gions of interest (ROI, see Fig. 5.5), the calculated arrow direction was

compared to the visible direction of the iron filings. As seen in Table 5.2,

the measured directions are within error of the magnetic field lines (as delin-

59



Figure 5.5: Anisotropy vector field plot image superimposed onto UST im-
age. Scale bar indicates 5 mm.

Table 5.2: ROI Calculations for Fig. 5.5

ROI Visual Angle Measured Angle

ROI 1 19.0o 21.9o ± 3.3o

ROI 2 31.7o 27.0o ± 2.8o

ROI 3 35.6o 32.0o ± 3.1o

eated from images manually, under the heading ”Visual Angle”). Standard

error was used for uncertainty calculations.

To investigate whether thresholding impacted quantitative analysis of

principal scattering directions, we investigated threshold levels of 30%, 50%,

and 80% of our original thresholding value. We found that the mean prin-

cipal scattering directions changed less than 3.5%.

Another anisotropic experiment was conducted with a curled copper wire

(diameter 400μm) placed within a 10%w/w (weight gelatin by weight water)

porcine skin gelatin phantom, which can be seen in Fig. 5.6. Vector field

plots corresponding to this wire can be seen in Fig. 5.7, which displays

arrows following the direction of the wire.
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Figure 5.6: Wire target in gelatin, and the UST image corresponding to this
target. Scale bar is 1 cm long. Boxed areas on the right image corespond
to the zoomed in images in Fig. 5.7.

Figure 5.7: Anisotropic visualization of a Copper Wire in Gelatin. Scale bar
is equal to length of 1 mm.

5.4 Conclusion

In this paper, we introduce a new application of ultrasound tomography

imaging: the visualization of ultrasound scattering anisotropy. In most ul-

trasound imaging modalities, scattering anisotropy is usually ignored, how-

ever it may provide new, useful clinical information. This information may

impact tissue characterization, offer stronger visualization of borders, and
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improve assessment of fibre orientations, giving an ultrasonic analog to Mag-

netic Resonance Imaging tractography [45,115]. This paper introduces such

a system capable of visualizing the direction of iron filings aligned to a mag-

netic field as a proof of principle. In future work, we hope to extend this

research by investigating ultrasound scattering anisotropy due to differences

in the density and compressibility of ultrasound scatterers, providing a new

way of characterizing these parameters [118, 119] and potentially providing

new means of visualizing microcalcification in breast cancers.
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Chapter 6

Compressibility and Density

Weighting for Ultrasound

Tomography Imaging

6.1 Introduction

The directionality of ultrasound scattering is often ignored in conventional

ultrasound imaging. Essentially, most ultrasound imaging techniques as-

sume all scatter to be isotropic (i.e., that the scattered signal is independent

on the direction of the transmitted wave). Physically, however, this is not

always the case. Anisotropic scattering (where the scattered signal is a func-

tion of the direction at which the transmitted wave hits the scatterer) may

be caused by a number of physical attributes of the scatterer: its shape, its

size, its structural components, and its compressibility and density contrast

with the media in which it is suspended [18]. Information due to anisotropic

scattering may provide new, useful clinical information [94,115,117], which

has influenced many groups to research this phenomenon.

Many of these groups focused on measuring anisotropy through the direc-

tivity of reflected ultrasound pulses, which is mainly based on geometry and

size of the imaged target. This was achieved by using single-element [115],

linear array [45], and cylindrical array transducers [55], in hopes to bet-
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ter visualize tissue boundaries. Methods included measuring differences in

backscatter intensity at different transmit/receive angles [115], and numeri-

cal modeling of specular reflections [45]. Kretzek et al. developed a method

of evaluating directional reflectivity for their 3D ultrasound tomography

system [55] to produce higher tissue contrasts. The motivation for these

groups was to improve tissue differentiation due to macroscopic structural

and geometric specificities in certain tissue, and did not focus on anisotropy

caused by material properties such as density and compressibility. Fur-

thermore, these systems are intrinsically incapable, due to low resolution

or transmit/receive coupling, to record anisotropy due to small, spherically

symmetric scatterers.

Yamanaka et al. developed a point-scatter index for each pixel in a se-

quence of angularly compounded images. They were able to significantly

suppress the anisotropic scattering signals from background tissue while en-

hancing microcalcification-mimicking targets [132]. Their approach, how-

ever, focused on the suppression of any signal that was not isotropic (and

thus could not provide compressibility and density differentiation), and their

system could not achieve diffraction-limited performance [132].

A method to visualize the anisotropy due to material properties of spherically-

symmetric scatterers was proposed by Walker et al., who utilized a linear

array transducer and a specific transmit apodization technique to decouple

density and compressibility signal in ultrasound images [117]. Their system,

however, had low lateral resolution, high side-lobe artifacts, and a limit

angular span [36,117].

In this paper, we propose a novel reconstruction technique for ultra-

sound tomography that differentiate density and compressibility signal for

the case of radially-symmetric ultrasound scatterers. This system is capable

of isotropic, diffraction-limited resolution that can produce compressibility-

and density-weighted images. We test the capabilities of this system with

phantom experiments.
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6.2 Theory

6.2.1 Compressibility and Density Decoupling

Radially-symmetric ultrasound scatterers exhibit both isotropic and anisotropic

scattering when the compressibility and density of the scatterer is different

than that of the surroundings. Compressibility differences give isotropic,

monopole scattering. This is caused by the scatterer compressing and de-

pressing when hit by an ultrasonic wave, producing spherical scattering

waves. Density differences produce anisotropic, dipole scattering. This can

be attributed to the scatterer shaking back and forth in the direction of

the ultrasonic wave, producing scattering waves with a cosine weighted re-

sponse, which you can see in Figure 6.1. The scattering angle - in other

words, the angle made between the transmit element, the receiving element,

and the scatterer (see Fig. 6.1) - will effect what information is gathered for

a certain scan.

Figure 6.1: (Left) Schematic of Ring-Array Transducer. (Right) Scattering
profiles of compressibility contrasted ultrasound scatterer (top), and density-
weighted contrast scatterer (bottom)
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Mathematically, a compressible spherical ultrasound scatterer will pro-

duce scattered pressures that can be approximated as:

p(r, θ) ≈ pime−k0r
k2

0a
3

3r

[κv − κo
κo

+
3(ρv − ρo)
2ρv + ρo

cos(θ)
]

(6.1)

where p(r, θ) is the pressure at distance r for scattering angle θ with

respect to the target, κ and ρ are the compressibility and density of either

the target (delineated with subscript v) or the surroundings (delineated

with subscript o), k0 is the wavenumber of the system, a is the radius of the

scatterer, and pim is an arbitrary constant. This equation assumes far field

(kvr >> 1) and small scatterer (k0a << 1) approximations.

For UST reconstruction, we implement a delay-and-sum (DAS) tech-

nique: one element is used for transmitting an ultrasound pulse and all

elements are used to receive the resulting scattered signal. For transmitting

element k at vector position (rk) and receiving element j at vector position

(rj) in the image space I(ri), the resulting A-scan for this transmit-receive

pair will be labeled Ak,j(t). To create a DAS image I(r), A-scans are time-

delayed and summed coherently for all transmit-receive pairs at every po-

sition in the image space. For a point ri, a time delay τi,j,k for a specific

transmit-receive pair (k, j) can be calculated as

τi,j,k =
1

c0

(√
(xi − xk)2 + (yi − yk)2 +

√
(xi − xj)2 + (yi − yk)2

)
(6.2)

where ri = xix̂+ yiŷ for a 2-D image. To calculate the value of pixel at

point (ri) in image space, the DAS algorithm can be formulated as:

I(ri) =
∑
k

∑
j

Aj,k(t = τi,j,k) (6.3)

For a spherical ultrasound scatterer at rn in the object space, the pres-

sure measured at receive element (rj) can be described with equation 6.1.

By applying accurate distance attenuation compensation to counteract the

r dependence, equation 6.1 can be written in terms of rn (the position of
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the scatterer in object space) and θn,j,k, as seen in Figure 6.1. This pressure

value determines the respective A-scan value at time delay τi,j,k. For this

scatterer, we can formulate an A-scan for a specific transmit-receive pair as:

Aj,k(t) = p(rn, θn,j,k)δn,j,k(t− τn,j,k) + n(t) (6.4)

Therefore, to calculate the value of pixel (ri) in the image space I for

one scatterer, we must plug in equation 6.4 into equation 6.3:

I(ri) =
∑
k

∑
j

p(rn, θn,j,k)δn,j,k(τi,j,k − τn,j,k)

+ n(τi,j,k) (6.5)

where n(t) is zero-mean white noise. When τi,j,k = τn,j,k, equation 6.5

will have a nonzero value equaling p(rn, θn,j,k) + n(τi,j,k).

For image pixels corresponding to scatterer positions (ri = rn), τi,j,k =

τn,j,k for all j, k transmit-receive pairs. Therefore, the pn values will con-

structively sum, leaving a high-intensity pixel. However, τi,j,k can equal

τn,j,k even if ri 6= rn for a small number of j, k pairs. In this case, summing

through all pairs will mostly be destructive, thus leaving a much lower pixel

intensity. Through this process, a final DAS image is created. This allows

us to image multiple scatterers - through the DAS process, positions in the

image space with high intensities will correspond to scatterer positions in

the object space. However, this method will cause image artifacts near the

scatterer positions (as seen in CT, photoacoustic and conventional ultra-

sound [72, 131]). Despite this, we will assume the case of ri = rn in the

image space I(ri) when τi,j,k = τn,j,k for the following discussion.

For UST, circular array geometries can be used. If we consider one

transmit event k, it can be seen that every receiving element will correspond

to a unique θi,j,k. Furthermore, if we assume we use 360◦ circular array

transducer, the receive elements will correspond to a θi,j,k that spans [0, 2π].

For simplicity, if we are reconstructing at point (ri) for transmitting element

k, let us redefine θi,j,k as θj|i,k. Within this framework, τi,j,k is also a function
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of j, and thus can be described as a function of θj|i,k for zero-mean noise

n(τi,j,k). When τi,j,k = τn,j,k, we can reformulate equation 6.5 for a single

transmit event as:

Ik,κ(ri) =
M∑
j=1

pn(ri, θj|i,k) + n(θj|i,k)

=

M∑
j=1

P0(ri)
[
γκ + γρ cos(θj|i,k)

]
+ n(θj|i,k) (6.6)

where P0(ri) = pime
−k0rik2

0a
3/3ri, γκ = (κv − κo)/κo, γρ = 3(ρv −

ρo)/(2ρv + ρo) and M is the number of receive transducers.

It can be seen that equation 6.6 is very mathematically similar to a

Riemann Sum of p(ri, θj|i,k) over a range of θj|i,k. Riemann Sums can be

used to calculate approximate solutions for definite integrals. Therefore, for

a θ = [0, 2π], equation 6.6 can be written as:

Ik,κ(ri) =

∫ 2π

θ=0
[p(ri, θ) + n(θ)]dθ ≈∫ 2π

θ=0
P0(ri)γκdθ +

∫ 2π

θ=0
P0(ri)γρ cos(θ)dθ +

∫ 2π

θ=0
n(θ)dθ

≈P0(ri)γκ2π (6.7)

Therefore, for a ring array transducer spanning 360◦ around the object,

delay-and-sum summation will produce images that are dependent on com-

pressibility difference of spherical scatterers with their surroundings (γκ) for

each transmit event k at imaging point I(ri).

To recover density differences (γρ), we apply a cosine-weighting to each

summation term of equation 6.6. This will force the γκ integral to approach

zero, while producing a non-zero integral term for γρ. Specifically:
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Ik,ρ(ri) =

M∑
j=1

(
p(ri, θj|i,k) + n(θj|i,k)

)
cos(θj|i,k) ≈

M∑
j=1

P0(ri)
[
γκ + γρ cos(θj|i,k)

]
cos(θj|i,k)

+n(θj|i,k) cos(θj|i,k)

(6.8)

Ik,ρ(ri) =

∫ 2π

θ=0

(
p(ri, θ) + n(θ)

)
cos θdθ ≈∫ 2π

θ=0
P0(ri)γκ cos θdθ +

∫ 2π

θ=0
P0(ri)γρ cos2(θ)dθ

+

∫ 2π

θ=0
n(θ) cos θdθ ≈ P0(ri)γρπ (6.9)

Therefore, this method is able to produce values with respect to density

differences of spherical scatterers with their surroundings for each transmit

event k.

To create the final images, each subimage formed above must be coher-

ently summed for all transmit events k:

Iκ(ri) =
∑
k

Ik,κ(ri)

Iρ(ri) =
∑
k

Ik,ρ(ri) (6.10)

6.2.2 Numerical Integration

The method described above relies on the fact that delay-and-sum recon-

sturction techniques for circular arrays is practically quite similar to apply-

ing a Riemann used for calculating the integral of the scattered pressure with

respect to scattering angle. Specifically, a left Riemann Sum for a function

split into N subintervals can be described as:
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∫ b

a
f(x) ≈ ∆x

M∑
k=1

f(xk) (6.11)

where ∆x = b−a
N . The difference between equations 6.6 and 6.11 lies with

the multiplication of ∆x (or ∆θ in this case). This multiplication, however,

is not trivial, as for points not at the center of the transducer will have a

nonuniform ∆θ, where ∆θ is the difference of scattering angles from neigh-

boring receiving elements. In other words, the ∆θ for elements farther from

the point will be smaller than ∆θ for elements closer to the point. There-

fore, when converting delay-and-sum into a numerical integration form, it is

important to include this nonuniformity. This can be performed by applying

a trapezoidal rule with a nonuniform grid, which can be described as:

∫ 2π

θ=0
p(ri, θ)dθ ≈

M∑
=1

p(ri, θj+1) + p(ri, θj)

2
(θj+1 − θj) (6.12)

for M+1 elements on a 360◦ circular array transducer.

6.2.3 Limited-view Consideration

For ring array transducers that do not span the full 360◦, the cos(θ) integrals

described in equations 6.7 and 6.9 will not reduce to zero. For a transducer

that has an angular span of [0, θt], we can rewrite equation 6.7 as follows

(we will assume all noise integrations equal zero):

ik,κ(ri) =

∫ θt

θ=0
p(ri, θ)dθ

≈
∫ θt

θ=0
P0(ri)γκdθ +

∫ θt

θ=0
P0(ri)γρ cos(θ)dθ

≈ P0(ri)γκ

∫ θt

θ=0
dθ + P0(ri)γρ

∫ θt

θ=0
cos(θ)dθ

≈ P0(ri)γκA+ P0(ri)γρB

(6.13)
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and similarly, equation 6.9 as:

ik,ρ(ri) =

∫ θt

θ=0
p(ri, θ) cos(θ)dθ

≈
∫ θt

θ=0
P0(ri)γκ cos(θ)dθ +

∫ θt

θ=0
P0(ri)γρ cos2(θ)dθ

≈ P0(ri)γκ

∫ θt

θ=0
cos(θ)dθ + P0(ri)γρ

∫ θt

θ=0
cos2(θ)dθ

≈ P0(ri)γκB + P0(ri)γρC

(6.14)

where ik,κ(ri) and ik,ρ(ri) are the limited-view delay-and-sum recon-

struction value and the cosine-weighted delay-and-sum reconstruction value

at point ri for transmit even k, respectively, and A, B, and C equal:

A =

∫ θt

θ=0
θdθ

B =

∫ θt

θ=0
cos(θ)dθ

C =

∫ θt

θ=0
cos2(θ)dθ

(6.15)

By solving equations 6.13 and 6.14 in terms of γκ and γρ, we can recover

compressibility- and density-decoupled images for point ri in image space,

weighted by the limited-view integrals. These equations are as follows (for

the case π < θt < 2π):

Îk,κ(ri) = P0(ri)γκ =
BC

AC −B2
(
ik,κ(ri)

B
−
ik,ρ(ri)

C
) (6.16)

Îk,ρ(ri) = P0(ri)γρ =
AB

AC −B2
(
ik,ρ(ri)

B
−
ik,κ(ri)

A
) (6.17)

Equations 6.16 and 6.17 assume that |B| 6= 0. Due to the nonuniformity

of ∆θ, this assumption may not always hold. For the case that |B| = 0,

equations 6.16 and 6.17 can be reformulated as:

71



Îk,κ(ri) = P0(ri)γκ =
ik,κ(ri)

A
(6.18)

Îk,ρ(ri) = P0(ri)γρ =
ik,ρ(ri)

C
(6.19)

It is clear that for a 360◦ transducer, A = 2π and C = π, reducing

equations 6.18 and 6.19 to the solutions found in equations 6.7 and 6.9,

respectively.

Finally, the final limited-view compressibiliy- and density-weighted im-

ages can be created by summing each of the above images for all transmit

events k:

Îκ(ri) =
∑
k

Îk,κ(ri) (6.20)

Îρ(ri) =
∑
k

Îk,ρ(ri) (6.21)

6.3 Methods and Materials

A 5 MHz, 256-element, 256◦ ring array was used for our experiments (Ima-

sonic SAS, France). Each element had a pitch of 0.7mm, an inter-element

spacing of 0.1mm, and toroidal elevation focusing has been applied. The

elements themselves have been impedance matched to water. A Verasonics

VDAS I ultrasound acquisition system (Verasonics Inc. Redmon, WA) was

used in conjunction with this transducer. This system can transmit on 256

elements, and receive on 128. We used a sampling rate of 20 MHz. The raw

data collected was post-processed using MATLAB (The MathWorks Inc.,

Natick, MA).

To reconstruct the compressibility-weighted ultrasound scattering to-

mography (UST) image (ik,κ(ri)), we implemented a delay-and-sum tech-

nique mentioned in the last section. The result is then corrected for losses

due to attenuation. The resulting image from each receive element can then

be summed using the nonuniform trapezoid rule described in equation 6.12.
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Density-weighted images (ik,ρ(ri)) are reconstructed using a similar delay-

and-sum technique as previously described, with one difference. As discussed

in the Theory section, the cosine of the angle between the transmit and

received angle for each pixel will be used as a weighting factor for each

transmit-receive pair. This is applied to each image formed when back-

propagating signals from one receive element with respect to one transmit

element. Attenuation correction and nonuniform trapezoid rule summation

are carried out as before.

Using equations 6.16, 6.17, 6.18, and 6.19, final Îk,κ(ri) and Îk,κ(ri) maps

can be created for each transmit event k. This method is then repeated

for all transmit events, and the resulting images are coherently summed

respectively to form a final compressibility and density image (see Eqn. 6.20

and 6.21). Finally, negative pixel values are truncated for image display. We

will label final compressibility images (Îκ(ri)) as C-WI, and final density

images (Îρ(ri)) as D-WI. All images are displayed on a linear scale.

Decoupling compressibility and density relies on accurately measuring

the signal intensity with respect to scattering angle. Therefore, phase aber-

rations can obfuscate this intensity change, worsening the decoupling ability

of the method. Phase aberrations may be caused by speed-of-sound hetero-

geneities [105]. This can be accounted for by measuring speed-of-sound het-

erogeneities using transmission-based ultrasound tomography [105] or with

other A-scan pre-processing techniques [106], however this is beyond the

scope of the paper. Therefore, to mitigate these phase aberration errors, we

chose to do one of two things to the A-scans of our receiving elements: to

reconstruct the envelope of this signal, and to reconstruct the signal where

the negative values of our A-scan have been truncated.

6.4 Results

6.4.1 Simulation

A simple forward model based on equation 6.1 was implemented in MAT-

LAB. Delta pulses were used for transmission. Reconstruction algorithms
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mentioned in the previous section were implemented in MATLAB. Due to

the use of delta pulses, no A-scan preprocessing was necessary.

Figure 6.2: Simulation of large compressibility (left) and density scatterer
(right) using a limited 256◦ transducer. Compressibility-weighted image is
found on top, and density-weighted image is found on the bottom.

Two simulations were executed, all with a background value of κ0 =

1 and ρ0 = 1. Two types of scattereres were simulated: compressibility

scatterers and density scatterers. For the compressbility scatterers, we used

a value of κv = 1.375 and ρv = 1. For density scatterers we used values of

κv = 1 and ρv = 1.5. This guarantees that our γκ for our compressibility

scatterers equals the γρ for our density scatterers (specifically: γκ = 0.375,

γρ = 0 for compressibility scatterers and γκ = 0, γρ = 0.375 for density

scatterers).

The first simulation consisted of two large compressibility and density

scatterers both with radii of 100µm. The compressibility scatterer was
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Figure 6.3: Simulation of large compressibility (left) and density scatterer
(right) using a full 360◦ transducer. Compressibility-weighted image is found
on top, and density-weighted image is found on the bottom.

placed on the left, and the density scatterer on the right. The result can

be seen in Figure 6.2 using a simulated 256◦, 256-element ring array trans-

ducer, similar to our experiments. This simulation was also done with a full

360◦, 360-element ring array transducer in Figure 6.3. This was included to

confirm that the bowtie-like artifacts in Figure 6.2 were caused by the lim-

ited angular span of our transducer and can be eliminated with full angular

coverage.

Finally, the last simulation consisted of two inclusions with randomly

placed scatterers within them. Compressibility scatterers were placed on

the left inclusion, and density scatterers were placed on the right. This

simulation was done using the 256◦, 256-element ring trasducer The result

can be seen in Figure 6.4.
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Figure 6.4: Simulation of two inclusions with randomly placed compress-
ibility (left) and density (right) scatterers placed within each inclusion.
Compressibility-weighted image is found on top, and density-weighted image
is found on the bottom.

These simulations are highly idealized, however they help demonstrate

the capability of these reconstruction techniques and the image artifacts

systemic to the most basic tomographic reconstructions.

6.4.2 Resolution

An aluminum wire (diameter = 12.5µm, Secon Metals) was suspended in wa-

ter through the array transducer perpendicular to the imaging plane. Full-

width half-maximums (FWHM) were calculated for both compressibility-

and density-weighted images. This was done for both enveloped A-scans,
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negative truncated A-scans, and unprocessed A-Scans (which will be referred

to ”full” A-scans), seen in Figure 6.5.

Figure 6.5: Aluminum wire imaged with compressibility-weighting (left) and
density weighting (right). Scale bar is 0.5 mm

For enveloped A-scans, we were able to measure a resolution of 437.5±
15µm for C-WI and 428.9 ± 86µm for D-WI. Negative truncated A-scan

resolutions were measured to be 112.6±62.8µm for C-WI and 109.5±52µm

for D-WI. For full A-scan, we measured a FWHM of 124 ± 57µm for C-

WI and 110 ± 50µm for D-Wi. The theoretical half-wavelength diffraction

limited resolution of our system is ∼150µm, which is achieved by both the

negative truncated A-scan image and the full A-scans.

6.4.3 Wire Experiments

Three wires (steel, cotton, nylon) were suspended in a gelatin phantom

(10%w/w gelatin/water) degassed for four hours. Water was used as an

ultrasound medium between the phantom and the array transducer. The

steel wire has an approximate density of about 7.9 g/cm3. The cotton and
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Figure 6.6: UST image of nylon (left), cotton (centre), and steel (right) wires
using both compressibility weighting (top) and density weighting (bottom).
Envelope-detection was implemented on A-scans. Scale bar equals 5 mm.

Table 6.1: Contrast values for Wire Experiments, see Equation 6.22

A-Scan Type Material C-WI D-WI Difference

Envelope Steel vs Nylon 9.9 dB 35.3 dB 25.4 dB
Steel vs Cotton 0.1 dB 22.9 dB 22.7 dB

Negative Steel vs Nylon 9.6 dB 17.7 dB 8.1 dB
Truncation Steel vs Cotton -0.9 dB 9.2 dB 10.1 dB

nylon threads have an approximate density of 1.5 g/cm3 and 1.1 g/cm3

respectively [36]. All three wires have approximately the same diameter of

100µm Gelatin-based phantoms have an approximate density of 1.05 g/cm3

[20]. Therefore, for our density-weighted images, we expect that the steel to

be much larger than that of the cotton and nylon. The compressibility of

steel is approximately two orders of magnitude lower than a gelatin phantom,

and thus is expected to be seen in the compressibility-weighted images. The

compressibility of cotton and nylon are difficult to measure accurately, so

their visualization in the compressibility-weighted image is hard to predict.

Compressibility- and density-weighted images are shown in Figure 6.6

for enveloped A-scans and negative-truncated A-scans. It can be seen that,

for our density-weighted image, the nylon wire has nearly disappeared for

both images. To quantitatively assess the differentiation between the steel

wire and the threads, we calculate a contrast value for C-WI, defined as:
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Cκ,s−n = 20 log10

(Sκ,s
Sκ,n

)
(6.22)

where κ denotes C-WI, Sκ,s denotes the maximum signal of the steel

wire for C-WI, and Sκ,n denotes the maximum signal of the nylon thread

for C-WI.

It is clear that by removing phase entirely from our A-scans, decou-

pling between compressibility and density is improved compared to negative-

truncated A-scans. This comes at a cost to resolution, as shown previously.

Future work can be done to implement phase-aberration correction to our

system. We believe that this implementation will remove the need to en-

velope or negatively-truncate our A-scans, providing strong decoupling at

high resolutions.

6.4.4 Phantom Experiments

The same steel and nylon wires from the previous experiment were sus-

pended in a tissue-mimicking cornstarch/gelatin phantom (10%w/w corn-

starch/water, 10%w/w gelatin/water). This phantom was placed within a

water bath and imaged with the ring-array transducer described previously.

The set-up can be seen in Figure 6.7.

Compressibility- and density-weighted images (C-WI and D-WI, respec-

tively) were reconstructed using both enveloped A-Scans, negative truncated

A-Scans, and unprocessed (or full) A-scans (seen in Figure 6.8). We also

imaged this phantom with a 5 MHz, 128 element linear array (ATL L7-

4, Broadsound Corporation) using a synthetic-aperture based beamforming

technique (seen in Figure 6.8).

To quantify the differences between compressibility- and density-weighted

images, we used a few different parameters. First, we use the same contrast

equation from the previous section, namely equation 6.22. The results can

be seen in Table 6.2 for both UST and linear-array images. We then defined

a Contrast-to-Speckle Ratio (CSR) defined as follows (for a C-WI image):
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Figure 6.7: Experimental set-up with scattering phantom placed within a
water bath.

CSRκ,s−n = 20 log10

(Sκ,s − Sκ,n
σκ,BG

)
(6.23)

where σκ,bg is the variance of the background scattering medium (BG). These

results can be seen in Table 6.3.

Another parameter we measured was a normalized contrast ratio (CN),

defined as follows (for a C-WI image):

CNκ,s−n = 20 log10

(Sκ,s − Sκ,n
µκ,BG

)
(6.24)

where µκ,BG is the mean of the background scattering medium for a large

area of the phantom. These results can be seen in Table 6.4.

For all values, we calculated the difference (in dB) between those cal-
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Figure 6.8: UST image of nylon (left) and steel (right) wires within a corn-
starch scattering medium, with compressibility weighting (top) and density
weighting (bottom) performed. Scale bar equals 1 mm.

culated for D-WI images and those calculated for C-WI images. Positive

difference values denote an increase of signal between the steel wire and

the nylon thread or the BG for the D-WI over the C-WI images. In other

words, positive values indicate that the signal from the steel wire is easier to

differentiate in the D-WI than in the C-WI with respect to both the nylon

thread and the background cornstarch speckle. Moreover, we were able to

measure high signal-to-noise ratio (SNR) for the wire and the thread for all

images and A-scan preprocessing combinations, with values around 100dB

when calculating SNR for the wire (for example) as SNRκ,w =
Sκ,w

σκ,noise
where

σκ,noise is the standard deviation of the noise measured for the transducer

in the water bath without any imaging target.
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Table 6.2: Contrast values for scattering phantom, see Equation 6.22

Image Type Material C-WI D-WI Difference

UST: Envelope Steel vs Nylon 0.9 dB 4.4 dB 3.5 dB
Steel vs BG 9.9 dB 17.0 dB 7.0 dB

UST: Negative Steel vs Nylon 2.0 dB 9.2 dB 7.2 dB
Truncation Steel vs BG 13.0 dB 28.4 dB 15.4 dB

UST: Full A-Scan Steel vs Nylon 4.2 dB 11.0 dB 6.8 dB
Steel vs BG 41.8 dB 47.8 dB 5.9 dB

Linear Array Steel vs Nylon 5.2 dB
Steel vs BG 26.6 dB

Table 6.3: CSR values for scattering phantom, see Equation 6.23

A-Scan Type Material C-WI D-WI Difference

Envelope Steel vs Nylon 8.4 dB 21.8 dB 13.4 dB
Steel vs BG 25.2 dB 28.5 dB 3.2 dB

Negative Steel vs Nylon 17.5 dB 35.0 dB 17.5 dB
Truncation Steel vs BG 29.2 dB 38.4 dB 9.2 dB

Full A-Scan Steel vs Nylon 29.7 dB 41.3 dB 11.6 dB
Steel vs BG 38.0 dB 44.1 dB 6.1 dB

Linear Array Steel vs Nylon 24.9 dB
Steel vs BG 31.5 dB
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Table 6.4: Normalized contrast values for scattering phantom, see Equation
6.24

A-Scan Type Material C-WI D-WI Difference

Envelope Steel vs Nylon -10.2 dB 9.0 dB 19.2 dB
Steel vs BG 6.6 dB 15.7 dB 9.1 dB

Negative Steel vs Nylon -0.9 dB 24.7 dB 25.6 dB
Truncation Steel vs BG 10.8 dB 28.1 dB 17.3 dB

Full A-Scan Steel vs Nylon 33.5 dB 44.9 dB 11.4 dB
Steel vs BG 41.8 dB 47.7 dB 5.9 dB

Linear Array Steel vs Nylon 20.0 dB
Steel vs BG 26.5 dB

6.5 Discussion

For all analysis values, seen in Tables 6.2, 6.3, and 6.4, we see large, positive

differences between the wire and the thread. This difference can be seen

in Figure 6.8, where the steel wire (right) is easier to differentiate from the

nylon thread (left) in all three D-WI compared to the respective C-WI. For

all the analysis values, the negatively truncated A-scan images outperformed

the two other images. This is to be expected for the full A-scan due to the

aforementioned phase aberration effects on final image quality. In addition,

this observation highlights that, for enveloped scans, background speckle

considerably degrades the decoupling efficacy. Regardless, the ability of the

reconstruction algorithm to increase the contrast between the steel wire and

nylon thread is apparent in all three images.

Another interesting effect of the D-WI images is the suppression of the

background scatter compared to the C-WI images. For all methods, we

saw large, positive differences between the wire and the background scatter.

This effect can be qualitatively assessed in Figure 6.8, and may be useful for

amplifying the signal from small, dense, specular objects suspended in soft

tissue.

We also compared these values with those taken using a linear array

with the same center frequency. Although they use different pre- and post-

processing methods, a few interesting conclusions can be discussed. First,

83



the enveloped A-scan UST images were unable to match the linear array

image. This is due to the fact that enveloping is done before backprojection

for UST, and after beamforming for the linear array images. This preserved

the constructive and destructive interference for the linear arrays, whereas

these interferences is only constructive for enveloped UST. Second, we are

able to see that both negative truncation and full a-scan UST outperforms

the linear array image in suppression of the background signal. This may

be due to two key reasons: first, the D-WI approach suppresses significant

signals associated with compressibility microstructural variations, which is

a major determinant of speckle in traditional B-scans; and second, our much

larger angular coverage enables a high level of angular compounding which

is known to reduce speckle variance.

These data show significant promise for imaging specular density tar-

gets, such as microcalcifications, with high CSR using the proposed density

weighted ultrasound scattering tomography technique. Simulations indicate

that the bowtie-like artifacts are attributed to the limited-view geometry of

our ring array and could be mitigated with a full-view ring array.

6.6 Conclusion

In this paper, we develop new reconstruction techniques based off of con-

ventional DAS algorithms to differentiate between compressibility and den-

sity for radially-symmetric scatterers. These new reconstruction techniques

were tested with phantom experiments, both in clear and scattering phan-

tom backgrounds. We were able to show that these novel reconstruction

techniques allows for better differentiation between dense and compressible

objects. Furthermore, we observed a decreased in background ultrasound

speckle with respect to the dense object for our density-weighted images.

This may provide useful for differentiating microcalcifications (dense calcium

deposits) within breast tissue. Microcalcification size, shape, and pattern

within the breast can be a used to diagnose early breast cancer [81], however

for conventional ultrasound imaging, microcalcifications are difficult to dis-

cern from the background echo [83]. These novel reconstruction techniques
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may allow ultrasound tomography to be an alternative modality to assess

these microcalcifications, however future work must be done to demonstrate

this.

For all reflection-based UST systems, a DAS-type algorithm is used for

reconstructing morphological ultrasound images. Therefore, these systems

are all capable of applying these novel reconstruction techniques. This is

especially true for UST systems that have implemented phase-aberration

correction [105, 106]. Future work will be to include phase-aberration cor-

rection to our system. Moreover, it was shown that the limited-view ring

array suffered from bowtie-like artifacts both in simulation and in the phan-

tom experiment. Therefore, other future work will include the application of

these reconstruction technique for full-view ring-array transducer. Finally,

the reconstruction technique was developed for 2D UST images, however

they could be extended to 3D UST systems using cylindrical or bowl-shaped

transducer geometries. We hope that the inclusion of our reconstruction

technique strengthens the scope of ultrasound tomography systems, adding

a novel adjunct modality to this new imaging field.
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Chapter 7

Conclusion

The main goal of this thesis was to develop a dual-modality photoacoustic-

ultrasound tomogrpahy system capable of producing composite photoacoustic-

ultrasound tomographic images. With this system, we were able to improve

the scalability and SNR of both modalities without sacrificing imaging speed

or resolution. Furthermore, novel reconstruction techniques were developed

to exploit the full-view nature of ultrasound tomography with respect to

anisotropic scattering. The two techniques focused on two different types of

anisotropic ultrasound scattering: one focused on geometry (to image prin-

cipal scattering angle), and one focused on material composition (to image

differences in compressibility and density).

For photoacoustic tomography, we improved its scalability by implement-

ing a scanned-mosaic illumination approach. This approach improved the

SNR of photoacoustic images compared to a diffused (or blanket) illumina-

tion approach generally used for this type of imaging for the same imaging

speed. This approach also allows the application ANSI-limited fluence over

a large area regardless of the method used to produce the illumination.

Therefore, any photoacoustic tomography imaging set-up could reach the

laser power limits delinitated by ANSI, and thus producing images with as

high an SNR available within these limits. This method also is faster than

conventional averaging techniques to boost SNR, allowing faster photoacous-

tic imaging times for large-area targets. These SNR advantages diminished
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with respect to image target depth.

For ultrasound tomography, we increased the SNR of our system by im-

plementing an S-Sequence-based spatial encoding technique. To our knowl-

edge, this is the first application of spatial encoding for ultrasound scattering

tomography. This allowed for an increase of SNR without reducing the reso-

lution of our system, allowing for high-SNR ultrasound tomography images

that contain half-wavelength diffraction-limited resolution.

With this system, two methods of ultrasound scatter anisotropy visu-

alization were implemented. Ultrasound tomography has a unique ability

to measure ultrasound scattering for a large angular span around the tar-

get. This scattering may be anisotropic, or dependent on the angle it makes

between the transmitted wave direction and the scattered wave direction.

This can be caused by a number of things, such as geometric anisotropy, as

you would see in long fibres, or material properties, such as compressibility

and density. In this thesis, we develop novel reconstruction techniques to

visualize these two different kinds of ultrasound scattering anisotropy.

The first method was able to visualize principal scattering directions of

scatterers with an elongated, fibre-like shape. This shape will cause scat-

tering to be high for transmitted wave directions orthogonal to the scat-

terer’s geometry, and low for transmitted wave directions parallel to the

scatterer’s geometry. By measuring the signal change between different

transmit-receive angles, we were able to visualize this difference, thus vi-

sualizing the direction of our geometrically anisotropic scatterers. We hope

this new method can be applied to fibre-orientation visualization, similar to

tractographic imaging of MRI. Similar principal-angle-based anisotropic ul-

trasound images have been previously developed in hopes to produce tissue

differentiation. However, these previous approaches did not enable imaging

of geometric scattering anisotropy for small scatterers, nor did they provide

diffraction-limited resolution. These capabilities are demonstrated in our

work for the first time. With this in mind, we hope that our novel recon-

struction techniques will allow visualization of changing extracellular tissue

matrices that, in theory, may change the principal scattering angles of the

tissue. Extracellular tissue reorganization is caused by aggressive tumours,
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and thus this technique may be impactful for measuring this effect.

The second method focused on measuring the anisotropy caused by com-

pressibility and density contrast between spherically-symmetric scatterers

and the media in which they were suspended. Compressibility contrast

will produce isotropic, monopole scattering, whereas density contrast will

produce anisotropic, dipole scattering. During delay-and-sum (DAS) ul-

trasound tomography reconstruction, scattering intensities are summed for

large angle spans around the scatterer. This will cause the compressibility

signal to increase, but the density signal to decrease, due to its cosine nature.

By applying specific cosine weighting to each sum, the cosine weighting will

substantially mitigate the contribution of the compressibility signal, whereas

the density signal will be retained. Therefore, our novel reconstruction meth-

ods will be able to produce two images: a compressibility-weighted image

and a density-weighted image. This was verified with simulations and phan-

tom experiments. This novel reconstruction technique may provide better

ultrasound images of microcalcifications - calcium deposits that are much

denser than the surrounding tissue. Ultrasound images of breast tissue have

a difficult time separating microcalcifications from the surrounding back-

ground speckle. We were able to show that density-weighted images help

suppress this speckle while maintaining the signal of the high density target.

Thus, we hope this reconstruction technique can provide clearer delineation

of microcalcifications for ultrasound imaging of the breast. Our approach

offers improved capabilities over previous attempts to decouple compress-

ibility and density with linear array transducers, including near-diffraction-

limited resolution, improved signal decoupling, and novel speckle reduction

capabilities.

Future work with this system should include imaging small animal tar-

gets in vivo. This application will allow photoacoustic imaging of geneti-

cally encoded reporter proteins, such as photo-switchable proteins; research

that is currently being done in the Zemp Lab. Another direction for fu-

ture work should include the implementation of transmission-based ultra-

sound tomography, allowing the procurement of quantitative information

such as speed-of-sound and attenuation. Not only will this provide useful,
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quantitative information, it can also be used to improve the reflection-mode

images. Specifically, speed-of-sound and attenuation maps can be used to

avoid homogeneous tissue assumptions, and to allow for phase-aberration

correction. Finally, application of our compressibility- and density-weighted

imaging technique should be applied to clinical microcalcification imaging

breast cancer experiments.
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