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Abstract

The Smart-Condo™ project investigates how technology can be used to un-

obtrusively observe and support seniors to live independently in their homes

longer. Sensors embedded in the environment react to the people’s daily-living

activities and the recorded readings are analyzed to recognize these activi-

ties, as well as to infer whether they are typical or exceptional. In this thesis,

we present a visualization system for analyzing and exploring the sensor data

recorded in the Smart Condo, and more generally "smart homes". The purpose

of the system is to support caregivers in easily perceiving the activities of the

Smart-Condo™ occupants; therefore, our toolkit offers a variety of visualiza-

tions, including spatio-temporal dynamic activity views and aggregate activity

statistics graphs.
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Chapter 1

Introduction

We live in an increasingly automated and networked society. Smart environ-

ments help this trend to become real by linking computers and other devices

to our daily activities and commonplace tasks. Although people have put some

efforts on creating smart environments for decades, research on this multidis-

ciplinary topic has become more intense and popular in the last ten years. How-

ever, we cannot neglect the tremendous advances in such areas as wireless sen-

sor networking, wireless mobile communications, small and portable devices,

robotics, machine learning and human computer interfaces, which have made

the dream of smart environments become a reality. A smart environment is a

small world embedded with different sensors, which work collaboratively with

networked devices to make a comfortable living ambience for the inhabitants.

The types of smart environments depend on the purpose and the individuals for

which this environment is designed. For example, in some environments the

designer may wish to ensure the safety of the inhabitants, while in another the

objective may be to reduce the cost of maintaining the environment. One may

want to optimize the resource usage, or they may wish to automate the tasks

that the inhabitants perform typically in the environment. As this field has at-

tracted many people both in academia and industry, substantial research has

been done on different themes of these environments based on market appeal.

Some types of smart environments including smart offices [33], classrooms [1],

kids room [6] have been designed to permit multiple people to simultaneously

1



collaborate in an interactive experience. Other groups have focused on smart

environments to help individuals with health challenges. Some projects in this

group are the Gloucester Smart House [2] and Center for Advanced Studies in

Adaptive Systems (CASAS) at Washington State University [8]. The Adaptive

House at the University of Colorado at Boulder [28, 29] and the Georgia Tech

Aware House [23] are grouped in another category of smart homes, which aims

to automate activities by learning models of inhabitants obtained from sensors

embedded in the house. In this thesis, we focus on “Smart Homes for Assisted

Ambient Living”, where the inhabitants are elderly people and the goal is to an-

alyze and visualize sensor data over time and space so that formal and informal

caregivers are aware of the occupant’s activities.

1.1 Motivation and Problem

Population aging is progressing rapidly in the world, which has many health

consequences such as increasing the dependency of the elderly people [16]

and suffering from diseases like Alzheimers and Dementia [12]. Therefore,

technologies that can help seniors to live independently have been highlighted

these days. With this demographic trend, there is a desire to keep the elderly

healthy and living independently in the home of their choice. As the old pop-

ulation grows, the need for resources and facilities designed to take care of

older adults will also be increased. Given the cost of nursing home care and

the preference of the elderly to remain independent in their homes, it would be

cost-effective to consider funds for home modifications. In this work, we are us-

ing “Smart Homes” to provide automated assistance for elderly to do their daily

activities in their homes. “Smart Home” is a house embedded with several sen-

sors (from motion sensors, door switches, electricity outlets, etc.), which can

be used to non-intrusively monitor people’s activities and appliances status. Se-

niors should be able to complete their key daily activities or ADLs [10], in order

to live independently. Daily activities can be categorized into several groups,

such as: Personal hygiene, food preparation and consumption, sleeping, med-
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ication use, etc. Although, it is very time-consuming to keep track of ADL ac-

complishment for caregivers, yet it is required as a basic task in an assistive

living ambient. Therefore, a system that automatically recognizes ADLs, which

allows automatic health monitoring is a necessity. Such a system can be used to

help people with dementia by reminding them what they have done, and which

steps they should take to complete their activities. Further, it can provide use-

ful information for caregivers regarding the quality and timing of performing

ADLs, and alert them when emergencies happen.

In this thesis, we present a visualization system for exploring the sensor data

logged from a smart home. The objective is to observe and analyze the activities

of elderly people in order to support them in their daily activities, and extract

data relevant to their functional assessment and care. To address this issue, our

toolkit contains different types of visualizations; from spatio-temporal ones to

graphs with statistical properties. One of the challenging questions that might

arise in the scope of designing such a visualization system is “what information

can be inferred from the visualization product and how?” In our approach to the

problem, we will see how some visualization methods can be used to make some

interesting inferences and discover amazing patterns among large amount of

data.

1.2 Contributions

In this thesis, the main contribution is the development of a web-based frame-

work called “SmartVis” that integrates a variety of visualization components

to explore the daily activities of inhabitants in a “Smart Home”. The specific

contributions are as follows:

– We develop an activity timeline graph to provide the users with the abil-

ity of monitoring the location of each patient and the event triggered by

her/him over the time. This graph provides useful information about what

each patient is doing in a specific period of time.
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– To illustrate how much time the patient is spent on each activity in a day,

we present a calendar pie chart. In this view, we present a continuous

calendar, where each day contains a pie chart showing the activities per-

formed by the selected resident on that specific day.

– We propose a column chart, which shows the levels of being active for a

patient for a specific activity on each day of the week. This chart is also

very useful, while the user compares multiple patients in the terms of the

time spent on a specific activity.

– We design a heat map graph as one of the visual-analysis tools that ad-

dresses privacy issues associated with video surveillance. The graph is

generated through observation of the paths traversed by an individual in

the specified floorplan over time. To create the graph,we have used a

floorplan with the heat-map represented as the intensities of the same

color.

– We propose a flexible visualization system that allows users to employ the

sensor-logged data as an input from any smart home. Using structured

input data sources and XML configuration files has enabled our system

to work with both real-time data and archived datasets for individual and

multiple residents.

– We finally conduct an extensive simulation-based evaluation of our frame-

work by comparing the results of a performance test (using response time

as the metric) on 6 scenarios each contains different loads of data.

In summary, a major contribution of this thesis is providing the user with visual-

izations for multiple residents along with statistical information on the graphs.

To the best of out knowledge, the problem of monitoring multiple people in

smart homes is a new issue and has not been covered in the context of smart

home visualization systems.
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1.3 Outline

The remaining parts of the thesis are organized as follows:

Chapter 2 reviews the earlier work in 3 sections. In the first section, we

discuss the specific designs for visualization of sensors both in time and space

dimensions. The next part introduces a number of visualization systems for

smart homes. And lastly, section 3 focuses on the home medical monitoring

systems.

Chapter 3 presents general technical background information, necessary

in order to understand the concepts presented in this work. This information

covers REST architecture, MQTT messaging and message exchanging using

standardized data formats. It also covers protocols and techniques on the web

for event-based messaging.

Chapter 4 explains the architecture of the prototype system. It shows our

four-tier architecture namely data sources and system configuration layer, ac-

tivity inference layer, data management layer and analysis and visualization

tools. We describe the different components of these layers, their relationships

and explain technologies used in each layer.

Chapter 5 describes three typical examples of using our system along with

screenshots from various features of SmartVis. In the first part, we show how

one can navigate through the system, and visualize graphs for a single resident

from the CASAS dataset. The second part illustrates the graphs obtained from

monitoring multiple residents in the Smart-Condo™ simulator. And the last

section supports the reader with an example of using the Smart-Condo™ real-

time data.

Chapter 6 discusses our evaluation using performance test on 6 scenarios

with different loads of data.

Chapter 7 is dedicated to concluding remarks and possible future work and

extensions. Specifically, we explain how integrating statistical and visualiza-

tion components into our framework can turn our system to a valuable tool for

elderly caregivers in an assisted living environment.
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Chapter 2

Related Work

This chapter reviews the related work in three specific areas related to the topic

of this research. The first section discusses the research and advancements in

the area of spatio-temporal visualization systems including visualization meth-

ods. The second section introduces home monitoring systems, a variety of ex-

amples in this domain, and the last part describes visualization systems pro-

posed in the area of patient-activity monitoring, along with a comprehensive

table that compares different features of these systems and SmartVis.

2.1 Spatio-Temporal Visualization Systems

The most challenging part of our visualization system is to present data both

in time and space. This problem has been known for a long time in visual-

ization field, particularly in map-based applications. Regarding this, a large

number of visualization systems have been developed. Each of them has their

own advantages and limitations based on their goal. Glatsky et al. [15] present

a space-time cube considering time as an additional spatial dimension, with

a focus on detecting spatio-temporal patterns in event occurrences. In their

work, they consider particular type of data, which describes transient events

that have spatial and temporal references. The dataset they have used to eval-

uate their work is a catalogue of earthquakes containing 10550 events. Each

data record consists of the time of the earthquake occurrence, the geographic

location and a few other thematic attributes. Comparing to their work, our sys-
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tem is working with a larger scale of data, as our dataset covers daily activity

events for a person over several years. Also, as they stated, some problems

have occurred during the evaluation that indicates their visualization system is

not interactive.

Ganti et al [14] analyze the data from a real-world city-scale mobile partic-

ipatory sensor network comprised of about 2000 taxicabs. Due to long waits

for taxis in peak times, they have designed a spatio-temporal heatmap of avail-

able taxis, so that people can walk to the closest junction and find an available

taxi. In order to keep track of people’s movement in a daily life, we have also

developed a spatio-temporal heatmap of the space, where the “heat” on a cell

location corresponds to the visitation frequency.

In [38] authors present a 2D visualization technique called Storygraph, which

provides a view of time and space simultaneously to identify various patterns in

data and uncover relationships between different correlating spatio-temporal

events. Although this method seems interesting as part of a visualization sys-

tem, it is not applicable to our system; since it couldn’t handle large scales of

data.

Sjöbergh and Tanaka [39] describe a system for interactive visualizations of

data, which uses pluggable components to easily add new data sources. Twitter

is one of the data sources they have used to explain their system. To visualize

the data, they have considered a 24 hour clock visualization component, a map

and a text query component. In the Twitter dataset, text component shows a

specific tweet, whereas map and clock displays the location and time of tweets,

respectively. It is very similar to our system as selecting or aggregating data

on one visualization component results in propagating data in the other ones

automatically. They use XML files for data sources, and this will use a large

amount of memory. To address this issue, our system uses a database (ODBC)

as a data source along with configuration files for processing the raw data and

prepares it for feeding into visualizations components. This will decrease the

memory usage significantly. Lastly, their goal in designing the visualizations is
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different from us, though we find more creativity and aesthetics in their visual

components.

Snap-Together [32] provides a user interface, which allows users to choose

between various visualizations and coordinates them based on relational joints

available in data sources stored in a relational database. Similar to our work,

changes made to a component reflect in all the connected components. Since

their system provide visualizations for various datasets (website log data, photo

library, census data of U.S. states and counties, etc .), the variety of the provided

views are limited . For example, for a photo library dataset, they have presented

just a scatterplot to view trends on a timeline without focusing on the dataset

details.

2.2 Home-Monitoring Systems

As people grow old, they might face physical or social changes that challenge

their health. Many of these people don’t live with their family, so their loved

ones can’t visit daily and check their health status. With the increasing num-

ber of elderly people and the high cost of nursing care, many industrial and

academic groups have been attracted to invest in telehealth systems.

Today, healthcare systems are augmented with more advanced sensors and

could track activities in the home. Most research in this area has been done

in university testbeds. “Georgia Tech’s aware home” [23] contains context-

aware applications, where each one fits in one of the two following scenarios:

1) support aging in place, 2) support busy families. These application projects

include everyday home assistants, health monitoring and memory aids.

“Welfare Techno House” (WTH) [43] in Japan is another medical smart home

project, which attempts to monitor physiological parameters, such as ECG mon-

itoring (without using body surface electrodes) and urine measurement.

“Habitat Intelligent pour la Sante” (HIS) [24] in Grenoble is an apartment

which is equipped with both ambient and wearable sensors networked in the

smart home to a local area network (LAN). The data obtained from each sen-
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sor can be transmitted through a local network to a personal computer. The

data is used for the measurement of patient activity to evaluate his/her general

health status by considering activity indicators, such as mobility, agitation and

displacements.

The “Assisted Living Lab” [31] in Fraunhofer IESE in Kaiserslauter, Germany

is a typical apartment for an elderly person. The lab is equipped with a set of

sensing, interaction and assistance facilities to provide the base technology and

measurement environment to implement and evaluate assisted living scenarios.

The “MavHome” (Managing an Adaptive Versatile Home) project [48] at Uni-

versity of Texas at Arlington focus on conducting research on smart home tech-

nologies to consider the environments as an intelligent agent. These environ-

ments aim to maintain safety, security and privacy, maximize the comfort of the

inhabitants and minimize the consumption of resources.

The “Aging in Place” project at University of Missouri provides health pro-

motion and assistive care services, along with routinely assessing the residents,

also coordinating resident’s medicals with physicians and caregivers [26,36].

The “TigerPlace” [35] is an independent retirement facility in Missouri that

is based on the “Aging in Place” model. This smart home is used as a study

set for designing user interfaces to display the monitoring data related to the

activity level and sleep patterns of older adults [9]. Their application supports a

good variety of interactive visual displays including line charts showing activity

levels extracted from sensors, pie charts displaying average activity for each

area of the house and bubble charts to illustrate bedtime motion,respiration and

restlessness over days of the week. In compare to our work, their application

covers more details about the sleeping activity, while other daily activities are

not distinguished from each other and are presented as a general one.

Another research took place in “TigerPlace”, attempts to evaluate the sensor

data displays using 16 heuristic criteria through conducting a user study [3].

They have developed two types of graphs to show the activities of an individual

throughout the apartment. The first line graph contains several lines displaying
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all the motion sensors firings per day for an individual. In the second view, user

can select a specific motion sensor and view the line graph for it. The results of

the user study shows that flexibility, efficiency of use, navigation and documen-

tation were not well developed in their application, while their visualizations

were highly rated for their aesthetic value.

Rantz et al. [34] use the sensor data collected from “TigerPlace” to predict

health events such as falls and emergency room visits. Their goal is to gen-

erate alerts that notify caregivers of changes in patient’s conditions so they

could prevent or delay adverse health events. To achieve the goal, they have

designed a sensor network along with a secure web-based interface to display

the sensor data for patients, caregivers and researchers. Similar to our system,

it allows the user to select a specific patient and a date range. The data can

be displayed in different ways including line graphs, pie charts and histograms.

Moreover,sensor data are grouped into 4 categories: motion, pulse, breath and

restlessness. In our visualizations, we report general condition of a patient in

performing daily activities, so our sensor data falls in different categories from

this study. Our data grouping is based on normal daily activities such as sleep-

ing, eating, watching TV and so forth. For now, our system does not include

a notification and alert component, but we would like to develop it as a future

work.

2.3 Patient-Activity Monitoring Visualization Sys-

tems

The use of telemedicine over the past decades has been significant. Nowadays,

it is very difficult to find a country that has no determined program for develop-

ing telemedicine capabilities. Telemedicine is used as a general term to refer

to all systems and applications that facilitates communication between patients

and caregivers using electronic devices and information exchange to deliver

personal health services [4]. These health-enabling systems aim to decrease

the cost and improve the health care delivery quality [21]. Companies like IBM,
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Philips and Intel have been worked actively in the area of remote patient moni-

toring systems since the early 2000s [5].

Takács et al. [42] propose an ambient facial interface, which provides vi-

sual feedback and confirmation to the user in a manner independent of age,

culture, language and mental alertness. Their system use animated faces or

photographic humans to display emotional facial expressions along with non-

verbal feedback, which is easy for an elderly to recognize. These digital faces

are controlled by physical measurements or data processed from the current

state of the user or the objects and products he or she is interacting with. Us-

ing these measurements, finally a single facial expression is displayed to the

elderly user, so they can evaluate the quality instantaneously.

Staggers et al. [40] present their work by comparing a text-based user in-

terface and a graphical interface in the health care area. The results reveal

that graphical interface significantly improved the error rates, response time

and satisfaction rating used in computerized nursing order tasks. Also, it indi-

cates that the rate of learning the system was faster when using the graphical

interface.

Producing an AAL system that provides a high-quality of service, requires

to consider different aspects of these systems to achieve security, usability, ac-

curacy and interoperability. To identify the essential aspects of AAL systems,

a number of surveys of the literatures have been conducted. A recent review

by Memon et al. [27] presents a comprehensive literature survey with a focus

on health-care frameworks, platforms, standards and quality attributes. They

found that many AAL systems are limited to a small set of features; therefore

many of the essential aspects of these systems are ignored. In conclusion, they

argue that achieving more synergetic AAL solutions requires more user-centred

studies, standardized efforts and focus on open systems. In another work by

Rashidi et al. [37], a general technical survey on emergence of AAL tools for

older adults is proposed. In their paper, they discuss ambient assistive living

platforms, algorithms, systems and standards.
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Using Wireless Sensor Networks (WSNs) in smart environments provides

the opportunity to create pervasive applications, which support the user with

scalable and context-aware services. In this domain, Hussain et al. [22] propose

a web-based application that uses Received Signal Strength Indicator (RSSI) to

investigate localization and mobility. In the experimental study, they consider 9

sensors deployed in a bedroom to determine 1) sleeping behaviour of a person

and a limited number of his/her physical activities, 2) occupied chairs in the

room and the mobility of the person, and 3) humidity of the room for knowledge

extraction. The results are illustrated as line charts, where y-axis shows the

RSSI value and time is displayed on the x-axis. As RSSI variation determines the

actual behaviour of a person, it is difficult for a naive user to explore information

from the line charts without any expert knowledge. Moreover, interactivity

among different visualization components is necessary in a web application,

which is not considered in their system.

2.3.1 Comparison with Other Ambient Assistive Living Vi-

sualizations

In order to compare our framework with other visualization systems, we con-

sider 7 parameters that are usually important in assessing a visualization tool

designed for an ambient assistive living. The parameters are defined as follows:

Data Capture / Analysis: The data captured by sensors in the smart home

can be processed in two ways based on the user request. In some cases, the

user may want to visualize the real-time data for the patients, so the visual-

izations are generated instantly. Sometimes archived and historical data is re-

quired. A good visualization system is the one that can handle both types of

data requests.

Interactive Visualization Components: For a visualization system to be

considered as interactive, it should meet two criteria. First, the control of some

aspects of the visualization components should be available to the user. Sec-

ond, changes made by the user should be incorporated into the visualization
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system in a timely manner. This feature is very important in patient-activity

visualization systems.

Data Aggregation: In visualization toolkits, a data aggregation component

could make the task of data analysis more simple by gathering the information

and express it in a summary form for statistical analysis. For example, in this

category of data visualization, one type of data aggregation could be reporting

the average time spent daily on a specific activity in a range of time.

Multiple Residents Comparison: This feature allows the end user to com-

pare various numbers of patients in terms of activities and daily behaviour in

different views. In a rehabilitation hospital, several smart suites are available,

where each residency may contain one or more residents. Including this fea-

ture in the visualization toolkit would be very advantageous for these kinds of

hospitals, as the nurses can investigate if any environment-health issue rises.

Adaptability to Use for Another Smart Home: In designing a software

system, it is necessary to develop it in a way, which is adaptable to changes

in its environment. An adaptable software system can tolerate changes in its

environment without external intervention. In our case, the system should be

designed to visualize data from different smart homes, without any need to

change the software code.

Automatic Alerts/ Email: One of the components that may seem useful in

these types of visualizations is a module that sends automatic alerts or emails,

when an emergency occurs. For example, if the sleeping time of the patient

exceeds a threshold, the caregiver will receive an alert to check the patient’s

status.

In this thesis, we compare 6 visualization frameworks with our tool (SmartVis),

which are carefully selected to be similar to our system in terms of visualization

goals. In this section, first we describe the contribution of each work. Then,

we discuss whether each framework considers the aforementioned parameters

or not, and finally how they work similar to or different from SmartVis. A brief

result of the discussion could be found in Table 2.1.
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Gil et al. [17] introduce an enhanced home-based care system by modelling

the “busyness” (overall activity) in their place of residence. Based on their

research, data mining can play an important role in detecting the changes of the

level of daily activities, which directly reflects the changes in health condition.

The study found that changes in a busyness metric were visible and detectable

even with irregular behaviour. In this regard, they have designed two types of

graphs. The first graph is a stacked-column chart showing the “busyness” over

different time zones such as sleeping, early morning, late morning, etc . The

other graph is a column chart displaying the daily sensor firings for a specific

sensor over a couple of weeks, which is very similar to our “activity overview”

column chart that shows the daily time spent on an activity over a range of time.

The only difference is about the metric used in the SmartVis and their tool.

Mulvenna et al. [30] suggest a data visualization toolkit that supports el-

derly people with mild dementia in their homes during the hours of darkness.

In this work, the main focus is to highlight the fact that different visualization

components service different end users requirements. In order to address this

fact, they have created a table, which illustrates the issues in communication

between AAL services and different user types. In the table, they mentioned

that they can capture and analyze both archived and real-time data. For differ-

ent users, they have considered different types of visualizations that are based

on the sensors data. They provide bar charts which shows sensor usage for all

the sensors embedded in different areas of the apartment in a daily range of

time. Also, they have depicted the daily usage of each sensor. Although, the

type of the charts they used to depict the data is similar to ours, SmartVis apply

a higher level of data extraction, and provide more information rather than raw

data obtained from the sensor readings. SmartVis is capable of showing the

triggered events and moreover recognize activities performed from a sequence

of events. They have designed an alarm dashboard for different group of users

for emergency incidents or unexpected behaviours.
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The activPAL™1 is a graphical visualization system that represents daily ac-

tivities of a person categorized into 3 groups of sitting, standing and walking.

This information can be used to track any changes in the free-living activities

against medication or treatment regimens. The technology records and identi-

fies periods of moderate physical activity throughout a day, and also provides

cumulative totals of these periods. Activity for each hour is represented by

bars covering 15 second periods, and the pie chart visually illustrates the total

time in an hour spent on each primary activity. Their system is similar to us in

answering questions based on user’s daily or weekly profiles, for example, has

the user changes his/her level of activity compared to the previous days? But, it

couldn’t cover detailed activities such as watching TV, meal preparation, taking

shower etc . Moreover, the visualization graphs seem like an activity record,

and no interactivity is mentioned in the documents.

Tunstall’s ADLife2 is an ADL monitoring system, which unobtrusively mon-

itors room transitions, door usage, electrical appliance usage and bed/chair

occupancy. The user can view the data obtained from the sensors in different

ways including simple traffic light table , which displays the sensor usage for

different range of times, or bar charts showing all sensor activities for a spe-

cific day. This system is also enabled to send automatic email alerts if the user’s

ADL patterns deviates from the normal levels. Similar to [30], this system can-

not display the activities percieved from the events.

More relevant to our application, is the work of Thomas et al. [44] on pre-

senting a visualization tool for smart home called PyVis. This visualizer provides

an interactive interface to visualize smart home in real-time as well as providing

historical trends. Our approach is similar in spirit, but we pay more attention to

the activities performed by each resident in the smart home, while PyVis only

keeps track of environmental changes.

In the paper proposed by Suryadevara et al. [41], a mechanism for esti-

1http://www.paltech.plus.com/products.htm
2http://www.tunstall.co.uk/Uploads/Documents/ADLife%20solution%20sheet%2002.01.13.pdf
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Table 2.1: Comparison of patient-activity monitoring visualization systems, including
our system (SmartVis).

Frame Work [30] [44] SmartVis activPAL ADLife [17] [41]

Data
Capture/
Analysis

Real-
time/
Archive

Real-
time/
Archive

Real-
time/
Archive

Archive Archive Archive Real-
time/
Archive

Interactive
Visualization
Components

Yes Yes Yes No Yes No Yes

Data
Aggregation

No Yes Yes Yes No No Yes

Multiple
Residents
Comparison

No No Yes No No No No

Adaptability
to Use for
Another

Smart Home

N/A Yes Yes N/A N/A Yes Yes

Automatic
Alerts /
Email

Yes No No No Yes No No

mation of elderly well-being condition is reported, which is based on usage

of house-hold appliances connected through various sensing units. In this re-

search, they have defined “wellness” as well-being of elderly in performing their

daily activities efficiently at home, and to measure it, they have defined two

functions. The first function measures the “wellness” of an older adult based on

the inactive duration of the appliances; while the other function works accord-

ing to the excess usage measurement of appliances. Also, they have developed

an interface, where the real-time activity status of the elderly can be seen on.

This visualization system stores the sensor activity information and analyzes

the “wellness” indices, as well as remotely monitoring the elderly activities.

Similar to our system, they have developed a colorful bar graph displaying ac-

tivity occurences for different days over 24 hours. They have measured the

“wellness” of different patients at different smart homes. Moreover, they have

prepared a line chart measuring the excess usage of appliances for 7 days of

the week while the patient is working with different house-hold appliances.
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Chapter 3

Technology Background

This chapter reviews the technologies we have used in developing our system.

The first section describes the REST architecture, and it’s evolution through the

time. The next section introduces two popular data formats, namely XML and

JSON. Finally, the last section discusses the web messaging protocols, specifi-

cally the MQTT protocol.

3.1 REST Architecture

New technologies like Wireless sensor networks, RFID and real-time localiza-

tion are becoming more common and popular these days. The proliferation

of these devices in a communicating-actuating network creates the Internet of

Things (IoT), wherein sensors and actuators are seamlessly integrated into the

information network [19]. The IoT enables smart environments to identify and

recognize objects, and retrieve information from the Internet to facilitate their

adaptive functionality [47]. The Web of Things (WoT) [20] is a notion that allows

real-world objects to be part of the World Wide Web. It provides an application

layer that facilitates the creation of Internet of Things applications. The WoT

mainly focus on four levels. First, it attempts to connect embedded devices

to the internet. In the second step, it embeds web servers on the mentioned

devices. Third, it models the offered services by these devices in a resource-

oriented way. And finally, it exposes these services as RESTful web resources.
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Web services have been vastly used in the recent years to integrate dis-

tributed system. They can be categorized into two major classes:

– SOAP-based services [11], in which the service may expose a set of com-

plex standards and specifications for enterprise application integration.

– REST web services, which is an architectural style explaining how to use

HTTP properly as an application protocol.

REST suggests the use of a uniform interface. Resources can only be manip-

ulated by the methods defined in the HTTP standard. The four most important

methods are:

– GET is used to request a representation of the specified resource

– POST represents an update or insert of a resource.

– PUT is useful to alter the state of a resource.

– DELETE is used to delete the resources.

The simplicity, the use of a uniform interface and the wide availability of

HTTP libraries, have made it loosely coupled and reusable.

3.2 Exchange Data Formats on the Web

Exchange of data between two or applications on the web should be in a machine-

readable format. Many data formats have been proposed, where each one aims

in optimizing the speed or generality. In the following subsections, we describe

the most popular data formats, which are also employed in our software (see

section 4.1).

3.2.1 XML

Extensible Markup Language (XML) is used to describe data. XML is a markup

language that defines a set of rules for encoding documents in a format, which
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is readable for both human and machine. XML code is a formal recommendation

from the World Wide Web Consortium (W3C) [7]. XML data is known as self-

describing, which means that the structure of the data is embedded within the

data, so when you want to add a new data, there is no need to rebuild the

structure to store the data. The basic building block of an XML document is

an element, which is enclosed by tags. Element names describe the content of

the element, and the structure indicates the relationship between the elements.

Listing A.2 shows an example XML listing all the individual sensors embedded

in the Smart-Condo™ . We can almost show any kind of data in XML, if we use

XSL along with, which is a language for expressing style sheets, and describes

how to display an XML document of a given type.

3.2.2 JSON

JavaScript Object Notation (JSON) [18] is a human-readable standard data for-

mat that transmits data objects such as associative arrays. Unlike XML, JSON

tries to remove the use of tags, and minimize the amount of the characters used

for the serialization of a data object. A JSON object is usually a key/value pair,

which is a chunk of data stored along with a look up key. Listing 3.1 shows a

JSON object (Polygons) holding a list of two JSON objects (Polygon). This is part

of our code used to generate heat-map floorplans. Each floorplan is consisted

of polygons showing walls and obstacles available in the apartment. Walls are

represented as orange polygons, while obstacles such as sofa, TV and etc. are

considered as grey ones (Figure 5.14). Moreover, to draw each polygon, vertex

coordinates are required, which is expressed as “points" in our JSON file.

Listing 3.1: Example JSON object with a list (Polygons) of two JSON objects (Polygon)

1 {

2 "Polygons" : [{

3 "name" : "polygon 1" ,

4 " f i l l " : "orange" ,

5 "points" : [{"x" : "0" , "y" : "3.23"},

6 {"x" : "4.7" , "y" : "3.23"},

7 {"x" : "4.7" , "y" : "2.99"},

8 {"x" : "4.57" , "y" : "2.99"},

9 {"x" : "4.57" , "y" : "3.13"},
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10 {"x" : "0" , "y" : "3.13"},

11 {"x" : "0" , "y" : "3.23"}]

12 },

13 {

14 "name" : "polygon 2" ,

15 " f i l l " : "orange" ,

16 "points" : [{"x" : "4.57" , "y" : "2.19"},

17 {"x" : "4.7" , "y" : "2.19"},

18 {"x" : "4.7" , "y" : "2"},

19 {"x" : "4.98" , "y" : "2"},

20 {"x" : "4.98" , "y" : "1.9"},

21 {"x" : "4.57" , "y" : "1.9"},

22 {"x" : "4.57" , "y" : "2.19"}]

23 }]

24 }

Simplicity, efficiency and readability of JSON have made it an extensively

used data format for the transmission of character data. Finally, to define the

structure of JSON data for validation, documentation, and interaction control,

JSON Schema is a specification for a JSON-based format.

3.3 Web Messaging Protocols

The HTTP protocol acts as a request-response protocol in a client-server model.

In this model, the initial request for data begins with the client, and then is

responded by the server. This style of network communication is called client

pull technique. However, HTTP doesn’t seem suitable for applications with

event-driven scenarios. In such cases, a push technology seems more useful.

Server push [13] is a style of Internet-based communication, where the request

for a transaction is initiated by the publisher.

MQTT Protocol: MQTT (Message Queue Telemetry Transport) [45] was

originally developed out of IBM’s pervasive computing team and their cooper-

ation with their partners in the industrial sectors. In the recent years, the pro-

tocol has been presented as an open source messaging protocol, and is moving

towards becoming a standard protocol.

The MQTT is a publish/subscribe protocol specifically designed for resource-

constrained devices and low bandwidth, high latency or unreliable networks,
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which makes it effective in embedded systems. MQTT is a useful messaging

protocol in home automation and small device scenarios. It can be used in

sensors communicating to a broker via satellite link, and also over occasional

dial-up connections with healthcare providers. It is also ideal for mobile appli-

cations because of its small size, low power usage, minimized data packets, and

efficient distribution of information to one or many receivers.
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Chapter 4

Software Architecture

We have developed an application prototype that can be used as a tool for

performing different statistical analysis and visualization tasks on ambient-

assistive living traces. This chapter describes the architecture of the system.

Figure 4.1 illustrates the four-layer architecture of our web-based application,

including data sources and system configuration layer, activity-location infer-

ence layer, data management layer and analysis and visualization tools. Each of

these layers and their functionalities/components are explained in subsequent

sections. We also briefly explain the technologies we have used in different

layers.

4.1 Data Sources and System Configuration Layer

The first layer corresponds to wireless sensor networks (in case of an actual

deployment) or sensor events generator (in case of using a simulator) or sample

data (in case of using an external database of events).

Wireless Sensor Network: In this layer, we have a wireless sensor net-

work, where on nodes, sensors can be attached. Each node can be equipped

with digital or analog sensors, and can communicate with a central gateway

attached to a server, where all data can be logged on. When an event is sent,

it means that a digital sensor value has changed its state, or a threshold on an

analog sensor has been violated.

The sensors in the wireless sensor network have a star topology, therefore
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all the collected data from these sensors is transmitted to the sink node, which

is connected to the component bridge [46].

Wireless Sensor Network Simulator: Simulation framework enables us

to generate sensor data without having an actual deployment. In order to have

a large dataset of sensor readings, we need participation of human, which is

difficult to organize. Thus, a simulation-based alternative gives us the oppor-

tunity to conduct arbitrary experiments without having a real deployment. The

simulator is capable of generating sensor placement based on a 2D model of

space. For a more detailed description of the simulation software used in our

platform please refer to the thesis by Vlasenko [46].

Sample Data: In addition to the real sensor network and the simulator, our

system is capable of working with other sensor-logged datasets collected from

smart homes. These datasets should at least contain 4 fields of data, which are:

1) resident ID, 2) apartment name or number, 3) type of the sensor triggered,

and 4) date and time of the event. Along with the dataset, the sensor type

configuration files and the floorplan of the apartment are also required. We

use the primary dataset and the mentioned files to extract the system actual

input data through a preprocessing step. To evaluate our framework with this

category of data, we have selected a dataset from WSU CASAS [8]. Specifically,

the dataset has been recorded in the Kyoto testbed, and includes sensor events

collected from WSU apartment for two residents living there during the 2009-

2010 academic year. More detailed specification of the dataset can be found in

Chapter 6.

Sensor Data Configuration: In our system, we consider two types of con-

figuration files that provide extra information for the real network and the sim-

ulator modules. The first file (Config.xml) contains basic information about the

sensor ids, sensor types and their corresponding hardware characteristics. The

second file (Node.xml) provides location of each sensor installed on a node, and

also describes on/off commands for both the real and the virtual world. More-

over, it keeps the size, id, and the area of the installed sensor (See Appendix A).
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The main purpose of using these files is to reduce the cost of implementation,

and make a flexible toolkit that works with various sensory infrastructures.

Space Configuration: In order to generate a floorplan for the heat-map

visualization, we need to have the exact coordinates of the walls and obstacles

in the apartment. For this purpose, we consider a JSON file similar to Figure

3.1 containing walls and obstacles information as “polygon” with 2 features:

1) “fill”, representing the color of the “polygon” in the floormap, 2) “points”,

showing the vertex coordinates.

MQTT Stream: MQTT protocol supports publish/subscribe pattern, which

is an alternative to the traditional client-server model. In this paradigm, pub-

lisher and subscriber are not aware of the existence of each other, so there

is a third component called broker, which is known by both the publisher and

the subscriber, and acts as a filter on the incoming messages and distributes

them accordingly. The filtering is based on a topic, which is part of the mes-

sage. The publishing client updates under certain topics, and the receiving

client subscribes on the specific topics, which is interested in to get the up-

dates. In our system, first the real sensor network or the simulator publishes

sensor readings under a set of topics, which are defined as “node id”s in List-

ing A.2. Then,through an API, which has previously subscribed to those topics,

the updated events will transfer into the activity-location inference layer, par-

ticularly into the localizer component. A sample of a sensor reading published

as an MQTT message is as follows: “Message: 62,16,1441148623000,0”. The

first number in the message shows the topic number, the second indicates the

sensor type, the third displays the timestamp and the forth one is the status of

the sensor. If you refer to Listing A.2, you can find a sensor with “id” = 62 and

“sensor” = 16, which is an RFID reader. The whole sample message states that

the RFID reader tagged by “id=62” has become off on Tuesday , 01 Sep 2015

23:03:43 GMT.
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4.2 Activity-Location inference Layer

Localizer: The localizer component receives the raw sensor readings from the

MQTT stream, and calculates location estimates for each person. If the read-

ings are generated from a switch or pressure sensor, then it’s location is the

actual position of the sensor event. Readings from the motion sensors and

RFIDs will be concatenated to form a binary string. Each motion sensor/RFID

reading is a binary value, which indicates its on/off status. The initial estimate

of localization algorithm is the center of mass of the polygons, which the recent

triggered sensors/RFIDs cover. In the estimation mechanism, a constant-sized

window is considered, which contains a collection of previous locations.

When the window is full, the binary string is processed to estimate the new

coordinates of people’s location. This process is repeated until reaching the

next adjacent triggered area.

The information received from the sensor readings and localizer component

is stored in the “Location Inference Log”. Particularly, this log is responsible to

answer the following questions when a sensor event occurred:

– Who has triggered the sensors?

– What time and date has the event started and finished?

– What was the event?

– In which area of the apartment has this event triggered?

– What was the exact coordinate of the performer during this event?

Activity Recognizer: The Activity Recognizer component receives location

inference information, and generates activities based on the events. Here, an

activity is defined as a set of events that have triggered by a single person

consecutively. These activities are recorded in an “Activity Inference Log” to be

stored in the database. The generated datasets by the Smart-Condo™ simulator

or the Smart-Condo™ real-time doesn’t provide the performed activities. These
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datasets contain a sequence of events, which requires to be processed to obtain

the activity. In order to extract the activities, we categorize the activities into 2

groups: simple and complicated activities. For example, an activity like “sleep”

is defined as two smaller events: 1) Lie down on the bed, 2) Get up from the

bed, and is counted as a simple activity. However, some activities need more

details to be considered. “Meal Preparation” is a complicated activity, since

different scenarios can make this activity happen. One scenario happens when

the resident is making a salad. For this case, the sequence of events would be:

“Open the fridge door”, “Move in the kitchen”, “close the fridge door”, “Move

in the kitchen”. In the other scenario, the resident is going to make a meal. In

this case, the sequence of events seems more complicated, as the user needs to

use the stove, too. Besides, another complexity rises when the user triggered

an event related to an action, but the time spent on doing that event is not

sufficient to consider it as a part of activity. This issue makes us to design our

activity recognition component with time thresholds.

In our proposed algorithm, for each action Ai, we consider an ordered set of

events Ei = e1, e2, e3, . . . em, which usually occurs in performing an activity. As

we have a limited number of activities and sensor events, generating these sets

are done manually. In the next step, we assign a minimum time threshold for

a pair of priority event. Priority events are those events that are not triggered

by a motion sensor. For instance, “Sit on the Sofa” and “ Get up from the Sofa”

is a priority event pair, and we have assigned a minimum time threshold of 10

seconds. Lastly, to recognize an activity, if the time spent on a priority pair

event is bigger than the minimum threshold, then we label that sequence of

events by Ai; otherwise we will label it as a “walking” action.

4.3 Data Management Layer

Data Storage: The logged data from the previous level needs to be kept in

a relational database such as MySQL. MySQL is a relational database that we

have used in our system to record sensor readings, as well as information on
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the extracted activities. In the database, we store two tables for each dataset.

The table design allows easy inserting or deleting users and activities without

affecting any other tables. The first table is the “Sensor Events” table, which

is responsible to store the sensor readings received from the MQTT messages.

When an event occurs, the name of the action performer (e.g. R1), the name

of the event triggered by the sensors (e.g. Bathtub on), the area and the exact

coordinates of the place (e.g. Bathroom, x: 6.67, y: 1.87), and also the date and

time of the event is stored in the “Sensor Events” table. The second table is the

“Activity” table, containing the name of the action (e.g. Meal Preparation), the

performer, the area, and the start and end time and date of the action. Here, in

this thesis, we address the sensor reading by “event”, and a sequence of events

creates an “action”.

PubNub 1: In order to create real-time visualizations, we have used Pub-

Nub, which is a real-time network. PubNub utilizes a Publish/Subscribe model

for real-time data streaming, which includes 3 atomic components namely API

keys, messages and channels. If a client needs to subscribe and not publish,

then it is sufficient for the client to initialize with the“publish_key”. For those

clients who will be publishing, or publishing and subscribing, it will need to

initialize with both “publish_key” and “subscribe_key”. When you register an ap-

plication in your PubNub account, a “publish_key” and “subscribe_key” is auto-

matically assigned to your application. After initializing API keys, a publishing

client publish messages to a given channel, and a subscribing client will only re-

ceive those messages associated with the channels it has subscribed to. In our

system, the localizer component publishes the messages and our visualization

module receives them through an API (See B.1 for more details).

1http://www.pubnub.com/
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4.4 Analysis and Visualization Tools

4.4.1 Virtual World Visualization

One of the visualization- analysis tools that have been used in the Smart-Condo™

platform is the virtual world animation. The idea behind this type of visualiza-

tion is to keep user’s privacy, while providing highly detailed animations of user

activities. This visualization tool uses an API to get the parsed sensor readings

from the database, converts it to readable commands and sends them to the

virtual world objects and avatars.

4.4.2 Textual Reports

Textual reports provide information on patient’s activities with specific date,

time, location and also the type of the activity that has been performed. These

reports include a precise and detailed list of patient’s activities that helps care-

givers to check the patients health condition regularly.

4.4.3 Interactive Charts

The main focus of this thesis is on developing interactive charts that can analyze

and visualize patient daily activities. In our work, we have integrated various

charts with different purposes for both real-time and archived data. Through

these graphs, caregivers can keep track of 1) the patient’s location in the apart-

ment (heatmap graph), 2) the time spent on each activity per day (calendar-pie

chart), 3) accurate time and location of the triggered event when the patient

is moving or performing an activity (line chart), and finally 4) the changes on

the time spent on a specific activity during a week/month (column chart). More

details on these charts are provided in chapter 5.

Goals

The overall purpose of designing this system is to construct a flexible tool to

enhance ease of access to powerful analysis of patient’s activities from a spatio-
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temporal perspective. Consequently, it considers several aspects that are im-

portant for analyzing daily activities of a person in the context of health mon-

itoring. By using different display techniques, the visualization system shows

when, how often, in what contexts and where individuals perform activities in

various time granularities.

Our method is flexible: First, it allows the user to select a range of individ-

uals from a single patient up to the whole patients available in the residence.

This option enables nurses to have the advantage of monitoring multiple pa-

tients simultaneously. Second, it is possible to illustrate activities on different

levels of detail. In our case, 13 actions are considered for the patient per-

forming in the apartment, which are: 1-Sleeping on the bed, 2-Resting on the

sofa, 3-Bathing, 4-Personal Hygiene, 5-Meal preparation, 6-Eating, 7-Walking

in the room, 8-Working, 9-Entering the apartment, 10-Leaving the apartment,

11-Housekeeping, 12-Watching TV and 13-Walking from the bed to toilet. Some-

times, the user doesn’t want to see the activities in this detail, thus they can be

categorized as more general activities into a smaller number of groups. Specif-

ically, we have sectioned the above activities into 3 groups: 1-Active, 2-Sleep,

3-Out , for those users who needs a high level of activity information. Third,

according to the motion sensors data, it is possible to detect what rooms in the

apartment patients do visit during performing their activities. Furthermore,

frequency of visiting a place is also considered in our visualizations.

Forth, it permits the user to visualize activities over different time granular-

ities. Moreover, user can select an arbitrary range of days. This option helps to

display the required information and avoids messy charts.

Data Representation

To develop and implement a visualization system, a primary sketch is required,

which is usually adopted by the user requirements. End users requirements are

the basic skeleton of any software. Here, we collected a number of questions

that the end users are interested in:
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– Q: How did the patient spend his time? How much time has he devoted to

perform each activity?

– A: To answer this question, we have developed a pie chart, which can show

the time patient devoted to perform each activity. Activities are separated

by different colors, and by moving the cursor over each portion of the pie,

name of the activity and the spent time will be displayed. This chart gives

complete information about the living habit of the patient.

– Q: Does the new condition (e.g. taking new pills) have any influences on

the patient’s activities? If so, how frequent was it?

– A: A column chart, where time is on the x-axis and the spent time on doing

the specific activity is on the y-axis, should answer this one. Through

this graph, the user can visualize how the patient changes his activity

durations due to a specific reason.

– Q: When does the patient do a specific activity?

– A: Sometimes, the nurses or the patient’s family like to know when the

patient does an activity. We will illustrate this information by a line chart,

where x-axis shows the time and y-axis displays different activities. Based

on this chart, nurses know when the patient has taken his pills or does he

immediately sleep after having lunch.

– Q: Where does the patient usually spend his time?

– A: In response to this question, we have developed a heatmap chart. This

chart displays how the patient is moving through different rooms in the

apartment. A colored square in the apartment map means the patient

has passed or spent some time there. The darker the color is, the more

frequent that point is visited.
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System Functionalities

In our toolkit, we consider several functionalities, which we are listed as fol-

lows:

Dataset selection: Our framework is flexible to work with several datasets.

Users can select among the available datasets through a dropdown list. Also,

they can choose between individual or comparison modes of display. In individ-

ual mode, users can only visualize the graphs and reports for a single resident,

whereas in comparison mode, different residents can be compared together in

different graph layouts.

Display multiple datasets: In this toolkit, users can visualize graphs and

analyses data from various datasets in different tabs. For example, one tab

may contain graphs for a single resident of CASAS dataset, while the other tab

compares the charts and reports from the Smart-Condo™ data for 2 individuals.

This functionality makes our system user friendly, as the user is able to visualize

multiple projects results just in one window.

Display Data as a Graph: For developing this functionality, we use High-

Charts 2 and D3js 3 libraries to draw a graph based on the retrieved informa-

tion from the database. To draw each graph, several queries are designed in

the PHP scripts to get the desired data over an Ajax request and render it in

the appropriate graph.

User Interactions: User interaction is an important aspect of data visual-

ization. Visualizations especially for exploratory purposes, is usually inefficient

without interactions. It is not sufficient to only visually display the data; the

user needs to interactively explore the data. The ability to select and manip-

ulate subsets of data, and change viewing parameters interactively supports

the user in achieving insight into the details and characteristics of the data.

User interactions can be simple as setting display features or changing view

parameters, or it may be complicated as navigating through multiple views.

2http://www.highcharts.com/
3http://d3js.org/
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Zooming views: In visualization, zooming is a powerful and essential func-

tion for users to navigate and explore the data. In our tool, we implement a

zooming function for the “Timeline Activity” chart, which facilitates the naviga-

tion of the user through more detailed data.
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Chapter 5

Three Typical System-User

Interaction Scenarios

In this chapter, we present three demonstration scenarios to illustrate how

SmartVis works. As our toolkit supports views for both individual and multiple

residents, we devote one scenario to each mode. Moreover, we prepare screen-

shots of graphs working with real-time data. The order of the scenarios is as

follows: First, we show how we can navigate through the system and explore

the visualizations for an individual using the CASAS dataset. Second, graphs

and reports generated by monitoring multiple residents in the Smart-Condo™

are discussed. Finally, we explain the views provided to use with real-time data

followed by screenshots of the graphs. Figure 5.1 shows a view of our dash-

board for the Smart-Condo™ Simulator dataset comparing 2 residents.

5.1 Scenario 1:Single Resident (External Data)

In this section, we prepare a scenario to show the required steps for monitoring

a single resident using the CASAS dataset.Unfortunately, for this dataset, we

didn’t have access to the resident’s location coordinates while moving in the

apartment; therefore, for this scenario, heat-map graph is not provided. In the

next part, we describe how to set the system configurations and analyze the

graphs by providing more details.
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for each activity. In fact, SmartVis is capable of assigning a unique color for up

to 30 different activities through SQL queries. The user can select an activity

from the selection panel, and review the spent time on the selected activity

over a chosen period of time in the “overview activity” column chart (Figure

5.7). Now, if the user wants to select another activity, there is no need to go to

the selection panel. In the activity calendar, each portion of the pie represents

an activity (Figure 5.8), where by clicking on it, a new activity is chosen and

the changes reflects in the overview activity graph.

In this toolkit, we aim to provide all the graphs in a non-sliding web page.

This feature supports the user with a whole picture of our system without both-

ering him/her to scroll over multiple pages. By applying this feature to our

work, our graphs may look small and seems hard for the user to follow the de-

tails. To overcome this difficulty, we have embedded an expansion icon in the

header panel of each graph, where the user can find a larger view of the graph

by clicking on it.

5.2 Scenario 2: Multiple Residents (Smart-Condo™

Simulator Data)

This scenario shows the capability of our system in comparing and analyz-

ing multiple people’s activities. As far as we know, we have developed the

first patient-activity monitoring visualization system that supports multiple res-

idents.

5.2.1 View Setup

In this scenario, after loading the dashboard, the user selects Smart-Condo™

Simulator dataset and the comparison mode. When the new tab appears, the

user can select 2-4 arbitrary residents from the checkbox drop down list. The

selected residents can be from the same residency or live in different suites.

Like the previous scenario, the visualizations will be loaded after selecting the

40



time period and an arbitrary activity.

5.2.2 Graphs and Views

As we mentioned before, the Smart-Condo™ is embedded with various sensors,

so that we can keep track of different events triggered by a resident. Using

these sensors would be sufficient, if only one patient resided in the Condo.

For two or more residents that use a common suite to live, we need RFIDs to

detect different residents. Radio-frequency identification (RFID) is the wireless

use of electromagnetic fields to transfer data, for the purposes of automatically

identifying and tracking tags attached to objects. In our case, each patient

is wearing a tag, which distinguishes him/her from the others. As there are

a limited number of RFIDs embedded in the Condo, there is a possibility of

missing the identity of the activity performer in some events. Therefore, a

component is developed in the Smart-Condo™ simulator, which tries to remove

any ambiguities, while the patients are moving in the Condo.

The graphs and visualizations designed for this scenario have more complex

features due to the ambiguity. In the“activity timeline” graph, each line rep-

resents a patient, which is presented in Figure 5.12 for 2 different residents.

To compare the time each patient spent on performing different activities, a

pie-chat is designed. If the user selects a period of time (more than one day),

then along with this graph, a statistical report will be generated showing the

average, minimum and maximum time the patient spent on a activity. Figure

5.13 displays the mentioned feature for 2 residents.

The most interesting visualization graph is the heatmap, which shows each

person by a different color. As we discussed before, the color intensity of a point

determines the frequency of visiting that point. Now, if we have more than one

patient, and a point in the Condo is visited by more than one person, then the

color of the point is the average color of heat-maps for each patient passed on

that point. Figure 5.14 shows the heatmap graph for the selected 2 residents.

The last visualization in this scenario is the column charts comparing time
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Chapter 6

Evaluation

Previous work on smart home visualization has usually focused on particular

aspects and limited analysis techniques. Here, we are interested in a more

automated, flexible and interactive tool that can be adopted by the user to ex-

plore and review multiple aspects of a data slice or compare two slices together.

However, this approach, in addition to technical challenges, involves with some

practical difficulties. For example, providing appropriate data for the system

is still a big challenge. Even though, developing smart homes is an attractive

topic these days and many researchers are working in this area, you cannot find

many public available datasets. Even, if it is found, it usually comes with miss-

ing data. For example, in one dataset you may find “Sensor Events” data for a

specific period of time, but the map and footprint of the smart-home, which is

needed for the heat-map visualization, is missed. Therefore, our system is eval-

uated by the Smart-Condo™ simulator, in which we have generated several test

cases for individual and multiple residents living in different apartments of a

smart building. Moreover, to evaluate functionalities and different components

of our system, we have used the CASAS dataset, which is discussed thoroughly

in the next section. We also present the results of the studies conducted on

these collected data using different capabilities of our system.
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6.1 The CASAS Study

An aging population, high cost of health care and the importance of letting indi-

viduals aging in their own place for as long as possible, are the three most im-

portant reasons for researchers to develop smart environments to emerge and

assist with valuable functions such as remote health monitoring. Center for

Advanced Studies in Adaptive Systems (CASAS) at Washington State Univer-

sity serves to meet research needs about testing technologies using real data

through using smart homes environment located on the WSU Pullman campus.

Dataset Overview: To evaluate our toolkit, we have used a dataset from

Washington State University CASAS. Specifically, the dataset has been recorded

in the Kyoto testbed, and includes 2,804,813 sensor events collected from WSU

apartment for two residents living there during the 2009-2010 academic year.

Each sensor event is a row in the dataset including the date and time of when

the event occurred, and also the name (e.g. M017) and the status (on/off) of

the triggered sensor. Furthermore, the start and end time of various activities

performed by a specific resident are annotated at the end of the corresponding

sensor event lines. To make the dataset consistent with our intended system

input format, we need to perform a preprocessing step, in which we merge

multiple rows of the raw dataset into a single one. This row indicates the time

stamped activity preformed by a resident. After preprocessing, the new dataset

contains 3741 rows of data.

The WSU apartment includes three bedrooms, one bathroom, a kitchen, and

a living/dining room. A group of sensors used in the dataset are: motion sensors

to detect people’s movement in the apartment area; door sensors to measure

open-close status of the doors; burner, cold water and hot water sensors to

measure the use of stove, cold or hot water respectively; electricity sensor is

used to measure the electricity usage; item sensors to check the on/off status of

the selected items in the kitchen, and finally temperature sensors to measure

the temperature of an specific area. The layout of the apartment is shown in

Figure 6.1.
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6.3 Evaluation Methods

In our study, we evaluate our toolkit by applying a performance test to check

the tolerable load of the system by measuring the response time.

Performance Test: The main aim of performance testing is to measure the

actual performance of a web application, evaluate the performance that the

system could provide, identify the possible bottlenecks, and finally providing

useful tips to fix the problem. In other words, performance testing is used to

measure how fast and efficient a software application can complete specified

computing tasks. These computing tasks can be categorized into two major

groups, where each may be measured using different metrics. The first cat-

egory is OLTP (Online Transaction Processing), which consists of interactive

user activities. To measure how fast a system can respond to requests of the in-

teractive users, response time is used, whereas for non-interactive batch jobs,

the metric of throughput is preferred to measure the number of transactions a

system can complete over a period of time. [25]

Test Environment: An environment where all tools and hardware are present

to perform the evaluation (e.g. performance testing) is called the testing envi-

ronment. The system that we have done the experiments on is 13-inch MacBook

with the following characteristics:

– Operating System: OS X Yosemite (version 10.10.4)

– Processor: 2.9 GHz Intel Core i7

– Memory: 8 GB 1600 MHz DDR3

We should note that each of the above characteristics has a significant influence

on the performance testing, so that a little change in any of them may show a

great difference on the achieved results.

Performance Metric: As the goal of performance testing is to identify po-

tential risks and improve the system, we should determine the desired features

of our application in the early stages of developing the system. In order to
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achieve the desired features, which often include the user requirements, we

need to define criteria to evaluate our work. Response time is the metric we

used for evaluation, which means the time taken from one system node to re-

spond to the request of another. In this thesis we claim that our application

is an interactive visualization toolkit. As one of the criteria for an application

being interactive is that the changes made by the user should incorporated into

the visualization in a timely manner, response time is the selected measure for

our application evaluation.

Plan and Design Tests: The most common purpose of performance testing

is to simulate user scenarios in a realistic mode. In other word, tester should

reproduce the user’s behaviour while using the system. The test workloads

should be very close to real-world scenarios.

To design our application, we considered 6 different scenarios, where in

each one, we check the system response time for all the visualization graphs.

From scenario 1 to 6, we have increased the input load of the system by adding

more (single and multiple) resident’s activity information. We have started our

experiments by adding 1 single and 1 multiple residents (3 residents in total)

to our dataset. In the next scenario, we have tested SmartVis by 5 single and

5 multiple residents (15 residents in total). Scenarios 3 to 6 include 10, 20,

30 and 40 single and multiple residents, respectively; which are randomly se-

lected from the Smart-Condo™ simulator datasets (dataset details can found in

section 6.2). To measure the response time, we have used Firebug. Firebug is

a development tool integrated with web browsers to edit, debug, and monitor

CSS, JavaScript and HTML live in any web page. The results are shown in Ta-

ble 6.1. The numbers in the table reveal that the response time of the system

will obviously increase by adding more load; however this increase is not as

significant as the growth of data during the scenarios.
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Table 6.1: Performance test measuring response time of 4 visualization graphs. (Num-
bers are in milli-seconds)

Scenario Overview
Activity
Graph

Activity
Pie Chart

Timeline
Activity
Graph

Heatmap

Scenario 1
Individual Mode 9 8 23 9

Comparison Mode 15 13 39 17

Scenario 2
Individual Mode 9 10 49 18

Comparison Mode 19 17 100 36

Scenario 3
Individual Mode 13 11 85 30

Comparison Mode 26 20 173 62

Scenario 4
Individual Mode 21 12 166 59

Comparison Mode 42 25 228 121

Scenario 5
Individual Mode 31 14 249 77

Comparison Mode 60 28 489 156

Scenario 6
Individual Mode 37 13 320 111

Comparison Mode 70 32 642 223
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Chapter 7

Conclusion and Future Work

In this thesis, we developed SmartVis as an interactive visualization tool to

monitor and analyze older adults activities resided in a smart home. Our work

makes the following contributions to this area:

– First, we have developed a prototype application that enables users to ex-

plore the sensor data logged from a smart home by employing different

graphs and visualizations. This flexible and interactive interface supports

users in their task of monitoring elderly daily activities in a non-intrusively

manner. The application can be used to explore and analyze smart home

datasets based on a set of sensor events stored in a database, where dif-

ferent queries can be made through selecting the patient/s whom the user

is interested to see the records over a period of time. (Chapter 4)

– Second, we have designed 4 different types of visualizations, where each

one attempts to address one of the user requirements in monitoring an

ambient assistive living. These graphs have the capability of showing the

selected data for a single patient or compare different patient’s activities

via the multiple view mode. Moreover, each chart covers a number of

features, which makes our system interactive. (Chapter 5)

– Third, we have organized our system by adding smart home configuration

files (Appendix A), which makes it very flexible to work with almost any

smart home configuration that provides Sensor Events collected from the
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sensors as the input data. To check this functionality, we have used our

system in conducting several studies on the generated datasets including

samples of CASAS dataset and Smart-Condo™ (simulator and real-time)

datasets (Chapter 5).

– Finally, to give empirical support to our system, we compare the perfor-

mance of the application by defining six different scenarios, where the

first scenario has the smallest load of data and the size of the input data is

increased by moving forward in the scenarios. Overall, our experimental

results reveal that SmartVis performs well for large scales of data. (Chap-

ter 6)

Our initial analyses provide strong evidence that our system is indeed useful

in monitoring elderly activities as a web application. The framework poten-

tially can be extended by adding more interactive visualizations. In this regard

and as a part of our future work, we are planning to add graphs and reports,

which illustrate the health status of the patients. The rendering information will

contain the patient’s heart beat, blood pressure and so forth. We believe that

including these visualizations will be very helpful in exploring and analyzing

the current developed graphs.

We also plan to conduct a user study to evaluate the application from the

user’s point of view. At this level, we couldn’t perform the evaluation due to

ethical issues. We hope that in near future, we can ask a group of nurses

working for a rehabilitation hospital for an interview and apply their helpful

suggestions to our system.
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Appendix A

Configuration Files for

Smart-Condo™

Listing A.1 shows different types of sensors embedded in Smart-Condo™ . In

this file, each sensor is labeled with a unique ID and name. The tag “type” iden-

tifies the type of the sensor, which can be a motion, pressure, switch, humidity,

light or current sensor. Another important tag here is the “debounce" time,

which shows the delay time involved in switching the signal, which is measured

for a group of sensors.

Listing A.1: XML file defining sensor types and their characteristics used in the Smart-

Condo™ (Config.xml)

1 <?xml version="1.0"?>

2 <config>

3 <mqtt id="0">

4 <url>localhost</ url>

5 </mqtt>

6 <VW>

7 <XML_remote_channel>e148fae2−275a−4874−8110−9db62a8a989a</

XML_remote_channel>

8 </VW>

9 <node>

10 <!−− time in seconds for how long to buffer observations ( suggested: 0 −

for testing , 120 − for real deployment) −−>

11 <min_tx>2</min_tx>

12 <!−− how often to send an empty message i f there are no observations

13 ( also affects the time any of these parameters can be changed i f there

are currently no observations )−−>

14 <max_tx>3600</max_tx>

15 <!−− delay between repetitive attempts to connect to the sink ( after

powerup or reset ) −−>

16 <collect_sinks_delay>2</ collect_sinks_delay>

17 <!−− the number of retries to connect to the sink ( after powerup or
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reset ) −−>

18 <collect_sinks_retries>2</ collect_sinks_retries>

19 <!−− sleep time after a number of unsuccessful retries −−>

20 <collect_sinks_sleep>30</ collect_sinks_sleep>

21 <ack_delay>1</ ack_delay>

22 <ack_retries>30</ ack_retries>

23 </node>

24 <sensor id="1" desc="passive infrared (standard) ">

25 <debounce>1025</debounce>

26 <type>Motion</ type>

27 </ sensor>

28 <sensor id="2" desc="passive infrared ( slight ) ">

29 <debounce>1025</debounce>

30 <type>Motion</ type>

31 </ sensor>

32 <sensor id="3" desc="passive infrared ( spot ) ">

33 <debounce>512</debounce>

34 <type>Motion</ type>

35 </ sensor>

36 <sensor id="4" desc="passive infrared (10 m) ">

37 <debounce>1025</debounce>

38 <type>Motion</ type>

39 </ sensor>

40 <sensor id="5" desc="switch">

41 <debounce>1025</debounce>

42 <type>Switch</ type>

43 </ sensor>

44 <sensor id="6" desc="Digital FlexiForce (1 pound) ">

45 <debounce>1025</debounce>

46 <type>Pressure</ type>

47 </ sensor>

48 <sensor id="7" desc="Digital FlexiForce (25 pounds) ">

49 <debounce>1025</debounce>

50 <type>Pressure</ type>

51 </ sensor>

52 <!−− 8 = knock, not used for now −−>

53 <sensor id="9" desc="Analog FlexiForce (1 pounds) ">

54 <sleep_time>4096</ sleep_time>

55 <!−− diff_threshold depends on particular node and is set in nodes .xml

−−>

56 <type>Pressure</ type>

57 <analog>true</analog>

58 </ sensor>

59 <sensor id="10" desc="Analog FlexiForce (25 pounds) ">

60 <sleep_time>4096</ sleep_time>

61 <!−− diff_threshold depends on particular node and is set in nodes .xml

−−>

62 <type>Pressure</ type>

63 <analog>true</analog>

64 </ sensor>

65 <sensor id="11" desc="Analog FlexiForce (100 pounds) ">
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66 <sleep_time>4096</ sleep_time>

67 <!−− diff_threshold depends on particular node and is set in nodes .xml

−−>

68 <type>Pressure</ type>

69 <analog>true</analog>

70 </ sensor>

71 <sensor id="12" desc="Current sensor">

72 <sleep_time>4096</ sleep_time>

73 <type>Current</ type>

74 </ sensor>

75 <sensor id="13" desc="Light sensor">

76 <sleep_time>4096</ sleep_time>

77 <type>Light</ type>

78 <analog>true</analog>

79 </ sensor>

80 <sensor id="14" desc="Humidity sensor">

81 <sleep_time>4096</ sleep_time>

82 <type>Humidity</ type>

83 <analog>true</analog>

84 </ sensor>

85 <sensor id="15" desc="Pillbox ">

86 <debounce>1025</debounce>

87 <type>Pillbox</ type>

88 </ sensor>

89 <sensor id="16" desc="RFID">

90 <debounce>1025</debounce>

91 <type>RFID</ type>

92 </ sensor>

93 <sensor id="17" desc="Virtual ">

94 <debounce>1025</debounce>

95 <type>Virtual</ type>

96 </ sensor>

97

98 </ config>

In Listing A.2 each embedded sensor in the Smart-Condo™ is described by a

group of tags. First, we should note that all tags started with “VW” are defined

to be used by the virtual world avatar. Second, this file is related to the XML

file in Listing A.1 by “sensor” tag. In other words, this tag identifies the type of

the sensor. The tag “location” determines coordinates, and “area” represents

the region of the associated sensor. “on” and “off” tags are designed to be sent

as event status labels to the visualizations via PubNub. The “dominant” tag is

a way to recognize the priority of the trigerred event in comparison with other

events. For instance, the value of the “dominant” tag for the left recliner is
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“ON" in the following XML file, which means sitting on the chair has priority

to any other event that may occur concurrently, i.e., movements detected by

motion sensors. To state the configuration of RFID readers, tags for the orien-

tational angel (“tetha0"), angle of view (“tetha"), and the sensing range of the

reader(“radius”) are considered.

Listing A.2: XML file describing individual sensors embedded in the Smart-Condo™

(Node.xml)

1 <nodes>

2

3 <node id="6" desc="microwave">

4 <sensor>17</ sensor>

5 <VW_location>183.844,52.001,23.400</VW_location>

6 <location>9.99,4.46</ location>

7 <VW_on_command>rotate_ ;microwave off</VW_on_command>

8 <VW_off_command>rotate_east ;microwave on</VW_off_command>

9 <on>on</on>

10 <off>off</ off>

11 <dominant>OFF</dominant>

12 <area>Kitchen</area>

13 <size>42,41</ size>

14 <label>microwave</ label>

15 </node>

16

17 <node id="7" desc="stove">

18 <sensor>17</ sensor>

19 <VW_location>183.844,52.001,23.400</VW_location>

20 <location>9.92,5.34</ location>

21 <VW_on_command>rotate_ ; stove off</VW_on_command>

22 <VW_off_command>rotate_east ; stove on</VW_off_command>

23 <on>on</on>

24 <off>off</ off>

25 <dominant>OFF</dominant>

26 <area>Kitchen</area>

27 <size>47,62</ size>

28 <label>stove</ label>

29 </node>

30

31 <node id="8" desc="tv">

32 <sensor>17</ sensor>

33 <VW_location>183.844,52.001,23.400</VW_location>

34 <location>1.72,6.2</ location>

35 <VW_on_command>rotate_ ; tv off</VW_on_command>

36 <VW_off_command>rotate_east ; tv on</VW_off_command>

37 <on>on</on>

38 <off>off</ off>

39 <dominant>OFF</dominant>

40 <area>Living room</area>
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41 <size>109,25</ size>

42 <label>tv</ label>

43 </node>

44

45 <node id="9" desc="chair">

46 <!−−pressure sensor in chair−−>

47 <sensor>9</ sensor>

48 <VW_location>185.388,57.638,24.218</VW_location>

49 <location>6.82,5.25</ location>

50 <VW_on_command>rotate_east ; character_sit</VW_on_command>

51 <VW_off_command>character_stand</VW_off_command>

52 <on>si t</on>

53 <off>stand</ off>

54 <dominant>ON</dominant>

55 <area>Living room</area>

56 <size>40,40</ size>

57 <label>chair</ label>

58 </node>

59

60 <node id="10" desc=" le f t recliner ">

61 <!−−pressure sensor in a chair ( le f t recliner )−−>

62 <sensor>9</ sensor>

63 <VW_location>184.584,56.289,24.500</VW_location>

64 <location>2.35,4.12</ location>

65 <VW_on_command>rotate_north ; character_sit</VW_on_command>

66 <VW_off_command>character_stand</VW_off_command>

67 <on>si t</on>

68 <off>stand</ off>

69 <dominant>ON</dominant>

70 <area>Living room</area>

71 <size>36,36</ size>

72 <label>lr</ label>

73 </node>

74 <!−− switches −−>

75 <node id="12" desc="cupboard #12">

76 <!−− cupboard on top of the stove , 1, 0 − l e f t and right −−>

77 <sensor>5</ sensor>

78 <location>9.75,5.18</ location>

79 <VW_location></VW_location>

80 <VW_on_command></VW_on_command>

81 <VW_off_command></VW_off_command>

82 <size>10,40</ size>

83 <on>closed</on>

84 <off>opened</ off>

85 <area>Kitchen</area>

86 <label>12</ label>

87 </node>

88

89 <node id="13" desc="cupboard #13">

90 <!−− 1−door ( sens_idx=0) and 2−door cupboards ( sens_idx=2 left ,

sens_idx=3 right ) −−>
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91 <sensor>5</ sensor>

92 <location>8.60,5.75</ location>

93 <VW_location>186.386337,52.943546,23.498209</VW_location>

94 <VW_on_command>rotate_east ;cupboard close</VW_on_command>

95 <VW_off_command>rotate_east ;cupboard open</VW_off_command>

96 <size>40,10</ size>

97 <on>closed</on>

98 <off>opened</ off>

99 <area>Kitchen</area>

100 <label>13</ label>

101 </node>

102

103 <node id="14" desc="cupboard #14">

104 <!−−2 2−door cupboards around the fridge

105 2, 3 − l e f t and right doors of microwave cupboard , 0, 1 − l e f t and

right on top of fridge −−>

106 <sensor>5</ sensor>

107 <location>9.73,3.8</ location>

108 <VW_location></VW_location>

109 <VW_on_command></VW_on_command>

110 <VW_off_command></VW_off_command>

111 <size>10,40</ size>

112 <on>closed</on>

113 <off>opened</ off>

114 <area>Kitchen</area>

115 <label>14</ label>

116 </node>

117

118 <node id="15" desc="cupboard #15">

119 <!−− 2 1−door cupboards and 1 2−door

120 3 − l e f t 1−door , 2 − right 1−door , 0, 1 − l e f t and right −−>

121 <sensor>5</ sensor>

122 <location>9.83,5.78</ location>

123 <VW_location>186.386337,52.943546,23.49 8209</VW_location>

124 <VW_on_command>rotate_east ;cupboard close</VW_on_command>

125 <VW_off_command>rotate_east ;cupboard open</VW_off_command>

126 <size>10,30</ size>

127 <on>closed</on>

128 <off>opened</ off>

129 <dominant>OFF</dominant>

130 <area>Kitchen</area>

131 <label>15</ label>

132 </node>

133

134 <node id="16" desc="fridge">

135 <!−− 1 − fridge and 0 − freezer −−>

136 <sensor>5</ sensor>

137 <VW_location>183.844,52.001,23.400</VW_location>

138 <location>9.92,3.87</ location>

139 <VW_on_command>rotate_east ; fridge close</VW_on_command>

140 <VW_off_command>rotate_east ; fridge open</VW_off_command>
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141 <on>close</on>

142 <off>open</ off>

143 <dominant>OFF</dominant>

144 <area>Kitchen</area>

145 <size>47,50</ size>

146 <label>fridge</ label>

147 </node>

148

149 <node id="17" desc="enterance door">

150 <!−− entrance door −−>

151 <sensor>5</ sensor>

152 <VW_location>181.987,51.571,23.449</VW_location>

153 <location>10.46,2.5</ location>

154 <VW_on_command>door close</VW_on_command>

155 <VW_off_command>door open</VW_off_command>

156 <on>close</on>

157 <off>open</ off>

158 <dominant>OFF</dominant>

159 <size>10,80</ size>

160 <label>door</ label>

161 <area>Hallway</area>

162 </node>

163

164 <node id="18" desc="sliding door #18">

165 <!−− sliding door between the washroom and living room, sensor 2 −−>

166 <sensor>5</ sensor>

167 <location>5,2.02</ location>

168 <VW_location>181.866211,58.277000,23.498211</VW_location>

169 <VW_on_command>rotate_north ;bathroom sliding door close</VW_on_command>

170 <VW_off_command>rotate_north ;bathroom sliding door open</VW_off_command>

171 <on>closed</on>

172 <off>opened</ off>

173 <obstruction_state>ON</ obstruction_state>

174 <obstructed_grid>182.081,58.504;182.081,58.004</ obstructed_grid>

175 <area>Bathroom</area>

176 <size>75,6</ size>

177 <label>sd</ label>

178 </node>

179

180 <node id="19" desc="sliding door #19">

181 <!−− sliding door between the washroom and bedroom, sensor 0 −−>

182 <sensor>5</ sensor>

183 <location>4.60,1.92</ location>

184 <VW_location>181.578018,58.701744,23.498211</VW_location>

185 <VW_on_command>rotate_west ;bedroom sliding door close</VW_on_command>

186 <VW_off_command>rotate_west ;bedroom sliding door open</VW_off_command>

187 <on>closed</on>

188 <off>opened</ off>

189 <obstruction_state>ON</ obstruction_state>

190 <obstructed_grid>181.581,59.004</ obstructed_grid>

191 <area>Bathroom</area>
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192 <size>6,57</ size>

193 <label>sd</ label>

194 </node>

195

196 <node id="20" desc=" flush">

197 <!−− flushing the to i le t −−>

198 <sensor>5</ sensor>

199 <VW_location>181.107849,57.159748,23.498211</VW_location>

200 <location>5.87,0.18</ location>

201 <VW_on_command>rotate_south ; flush stopped</VW_on_command>

202 <VW_off_command>rotate_south ; flush to i le t</VW_off_command>

203 <on>stop</on>

204 <off>start</ off>

205 <area>Bathroom</area>

206 <size>45,13</ size>

207 <label>to i le t</ label>

208 </node>

209

210 <node id="21" desc="sink">

211 <sensor>17</ sensor>

212 <VW_location>180.492,58.380,23.498211</VW_location>

213 <location>9.19,6.27</ location>

214 <VW_on_command>rotate_south ; sink on</VW_on_command>

215 <VW_off_command>rotate_south ; sink off</VW_off_command>

216 <on>on</on>

217 <off>off</ off>

218 <dominant>ON</dominant>

219 <area>Kitchen</area>

220 <literPerMin>5</ literPerMin>

221 <size>56,33</ size>

222 <label>sink</ label>

223 </node>

224

225 <node id="22" desc="bathroom sink">

226 <sensor>17</ sensor>

227 <VW_location>180.492,58.380,23.498211</VW_location>

228 <location>4.72,0.64</ location>

229 <VW_on_command>rotate_south ;washroom_sink on</VW_on_command>

230 <VW_off_command>rotate_south ;washroom_sink off</VW_off_command>

231 <on>on</on>

232 <off>off</ off>

233 <dominant>ON</dominant>

234 <area>Bathroom</area>

235 <literPerMin>5</ literPerMin>

236 <size>62,45</ size>

237 <label>wc sink</ label>

238 </node>

239

240 <node id="23" desc="bathtub">

241 <sensor>17</ sensor>

242 <VW_location>181.125,55.872,23.498211</VW_location>
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243 <location>6.67,1.89</ location>

244 <VW_on_command>rotate_south ;bathtub on</VW_on_command>

245 <VW_off_command>rotate_south ;bathtub off</VW_off_command>

246 <on>on</on>

247 <off>off</ off>

248 <dominant>ON</dominant>

249 <area>Bathroom</area>

250 <literPerMin>10</ literPerMin>

251 <size>64,132</ size>

252 <label>bathtub</ label>

253 </node>

254

255 <node id="36" desc="motion sensor">

256 <sensor>3</ sensor>

257 <VW_on_command></VW_on_command>

258 <VW_off_command></VW_off_command>

259

260 <location>5.15 ,2.34 ,2.5</ location>

261 <polygon>4.71 ,2.99 ,4.71 ,3.22 ,4.53 ,3.59 ,5.99 ,3.59 ,5.99 ,1.1 ,

262 4.71 ,1.1 ,4.71 ,1.11 ,4.68 ,1.11 ,4.99 ,1.92 ,4.99 ,2.02 ,4.71 ,2.02 ,

263 4.71 ,2.2 ,4.7 ,2.21 ,4.58 ,2.21 ,4.3 ,2.15 ,4.3 ,3.13 ,4.44 ,3.13 ,4.58 ,2.99</

polygon>

264 <area>Corridor</area>

265 </node>

266

267 <node id="41" desc="motion sensor">

268 <sensor>3</ sensor>

269 <VW_on_command></VW_on_command>

270 <VW_off_command></VW_off_command>

271 <location>1.25 ,5.04 ,2.5</ location>

272 <polygon>0.4 ,6.29 ,0.4 ,3.8 ,2.09 ,3.8 ,2.09 ,6.29</polygon>

273 <area>Living room</area>

274 </node>

275

276 <node id="42" desc="motion sensor">

277 <sensor>3</ sensor>

278 <VW_on_command></VW_on_command>

279 <VW_off_command></VW_off_command>

280 <location>3.35 ,4.44 ,2.5</ location>

281 <polygon>2.1 ,5.29 ,4.59 ,5.29 ,4.59 ,3.6 ,2.1 ,3.6</polygon>

282 <area>Living room</area>

283 </node>

284

285 <node id="43" desc="motion sensor">

286 <sensor>3</ sensor>

287 <VW_on_command></VW_on_command>

288 <VW_off_command></VW_off_command>

289 <location>6.15 ,4.84 ,2.5</ location>

290 <polygon>4.9 ,5.69 ,7.39 ,5.69 ,7.39 ,4 ,4.9 ,4</polygon>

291 <area>Living room</area>

292 </node>
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293

294 <node id="44" desc="motion sensor">

295 <sensor>3</ sensor>

296 <VW_on_command></VW_on_command>

297 <VW_off_command></VW_off_command>

298 <location>9.35 ,4.24 ,2.5</ location>

299 <polygon>8.5 ,5.49 ,10.19 ,5.49 ,10.19 ,3.14 ,9.95 ,3.14 ,

300 9.94 ,3.13 ,9.94 ,3 ,8.53 ,3 ,8.61 ,3.12 ,8.61 ,3.26 ,8.6 ,3.27 ,8.5 ,3.27</polygon

>

301 <area>Kitchen</area>

302 </node>

303

304 <node id="45" desc="motion sensor">

305 <sensor>3</ sensor>

306 <VW_on_command></VW_on_command>

307 <VW_off_command></VW_off_command>

308 <location>9.15 ,1.44 ,2.5</ location>

309 <polygon>7.9 ,2.29 ,10.39 ,2.29 ,10.39 ,0.6 ,7.9 ,0.6</polygon>

310 <area>Corridor</area>

311 </node>

312

313 <node id="46" desc="motion sensor">

314 <sensor>4</ sensor>

315 <VW_on_command></VW_on_command>

316 <VW_off_command></VW_off_command>

317 <location>3.05 ,1.54 ,2.5</ location>

318 <polygon>1.8 ,2.39 ,4.29 ,2.39 ,4.29 ,0.7 ,1.8 ,0.7</polygon>

319 <area>Bedroom</area>

320 </node>

321

322 <node id="47" desc="motion sensor">

323 <sensor>3</ sensor>

324 <VW_on_command></VW_on_command>

325 <VW_off_command></VW_off_command>

326 <location>0.95 ,1.24 ,2.5</ location>

327 <polygon>0.1 ,2.49 ,1.79 ,2.49 ,1.79 ,0.01 ,0.1 ,0.01</polygon>

328 <area>Bedroom</area>

329 </node>

330

331 <node id="48" desc="motion sensor">

332 <sensor>4</ sensor>

333 <VW_on_command></VW_on_command>

334 <VW_off_command></VW_off_command>

335 <location>7.25 ,3.14 ,2.5</ location>

336 <polygon>6,3.99 ,8.49 ,3.99 ,8.49 ,3.41 ,7.83 ,3.26 ,

337 7.83 ,3.12 ,8.49 ,3.08 ,8.49 ,2.3 ,6 ,2.3</polygon>

338 <area>Hallway</area>

339 </node>

340

341 <node id="60" desc=" rfid reader">

342 <sensor>16</ sensor>
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343 <VW_on_command></VW_on_command>

344 <VW_off_command></VW_off_command>

345 <radius>1</ radius>

346 <location>2.45,3.22</ location>

347 <tetha>90</ tetha>

348 <tetha0>90</ tetha0>

349 <area>Living room</area>

350 </node>

351

352 <node id="61" desc=" rfid reader">

353 <sensor>16</ sensor>

354 <VW_on_command></VW_on_command>

355 <VW_off_command></VW_off_command>

356 <radius>1</ radius>

357 <location>4.55,3.22</ location>

358 <tetha>90</ tetha>

359 <tetha0>90</ tetha0>

360 <area>Living room</area>

361 </node>

362

363 <node id="62" desc=" rfid reader">

364 <sensor>16</ sensor>

365 <VW_on_command></VW_on_command>

366 <VW_off_command></VW_off_command>

367 <radius>1</ radius>

368 <location>4.98,1.89</ location>

369 <tetha>90</ tetha>

370 <tetha0>354.61</ tetha0>

371 <area>Bathroom</area>

372 </node>

373

374 <node id="63" desc=" rfid reader">

375 <sensor>16</ sensor>

376 <VW_on_command></VW_on_command>

377 <VW_off_command></VW_off_command>

378 <radius>1</ radius>

379 <location>6.47,2.01</ location>

380 <tetha>90</ tetha>

381 <tetha0>90</ tetha0>

382 <area>Hallway</area>

383 </node>

384

385 <node id="64" desc=" rfid reader">

386 <sensor>16</ sensor>

387 <VW_on_command></VW_on_command>

388 <VW_off_command></VW_off_command>

389 <radius>1</ radius>

390 <location>8.6 ,3.24</ location>

391 <tetha>90</ tetha>

392 <tetha0>73.999</ tetha0>

393 <area>Kitchen</area>
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394 </node>

395

396 <node id="70" desc="pillbox ">

397 <!−− p i l l box −−>

398 <VW_on_command>pillbox close ;</VW_on_command>

399 <VW_off_command>pillbox open;</VW_off_command>

400 <on>closed</on>

401 <off>opened</ off>

402 <sensor>15</ sensor>

403 <dominant>OFF</dominant>

404 </node>

405

406 </nodes>
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Appendix B

PubNub Publisher/Subscriber

Listing B.1 depicts the code used for subscribing to the messages published

by the localizer. The first step is to initialize a PubNub connection using the

“publish_key” and the “subscribe_key”. PubNub applications works with 2 cate-

gories of keys: First, the keys that are privately generated for each application.

Second, a key called “demo” that works with any application. Here, to keep

the security, we have placed the “demo” keys as our publishing and subscribing

keys. The next important item that should be the same on both sides is the

channel name. For our application, we chose the “smartcondo” as the channel

name. Each message published by the localizer is a JSON object including 6

fields of data: resident id, index number indicating a unique id for each mes-

sage, description, area and the coordinates of the occurred event. Listing B.2

shows how these messages are created and published.

Listing B.1: JavaScript code describing PubNub subscriber

1 var pubnub = PUBNUB. in i t ({

2 publish_key : "demo" ,

3 subscribe_key : "demo"

4

5 }) ;

6

7

8 pubnub. subscribe({

9 channel : "SmartCondo" ,

10 message: function(m){

11 pubnubCallback(m) ;

12 console . log (m) ;

13 },

14 error : function ( error ) {
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15 console . log (JSON. stringify ( error ) ) ;

16 }

17 }) ;

Listing B.2: Java code describing PubNub publisher

1 public void publish (String resident , String area , String event , Point3D pos

, long ts , int counter ){

2 Pubnub pubnub = new Pubnub("demo" , "demo") ;

3 JSONObject columns = new JSONObject ( ) ;

4 Timestamp current = new Timestamp( ts ) ;

5 Date date = new Date(current .getTime( ) ) ;

6 SimpleDateFormat simpleDateFormat = new SimpleDateFormat("yyyy−MM−dd

’ \ t \ t ’HH:mm: ss ") ;

7 try {

8 columns. put (" Index" , counter ) ;

9 columns. put (" resident " , resident ) ;

10 i f (area == null ){

11 columns. put ("area" , saveArea) ;

12 }else{

13 columns. put ("area" , area) ;

14 saveArea = area ;

15 }

16 columns. put ("event" ,event ) ;

17 i f (pos == null ){

18 columns. put ("xc" ,savePos . x) ;

19 columns. put ("yc" ,savePos . y) ;

20 }else{

21 columns. put ("xc" ,pos . x) ;

22 columns. put ("yc" ,pos . y) ;

23 savePos = pos ;

24 }

25 columns. put ("x" ,simpleDateFormat . format( current ) ) ;

26

27 } catch (JSONException e) {

28 / / TODO Auto−generated catch block

29 e . printStackTrace ( ) ;

30 }

31 pubnub. publish ("SmartCondo" , columns, new Callback ( ){

32 public void successCallback (String arg0 , Object arg1){

33 }

34 public void errorCallback (String channel , PubnubError error ) {

35 }

36

37 }) ;

38 }
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