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ABSTRACT

Average survival proportions for six major Alberta
tree species growing in Volume Sample Regions (VSR) 3, 4, 5
and 6 were compared by way of mixed versus pure stands and of
VSRs.

The methodology included the use of the logist.o
regression to estimate coefficients for the survival model,
estimation of average sample survival proporticns and
significance tests for differences between survival
proportions. One set of tests was carried out for the four
VSRs on the basis of pure stands versus mixed stands for the
same species. Another set of tests was carried out for the
same species growing in different VSRs.

The Within VSR Comparisons showed that, one half of
the differences between sample piroportions were statistically
significant at 95 percent probability level. Between VSR
Comparisons showed sixty percent of the differences between
sample proportions were statistically significant and forty
percent statistically insignificant.

Survival probability models were fitted for
combinations of species and VSRs. Independent variables for
the survival model were median of dbh class and the stand

basal area per hectare.
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i. INTRODUCTION

Stand level management has been the principal
approach to the management of forests for a long time. This is
due to the fact that a stand, while allowing for a close range
study of individual trees in question, allows also for
effective generalizations to be made about forests with
respect. to the principal stand characteristics such as cut,
growth, mortality, and ingrowth (recruitment). Of particular
importance is mortality because any forest vield prediction
cannot be trusted without a reliable estimate of mortality.
1.1 Mortality

Mortality is the percentage of trees measured at the
beginning of the period under review fcocund dead at the end of
that period. Mortality, whether in single trees or in stands,
can be classified as regular or irregular (Lee 1971) .

Regular mortality relates to overtopping and other
competition-induced deaths and also deaths dus to old age.
Irregular mortality relates to incidents that cause trees to
die in large numbers and usually over a short period of time.
Such incidents include outbreak of diseases, insect
infestation, fires, landslides, violent winds, etc. It is for
this reason that irregular mortality is also referred to as
catastrophic mortality.
1.2 Rationale for the study

Over the years, many models have been developed Thut

describe and predict forest stand characteristics. Even though
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the literature is replete with models of various kinds, not
much work is done 1in the area of mortality. The bulk of
studies done in mortality 1like Newnham (1964), Lin (1974),
Lee (1967) etc. for regular mortality and Monserud and
Crookston (13982) for irregular mortality have been done
outside the province of Alberta.

Since the scope of effective applicability of any
model is 1limited in the main to the same environmental
conditions and the region from where the data used to develop
the model or a set of models are obtained ({(Hamilton and
Edwards 1976), there 1is a need to develop mortality models
specifically suited for Alberta conditions. In recent times
attempts have been made to meet this need in Alberta. Morton
and Titus (1984) developed preliminary survival models based
on permanent sample plot data provided by the Alberta Forest
Service (AFS). Since that study, the AFS data have been
updated and edited.

This study uses the updated AFS data to update

mortality models for six major Alberta species: white spruce

Picea glauca (Moench) Voss., lodgepole pine Pinus contorta var. latifolia
Engelm., aspen Populus remuloides Michx., white birch Bewla papyrifere
Marsh., black spruce Picea mariana (Mill.) B.S.P., and balsam fir

Abies balsamea (L.) Mill.

1.3 8Study objectives
The objectives underlining this study are as follows:

1) To estimate coefficients of mortality relationships
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ueing the lcgistic model f..- the six species in each of
four Volume Sample Regions (VSRs) in Alberta.
2) Teo evaluate regicnal variation in survival or mortality
for four VSRs in the province of Alberta.
3) To evaluate mortality variations between species growing
in pure stands an< those growing in mixed stands.
4) To document the procedures for summarizing the PSP data
and estimating coefficients.
The progression towards these objectives begins with
a discussion on the importance of forest mortality in foresc
management. That 1is followed by a review of some of the
various apprcaches to mortality modeling. Such a review
enhances the selection of a model type that best describes
Alberta's majecr trce species. The methcecdolcecgy is next
discussed in terms of the data, their source, and their
processing. This is followed by the introduction of the
logistic model used in this study to estimate the coefficients
that allow for the prediction of mortality probabilities in
major Alberta species. Results are then presented and with
them, differences within regions and between regions are
tested. The study concludes with a discussion of the findings

and recommendations regarding the use of the models.



2. APPROACHES TO MODELING TREE MORTALITY

In a natural forest the annual gross growth is
balanced by the annual mortality (Meyer 1953). Forest
management is, to a large extent, an attempt with the aim of
achieving some balance like the one that exists in natural
forest. This 1is done by balancing growth and yield which
balancing is not possible without mortality estimates which
incidentally are difficult to obtain (Spurr 1952). The tools
with which foresters estimate growth and yield are a wide
range of models which necessitate the introduction of
mortality estimates. Mortality models, therefore, are an
indispensible part of stand dynamics models with which forests
are managed.
2.1 Yield Tables

Yield Tablas can be used to calculate stand dynamics.
Like many stand dynamics models, net yield tables (the type
most commonly used) rely on the introduction of mortality
estimates from a different source before they can be used to
make predictions (McArdle 1930).

Many models are available to foresters for modeling
stand dynamics which have mortality estimates as a Kkey

component. An example is Bennet et al. (1959)
In(V) =a+2+cs+dln (W) +-2
A S

where

a, b, ¢, d and e are coefficients.



A = future age of stand

I

site index

N = number of trees estimated to survive at the end
of the projection period.

This whole stand model can be solved for future vield
(V) only if N can be estimated. The stand model above then
relies on mortality models to provide N before V can be
estimated. Models that provide such future values as N
required in models like Bennet et al. (1959) are known as
mortality functions. An example is Clutter and Jones (1980)
that predicts future number of trees N, from current number of

trees N,, current age A, and future age A, as follows:

N, = [N, ¥7%+ 0000146 (A) 3735~ AL73%) ) (momr08)

To obtain the future yield, N, calculated from the
mortality function above is substituted into the model
developed by Bennet et al. (1959). It is obvious from the
above that an accurate estimation of survivals at a certain
future time is essential in the study of stand dynamics Avery
and Burkhart (1983). Smalley and Bailey (1974) and Pienaar and
Shiver (1981) are other examples of mortality functions.

The modeling of gross growth of initial stand volume
also can be modeled only if a good mortality estimates are
available. The gross growth of initial stand volume (Gg) is
given by

Gg =V, + M+ C - 1I-V,

where
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V, = stand volume at the beginning of growth period
V, = stand volume at the end of growth period

M = mortality volume

C = cut volume

I = ingrowth volume

(Husch et al. 1982).

In this model mortality has to be introduced from a mortality
model before Gg can be calculated.
2.2. Diameter Class/Distribution

The importance of good mortality estimates that can
be used in whole stand models and elsewhere has led to the
generation of mortality models within the diameter class and
the diameter distribution system. An exampl:» is the Weibull
distribution probability.

The diameter distribution allows for the use of the
Weibull distribution model. The model can be used to determine
survivorship among populations~-biological or non bioclogical.
Another use to which the Weibull distribution is put is the
prediction of the distribution or the structure of a
population, as in Little (1982) which used Weibuli vo predict
the distribution of diameter classes of mixed stands of
western hemlock and Douglas fir.

An important component of thz Weibull distribution
model is the notion of survivorship curves: type 1, type 2 and
type 3 (Lemcn 1975 and Pinder et al. 1878) . These curves are

a graphical expression of the probability that a member of the
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population will survive to a certain age "t". The probability
is expressed as a function of age.

A type 1 survivorship curve results when the
age-specific mortality rate (ie the probability that death
occurs in the time interval t; to t,,, given that the object in
question lives up t;) increases with increasing "t" (Pinder et
al. 1978). A type 2 survivorship curve results when the
age-specific mertality rate is constant and type 3 is when the
age-specific mortality rate decreases with "t'.

The Weibull has been popular because it lends itself

te many applications in modeling. T has three main
components. 1) a continuous independent varieple "t", usually
time, 2) a scale parameter "b", and 3) a shape parameter which

is "c". Given t the cumulative frequency F(t) under the

Weibull distribution function is given by
F(t) =1—EXP(-(—£)C)

where t, b, and ¢ > 0

The features of the Weibull distribution described
above allow managers of forest resources to apply the W:  sull
in the modeling of mortality in a stand. With those
characteristics as tools, forest managers can study survival
rates, mortality rates and patterns of stand dynamics.

Somers et al. (1980) is an example of a forestry
application of Weibull distribution. In that study, survival

in even-aged stands of loblolly pine from ages 3 to 14 years



was modeled using a modified Weibull function as follows:

X.
N,;=N,EXP (- ( —E‘ ) )

where

N, = number of surviving trees per ha at age 1
N, = initial number of trees per ha at age 3
X. = age

"B" and "c" are Weibull parameters (Somers et al. 1980).

2.3 Individual Tree Models

In recent times mortality models have been based on
stand characteristics as well as on individual tree
characteristics. These models are either distance dependent or
distance independent.
2.3.1 Individual Tree Distance Deperndent Mcudels

Individual tree distance dependent models are pased
on tree characteristics such as height, dbh, crown size,
taper, etc and stand characteristics such as basal area.

Distance dependent models are unigque since in
addition to those characteristics, each individual tree is
mappred to determine its distance to others, its bearing, and
sizes of all adjacent trees that are engaged in competition
with it for resources (Davis and ~shnson 1987, pg. 133).
Because they provide detailed information akout the stand,
individual tree distance dependent models can be used to study
various stand features like competition, mortality due to

insect defoliation, and average bole form change.
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Mortality can ke estimated using distance dependant
models deterministically or stochastically. The deterministic
assignment of a tree staying alive or the probabilty of
survival in this case, then, becomes dependent on the
influence neighboring trees exert on subject trees. The result
of considering the effect all neighboring trees have on a
subject tree is that individual distance dependent models
produce a more detailed information about the stand than do
individual tree distance independent models.

Individual distance dependent mortality models are
particularily useful for predicting mortality because of the
high premium they pPlace on competition. Mortality
rrobabilities are determined as functions of the competition
index values. They are able to predict the effect of cultural
practices on yield with a very high degree of accuracy and
have the ability to predict mortality more accurately (Munro
1973) . The disadvantages associated with these models include
expensive computer time and costly stem chart and their
extreme complexity.

Bella (1970), Arney (1972, 1976), Daniels and
Burkhart (1975) Hann (1978) and Michelle (1969) are examples
of these models. Hegyi ( 274) 1is another example developed
specifically to be applicable to jack pine since an earlier
model, Arney (1972), developed for Douglas fir was found not
completely suitable for jack pine because irregularities of

jack pine's crown affected Arney model.



10
2.3.2 Individual Tree Distance Independent Models
Individual tree distance independent models use as
predictor variables stand characteristics such as number of
trees per Ha, average heights, dbh classes, site index and
age. These models do not take into account the distances a
tree shares with its neighbors. The major assumption
underlying this approach is that "spatially all species and
sizes »f trees ay2 uniformly distributed throughout the stand”
(Davisz and Johnrson 1987, pg. 132).
Two types of individual tree distance independent
models are genarally recognized: deterministic and stochastic.
When distance independent models are used to predict
mortality, it is important to determine which trees will be
designated as dead and which will be 1live. This is the
deterministic approach as was used 1in Newnham (1964). He
called a tree dead if its growth was less than a certain
percentage of its dbh. Lin (1970) considered a tree dead if it
had been suppressed for six continuous years.
Stochastic means can also be followed to create
single tree distance independent models as in Hamilton (1974)
for predicting mortality of western white pine in northern
Idaho and Monserud (1976). In this approach, a tree is
assigned a probability value which indicates its chances of
surviving for the next year. When a stochastic method is used
to model mortality for a group of trees having identical tree

characteristics, the survival probability value for the group
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indicates the propor . of the group that will survive for
the next year. Here the specific trees that will survive are
unknown since chances of survival are random.

Other examples of stochastic mortality functions in
use include Michelle (1967), and Morton and Titus (1984),
These models are based on the probability of survival defined
to be dependant on tree characteristics. Dress (1970) used a
stochastic method based on complex mathematics. On the other
hand Reimer (1973), and Stage (1973) used the empirical
method. Hamilton and Edwards (1976) is a well known example
which predicts the survival probability of individual trees.
Single tree distance independent models have the advantage of
being applicable to a species over a wide range of sites and
are good for thinning and spacing alternatives. It has been
argued by some reseachers (Munro 1973) that because distance
independent models do not consider inter-tree distances, they
are not as accurate as their distance dependant counterparts.
2.4 Summary
Under approaches to modeling tree mortality, the
impotance of mortality estim«lion in forest management has
been mentioned. It has also been mentioned that because
foresters need gocd mortality estimates which can be used in
whole stand dynamics models, they have come out with different
kinds of models that provide mortality estimates. These types
of models include diameter distribution models 1like the

Weibull, and individual tree models which are either distance
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dependent or distance independent.

The models developed in this study are of the
individual tree distance independent type. The study used the
logistic regression to estimate the annual individual tree
survival probabilty for major Alberta tree species and follow
Hamilton and Edwards (1976) with some modifications as

described under section 3.



13
3. METHODOLOGY
3.1 8Study Area

In 1960, the Alberta Forest Service (AFS) began
establishing plots in Alberta that would provide the AFS with
data needed for the study of Alberta's forests stands. These
permanent sample plots (PSPs) provide inventory data from each
of the Volume Sample Regions (VSR) on continuous basis. These
VSRs are the major management units in Alberta and coincide
approximately with Alberta's major climatic and vegetational
zones (ecoregions). Depending upon the age of stands and
forest type (coniferous or deciduous), measurements are made
o! tree and stand characteristics once in every five or ten
years. For coniferous stands less than eighty years or more
than 130 years, and deciduous stands less than sixty years or
more than 100 years, measurements are taken every ten years.
For coniferous stands between eighty and 130 years, and
deciduous stands between sixty and 100 years, measurements are
taken every five years (AFS PSP Field Procedures Manual,
1990) .

Four of the VSRs in Alberta formed the study area for
this project: VSR3-VSR6 (Table 1 and fig. 1). These were
selected in consultation with the AFS as representing broad
topographical, vegetational and climatic zones. The selected

VSRs coincide approximately with the following ecoregions of

Alberta.
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Table 1: Study area related toc relevant ecoregions in Alberta

VSR ECOREGION AREA% AREA km?
3 Subalpine 3.5 23,133
4 Boreal mixedwood 43.2 285,611
5 Boreal foothills 9.6 63,362
6 Boreal mixedwood 43.2 285,611

source:

Strong and Leggat (1981)



Figure 1.
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3.1.1 Subalpine

VSR3 1s located within the subalpine ecoregion. The
ecoregion itself stretches northward along the Rocky Mountains
in both the British Columbia and USA (Ross and Hunter 1976)
but the permanent sample plots that constitute VSR3 are found
only in the pine subregion of the ecoregion. VSR3 rises
between 1600 and 2134 metres above sea level (Anderson 1978,
1979; and Strong 1979). The VSR has a dominance of coniferous
forests but on warm sites deciduous species such as aspen
occur (Strong and Leggat 1581).

The pine subregion, one of the three subregions into
which the subalpine ecoregion 1is dividaea bpy ecologists
(Pfister et al. 1977) basically coincides with VSR3 and has
lodgepole pine as the dominant species. Spruce is the
codominant species ‘n the part of the VSR that rises above and
beside the pine subregion.

3.1.2 Boreal Mixedwood

VSR4 and VSR6 fall in the main in the boreal
mixedwood ecoregion which comprises 43.2% of Alberta (Strong
and Leggat 1981). Treas in the ecoregion are mainly deciduous.
Balsam fir and white spruce are the potential climax species
but the ecoregion is currently dominated by aspen and spruce.
Lodgepole pine is rare except in the south of the ecoregion
which coincides with the southern third of VSR4. Here
lodgepole pine occurs in such sufficient numbers in stands as

to be classified as pure stands.
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3.1.3 Boreal Foothills

VSR5 is located roughly in the area classified as the
boreal foothills ecoregion. VSR5 is a transitiocnal zone and is
therefore very diverse in species. Species found there include
aspen, balsam poplar, lodgepole pine, white spruce. Strong and
Leggat (1981) attribute the occurrence of lodgepole pine
within the deciduous forest stands to the cooler, moister
summer and relatively warmer winter climate of the boreal
foothills ecoregion.

3.2 Data Description

The AFS PSP data data base for this study are
comprehensive in that they can be used for a wide variety of
forestry studies. For all trees with diameter at breast height
{(dbh) greater than 9.1cm, dbh, crown size, condition of the
tree, etc. are recorded together with site observations such
as slope, location, dominant vegetation as determined by the
crown class, plot size, etc. Height is measured for a sample
of trees.

Measurements of interest to this study were the dbh
and basal area per hectare. These formed the basis for the two
variables, median of the diameter class and basal area per
hectare, used as covariates in the study. Since repeated
measurements are carried out on every tree at the end of each
measurement interval, it is possible to keep track cf each
tree at each measurement. This is of particular importance to

this study since it is necessary to know the mortality as time
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progresses.
3.3 Data Preparation

Using the Statistical Analysis System (SAS), a
program was written to summarize the AFS data pertaining to
VSR3, VSR4, VSR5 and VSR6. These data were then processed
separately for each VSR and for each of the species in the
VSR. Appendix VI is a3 summary of stand information at first
measurement.

The example described below for VSR4 shows how data
were prepared and processed for use in the logistic regression
to estimate coefficients for the prediction of the survival
probability.

White spruce in the data file from VSR4 was first
isolated and summarized by dbh. The summary was planned such
that bad records could be discovered. An example of a bad
record is when a particular tree has measurement records of
its dbh at first and third measurements but no record at its
second measurement. Another example of a bad record is an
entry which has not been designated as dead yet has no dbh
measurement.

The Alberta Forest Service was consulted about these
bad data entries which the AFS assigned a condition code of
77. A review of the AFS PSP field entries from VSR4 did not
yield any values for the missing entries coded 77. It was
decided that a check be done to assess the extent to which

condition code 77 appears in the data file being used for this
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study. Six groups (1-6) corresponding to six plots were
selected for a quick check. For white spruce, five trees out
of 232 in six plots had condition code of 77. For aspen, four
trees out of 245 in the six plots were affected. It was
decided that such entries should be removed from the data set
tc be used for analysis.

3.3.1 1Individual Tree Characteristics

The AFS data file for VSR4 has 96 PSP groups with
each group consisting of four plots. The first plot of each
group was selected for study. Trees in each plot had been
measured since establishment at least three times with the
exception of the relatively new plots established in 1984.
These repeated measurements allow for the scrutiny of the
progress of individual trees over time.

To obtain an overall picture of how trees are doing
from establishment to the fourth remeasurement, a SAS program
(appendix III) was written to summarize the entire AFS file
such that PSP group number, diameter, status of a tree at the
beginning of each measurement period and at the end of the
period appeared as a single record. Individual tree numbers
were also retained. That way, inrdividual trees could be traced
and crosschecked with the original AFS PSP data should a
verification become necessary. Trees which had only one
measurement were deleted since two or more measurements are
needed in order to detect mortality patterns. A sample output

listing is shown below as Table 2.
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Table 2: Sample listing showing mertalities
over measurement period
The SAS System
GRUME TRNUMB 0BH DCILLASS t COND ¢ LOGPD 1 OBH2 DCLASS?2 CONDY2
1 14 19. ¢ 8 22 S.1 20.3 <] (o]
1 92 15.7 7 O 5.1 16.0 7 [e]
1 101 14 .7 [ O S.1 14.5% () o]
1€ 2621 10.7 S 13 7.9 12.7 © O
16 2637 11.2 S 28 7.9 13.95 (5] O
16 2638 10.8 5] 28 7.8 13.2 6 (8]
16 2642 10.7 S o 7.9 12.7 [ O
16 2652 15.7 7 (o] 7.9 17.0 7 (o]
16 2672 8.9 4 28 7.9 10.4 S (o]
16 2€73 10.2 S 28 7.9 11.7 S (o]
iG 2674 9.9 4 15 7.9 11.9 5 (o]
1G 2714 7.1 3 O 7.2 8.9 4 O
16 2729 8.1 4 (o] 7.9 9.9 4 [0]
16 2755 15.5 7 o 7.9 17.8 8 o
18 3366 3.8 2 23 7.9 4.8 2 o
18 3369 16.95 7 28 7.9 17.8 8 O
i8 3370 i1.9 S 28 7.9 12.7 [ (o]
18 3371 2.5 2 13 7.8 4.1 2 13
13 3372 1.3 1 (o] 7.9 2.3 1 C
18 3374 2.8 2 o) 7.9 4.3 2 o}
18 3375 17.3 7 C 7.9 19.3 8 (¢
18 3379 1.5 1 (o} 7.9 3.0 2 (0]
18 3385 3.8 2 Q 7.2 4.8 2 (0]
18 3390 2.8 2 o) 7.9 3.6 2 o)
i8 3393 24 .1 i0 13 7 Qa 24.Q 10 13
18 3405 14 .7 1) (o] 7.9 15.7 7 (o]
18 3406 22 .1 9 23 7.9 22.9 10 (o)
18 3408 15.0 7 28 7.9 15.2 7 (o]
18 3409 21.3 9 28 7.9 21.8 8 o)
18 3416 16.0 7 o] 7.9 16.8 7 O
18 3417 17.5 8 e} 7.9 17.8 8 (o]
18 3420 1.5 4 (o} 7.9 3.0 2 (e}
18 3421 1.9 1 (o] 7.9 2.8 2 (8]
18 3432 1.5 1 0 7.9 3.0 2 o}
18 3433 17.< 8 O 7.9 18.0 8 O
18 3434 19.3 8 O 7.9 18.6 8 (o]
GRNUMB: the PSP group number
TRNUMB: tree number
DBH1: diameter measured at establishment (first measurement)
DBH2: diameter measured at second measurement
DCLASS1: diameter class of tree at establishment
DCLASS2: diameter class of tree at second measurement
COND1: condition of tree at establishment
COND2: condition of tree at second measurement

L.OGPD1:

the time difference between a tree's two measurements.
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Tree growth fluctuates with the seasons, with high
growth rate in summer and little or no growth in winter. For
example white spruce under 40 cm in Alberta does not grow in
height between late June and August (Hellum 1967). Since the
AFS plots are measured at different times of the year, dbh
growth calculations based on the calendar months do not
portray the bioclogical process that occurs in the trees. Some
studies in Alberta recognized this fact and made some
adjustment. In this study adjustments were made to the lengths
of the growth period after the fashion of Morgan and Titus
(1984) to reflect the fluctuations in tree growth with the
seasons. Thus the following adjustments were made to the
lengths of the growth period in this study.

Months 1-~4 assigned a value of 0.0.

Month 5 assigned a value of 0.2.
Month 6 assigned a value of 0.5.
Month 7 assigned a value of 0.9;

Months 8-12 assigned a value of 1.0.

With these values the lengths of the growing period in
this study were adjusted and incorporated into the data set
summarized as above.

Trees in the data set were assigned a dbh class and
then sorted by dbh class. The median of each diameter class
was assigned to all trees in that class. Then the number of
trees alive in each dbh class at each measurement period was

calculated using the "PROC MEANS" approach as outlined in the
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Statistical Analysis System (SAS) Procedures Guide (1988) and
SAS User's Guide (1985). The data set containing the number of
trees surviving at each measurement was merged with the data
set mentioned above containing group numbers so reference
could be made to it on a group by group basis. The resulting
data set ended the summarization of tree characteristics
needed for this study. An identical treatment was given to
each of the six species in each of the four volume sample
regions.
3.3.2 Plot Characteristics

As stated :n the literature review, individual trees
distance independent models rely on both tree level and stand
characteristics. A good model is parsimonious. The literature
is replete with excellent models that are based on one or two
variables. This study used two variables. The stand level
variable chosen was total basal area per ha of all trees
(regardless of species) in a piliot. This approximated
competition level for each stand. To obtain this information,
a SAS program was written to extract it from a summary data
and plot characteristics document (Huang and Titus 1990)
previously prepared for the Alberta Forest Service and for the
purpose of this and other related studies.

The extracted basal area per ha referred to in this
study as Bahpl was then merged with the individual tree
characteristics data set prepared as above by group number.

The next step is %o distinguish between mixed and pure stands
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since the probabhilities of survival in pure and mixed stands
are compared for appropriate species.

3.3.3 Distinguishing Between Pure and Mixed Stands

The distinction between mixed stands and pure stands

was based on a simple formula

BAH,
PCTCOMP; = ———i

BAHPL
where
BAH; refers to total basal area of species i,
BAHPL refers to the total stand basal area (all species),
PCTCOMP; refers to the proportion of the total stand basal
area occupied by species i; 1 = 1,....6.

These proportions coded 1 to 9 were assigned to all
permanent sample plots by species coded 1 to 6 (see below) and
by VSR. Upon consultation with the Alberta Forest Service, it
was decided that any PSP having a PCTCOMP of any particular
species of at least 80% constitutes a pure stand of that
species. If a PSP had a PCTCOMP of less than 80% it
constituted a mixed stand. Thus all permanent sample plots in
the four volume sample regions which formed the study area for
this study were distinguished between pure and mixed by
species. The SAS procedure SAS FREQ was then used to obtain
the tables 3-6.

In the tables reading down, species group (SPGRUP) 1
through to 6 refer to white spruce, lodgepole pine, aspen,

white birch, black spruce and balsam fir respectively. Reading
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if

percentage composition (PCTCOMP)

PCTCOMP

PCTCOMP

PCTCOMP

PCTCOMP

PCTCOMP

PCTCOMP

PCTCOMP

PCTCOMP

In each cell reading down,

in question.

8

9

basal area (BAH)

of the total basal area (BAHPL).

then

then

then

then

then

then

then

then

BAH is between

BAH

BAH

BAH

BAH
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1 then that species'

and 20%
and
and
and
and
and

and

occupies between 0 and 10%

Similarly if

egqual to 80%.

the first number is the
frequency of plots with same PCTCOMP. The second number gives

the percentage of the first number to all the plots in the VSR

The third number gives the percentage of the

the VSR in question.

first nunber to the number of plots constituting the species
in question and the fourth number gives the percentage of the

first number to total number of plots with the same PCTCOMP in
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The procedure outlined above and the tables cle riy
provided two groups of data to be analysed and compared in
this study. But there was a third group of data that
constitutes a part of the study. Ccnsidering appendix II and
Tables 3-6, it is obvious that after the plots had been
classified into pure and mixed, some groups did no:t have
encugh plots to warrant a reasonably separate analysis for the
group for that species in that VSR. In such cases, trees in
that species group in that particular VSR are regressed as one
group. In this study, where no specific mention was made of a
species belonging to eithe a pure stand or a mixed stand,
then the species concerned constituted the third group and was
run as such.

Analysis of species in the third group is important
in order to satisfy the need to know the mortality rates or
the probakbility of survival not only in pure and mixed stands
but also in all stands that constitute the VSR.

3.3.4 Measurement Interval

Since 1960 the Permanent Sample Plots have been
remeasured in 1965, 1968 and 1984. Sometimes, some
measurements are carried out between the main measurement
times. This presented this study with the difficult problem of
choosing particular years as the beginning and end of the
study period. Choosing say, 1960 to 1965 for example, will

leave out many trees that were measured for the first time in

say 1968. Since the crux of the study is to trace the progress
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of individual trees after their first measurements and since
as noted above first measurements do not fall on one
particular year, it was decided to use the first interval.
That 1s, the period ketween any first measurement and its
first remeasurement. Trees which have had no more than one
measurement were removed from further study because mortality
cannot be determined from one measurement. For each of the six
species, there were many different first measurement periods.
In order to obtain a singl: figure for use in the regression,
the average measurement period (L1) of all trees of same
species was taken for each of the four volume sample regions.
3.3.5 Species with Insufficient Data fcr Further analysis

In VSR3, white birch was present 1in only five
permanent sample plots. Further analysis revealed that none of
the white birch in the five PSPs had been remeasured since
establishment. Since white birch had no measurement interval
to work with, it was eliminated from further analysis. Aspen
in VSR3 occurred in nine plots. Eight of these plots had 28
aspen trees with at least two measurements but suffered no
mortality during the measurement interval. Aspen was therefore
removed from the species regressed for coefficients.

In VSR4, all six species were retained for the
regression runs (see Table 7).

White birch in VSR5 occurred in thirteen plots. In
six of these plots white birch occupied less or equal to one

percent of the total basal area of the plots in which they
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occcurred. In two plots the percentage was two. That left
insufficient data to work with. White birch was therefore
removed from the regression runs.

In VSR6, black spruce occurred in twelve plots all of
which had been measured more than once. But as Table 6 shows,
black spruce typically occupied a very small percentage of the
total stand basal area. Besides, during the measurement
interval only six mortalities were recorded. Black spruce was
therefcre removed from further analysis. Table 7 is a list of
species retained. Bold uppercase letters (X) indicate species
run for mixed stands and for pure stands. All others mixed and

pure were drouped separately.

Table 7: Species retained for use in regression runs.

VOILUME SAMPLE REGION

SPECIES 3 4 5 6
Aspen (Aw) X b1 X
Lodgepole pine (P1l) X X X p¢
White spruce (Sw) X X X X
Black spruce (Sb) X X x
Balsam fir (Fb) x X X X

White birch (Bw) X X
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3.4 Fitting Mortality Models
Since this study is about biological samples, it has
an important purpose of fitting a model that is not only
parsimonious and provides a reasonable fit but also one that
most reasonably approximates the relationship between the
response variable and the covariates. This study is concerred
with the probability that a single tree survives. This mesans
that the response variable takes two values O and 1,
corresponding to "dead" and "alive" respectively. This is
known as binary response (Hosmer and Lemeshow 1985) or
dichotomous response (Monserud 1976 and Grizzle, Stariner and
Koch 1969).
3.4.1 Problems of Linear Regression with Binary Data
In this study, the nonlinear regression model was
used because a nonlinear model overcomes the two main problems
that « t that make the linear regression model
¥; = a + bX, + e, , i=1,.....n
where
Y. is the i" value of the response variable
X. is the i'"™ value of the explanatory variable
e. is the i*" error term
and
a and b are unknown regression parameters unsuitable
for the analysis of data for a dichotomous response variable.
The first problem is the violation of the constant

error variance assumption (Wrigley 1976).
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With dichotomous response variables, the error term

e, = Y, - (a + bX,)
can only have one of two possible values:
e;=1-(a+bX;) when Y.=1, and e;=~(a+bX;) when Y.=0.

These possible values occur with probabilities of P,
and 1-P;, respectively because of the binary nature of Y., where
p; = p(¥; = 1}.

Based of the assumption: E(e;,) = 0, it can be shown
that the constant error varriance is

E(e;)%=P,(1-(a+bX,)? + (1-P;) (- (a+bX;))".
This, violates the constant error variance assumption since
the value of E(e;)? and hence of o%,=Var (e,)=E (e’ ~(E(e,))?
depends upon the values of the independent variable. With the
violation of the constant error assumption, if ordinary least
square method is used to estimate the unknown parameters a and
b, will not be the best. Of course, there exist technigues
such as weighted least squares when we have heterogeneity of
variances, but in any case (see the next paragraph) a normal
theory analysis would be incorrect. Ramanathan (1989, pg. 474)
and Maddala (1988, pg. 167, 269) add that if the normality
assumption is violated, estimated coefficients a and b can be
inconsistent and inefficient if, say, the error distribution
has a flatter than normal distribution. This adversely affects
the testing of hypotheses to be carried out later since the

tests critically depend upon normality.

For a normal theory analysis to be appropriate, the
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response variable should, at the very least, be approximately
continuous over some interval; obviously this fails for the
binary response variable in this study.

Though many nonlinear models are available for the
analysis of binary data, this study employs the use of the
logistic regression model for a number of reasons.

3.4.2 The Logistic Model

If Xipveeeeaeann ¥, are a collection of independent
variables and y is a binary response variable such as yes and
no or alive and dead, with probabilities cf success (survival)

of p and 1-p respectively, then the logistic regression model

is written as

logit(p)=1n(3%%5)=a+ﬁlxi+....+B X

nrn

Solving for p gives the form in which the logistic model is

commonly seen and used:

The second form shows that the value of P is always
between 0 and 1 irrespective of the values the X, assumes. It
is this property of the logistic model that makes it
appropriate for this study. In this study the logistic model
is modified after the fashion of Monserud (1976) in order to

model a yearly probability of survival as follows:

1
(- (A+Bx,+Cx3) ) L1

B, =

1

[1+e
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where
ﬁi = a fraction between 0 and 1. It is the estimated
proportion of trees in a dbh class surviving the
length of growth period.
X, = MD1l = median = median of dbhclass (cm).
X, = BAHPL = basal area per ha all species in a plot in M?.

L1 = adjusted length of growth period
A, B, C are parameters to be estimated.

The logistic model has been modified by many
researchers to suit specific data sets and study objectives.
Monserud (1976) and Hamilton and Edwards (1976) and Hamilton
(1986) modified the logistic model to take care of the unequal
measurement intervals by raising the model to a power equal to
the length of the measurement interval. In this study, the
Monserud's modified model s adopted with a modification.
Hamilton and Edwards (1976) used the same model and weighted
the predicted probability by the magnitude of the measurement
interval. This translated the predicted probability of
survival to a yearly rate. While this may be good, it leaves
some uncertainty as to whether in the words of Morton and
Titus (1976), *consistent measures of the status over the
interval are being minimized"™ in the least squares estimation
method Hamilton and Edwards (1976) used. This study weights
the predicted probability with the magnitude of the number of
trees per diameter class used in the regression. This means

that if a diameter class experiences many mortalities during
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the measurement interval, the probability of survival being
predicted will be smaller and vice versa. This intuitively
makes more sense since the greater the mortalities the smaller
the probability of survival. This study departs from Hamilton
and Edwards (1976) and Morton and Titus (1984) in that it uses
the MLE as the estimation method as per SAS PROC NLIN.

The logistic model was favored in this study for the
following reasons:
1) The logistic model is mathematically flexible and easy
to use.
2) A literature review, for example, of Morton and Titus
(1984), Hamilton and Edwards (1976), Hamilton (1974,
1980, 1986), Monserud (1976) and Edelstein-Keshet
(1988) provides evidence that the logistic model yields
a biologically meaningful interpretation.
3) The logistic model ensures that the predicted values
always lie between 0 and 1 (Ramanathan 1989, Ratkowsky
1983 and Jennrich and Ralston 1979).
3.4.2.1 The Logistic Regression by SAS PROC KLIN
The procedure favored for th’ s study was the PROC
NLIN outlined in the SAS System for Regression (1986). PROC
NLIN was favored because it 1is more practical and more
flexible. It 1s more practical as compared to the PROC CATMOD
because it allows for the output of statistical information
necessary for testing the mocdel. It is flexible because SAS

PROC NLIN allows for the the calculation of annual survival
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probability after the fashion of Morton and Titus (1986) and
Monserud (1976) taking into account the average measurement
interval referred to as L1.

To apply the PROC NLIN, trees surviving at the first
remeasurement (N2) were designated Y=1 (1 being live). Trees
that died during the interval were designated Y=0 (0 being
dead). To obtain the number of deads, the difference between
the number of trees at establishment (N1) and at the end of
interval (N2) was taken. The number corresponding to each
dbhclass was used as a weight in the regression to fit the
model.

The use of SAS PROC NLIN requires that initial values
of the parameters be estimated and fed to the procedure. In a
logistic :egression, any starting values will do if MLE is the
method of estimation because of the concave nature of the
likelihood function (Maddala 1988, pg. 273 and Pratt 1981) .
Initial values reasonably close to the true parameters being
estimated will shorten the convergence time with few
iterations and thus save computer time. If the initial values
fed to the procedure are too far removed from the co’ "ect
values very many iterations will occur resulting in waste of
expensive computer time or the regression may not converge at
all. Also if multiple maxima or many local maxima exist in
addition to an absolute maximum, poor starting values may
result in convergence to an unwanted stationary point (Draper

and Smith 1966, Draper 1987). With these in mind, every effort



38
was made to obtain the best possible starting values.

The PROC CATMOD (SAS Procedure Manual) was used to
regress median dbh (MD1l) and BAHPL on Y without taking the
interval length into account. Af*er the coefficients given by
the Catmod procedure had been compared with Morton and Titus
(1986) and found to be reasonably close, they were used as the
starting values in the SAS PROC NLIN.
3.4.2.2 Maximum Likelihood Estimation

Many methods are available for use in the estimation
of unknown parameters 1in regressions, for example least
squares estimation and maximum likelihood estimation (MLE). In
linear regression cases the least squares method which lends
itself to a straight forward mathematical calculation and the
maximum likelihood method give the same estimators (Maddala
1988). But in nonlinear regression a different estimation
method must be used. The maximum likelihood estimation is the
estimation type preferred and used by SAS in the PROC NLIN
procedure. Indeed the choice of SAS PROC NLIN was influenced
by the fact that the estimation type that SAS uses is the MLE.
The principle of maximum estimation is based on the intuitive
notion that " an event occurred because it was most likely to"
(Ramanathan 1989). The principle of maximum 1likelihood
estimation follows thus:

If X is a random variable and the density of X at a
point x is f(x,8), and if X, 1 =1,...... n, are a sample of

observations on X, then the likelihood L(x;,.-..%.,0) of the
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sample is defined as

L(x,8)= H’J-’=1f(xi, 0)
and loosely represents the probability of the sample Xiewooo P X,
actually observed (Jennrich and Ralston 1979).

The maximum likelihood estimate of 6 is the value of
0 that maximizes L. Based on the above principle, it is clear
that the MLE deals efficiently with probability estimation and
thus is an appropriate estimation method for this study. It is
the estimation method that SAS employs in the PROC NLIN
procedure. In addition to the appropriateness of the MLE to
this study, MLE has a number of advantages: Under regularity
conditions, the maximum likelihood estimation (MLE) estimates
are consistent and asymptotically normal, and are often
efficient.

Altogether, 24 regression runs were carried out with
the species retained in accordance with the criteria for
retention (section 3.3.5). Table 7 summarises the species used
in the four volume sample region. in the regression runs.
3.5 Types of Comparisons Made

In order to investigate whether or not significant
differences exist in mortality rates within and among the four
volume sample regions which form the study area in this study,
two sets of comparisons were carried out: Within VSR
comparisons and Between VSR comparisons.

3.5.1 Within VSR Comparisons: Pure stands Versus Mixed stands

In the same VSR, mortality estimates for individual
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species are compared between mixed stands and pure stands.
Owing to limitations of the data, the following comparisons
were made:

B) VSR4 lodgepole pine mixed versus VSR4 lodgepole pine pure

C) VSR5 lodgepole pine mixed versus VSR4 lodgepole pine pure
3.5.2 Between VSRs Comparisons: Regional Differences

Between VSRs comparisons were made for same species

but growing in different VSRs. This provided evidence as to
whether or not a particular species growing 1in two VSRs
exhibited a statistically significant difference in mortality
rates in the two regions. Owing to limitations of the data,
the following comparisons were made:

A) VSEJ white spruce versus VSR4 white spruce

B) VSR4 aspen versus VSR6 aspen

C) VSR4 white birch versus VSR6 white birch

D) VSR4 balsam fir versus VSR6é balsam fir

E) VSR5 black spruce versus VSR4 black spruce.
3.6 Testing for Regional Differences

The method employed in accomplishing the comparisons

outlined above is the comparison technique for binomial
populations outlined in Huntsberger and Billingsley (1987) and
in Evelyn Caulcott (1973). The method compares the probability
that a tree that survived belongs to one of two binomial
populations. The methed was used for both within VSR
comparisons and between VSRs comparisons. This comparison

technique has three underlying assumptions:



1) Independent random samples.
2) Normal populations.
3) Equal variances of the populations compared.

The second assumption is not a particularly stringent
one, and if the samples are sufficiently large, even large
departures from normality will not affect the comparisons much
because of the central limit theorem: "if several random
variables are identically distributed, their mean will be
asymptotically normal even if the random variables were
originally not normal" (Huntsberger and Billingsley 1988, pg.
323) . The szuples used in this study are sufficiently large
and therefore make the second assumption a valid one.

Assumption number three is met by the fact that
populations of species growing in pure stands can be expected
to have the same variance especially so since they come from
the same volume sample region. This is reinforced by the fact
that the f being used in the comparison phase is by virtue of
it being the arithmetic mean of all the individual tree
proportions, the centre of gravity of all the single tree
probabilities that make up the probability mass function
modeled using the 1logistic regression. This gives tree
pop:-lations of the same species a more or less equal variance
(Harnett, 1970).

3.6.1 Normal Approximation to the Binomial
The primary object is to find out whether given any

two VSRs the probability (proportion) of survival for a random
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tree belonging to a given species 1is greater in one of the
VSRs than the other. If the survival proporticns in the two
VSRs are P, and P, respectively, then the aims are to find out
if

1) P, is not equal tc P, , then
2) to estimate the dif:r¢-.cnce between P, and P,

Since the population probabilities (P, and P,) are
unknown, the sample survival proportions obtained from the
regression runs and averaged for each VSR are used to make
inferences about P, and P,. If f, and f, are the estimated
survival propertions for the samples drawn from the two VSRs
the unbiased estimate for P, and P, are f, and f, respectively.
Similarly the difference between P, and P, is estimated
unbiasedly by the difference between f, and f,.

If n, and n, are the two sample sizes the estimated

2

variances of f, and f, are respectively given by

2_ L, (1-1,)
;;f]___‘"—“"——

I

and

If n, and n, are large and independent, then 4, the
difference between £, and f, has approximately a normal
distribution and the variance of d is the sum of the

variances, and is estimated by
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Now f. Is ar 'inkiacsea estimate of P, and f, is an
unbiased estimate o. »,. ¢ _nce P.=P, under H, it can be shown
that the best estin . of their common variance 1is the

weighted average ~f £, and f, given by

mfo+n, f,
n, g

L, -

Since the variance is assumed to be egqual for the

same VSR or for same species in two VSRs from which the two

populations are taken, separate estimates of wvariance could bhe

calculated for each population. But the best estimate is

obtained by pecoling the two samples (Huntsbarger and

Billingsley 1987). Thus the best unbiased estimate of the
variance of difference d is given by

2 o 1
Sg=f (1-f ) (—=—+_—)
£ £ n . 172

i

The standard deviation of d = f,-f, is estimated by

The tect statistic used to reject or accept H and to
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draw inferences al ut the population of species in the four
volume sample regions is the Z-statistic (2_,) calculated

using the formula

d £,~f,
cal o . 1 T
pr(l"fp) (73—"*'—)

1 =z

where
f, is the estimated survival proportion for samplel
> 15 the estimated survival proportion for sample2
f_is the pooled survival proportion that best estimates
the unknown common proportion P under H: P, = P,
n, and n, are sample sizes for samplel and sample?2
respectively.

The form of the test depends upon the alternative
test, H,. Since H, is two-sided, a two-tailed test is used in
all the paired comparisons under intra VSR comparisons and
under inter VSR comparisons. The level of significance
employed in the test is 5%. In two-tailed tests such as this,
the decision rule is reject H, if

Z > = 1.96 or if 2. < —1.96.

3.6.2 Average Proportions
The estimated average survival proportion f, for a

particular species was obtained by two steps.

1) Using the estimated coefficients in the logistic model a
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survival proportion ( P.) was estimated for each tree
according to its diameter (MD1) and the total basal area per
ha (BAHPL).

2) These survival proportions ( ﬁﬂ are then averaged over the
total number of observations (N1l) used in the SAS PROC NLIN.
The result from step 2 is the estimated average survival
proportion (f,) for that species in that VSR or in that mixed
group or in that pure group shown below. In the formulae,

E?:l 131'

fo=
8 n

fy is the estimated average proportion for a species in
a volume sample region or for a species growing in

mixed Or pure stands in a volume sample regic::.

n = N1 = the number of observations.

ﬁi is the estimated survival proportion fr. : . '3 which
constitute a dbh class for the spec: . .der
consideration. ﬁi is later assigned to trees
i=1,...... ,N1 according tc the dbh class they

belong to and
8 refers to mixed or pure or a VSR
This provided a single estimated average prcportion
for a species in a VSR or for a mixed stand or pure stand in

a VSR. These single proportions (f,) were those used in the

comparison phase.
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3.6.3 ©sample Test for Lodgepole pine inrn VSR4:
Mixed Species Versus Pure Species

Since all +the tests carried out in this study
followed the same principles and formulae discussed above,
only one such test was done as an example using lodgepole pine
trees growing in mixed stands in volume sample region 4 versus
lodgepole pine Jgrowing in pure stands in the same volume
sample region. The major question addressed in the sample
comparison below was: Do lodgepole pine trees growing in mixed
stands and in pure stands in VSR4 have the same survival
rates?

The question is answered with reference to VSR4 in
table 8 which lists species, the number of trees measured at
the first measurement (Nl), e number of trees measured at
the second measurement (N2), the number of mortalities (DEAD)
and the estimated average probability calculated f, and the
average measurement period Ll. The information used to answer
this illustrative question is drawn from Table 8.

The estimated average probability that a lodgepole
pine growing in a mixed stand survives in VSR4 is

fo = Lolmixea = 9522

and that of lodgepcle pine in a pure stand in VSR4 is

fo = fppue = -9370.
Then d = £, = Fppe = -9522 - .9370 = .0152
Nlpimixea = 1704
N1l = 3764

Plpure



) S is calculated as follows:

£ - 1704 (.9522) + 3764(.9370)
povled 704 + 3764
meai= -94174
2 _ 2
sd s Plmixed - Plpure -000046777
s, = .0068393

d

The Z-value is calculated thus

Plpure:

2 . = 2.2224

The test hypotheses are

Ho® Poimixed = Pripure
H.: Ppimixed * Pripure
and the decision rule for this two-tailed test is

Reject H  if 2__ > = 1.96 or Z.,, < —1.96

There is evidence that survival rates are different
for lodgepole pine griwing in mixed and pure stands in VSR4.
The calculated 2Z-value being positive indicates a higher

survival probability in VSR4 for lodgepole pine growing in

mixed stands as opposed to pure stands.
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4. RESULTS
4.1 Summary Information used in the Regression procedure
Table 8 below shows the actual number of trees of
each of the six species used in the SAS PROC NLIN.

Table 8: Summary of Information Used in the PROC NLIN

VSR TYPE SP N1 N2 DEAD L1
3 A Sw 2082 1979 103 9.92
3 M Pl 528 499 29 9.25
3 P Pl 3143 2991 152 0.83
4 A Sw 3165 2871 294 10.51
4 A Aw 2748 2337 411 10.31
4 A Bw 517 438 79 10.14
4 A Sb 2878 2691 187 10.69
4 A Fb 1044 948 26 9.95
4 M Pl 1704 1605 99 12.19
4 P Pl 3764 3552 212 10.36
5 A Sb 898 852 46 8.48
5 M Pl 767 724 43 9.80
5 P Pl 1804 1645 i59 8.10
6 A Pl 975 865 116 13.13
6 A Aw 2115 1768 347 12.16
6 A Bw 217 188 29 12.30
6 A Fb 1081 920 161 12.13
6 M Sw 3122 2879 243 12.61
6 P Sw 651 593 58 12.23

In the table above, N1l refers to the number of trees measured
at the beginning of the measurement period and N2 the number
measured at the end.

Dead is the number of trees that died during the measurement
period.

Ll is the average length of the measurement period for a
samnple.

Under Type, A refers to All trees of a particular
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species run as one group for the VSR in which they
occur.
M refers to trees cof a particular species growing in mixed
stands in the VSR in which they occur.
P refers trees of a particular species growing in pure stands
in the VSR in which they occur.
Only the species retained for further analysis are shown in
the table above.
4.2. Results from Regression Runs
Tables 9 and 10 are a summary of coefficients
estimated by the 24 regression runs using the logistic model
in the SAS PROC NLIN procedure. Each run converged after an
average of eighteen iterations. The takles also show +the
asymptotic 95% confidence interval associated with each of the
parameter estimates. The 95% confidence interval was the
criterion for deciding which coefficient estimates were

acceptable and which were unacceptable.
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Table 9: Rejected coefficients.
ESTIMATES 95% CONFIDENCE INTERVAL

VSR SPTYPE A B C A R C

M 21176 1253 0270 (-1.567,5.802) (-.046, 297} (-.049, .104)
A 46769 3467 -0212 (-2.471,11.82) (-228, .923) (-.231,.188)
3 Sb A 37337 1610 .0060 (-1.355,8.942) (-204, .526) (-.099, .111)
5 Sw A 197200 8004 -5542 (-3.642, 43.08) (-.147,1.748) (-1.27,.162)
5 Fb A 82967 -0406 -1055 (-4.646,21.24) (-231,.149) (-.42, .205)
M 3.0651 .1982 -0184 (-1.574,7.708) (-045, .441) (-.107, .070)

A

-1251 1847 0417 (-3.331,3.081) (111, .259) (-.044,.1217)
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Table 10;

Acceptable coefficients for predicting surviival probability for an individual tree

ESTIMATES 95% CONFIDENCE INTERVAL
MSR SP. TYPF A B_ C A B C

3 Sw A 56831 5774 -0769 (3.691,7.674) (344, 811) (-121,-.033)

8 Pl P 53556 5575 0969 (2.285 8.426) (191,.924) (-.173,-.018)

4 Sw A 56613 0690 -0397 (5056, 6.266) (.034,.104) (-.051,-.029)
4 Aw A 27864 1213 -0244 (2262, 3.311) (.093, .150) (-.038, -.011)
4 Bw A 38797 0619 -0179 (2543 5217) (-001,.125) (-047, .011)
4 Sb A 56615 -0814 .0103 (3695 7.828) (-.135,-027) (-.032, .052)
4 Fb A 52498 0314 -0252 (2.994,7.506) (-.050,.112) (-.057, .007)
4 PIL M 50760 0122 .0049 (3.490, 6.662) (-058,.082) (-.041 .052)
4 Pl P 52377 6194 -1660 (4.063, 6.412) (406, .833) (-.226 -.106)
5 Aw A 103410 2332 -2926 (1.144, 19.54) (029, .437)  (-62, .033)
5 Sb A 42250 .3589 -0331 (602 7.849) (.035, .683) (-.116, .050)
5 Pl M 38619 3029 -0626 (.680,7.043) (092, 513) (-.135, .010)
5 Pl P 51974 .1908 -0953 (1.484, 8.911) (089, .293) (-204, .013)
6 Aw A 34177 0787 -0203 (2551, 4.284) (.052, .106) (-.046, .006)
& Bw A 59613 -0232 -0315 (3.340, 8.583) (-.086,.040) (-.093, .030)
6 Fb A 24788 -0474 .0566 (1.026, 3.932) (-093-002)  (.011,.102)
6 Sw P 54843 0766 -0358 (3.205, 7.763) (.022,.131) (-.091..019)
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4.2.1 Acceptable and Unacceptable Estimates
A scrutiny of tables 8, 9 and 10, reveals three clear
patterns running through all the coefficients estimated. These
patterns were detected by observing the coefficient estimates
rejected and accepted using the 95% confidence interval

associated with each coefficient. The patterns are as follows:

1) Acceptable coefficients were generally obtained where the
number of trees belonging to a species used in the
regression procedure was at least 500 with mortalities of
at least 100.

2) Acceptable coefficients were obtained if the proportional
mortality was high even though the number of mortalities
was lower than 100.

3) Where the number of trees used in the regression
procedure was greater than 500 but the proportion of
mortalities was low, coefficient estimates were generally

unacceptable.

Based on the fact that coefficient estimates with no
zero value within its associated 95% confidence interval are
generally acceptable, coefficients estimated for balsam fir
and black spruce were removed from the species used in the
comparison phase for VSR3. Estimates for lodgepole pine
growing in mixed stands in VSR3 were considered unacceptable

for use in a model. In VSR4, all the estimates were considered
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acceptable. In VSRS, white spruce, and balsam fir were
considered unacceptable and therefore removed from the
comparisons phase. Estimates for all species but lodgepole
pine and white spruce growing in mixed stands in VSR6 were
also unacceptable. In Table 10 above, some coefficient with
the possibility of assuming a zero value were retained because
they were reasonably close to those obtained by similar
studies eg, Morton (1990).
4.2.2 Fitted Equations

The actual fitted equations were obtained by
substituting the accepted estimates of the coefficients A, B
and C into the logistic model for the appropriate species and
volume sample region. The ﬁi obtained by substituting the
coefficients into the logistic model is an estimate of annual
proportion or the probability that a tree growing in a mixed
or pure stand or growing in a given VSR which survived for a
year belongs to a dbh class the median dbh of which is MDI1.
Assuming that other factors remain constant, this translates
into the prediction: the estimated probability that an
appropriate individual tree belonging to a dbh class of median
dbh MD1l growing in a stand with density BAHPL survive for a
year is ﬁi. Appropriate tree means the tree about which

survival prediction is being made must belong to the species

type and the VSR for which the model was fitted according to

Table 10.
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4.3 Comparisons

Within and Between VSR- Comparisons were made as
described in section 3.6.1 above.
4.3.1 Within VSR Comparisons

Table 11 gives a summary of the outcome of the
comparisons for mixed and pure stands of the same species and
in the same VSR. In Table 11 below, 8 in f;, has been replaced

with m for mixed or p for pure for the same species in a VSR.

Table 11 MIXED AND PURE STANDS COMPARISONS BY VSR
VSR SP Z eas ST.DEV.  f_ £ £, ~ £,
4 P 2.2224*%  .0068  .9522 .9370 .0152
5 Pl 2.5864%  .0121 .9357 .9044 .0313

* significant at 5% level

Table 11 shows that for lodgepole pine growing in
VSR4 there was a statistically significant difference between
the average survival probabilities of mixed and pure stands.
The same result was obtained for lodgepole pine growiry in
VSR5. In both VSRs, survival pirobabilities were higher in
mixed species stands as compared to pure species stands.
4.3.2 Between VSRs Comparisons

The Between VSRs comparisons (Table 12) involved more
species than the Within VSR Comparisons. In the Table, 6 in f,

is replaced with 1 or 2 where 1 refers to the first VSR in

"3,4" and 2 refers to the second VSR. In Table 12, "“3,4" means
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that the estimated average probability for white spruce

growing in <%'SR3 (f,.ysr3) Was compared with the estimated

average probability of white spruce growing in VSR4 (£, ysre) -
Table 12 BETWEEN VSR COMPARISONS

VSR SP Za, ST. DEV. f, £, £, - £,

3,4 Sw 4.9550" .0059 .9711 .9416€ .0295

4,6 Aw 1.1845 .0097 .8756 .8641 .0115

4,6 Bw -.1446 .0284 .8553 .8594 ~-.0041

4,6 Fb 13.6191% .0130 .9898 .8120 .1778

4,5 Sb -4.0507" .0098 .9194 .9592 -.0398

*significant at 5% level

White spruce growing in VSR3 was compared with white
spruce greowing in VSR4. As Table 12 shows, the difference in
their estimated survival probability was significant with
white spruce in VSR more likely o survive. Aspen and white
birch growing in VSR4 did not show any significant diffarence
in survival probability when compaved with cheir counterparts
in VSRs even thouch easpen in VSK4 had a =light edge in
survival prohability over that in VSRé and white birch in VS5R6
had a sligh’: ege over white birch in V3R4.

Siagn:itficant differences existed in survival
probability for balsam fir growing in VSR4 and balsam fir
growing in VSR6. The survival probability difference for black
spruce in V8R4 and black spruce in VSR5 was also found to be

significant. In both species survival was less in VSR4.
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S. DISCUSSION
The logistic model was used to find coefficients
which can be used as estimates of parameters about four
importan* Volume Sample Regions 1in Alberta. There is the
temptation for a researcher faced with a project such as this
study to lcok for elegance and sophistication in the belief
that tie more variables a model has or the parameters to
estimate the better the model, and indeed many forest
scientists have goire that way. One only has to glance through
summary papers like Prodan (1968) and Grosenbaugh (1965) to
appreciate the immense complexity that exists 1in forest
modeling. In spite of all genuine efforts to find the best
model to describe forest dynamics, as Yang et al. (1978) put
it, "a functicon that is flexikle encugh Iin form tc accomncdate
all biological growth behavior and logical enough in theory to
justify its applications in practice has keen unavailable".
In this study, the logistic model was adopted for
both its simplicity and its ability to model biological
phenomena. Care was taken to 1limit the number of coeffircients
to e estimated ‘constant included) to three. Since the object
of nonlinear regression is to find a par:imonious model that
exhibits a close-to-linear behavior (Ratkowsky 1990), the more
variables in a model the more likely it is for the model to
deviate from a close-to-linear behavior, and the more
unreliable its estimates are for a given study size.

Bearing in mind all the above, two variabkles, the
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medians cf all the dbh classes and basal area of each

plot
expressed in M? per Ha were chosen as the explanatory
variables in this study. Some studies performed in the area of
forest tree mortality (Morton and Titus 1984) used individual
tree dbh as one of the independent variables. Morton (1990}
used the mid-point of the dbh classes he developed to estimate
coefficients in the Mixedwocod Growth Model "MGM" he developed
for the Alberta Forest Service. In this study, the medians of
the diameter classes were used because the median is
considered a more robust estimator relatively unaffected by
outliers (Barnett 1983). The other variable used in this study
(basal area) is the most appropriate as a variable when trees
are grouped into diameter classes (Thomas and Paresol 1989).
Being a function of radius and radial growth, basal area, when
used as a variable in a model, takes care of many of the
factors that affect forest tree mortality. The main function
of the basal area in the model 1is to take care of the
competition that each tree in stands experiences.

The species that remained after the regression runs
approximately coincided with the dominant species in the part
of Alberta they mostly occur. The process of elimination by
the number of plots, number of trees and by the 99% CI after
the regression runs, did concentrane the major Alberta species
onto the areas where they mostly occur. For example, VSR32
falls within the pine subregion of the suhLalpine ecoregion,

where according to Strong and Leggat (1981), lodgepole pine
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occurs as the dominant species and spruce as the co-dominant
species. This study comfirmed the dominance of pure lodgepole
pine species in VSR3.

The study fcund lodgepole pine trees more likely to
stvr .ve in mixed species stands than in pure species stands.
That confirms the ecological expectation that because trees in
pure stands have similar niches, they exert similar demands on
the same resource. Thus comnpetition for the rescurce is more
intense in pure stands than it is in mixed stands and with
more competition come more deaths in pure stands.

White spruce is more likely to survive in VSR2 than
it is in VSR4. VSR4 is richer in species and generally more
dense than higher elevation VSR3. Competition is likely to be
greater 1n VSR4 than in VSR3 hence the greater probabilicty of
survival in VSR3 for white spruce. Balsam fir has a higher
chance to survive in VSER4 than it has in VSR6. Balsam fir
growing in VS8R6 which is more northernly located experiences
a severer dgrowing environment tlian does balsam fir growing in
VSR4. This may contribute to lower probability of survival for
balsam in VSR6 as compared to balsam fir in VSR4. The higher
probability of survival of black spruce in VSR5 as compared to
black spruce in VSR4 might be due to higher incidence of
competition in the denser VSR4.

5.1 Problems with data
The data that the AFS provided still contain

considerable entry errors even though they have been edited
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F.nce Morton and Titus (1984). This coupled with poor
occurrence of some species in some VSRs presented considerable
difficulty during the course of this study. In some cases a
bias might  have been introduced which affected the
coefficients estimated. This might have been the case with
white birch in VSR4 and other species whose coefficient
estimates could assume a zero value.
5.2 Uses for the sStudy

Referring to the study objectives (section 1.3), the
models could be used to estimate the probability that a tree
belonging to a particular species growing in any ot che VSRs
in Alberta dies, which in turn could influence the calculation
and projection ~f growing stock and therefore the allocation
of allowable cut.

The evaluation of regional variatiecns in mortality or
survival probability made in this study would enable the AFS
to plan difierent harvesting schedules for the same species
growing 1in different VSRs if significant differences in
mer"ality exist within the same species in different VSRs.

Tne evaluation performed for pure and mixed stands
would enable the AFS to devise different management regimes
for pure stands if the survival probability in pure stands
differs significantly from that for mixed stands even for the
same species.

By documenting the processes and the computer

programs written to carry out this study, this study has made
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available to forest managers and scientists an additional
procedure for summarizing PSP data and for estimating
coefficients to advance further, the prediction of prokability
of survival or mortality for major Alberta species.

5.3 Recommendation

While almost all the acceptable coefficients could be
used to obtain good survival predictions, there were a few
that should be used with some caution. Generally, if the
asymptotic 95% confidence limits associated with an estimated
coefficient do not have opposite signs, then the estimated
coefficient 1is highly significant. Table 10 shows some
estimates with a chance of assuming a zero value for either
their B or C estimates. Those coefficients were retained
because the samples used to estimate them (coefficients) were
sufficientiy large and because those coefficients did not
deviate much from those obtained by an almost similar study
MGM (1990). It 1is important for the user to take note of and
use those affected models with some caution.

It must be menticrnied that where no significant
Prebability difference was found between two groups for
example, "4,6" Aw and "4,6" Bw, models developed for Aw and Bw
in VSR4 cannot be used to manage Aw and Bw stands in VSRe
since the statistically insignificant differences could
accumulate over wide area and over time. Even though
theoritically a model developed for one group could be used to

manage another group where the difference between the two
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groups are statistically insignificant, practically, better
results would be obtained if a model is used to manage only

the group for which it (the model) was developed.
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6. CONCLUSION

It appears that in Alberta specific management
schedules should be prepared for the same specié&s occuring in
different VSR. That 60% of the inter VSR compariscns exhibited
significant differences (and these species are the major
species in Alberta) calls for the development of specific
mortality models for each species found in Alberta. This study
has produced mortality models for six specles which are
applicable where indicated. More work has been recommended to
develop more local models especially for those species which
this study eliminated due to insufficient plots and or tree
numbers in the VSRs that the study covered, and also for those

species with insufficient data.
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APPENDIX

A SAS PROGRAM TO SUMMARIZE INFORMATION ON VSR3, VSR4, VSRS AND VSA6
TO DISTINGUISH BETWEEN MIXED PLOTS AND PURE PLOTS AND
IDENTIFY CORRESPONDING PLOTS

/* VSR
CMS FILEDEF LINK DISK VSR3 DATA;

/*DATA SET L13 IS SET UP TO RECEIVE THE PLOT CHARACTERISTIC FILE
DEFINED AS UINK HOLDING PLOT SUMMARY DATAY/:
DATA L13;
INFILE UINK;
INPUT GRNUMB 1-4 PLNUMB 5 MEASNU 6 TRHAL 7-11 BAl: L 17.24
TRHAS 30-34 BAHASC1 4047 SPGRUP 53:;
KU
/*CATA SET SET UP TO RECEIVE INFORMATION READ FROM LINK*/;

DATA L 23;
SET Li13;

IF MEASNU > O THEN DELETE;
IF PLNUMB > 1 THEN DELETE;
IF TRNUMB=0000 OR TRNUMEB=9998 THEN CELETE:
RUN;
I*UMIT DATA TO FIRST MEASUREMENT, AND FIRST PLOTS iN A GRQUP.
INGROWTHS AND SAPLINGS EXCLUDED*/;

PROC SORT, BY SPGRUP;
RUN;

DATA L3, 3ET L23;
PCTCOMP =100*BAHASC1/BAHPL;
IF PCTCOMP=0 THEN PCTCOMP=0;

IF PCTCOMPS 2 pAND PCTCOMP <10 THEN PCTCOMIT . 1,

IF PCTCONP> =10 AND PCTCOMP <20 THEN PCTCOMP=2:
IF PCTCOMP> =20 AND PCTCOMP<30 THEN PCTCOMP =3
IF PCTCOMP > ==30 AND PCTCOMP <40 THEN PCTCOMP=4;
IF PCTCOMP> =40 AND PCTCOMP <50 THEN PCTCCMP=5;
IF PCTCOMP> =50 AND PCTCOMP <60 THEN PCTCOMP=6;
IF PCTCOMP> =60 AND PCTCOMP <70 THEN PCTCOMP=7;
IF PCTCOMP> =70 AND PCTCOMP <80 THEN PCTCOMP=8:
IF PCYCOMP> =80 THEN PCTCOMP=9;

RUMN;
*CALCULATE PERCENTAGE OF SPECIES COMPOSITION BY EASAL AREA®/;

PROC SCRT DATA=L3; BY SPGRUP;
RUN;

DATA 132
SET L3
PROC FREQ;
TABLES SPGRUPFCTCOMP,
BUN;
/*SUMMARIZES CALCULATED PERCEMTAGES BY GROUPS*/:

DATA LSE,
SET L3;
I PCTCOMP > 8 THEN DELETE;
PROC PRINT DATA=1_23B;



VAR GHEUME SPGHUR BAASLY BEANRRFL FOTUCOME-,
HUN,
/MISOLATES MIXED STANDS*/:

DATA L3
SET L3;
IF PCTCOMP « 9 THEN DELETE;
PRCC FPRIN1 DATA=L3C;
VAR GRNUMB SPGRUP BAMHASC1 BAHPL PCTCOMP,
RUNM;
J*ISOLATES PURE STANDS*/.
/*VSR4
SAME EXPLANATIONS AS ABQVE™/,;

CMS FILEDEF LINK DISK VSR4 DATA;
DATA L34
INFILE LINK;
INPUT GRNUMB 1-4 FLNUMB 5§ MEASNU 6 TRHAL 7-11 BAHPL 17-24
TRHAS 20.24 BAHASCY 40-47 SPGRUP 59;
HUN;

DATA L24;
SET L14;

IF MEASNU > 0 THEN DELETE;

IF PLNUMB > 1 THEN DELETE;

IF TRNUMB =0000 OR TRNUMB=9998 THEN DELETE;
RUN;

PROC SORT: BY SPGR.P;
RUN;

DATA L4; SET L24;
PCTCOMP = 100*BAHASC1/BAHPL ;
i PCTCOMP -G Trigh PCTCOMP —0,
IF PCTCOMP >0 AND PCTCOMP< 10 THEN PCTCOMP=1;
iF PCTCOMP > =10 AND PCTCOMP<20 THEN PCTCOMP=2;
iF PCTCOMP = =20 AND PCTCOMP< 30 THEN PCTCOMP=3;
IF PCTCOMP > =30 AND PCTCOMP<40 THEN PCTCOMP=4:
IF PCTCOMP > =40 AND PCTCUMP« 30 THEN PCTCOMP=S:;
{F PCTCOMP > =50 AND PCTCOMF <60 THEN PCTCOM >=6;
IF PCTCOMP > 30 AND PCTCOMP<70 THEN PCTCOMP=7;
IF PCTCOMP > =70 AND PCTCOMP<80 THEN PCTCOMF=8;
I PCTCOMP > =80 THEN PCTCOM® -S;

PROC SORT DATA = L4, BY SPGRUIP;
RUN;

DATA LSA,
SET Ly
PROC FREQ:
TABLES SPGRUP*PCTCOMP:
UN:

DATA L48B;

GET L4,

IF PCTCOMP > 8 THEN DELETE |

PROC PRIMT DATA=L48;

VAR GRNUMRE SPGRUP BAHASC 1 BANPL FLUTCOR .= -
RUN:;



DATA L4C;

SET La4;

IF PCTCOMP < 9 THERN DELETE;

FROC PRINT DATA=14C;

VAR GRNUMB SPGRUP BAHASC1 BAHFPL PCTCOMP;
RUN;

/*VSR5%/

CMS FILEDEF LINK DISK VSRS DATA;
DATA L15;
INFILE LINK;
INPUT GRNUMB 1-4 PLNUMB 5 MEASNU 6 TRHAL 7-11 BAHPL 17-24
TRHAS 30-34 BAHASC 40-47 SEGRUP 59;
RUN;

DATA L25;
SET L15;

IF MEASNU > 0 THEN DELETE;

IF PLNUMB > 1 THEN DELETE;

IF TRNUMB=0000 OR TRNUMB=9998 THEN DELETE;
RUN;

PROC SORT; BY SPGRUP;
RUN;

DATA LS, SET L25;
PCTCOMP=100*BAHASC1/BAHPL;
IF PCTCOMP=0 THEN PCTCOMP =0;
IF PCTCOMP >0 AND PCTCOMP< 10 THEN PCTCOMP=1;
IF PCTCOMP> =10 AND PCTCOMP <20 THEN PCTCOMP=2;
IF PCTCOMP > =20 AND PCTCOMP <30 THEN PCTCOMP - 2
IF PCTCOMP > =30 AND PCTCOMP<40 THEN PCTCOMP =4;
IF PCTCOMP > =40 AND PCTCOMP<50 THEN PCTCOMP=5;
IF PCTCOMP >=50 AND PCTCOMP<6C THEN RCTCOMP=6;
IF PCTCOMP:> =60 AND PCTCOMP<70 THEN PCTCOMP=7;
IF PCTCOMP:>=70 AND PCTCOMP< 80 THEN PCTCOMP=8;
IF PCTCOMP:> =80 THEN PCTCOMP=9;

PROC SORT DATA=LS; BY SPGRUP;
RUN;
DATA L5SA;
SET LS;
PRCC FREQ);
TABLES SPGRUP*PCTCOMP;
RUN;

DATA L5B;

SET L5;

iF PCTCOMP > 8 THEN DELETE;

PROC PRINT DATA=LEB;

VAR GRNUMB SPGRUP BAHASCT1 BAMHPL PCTCOMP;
RUN;

DATA L5C;
SET LS;
IF PCTCOMP < § THEN DELETE:
PROC PRINT DATA=15C;
VAR GRNUMB SPGRUP BAHASC1 BAHPL PCTCOMP;



ZISIEN
/NGRS

CMS FILEDCF UK L =1l w56 DATA,
DATA L16;
INFILE LINK;
INPUT GRNUMEB 1-4 PLNUMB 5 MEASNU € TRHAL 7-11 BAHPL 17-24
TRHAS 30-34 BAHASC1 40-47 SPGRUP 59;
RUN,

DATA L26.
SET L1316,

IF MEASNU > 0 THEN DELETE;

IF PLNUMB > 1 THEN DELETE:

IF TRNUMB =0000 OR TRNUMB=9998 THEN DELETE;
RUN;

PROC SORT; BY SPGRUP;
HUN;

DATA L6; SET L26;
PCTCO!. - = 100*BAHASC1/BAHPL;
IF PCTCOMP =0 THEN PCTCOMP =0,
IF PCTCOMP>0 AND PCTCOMP <10 THEN PCTCOMP=1;
IF PCTCOMP> =10 AND PCTCOMP <20 THEN PCTCOMP=2;
IF PCTCOMP > =20 AND PCTCOME < 30 THEN PCTCOMP=3:
IF PCTCOMP > =30 AND PCTCOMP <40 THEN PCTCOMP =4,
IF PCTCOMP > =40 AND PCTCOMP<5GC THEN PCTCOMP=5;
IF PCTCONMP > =50 AND PCTCOMP <60 THEN PCTCOMP=6;
IF PCTCOMP> =60 AND PCTCOMP <70 THEN PCTCOMP=7;
IF PCTCOMP > =70 AND PCTCOMP <80 THEN PCTCOMP=8;
tF PCTCOMP > =80 THEN PCTCOMP=9;

PROC SORT DATA=L6; BY SPGRUP;
RUN;
DATA LEA:
SET L6;
FROC FREQ;
TABLES SPGRUP*PCTCOMF;
RUN;

DATA 168,

SET L6;

If PCTCOMP > 8 THEN DELETE;

PROC PRINT DATA=L6B;

VAR GRNUMB SPGRUP BAHASC1 BAHPL PCTCOMP,
RUN;

DATA L6C:

SET LG

IF PCTCOMP < 9 THEN DELETE;

PROC PRINT DATA=LEC;

VAR GRNUMB SPGRUP BAHASC1 BAHPL PCTCOMP;
RUN,

74



The SAS System
APPENDIX I1 CONTINUED: VGRI (MIXED)})

GBS GRNUMR SPEGRUP BAHASCH BAHPL PCICOMP
1 101 1 O 0126 31 1371 1
2 103 1 O 4608 21.Qa7y 1
3 104 1 16.8014 33 . 13a% 6
4 i1 1 2.0104 17 OQazrg 2
5 t12 1 20.7844 42 09r8 L
6 113 1 20 .2365 35 SOH0 i
7 1 1 13. 424423 53.8329 3
8 115 § 12 9270 29 0ORan R
9 116 1 14 2526 26 31666 [
10 118 b 32 .4%09 41. 4264 A
11 119 1 21.883887 37.4333 G
12 120 ! 21.1026 53. 1165 a
13 121 1 &.0291 46 . 7340 2
14 123 1 14, 3476 a3 2197 3
15 127 1 25.6963 45 38643 6
63 12 3] $.<930 33.2942 1
Gca 12 S 17.2881 $3 1960 4
65 153 S 1.0220 33 3281 1
66 565 5 o 11g° 2.8374 1
67 104 [2) 3.2307 33. 1395 1
68 11 G 0.0734 17.0428 1
69 112 6 9.0573 42 01’8 3
70 113 2] 3. 1463 35.5050 1
71 114 G 0.8403 53.8329 1
72 115 3 0. 1468 29.0888 i
73 11g [} O 1218 41 4264 1
74 123 [} 29.9071 44 2:97 7
75 141 G Q. 1798 43.90143 1
76 142 [ 1S 5686 33.3¢53 )
77 P43 © 4.84393 43.2108 2
The SAS Systom
(PURE)
0EeSs GRNUMB SPGRUP BAHASCt BAHPL PCTCOMP
1 122 1 30.378" 31.9940 €}
2 124 1 16 .5690, 17 .4123 2]
3 125 1 27 .27%3 -2 .9942 9
4 126 1 38.6714 29 .4091 3
s 143 1 3% . 1590 43 .2108 3
[ 101 2 30 .0609 31 1371 5}
25 557 2 39.3211 39 2211 9
2¢ 5GZ2 2 24 .9451 24 9a%y a
27 563 2 21.5152 21 51952 G
28 5641 2 19 . 1555 1915599 9
29 565 2 2.5917 2.8324 9
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APPENDIX 11 CONTINUED: VvSR4  (MIxED

oes GRNUMB SPGRUP BAHASC BAHPL PCTCOMP
1 1 1 19 .. :29 43.5129 S
2 2 1 27 .3352 42.9112 7
¢} 3 1 0.0062 33.3500 1
2 Pl 1 10.4768 48 .6277 3
5 5 1 t7.4596 47 .2377 a4
[ 6 1 < .R08B2 42 .3485 2
7 7 1 4.4109 a7 B331 2
8 8 1 0.4556 40.5234 1
9 9 1 1.37¢€9 32.7817 1
10 1G i 0.0439 24 .2215 1
11 11 1 8.0840 30.9579 3
12 12 1 18.9780 34.5504 (3
13 13 1 3.6552 28.6938 2
14 14 1 0.0573 13.6943 1
15 33 1 4 .3685 42 .3334 2
3- 47 G 14. 1050 48 .6073 3
34. 244G <) 0.8808 41.1675 1
34 202 6 0.6657 50.5128 1
34 TRG S 1.2633 47 .6041 1
34~ : [ 2.3779 9.1084 3
34c e [ 0.3613 24 .7991 1
347 59 1<) 6.8342 38.58%3 2
348 S09 6 12.1482 17.0528 8
34Q a1t (£} 7 . 0804 12.2382 ©
350 Q12 [ 14 .4665 20.9591 7
351 914 [ 11.2597 19.9710 [
as2 219 G 1.6232 2.7006 7
353 922 6 S.6308 7.2133 8
354 Q23 G 2.1335 6.2391 4
35S 924 © 1.8983 4.9151 4

The SAS System
( PURE)

o8BS GRNUMB SPGRUP BAHASCH BAHPL PCTCOMP
1 198 1 36 . 1769 44 .9116 e
2 2595 ' 36. 1501 w6 . 1501 <]
3 256 1 54 .4739 63.9464 9
B 2%7 1 50 .5883 56.3416 9
5 5495 1 22.4347 22.67%96 9
74 918 3] 2.8960 2.8960 S
7% 920 [ 1.5146 1.5146 8
76 921 [ 0.8665 0.8669% Q
77 930 [ 1.85C2 1.8502 )
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APPENDIX 11 CONTINUED: VOIRS (MIXED)

o8BS GRNUMSB SPGRUP BAHASCH BAHPL PCTCOMP
1 " 1 ©.3378 48.6502 i
2 54 1 28 75G% 39 . 6586 8
3 €6 1 12 4732 32. 1988 G
4 719 1 1.0823 16.7341 '
5 72 1 C.2016 14.5403 1
6 73 1 1.8930 19.7684 1
7 74 1 o 0021 13.2599 1
8 79 1 0.7023 74,1709 A
9 80 1 O.7971 23.8130 1
10 82 1 O.1189 15.8484 1
11 82 1 0.563¢ 29 9712 '
12 90 1 B8.5% 0 11.549%5 ®
13 462 1 16 .3980 7.3632 5
14 463 1 8 .87C5 36.2110 3
15 464 1 6.2737 2B.172Y% 3
67 79 5 0.919? 24.1709 1
68 80 5 3.575% 23 8130 2
69 81 5 “2.2713 47.3153 7
70 82 s 4.1827 45.8484 1
71 83 S 17 .8138 51.8469 4
72 84 S 7.98445 37.23706 3
73 86 5 0.046 1 33.0663 i
74 89 5 7.452% 29.9712 3
75 462 5 1.3871 37 3632 1
76 64 6 10.0324 39 .6%86 3
77 66 6 Q.72¢C2 32.1988 a
78 67 6 1.80%2 71.5249 t
72 20 & 1.3222 11,5395 v
80 462 6 ©. 2802 37.3522 f

Thie SAS System

{ PURE ) e

0BS GRNUMB SPGRUP BAHASCH BALIOL pCicOomMi
1 67 1 18.4878 21.%440 e
5 55 2 22.4028 G2 a0uE i
3 S€ 2 25.4385 2: <07 R
4 S 2 23.2026 v N2 ‘
2 59 2 34 3607 38 3094 9
. S0 2 29 4719 32.4681 $]
7 80 2 19,4404 23.8130 -
e 82 2 21 5468 4% . 8484 3
19 87 2 32.2709 T .9494 7
20 84 2 35.58492 L. .hBa2 L‘
21 72 4 13 6045 14.54073 3
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APPENDIX 1t
SAS PROGRAM WRITTEN TO PROCESS AFS DATA
AND TO DD REGRESSIOM RUNS

NOTE: /* and */' ENCLOSES EXPLANATORY STATEMENTS*/:

CMS FILEDEF OB TAP1 St (RECFM FB LRECL 100 BLOCK 23400;
/*READS AFS DATA DIRECTLY FROM TAPE AS FILE OB*/;

CMS FILEDEF LINK DISK VSR4 DATA;
/*READS TREE AND PLOT DATA FILE LINK FOR VSR4 FROM A GROUP Of FILES*/;
DATA L1;

/*DATA SET L1 IS SET UP TO RECEIVE THE PLOT CHAR FILE DEFINED AS LINK*/;

INFILE LINK;
INPUT GRNUMB 14 PLi4UMB 5 MEASNU 6 TRHAL 7-11 BAHPL 17-24
TRHAS 30-34 RETYPE 356-37 BAHASC1 4047 SPGRUP 59:
RUN;
/*DIRECT SAS TO WHICH COLUMNS/VARIABL . > TO READ INTO L1. FOR

DEFINITION OF ABOVE VARIABLES REFER TQ ‘PSP DATA SUMMARY MANUAL’
HUANG AND TITUS (1990)*/;

DATA A;
INFILE OB;
I*DATA SET 'A'iS SET UP TO RECEIVE THE PSP RAW DATA ON TAPE NAMED OT*/;

INPUT RETYPE 36-37 @; RETAIN PLSIZE;

[*RETYPE=1 IS TREE CHARACTERISTICS
RETYPE=2 IS PLOT CHARACTERISTICS
RETYPE=3 IS INGROWTH CHARACTERISTICS?*/;

IF RETYPE = 1 THFM DO;
INPUT GRNUMS 3-12 PLNUMB 13 MEASNU 14-15 YEAR 16-17 UNI{1S 35
RETYPE 36-37 P_LIZE 38-42;
END;
IF HETYPE =2 THEN DO;
INPUT AGENCY 1-2 GRNUMB 3-12 PLNUMB 13 MEASNU 14-15 YEAR 16-17
MONTH 18-19 RETYPE 36-37 TRNUMB 38-41 SPCODE $ 42-43 DBH 44-47 .1
CONDIT1 57-58 CONDIT2 59-60 CONDIT3 61-62;
END;

/ﬁ
IF GRNUNMB<101 THEN DELETE;

IF GRNUMB>107 AND GRNUMB< 111 THE® “LETE;
IF GRNUMB>128 AND GRNUMB<141 ~ _ETE;
IF GRNUMB>146 AND GRNUMB< 151 ' -&N  =LETE;

IF GRNUMB> 154 AND GRNUMB< 164 THi:N DELETE;
IF GRNUMB>166 AND GRNUME-«557 THEN DELETE;
IF GRNUMB>557 AND GRNUMB<565 THEN DELETE;
IF GRNUMB=>565 THEN DELETE; */

/*ABOVE ISOLATES VSR3*/

IF GRNUMB>43 AND GRNUMB<181 THEN DELETE;

IF GRNUMB>214 AND GRNUMB <226 THEN DELETE;
IF GRNUMB>258 AND GRNUMB<35. THEN DELETE;
IF GRNUMB>359 AND GRNUMB< 365 THEN DELETE;
IF GRNUME>366 AND GRNUMB <388 THEN DELETE:
IF GRNUMB>399 AND GRNUMB< 423 THEN DELETE;
IF GRNUMB>428 AND GRNUMB<457 THEN DELETE;



IF GRNUMB >459 AND GRNUMB =545 THEN DELETE;
IF GRNUMB>546 AND DRNUMB<584 THEN DELETE;
IF GRNUMB > 585 AND GRNUMB<«<599 THEN DELETE;
(€ GRNUMB>610 ANLD GRInuMB<615 THEN DELETE;
IF GRNUMB>615 AND GRNUMB <901 THEN DELETE;
IF GRNUMB>Z 4 AND GRNUMB<930 THEN DELETE;
IF GRNUMB>938 THEN DELETE;
[*THIS DEFINES VSR4*/

/.
IF GRNUMB <55 THEN DELETE;
IF GRNUMB>90 AND GRNUMB <361 THEN DELETE;
IF GRNUMB>361 AND GRNUMB <452 THEN DELETE;
IF GRNUMB > 464 AND GRNUMB <602 THEN DELETE;
IF GRNUMB>602 THEINn wELETE; */
/*THIS DEFINTS VSRS5*/

/Il
IF GRNUMB <44 THEN DELETE;
IF GRNUMB >54 AND GRNUMB<259 THEN DELETE;
IF GRNUMB>303 AND GRNUMB <338 THEN DELETE;
IF GRNUMB>351 AND GRNUMB <466 THEN DELETE;
IF GRNUMB>468 AND GRNUMB<471 THEN DELETE;
IF GRNUMB>474 AND GRNUMB< 484 THEN DELETE;
IF GRNUMB>498 AND GRNUMB <600 THEN DELETE;
IF GRNUMB>600 THEN DELETE; */

/*THIS ISOLATES VSRs*/

/*THESE GROUPS NUMBERS DEFINE AND ISOLATE VSR4 IN THE FILE OB*/;

IF MEASNU > 4 THEN DELETE;
/*GIVES FOUR CONSECUTIVE MEASUREMENTS. THIS ALLOWS THE STUDY
OF HOW INDIVIDUAL TREES ARE DOING FOR A LONG TIME */;

IF RETYPE=3 THEN DELETE;
IF PLNUMB > 1t THEN DELETE;
/*GIVES FIRST PLOTS OF EACH GROUP*/;

IF SPCODE NE 'PI' THEN DELETE;
/*Sw, Bw, PI, Sb, Aw AND Fb ARE INDIVIDUALY USED iN EACH RUN
DEPENDING ON WHICH SPECIES IS BEING PROCESSED*/;

IF TRNUMB =00 OR TRNUMB=0000 OR TRNUMB=9998 THEN DELETE;
/*ELIMINATES SAPLINGS, AND INGROWTHS*/

BA=0.00007854*{DBH) **2;
BAH = 10000*BA/PLSIZE;
IF DBH>0 THEN
DCLASS=INT{DBH/2.5) +1.
IF DBH>45.0 THEN
DCLASS =INT(DB}/5.0) + 1;
IF DBH>50.0 THEN
DCLASS=INT(DBH/10.0)+1;
/*BA IS THE AREA OCCUPIED BY A SINGLE TREE IN THE PLOT WHEN BA
IS PROJECTED OVER A HACTARE, THE AREA IS CALLEC BAH.DIAMETER
CLASSES (DCLASS) ARE DESIGNED ACCORDING TO MORTON AND TITUS (1986)*/:

IF DBH>0 THEN DBHMDPT=1.25;
iF DBH>2.5 THEN DBHMDPT=3.75;
IF DBH>5.0 THEN DBHMDPT=6.25;
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IF DBH>7.5 THEN DB'<MDPT=8.75;

IF DBH>10.0 THEN DBHMDPT=11 15;
IF CAH>32.5 THEN DBHMDPT=13./5;
IF OSM>150 THEN DBHMDPT=16.25;
IF DBH>17.5 THEN DBHMDPT=18.75;
IF OB#>20.0 THEN DBHMDPT=21.25:
I€ DBH>22.5 THEN DBHMDPT=23.75;
iF DBH>25.0 THEN DBHMDPT=26.25;
IF DBH>27.5 THEN DBHMDPT=28.75;
IF DBH>30.0 THEN DBHMDPT=31.25;
IF DBH>32.5 THEN DBHMDPT=33.75;
IF DBH>35.0 THEN DBHMDPT=36.25:
IF DEH>37.5 THEN DBHMDPT=38.75;
IF DBH>40.5 THEN DBHMDPT=41.25;
IF DBH>42.5 THEN DBHMDPT=43.75;
IF DBH>45.0 THEN DBHMDPT=47.50;
IF DBH>50.0 THEN DBHMDPT=50.00;

/*ASSIGN MIDPOINTS (DBHMDPT) TO THE DIAMETER CLASSESY,

RUN-

/*DATA SET B CONTAINS ALL THE RAW PSP DATA EXCEPT MONTH WHICH IS
ADJUSTED AS BELOW AND CONDTION CODE 25,27 WHICH ARE REPLACED
WITH A ".". THIS IS NECESSARY TO PREVENT ERRONEOUS MEANS CALCULATION®/;

DATA B; SET A;

17 MONTH=1 OR MONTH=2 OR MONTH=3 OR MONTH=4 THEN MONTH=0;
tr AONTH=5 THEN MONTH=0.2;

IF MONTH=6 THEN MNONTH=0.5;

IF MONTH=7 THE * 0.9,
IF MONTH=8 C- * OR MONTH=10 OR MONTH=11
OR MONTH=12 T¢ CH=1.0;

/*ADJUST DIAME tER ACCORDING TO SEASON*/:

IF CONDIT1=25 OR CONDIT1=27 THEN DBH=.;

IF CONDIT2=25 OR CONDIT2=27 THEN DBH="_:

IF CONDIT3=25 OR CONDIT2:=27 THEN DEH= :
/*REPLACES '0' WITH '’ TO OBTAIN CORRECT MEANS*/;

RUN;

DATA A1;
SET B;
DBH1=DBH; DCLASS1 =DCLASS; BAH1 =BAH: YEAR1 =YEAR; MONTH1=MOMTH;
DBHMDPT1=DBHMDPT; COND1 =CONDJi'1;
IF MEASNU=0; OUTPUT Af; RUN;

DATA A2;
SET B;
DBH2=DBH; DCLASS2=DCLASS; BAH2=BAH; YEAR2=YEAR; MONTH2=MONTH:
DBHMDPT2=DBHMDPT; COND2=CONDIT1;
IF MEASNU=1; QUTPUT A2; RUN;

DATA A3;
SET B;
DBH3=DBH, DCLASS3=DCLASS; BAH3=BAHK: YEAR3=YEAR; MONTH3=MONTH:
DBHMDPT3=DBHMDPT; COND3=CONDIT1:;
IF MEASNU=2; OUTPUT A3; RUN;

DATA A4;
SET B;
CBH4=DBH; DCLASS4=DCLASS; BAH4=BAH: YEAR4 =YEAR; MONTH4= MONTH;
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DBHMDFT4=DBHMDPT; COND4=CONDIT1;
IF MEASNU=3; OUTPUT A4; RUN;

DATA AS;
SET B;
DBH5=DBH; DCLASS5=DCLASS; BAH5=BAH; YEARS=YEAR; MONTH5=MONTH;
O3HMDPTS=DBHMDPT; CONDS=CONDIT1;
IF MEASNU=4; OUTPUT AS5:; RUN;
/*DATA SETS A1-AS ARE SET UP TO CONTAIN TREE INFORAMATION AT
MEASUREMENTS 0-4 HESPECTIVELY*/

PROC SORT DATA=A1; BY GRNUMB TRNUMB;
PROC SORT DATA=AZ2; BY GRNUMB TRNUMB;
PROC SORT DATA=A3; BY GRNUMB TRNUMB;
PROC SORT DATA=A4; BY GRNUMB TRNUMB;
PROC SORT DATA=AS5; BY GRNUMB TRNUMB:

DATA B1;
MERGE A1 A2 A3 A4 AS; BY GRNUMB TRNUMB;
/*B1 CONTAINS A1-A5 MERGED INTO A SINGLE DATA FILE*/;

DATA C; SET B1;
/*C 1S SET UP TO CONTAIN ONLY THE VARS THAT WILL BE NEEDED FOR
FURTHER WORK. THESE VARS ARE INTRODUCED BY THE KEEP COMMAND*/;

KEEP GRNUMB TRNUMB DBH1 DBH2 DBH3 DB8H4 DBHS BAH1 BAH2 BAHT
BAH4 BAHS5 COND1 COND2 COND3 COND4 CONDS YEART MONTHT YEAR2
MONTH2 YEAR3 MONTH3 YEAR4 MONTH4 YEARS MONTHS DCLA!3ST
DCLASS2 DCILASS3 DCLASSY DCLASS5 DCLASS DBH DBHMDPT1 DBHMDPT2
DBHMDPT3 DBHMDPT4 DBHMDPTS;

RUN;

DATA C2; SET C;
/*C2 IS SET UP 7O CONTAIN THE VARIOUS MEASUREMENT INTERVALS
REFERRED TO AS LOGPD-LOGPD4*/;

YINT1=YEARR-YEART;
INTL1 = MONTHZ-MONTH1;
YINT2 =YEAR3-YEARZ;
INTL2=MONTH3-MONT+i2;
YINT3=YEAR4-YEARS;
INTL3=MNDNTH4-MONTH3:
YINT4=YEARS-YEAR4;
INTL4 =MONTHS-MONTH4;

LOGPD1 =YINT1+INTLY;
LOGPD2=YINT2 +INTL2;
LOGPD3=VYINT23+INTLS;
LOGPD4 =YINT4+INTLY;

iF TRNUMB=. THEN DELETE;
IF LOGPD1=. AND LOGPD2=. THEN DcLETE;
IF COND1=77 OR COND2=77 OR CONDN3=77 OR COiD4=77 OR COND5=77
THEN DELETE;
/*TO GET RID OF THE FIRST .INE AND TC : -1 ZTE AlLL INFO ABOUT
TREES WITH CONDITION CODE 77*/;

PROC PRINT DATA=C2Z; VAR GRNUMB TRNUIAB NEHY vl SS1 o P
CONG1 DBH2 DCLASS2 LOGPD CCND2;

/*DBHMEPT3 LOGPD2 COND3
DSHMDPT4 LOGPD3 COND4



DBHMDPTS LOGPDs CONDS;*/
RUN;
/*THIS PRINTS APPENDIX V*/;

PROC SORT DATA=C2; BY DCLASS1 GRNUMBE;
RUN;

PRCC MEANS DATA=C2 NOPRINT:
VAR DBHMDPT1 DBHMDPT2 DBHMDPT3 DBHMD: T4 Lo JIPTS

LOGPD1 LOGPD2 LOGPD3 LOGPD4:
BY DCLASS1 GRNUMB;
OUTPUT OUT=C3 MEAN=MD1 MD2 MD3 MD4 MD5 1 1 213 L4 N=N1 N2 N3 N4 N5

LNT N2 LN3 LN4;
/*THE MEANS PROCEDURE iS USED TO OB AIN 7= # OF OBS.
IN EACH DCLASS USING THE MIDPOINTS (" - .UPT)*/;
RUN;

DATA C4; SET C3;
/*C3 PUT INVO C4 CONTAINS THE # OF TREES ALIVE AT EACH MEASUREMENT*/

IF MD1=. THEN DELETE;
RUN;

DATA C5;
SET C4; PROC SCRT; BY GRNUMB;
RUN;
/*CS IS5 CREATED TO HOLD C4 LATER TO BE MERGED WITH BASAL AREA
CHARACTERISTICS FILE (LINK1}*/;

DATA LINK1;
/*LINKT IS MADE TO HOLD PLOT CHARACTERISTICS DATA SET L3
READ FROM FILE PREPARED HUANG AND TITUS 1280)*/;

SET L1;

IF GRNUMB>43 AND GRNUMB<181 THEN DELETE;
IF GRNUMB>214 AND GRNUMB <226 THEN DELETE;
IF GRNUMB >258 AND GRNUMB<352 THEN DELETE;
IF GANUMB >359 AND GRNUMB <385 THEN DELETE;
IF GRNUMB>366 AND GRNUMB <388 THEN DELETE;
I¥ GRNUMB>393 AND GRNUMB<423 THEN DELETE;
IF GRNUME >425 AND GRNUMB <457 THEN DELETE;
IF GRNUMB>459 AND GRNUMB<545 THEN DELETE;
IF GANUMB >546 AND DRNUME <584 THEN DELETE;
IF SANUMB>585 AND GRNUMB<599 THEN DELETE;
IF GRNUME>610 AND GRNUMB<615 THEN DELETE;
IF GRNUMB >615 AND GRNUMB<901 THENM DELETE;
{IF GRNUMB>924 AND GRNUMB<930 THEN DELETE;
IF GRNUNEB >938 THEM DELETE;
[MISOLATES VSR4 FROM OTHERS IN LINK
OTHER VSRS ARE TYPED HERE AS NEEDED*/

i MEASNU > 0 THEN DELETE;
/*BASAL AREA PER HA OF ALL SPECIES AT FIRST MEASUREMENT IS NEEDED*/;

iIF SPGRUP NE 1 THEN DELETE;

/*SPECIES GROUP 1 IN LINK REFERS TO SW. GROUPS RUN FROM 1-6 AS FOLLOWS:

GROUP SPECIES
1 WHITE SPRUCE
2 LODGEPOLE PINE

3 ASPEN
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WHITE BIRCH
BLACK SPRUCE
BALSAM FIR

a0 b

*/
RUN;

DATA M1B;
MERGE CS5 LINK1; BY GRNUMB;
/*CS5 WHICH IS C5 SORTED 8Y GRNUMB IS MERCTD WITH LINK1
CONTAINING PLOT CHARACTERISTIC BAHPL BY GRNUMB AND PUT INTC M1B*/;

IF DCLASS1 ==, THEN DELETE;
RUN;

/*ABOVE COMPLETES THE ORGANIZATION OF DATA NECESSARY FOR THE
LOGICTIC REGRESSION.

TO DEFINE VARS FOR THE NUIN PROCEDURE, # OF TREES AT SECOND MEASUREMENT
ARE ASSIGNED Y=1 (1 BEING SURVIVOR) NON-SURVIVORS (0 BEING NON-SUFVIVOR)
ARE OBTAINED 8Y N1-N2. THE COUNT COMMAND GIVES THE # OF 1'S AND O'S AT

THE END OF THE SECOND MEASUREMENT.%/;

DATA LM; SET M1B;
COUNT=N2; Y=1,; OLITPUT;
COUNT=N1-N2; Y=0; OUTPUT,;
RUN;

DATA LMOD;
SET LM;
IF COUNT=0 THEN COUNT=;
FROC PRINT DATA=LMOC;
VAR GRNUMB DCLASST MD1 BAHPL L1 Ni N2 COUNT Y,
/*THE FINAL DATA SET IS LMOD. THIS IS THE DATA FILE USED iN THE

REGRESSION RUNS. THE SAMPLE LiSTING OF LMOD IS SHOWN AS
APPENDIX IV(B)*/;
RUN;

PROC NLit DATA=LMOD;
FARMS A 2 6
B .04 .4
C 0
Y=(1 +EXP{-(A+B*MD1+C*BAHFLy)) !,
_WEIGHT_=COUNT;
RUN;



APPENDIX I%/:

SAMPLE LISTING OF FINAL DATA SET
USED IN REGRESSION RUNS (Sb VSR4)
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APPENDIX V
PROGRAM TO SUMMARIZE INITIAL VSR CHARACTERISTICS

CMS FILEDEF FIXDATA1 DISK PSPSUM: DATA:
DATA PRACT;
INFILE FIXDATA1;
INPUT GRNUMB 14 PLNUMB 5 MEASNU 6 TRHAAL 7-11
ARIDBHAL 12-16 .1 BASUMHA 17-24 .4 AVEHTAL
25-29 .1 TRHA1 30-34 ARIDBH1 35-39 .1
BASUMHA1 40-47 .1 AVEHT1 48-52 .1 SPCODEX 59;

IF MEASNU > 0 THEN DELETE;
PROC SORT; BY SPCODEX;
RUN;

/* VSR3 */;

DATA P1; SET PRACT;
IF GRNUMB < 101 THEN DELETE;
IF GRNUMB > 107 AND GRNUMB <111 THEN DELETE;
IF GRNUMB > 128 AND GRNUMB <141 THEN GELETE;
IF GRNUMB > 146 AND GRNUMB <151 THEN DELETE;
IF GRNUMB > 154 AND GRNUMB <164 THEN DELETE;
IF GRNUMB > 166 AND GRNUMB <557 THEN DELETE;
IF GRNUMB > 557 AND GRNUMB <565 THEN DELETE;
IF GRNUMB > 565 THEN DELETE;

PROC MEANS DATA=P1 N MIN MAX MZAN STD;
VAR TRHAAL ARIDBHAL BASUMHA Av=HTAL TRHA1
ARIDBH1 BASUMHA1 AVEHT1;
BY SPCODEX;

/* VSR4 */;

DATA P2; SET PRACT;
IF GRNUMB > 43 AND GRNUMB < 181 THEN DELETE;
IF GRNUMB > 214 AND GRNUMB < 226 THEN DELETE;
IF GRNUMB > 258 AND GRNUMB < 352 THEN DELETE;
IF GRNUMB > 359 AND GRNUMB < 365 THEN DELETE;
IF GENUMB > 366 AND GRNUMB < 388 THEN DELETE;
IF GRNUMB > 399 AND GRNUMB < 423 THEN DELETE;
IF GRNUMB > 425 AND GRNUMB < 457 THEN DELETE;
IF GRNUMB > 459 AND GRNUMB < 545 THEN DELETE;
IF GRNUMB > 546 AND GRNUMB < 584 THEN DELETE;
iF GRNUMB > 585 AND GRNUMB < 599 THEN DELETE;
IF GRNUMB > 610 AND GRNUNIB < 615 THEN DELETE;
IF GRNUMB > 615 AND GRNUMB < 901 THEN DELETE:
IF GRNUMB > 924 AND GRNUMB < 930 THEN DELETE;
IF GRNUMB > 938 THEN DELETE;

PROC MEANS DATA=P2 N MIN MAX MEAN STD;
VAR TRHAAL ARIDBHAL BASUMHA AVEHTAL TRHA1
ARIDBH1 BASUMHKA1 AVEHT1;
BY SPCODEX;

/* VSRS */;

DATA P3; SET PRACT;
IF GRNUMB < 55 THEN DELETE;



IF GRNUMB > 90 AND GRNUML < 361 THEN DELETE;
IF GRNUMB > 361 AND GRNUMB < 462 THEN DELETE!:
IF GRNUME, > 464 AND GRNUMB < €02 THEN DELETE;
IF GRNUMB > 602 THEN DELETE:

PROC MEANS DATA=P3 N MIN MAX MEAN STD;
VAR TRHAAL ARIDBHAL BASUMHA AVEHTAL TRHA1
ARIDBH1 BASUMHA1 AVEHTT;
BY SPCODEX;

/* VSR6 */;

DATA P4; SET PRACT;
IF GRNUMB < 44 THEN DELETE;
If GRNUMB > 54 AND GRNUMB < 259 THEN DELETE;
IF GRNUMB > 303 AND GRNUMB < 333 THEN DELETE;
IF GRNUMB > 351 AND GFINUMB < 466 THEN DELETE;
IF GRNUMB > 468 AND GRNUMB < 471 THEN DELETE;
IF GRNUMB > 474 AND GRNUMB < 494 THEN DELETE;
IF GANUMB > 498 AND GRNUMB < 600 THEN DELETE;
IF GRNUMB > 600 THEN DELETE;

PROC MEANS DATA=P4 N MIN MAX MEAN STD;
VAR TAHAAL ARIDBHAL BASUMHA AVEHTAL TRHA1
ARIDBH1 BASUMHA1 AVEHT1;
BY SPCODEX;
RUN;

87



The SAS System
APPENDIX VvI(A) VSR3

___________________________________ SwW . e e e e e — e m et am e m — e m ==
Var iable N Mean Std Dev Minimum Max i mum
TEOHAAL 25 2696 .60 1813 .41 GG3 . 0000000 89210.00
ARIDEHAL 25 12 .71600C00 3.61739378 € . 3000000 19 . 600000V0
BASUMHA 25 356.8714860 10. 1667452 17 .042£000 %73 8323000
AVEHTAL 25 14 . 40B0000 1.9860210 10 . SOOQ0000 17 . TOG0000
TRHA 1 25 1139. 12 1226 .82 25 . 0000000 4097 .00
ARIDBH1 25 12 . 7600000 5.684 1886 2 . 5000000 25 . 3000000
BASUMHA 1 25 16 .06984040 11.4695054 0.0126000 38 .67 14000
AVEHT 1 24 14 .4958333 2.2540656 8 . 2000000 20 . ¢ 00000

_____________________________________ pL - em e ea = e e e = s m e e = = =
var-iabile N Mzan Std Dev Min imum Max imum
TRHAAL 36 3414 .19 2562 .55 663 . GO00000 12723.0C
ARIDBHAL 36 i11.8888889 3.6849329 5 . 8000000 19 . GOOONOO
BASUMHA 36 35 .5763222 10.5313443 2.8324000 $3.83239000
AVEHTAL 36 13.0527778 2.8121660 5 . 8000000 17 . 7000000
TRHA1 36 2455 .92 2688 .92 25 . 0000000 12723.00
ARIDBH1 3G 14.7777778 6.2461010 6 . 3000000 32 . 3000000
BASUMHA 1t 36 24 .995038¢S 14 .0217303 0.8430000 47 . 0368000
AVEHT 1 3s 13.6942857 3.1284222 S . B8OO00O00 19 . 5000000

_____________________________________ AW I et
variabie N Mean Std Dev Minimum Ma> imum
TRHAAL 3 1970 . 11 1277 .08 718 . 0000000 4121.00
ARIDBHAL g 13.5888889 4_7556329 S . 8000000 19 . 600C0Q00
BASUMHA g 32.096755¢ 12.4818182 2.8324000 4% . 3864000
AVEHTAL s} 14.3444444 3.6421529 S . 8000000 17 . 6OO0000
TRHA 1 9 46 .7777778 49 .7035657 10 . 0000000 170 . 0GO0OLO0
ARIDBHA1 9 14 .8888889 6 .3977427 2 . 5000000 23 9000000
BASUMHA1 S 0.6938889 C.5708572 0.0913000 1. 6067000
AVEMT 1 7 13 . 5000000 4 .1360206 4 . 8000000 17 . 40000C0



Bw

sStd Dev
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TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA 1
ARIDBH?
BASUMHA |

1631 .20

. 3800000
.4042400
. 4000000
. 60C0O000
. 3200000
. 1197400
.7333333

1010.34
4.,9901904
16 . 1073553
4.5194026
55.8775447
5.3841209
1.5587649
3.1754265

TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA 1
ARIDBH1
BASUMHA 1
AVEHT 1

2583 .88

.9058824
.4791176
.6588235
.3529412
. 0000000
.2128528
.2846154

2163.95
4.2684117
13.1274200
2.9351446
1363.86
4.6392349
5.6149623
3.3256193

53.8329000

17 . TO00000
4642 .00

TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA 1
ARTODBH 1
BASUMHA 1
AVEHT 1

4,1792561
9.7468840
2.3938558

1018 .48
5.4977185
9.2384481
3.74380888

. 3000000
.0428000
. S000000 -
. 0000000
. 9000000
.Q734000
. 5000000

17 . 7000000

2818 .00
19 . 8000000
29.9021000
16 . 6000000
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TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA 1
ARIDEN1
BASUMHA 1
AVEHT ¢

The 5AS

APPENDIX Vv1(8)

1387 .07
18.00385238
33.4809448
18 .73G6180S

316.5238095
16.0704762
9.6852343
16.5307692

TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA 1
ARIDBH1
BASUMHA {
AVEHT1

2102.69
15.46804 12
33.1348804
16.9938144

1108.77
18.6216435
20.5824557
17.5255556

.52523850
. 8865000
.2541351
.35233903
.9164839
.2064203
.772559%
. 1786108

TRHAAL
ARICBHAL
BASUMHA
AVEHTAL
TRHA1
ARIDBH1
BASUMHA 1
AVEHT 1

1272.53
18.458441¢6
34.615345S
19.445454%
324.3376623
22.428%5714
11.4715468
19.4618182

SW

1022.99

. 9604550
.9542813
.6213577

5952111

. 0053054
.2807890
.8088246

Std Dev

Std Dev

Sy stem
VIR

My mum Mas vmum

272 QDO0OOO H704.00
4 . GOOOO00 30 . 9000000

G 1146000 83.8688000

G 6000000 26 . 5000000

4 000000 24909 .00
2. 0000000 A4 503000

O 032000 S 64L7000

1 9000000 27 . 7000000
Marnaimum MAax 1 mum
3110000000 8505 00
4 GOO0000 26 . GCOO000
1.4058000 G3.0289000

S . 1000000 26 . 2000000

S . 0000000 G025 .00

S . 3000000 3% . 2000000
0. 1493000 56 .0G63000

S 26 3000006

1000000

Max i mum

247 . 0000000

5000 .00
4 . 6000000 32 . GOOO000
6 4446000 83.8688000
G . 8000000 26 . 5000000
10 . Q000000 3515.00
1. GO0000C 44 . 3GC0C00
O 0016000 48 . 1644000
-

. 2000000 27 S000000

QY
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e e e - . e e e e = - m o e et . e = Bw __________________________ [P
Var iatle N Mean Std Dev Minimum Max imum
TRHAAL 71 1353.21 1157 .18 247 . 0000000 7654 .00
ARJDBHAL 71 18.8464789 5.9040623 4 . 6000000 32 . 2000000
BASUMHA 71 34 .9161141 14 .2480685 6 .48 13000 83.8G88000
AVEHTAL 71 19.2943662 4.7806720 6 . 9000000 26 . 5000000
TRHA ¢ 71 116 .5774648 123.5171084 4 . 0000000 750 . 0000000
ARIDEBH S 71 16. 1183098 9.0756394 1.6000000 50 . 9C00000
BASUMHA ¢ 71 3.1776830 4.2764892 0.0044000 22.8166000
AVEHT 39 16 .4205128 8.045043 2 . S000000 31. 100C000

——————————————————————————————————— 58 _——— = e = = e e = e =
variable N Mean Std Dev Minimum Max imum
TRHAAL 71 2760.35 1958 .77 311.0000000 89505 .00
ARIDBHAL 71 2.2619718 5.3065186 2.9000000 26 . 6000000
BASUMHA 71 30.1184127 15.4378860 2.3886000 63.0289000
AVEHTAL 71 13.4197183 6.0648783 2 .9000000 26 . 4000000
TRHA 1 71 1457 .24 1811.15 10. 0000000 7407 .00
ARIDBH1 71 9.9366197 5.4743360 1. 8000000 24 . 0000000
BASUMHA 1 71 g9 .39933986 12.5643421 0.0127000 46 .7438000
AVEHT ¢ 54 10.5129630 4.6850644 2.4000000 19 . 6000000

__________________________________ FB o e e e m . T e e e e A e = e e e = e
Variable N Mean Std Dev Minimum Max imum
TRHAAL 71 2154 .35 i712.45 272 . 0000000 9800 .00
ARIDBRAL 71 12.5591549 7.3782611 2. 3000000 26 . 7000000
BASUMHA 71 26.3425944 18.6173136 0.8665000 83.8688000
AVEHTAL 71 12.6549296 7.6162006 2. 5000000 25 . 1000000
TRHA 71 1118.34 1646 .26 S . 0000000 8800 . 00
ARIDBH1 71 10.7788732 6.4575076 2 . O00C000 27 .2000000
BASUMHA 1 71 &.6882296 6.6301150 0.003 1000 25.8944000
AVEHT 1 sS4 10. 1555556 6.6921150 2. 5000000 24 . 2000000



TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA1
ARIDBH
BASUMHA 1
AVEHT 1

variauile

TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA1
ARIDBH1
BASUMHA
AVENT 1

The SAS System

APPENDIX V1I(C) VSRS

1234 .69
20.0312500
27.7159312
18.4687S00

201. 7500000
20. 1375000
6.9785687
17.4272727

2008. 13
16.8470588
34.8973912
17.5617647

1207. 12
18.5970588
25. 1694941
18. 1235234

SwW

Std Dev

1757 .77
5.8349200
11.5292595
3.6406444

287 .27930CCG
12.6894641
8 .93638830
4.3437520

5.43081436
7.1957395
3.5329623

1048 .45
6.3945282
11.9619833
3.9509921

M imum

Max Yy mum
7358 OO
28 . SOOOOOV
48 . 6502000
2% 2000000
F49 . 0O000VL
52 . 8000CO0
28 7HG5000
23 8000000

Max i mum

. S0000T00

7358 00
28 5000000
51.8469000
25 2000000

4667 .00
33 . 10000600
41 95468000
27 0000000

Max imum

TRHAAL
ARIDBHAL
BASUMHA
AVEHTAL
TRHA
ARIDBH1
BASUMHA 1
AVEHT 1

1476 .06
17.3375000
30.9308562
18. 1125000

212.3750000
21.1312500
5.8049062
19.5833333

1029.62
4.3773470
8.3894880
3.1279120

286 .0552103
S5.5553840
6.5187543
3.3474097

23 . 3000000
41.5524000
22 . 9000000
815 00O000Q
29 3000009
22 6280000
24 . 8OOOOO0O)
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- e e e m e e = BW == -rm-mmememms-o o - —-so oo
variatie N Mean Std Dev Minimum Max imum
TRHAAL 13 1254 .38 1884 .44 148 . OO0000C 7358.00
ARIDBHAL 13 19 .5153846 5.0288909 8.3 26 . 8000000
BASUMHA 13 26 .4245846 11.4054135 11.5495000 48 .6502000
AVEHT AL 13 17 .846 1538 3.3723423 11.6000000 22 .5000000
TRIA 13 180.4615385 227 .4395947 S . 0000000 7 16 . 0000000
ARIDBH1 13 20.0230769 10 .80849672 9. 2000000 as 80Q0000
BASUMHAN 13 4 .2944846 4.4946753 0.2507000 13.504500C
AVEHT 10 14 . 6300000 5.7898474 4 . &000000 21 .9000000

______________________________________ SB o e e i m e e e e e e e o=
variable N Mean Std Dev Minimum Max imum
THHAAL 17 2999 .24 20985 .81 346 . Q000000 7358 .00
ARIDBHAL 17 16.0294118 6.5211928 8 . 3000000 28 . 5000000
BASUMHA 17 36.5581353 8.0858408 23.8130000 51.8469000
AVEHTAL 17 17 . OOCO000 4.2329068 11. 2000000 25 . 2000000
TRHA 17 1048 .41 1480.43 S . Q000000 5679 .00
ARIDDH1 17 11.8235294 5.6306172 6 . 6000000 28 . 0000000
BASUMHA 1 t7 7.4286588 9.8694539 0.046 1000 32.2713000
AVEHTA 13 13.53846 15 4,.1718378 9 . 5000000 22 .6000000

________________________________________ FB o e e m v o e mam A e e e e e A == T ==
Variable t Mean Std Dev M imnmum Max 1mum
TRHAAL 5 1025.80 981.4564 178 148 . 0000000 2668.00
ARIDEHAL S 19. 2400000 5.6176508 11 .6000000 26 . 8000000
BASUMHA S 28 .4630000 11.7519878 11.5485000 39.6586000
AVEHTAL 5 19. 1400000 2.1066561 16 . 0000000 21, 3000000
TQHA 5 478 . 4000000 724 .7856925 20 . 00000C0 1700.00
ARIDBH 5 15.8200000 6.7458876 7 . 7000000 25.4000000
BASUMHA 1 S 4.6320400 4.8202136 0.2802000 10.0324000
AVEHT ¢ 4 15 . 3750000 2.2911060 12 . 8000000 18 . 3000000



The

SAS System

APPENDIX VI(D) VSRG

5.95883665
.1681424
.8987577
. 1531703
.2290632
. 7732240
. 7661482
.6147538

. 1951568
.2564731
. 1912598
.204%8717
.496 1358
.8786068
.9672235
.0GK00384

variable N Mean
TRHAAL 77 1227.79
ARIDBHAL 77 19.7818182
BASUMHA 77 39.45525%58
AVEHTAL 76 21.4578947
TRHA1 77 627.4415584
ARIDBH 77 20.9038961
BASUMHA 1 77 20.5615481%
AVEHT 1 69 21.7130435
Variablr N Mean
TRHAAL 37 1253.954
ARIDBHAL 37 20.0054054
BASUMHA 37 40.7549541
AVEHTAL 37 22.0351351
TRHA 1 37 267 .45845985
ARIDBH 37 26 . 6000000
BASUMHA 1 37 11.1896973
AVEHT 1 21 22.1809524
Varitable N Mean
TREAAL 70 1198 .69
AR1DBHAL 70 19 .8871429
BEACUMHA 70 38.3672743
AVEHTAL 69 21.2913043
TRHA 1 70 322.1713286
ARIDBH 70 24.6928571
EASUMHA 1 70 11.6613071
AVEHT 1 33 20.2484848

SwW

Std Dev

M1yt mum Max i mum

277 . 0000000 6049 .00
S . 3000000 35 . 8000000
18.8824000 57.6323000
14 . 6000000 27 1000000
5. 0000000 4790 .00
4. 5000000 513000000

0.0314000
12 . 5000000

44 .6 192000
29 . S000000

Mo imum

.5626397
. 0656568
.6835389
.92681295
.5742740
.7424830
.63G7084
.5086492

277 .00000C0C 2617 .00
6 . 7000000 a5 . 8000000
25.4753000 56.2251000
17 . 3000000 27 . 1000000
16 . CO0C000 1273 .00
15 . 7000000 37 . 7000600
0.4322000 35 .8226C00
16 . 2000000 3¢

. 2000000

MA¥ 1 mum

277 . GO000Q00 G049 .00
5. 3000000 35 . 9000000
18 .8824000 S7 . .6323000
14 . 6000000 27 . 1000000
10 . OCOOOO%D 1512 OO
7 . 9000000 a4 BOOOHLO
0.66 17000 3% 0657000

6 . 6000000 28 wOOO000
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- R e e e e — BW s e e e e e i il el
Variable N Mean Stg Dew Minimum Max imun,
TRHAAL G7 1236 .00 798 .3783%aa 277 .0000000 6049 .00
ARIDBHAL G7 13.559701%5 6.5337367 S . 3000000 35 . 9000000
BASUMHA ©7 37.8235493 B.594139C 18.88240C00 $7.6323000
AVEHTAL 66 21. 1560606 3.2976975 14 . 6000000 27 . 1000000
TRHA 1 67 130.9552239 177 .4402531 S . 000000 870 .0000000
ARIDBH G7 19.5895522 9 .7496874 2. 0200000 48 . 5000000
BASUMIHA 1 c7 3.8202885 4.9344%40 0.00G3 1000 24.0241000
AVEHT 18 15.6555556 7 8058215 2.8000000 26 . 5000000

_____________________________________ SB e e e e e e e e e e e e e i e e - -
Variable N Mean Stda Dev Minimum Max imum
TRHAAL 12 1277.25 667.7736586 598 . CO00000 2617 .00
ARIDBHAL 12 20. 4250000 4.8903923¢6 8. 5C00000 27 .4000000
BASUMHA 12 41.9734750 7.2912992 28.7722000 $2.4848000
AVEHTAL 12 20.9833333 2.5135391 17 . 3000000 25. 4000000
TRHA 1 12 16 1. 5000000 213.3471350 10.0000000 672 . 0000000
ARIDBH 1 12 17 .9666667 4.3936593 7 .3000N00 24 .9000000
BASUMHA 1 12 4.5748667 €.4045432 0. 1913000 21.1173000
AVEMT 1 3 17.6666G667 3.6143234 15 . 1000000 21.8000000

______________________________________ FB e e e e e e e e e e e e e e e we e e e e e
Variable N Mean Std Dev Minimum Max imum
TRHAAL 23 1268.70 614.7713302 381 .0000000 2617 .00
ARIDBHAL 23 19.8608696 6.56822%51 6 . 7000000 33.8000000
BASUMHA 23 43.2121522 7.2636712 25.4753000 54 .9336000
AVEHT AL 23 22.9913043 2.5421739 17 . 8000000 27 . 1000000
TRHA t 23 466 .2608696 618.2207873 5 . 0000000 2077 .00
ARIPBH 1 23 13.3782609 B.0162311 4. 1000000 32 . 0000000
BAC JMIA 1 23 4.1146087 4.9250081 0.0224000 21.906 1000
A £HT Y 7 15.91428%7 4.4551201 8 . 8000000 22 . 0000000



