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Abstract

Driven by technological advances in emerging fields such as autonomous ve-

hicles, robots, and industrial internet-of-things, multi-agent systems (MASs)

continue to be a prominent research area within Control Systems. Often,

in practical applications, the agents employ information obtained from sen-

sors, on-board and/or off-board, to accomplish complex tasks, asynchronously.

Moreover, given the wide accessibility to electronic hardware and infrastruc-

ture, modern agents generally employ digital sensors and processors and coor-

dinate wirelessly. The agents may even operate under a power storage device

to allow for remote deployment. For modern agents, it is essential to emphasize

that resources are often limited and access to information for control updates

are only available when sampled. Given these potential resource constraints,

there is significant interest in further studying control protocols, which incor-

porate the characteristics of digital hardware, to reduce resource consumption

while still achieving the control objectives.

In this thesis, two problem formations are considered. Firstly, we consider

the problem of distributed MAS consensus where the agents’ dynamics follow

a single-integrator. The control protocol of each agent employs local relative-

state measurements, at their own sampling frequencies, and a dynamic peri-

odic event-triggered protocol to dictate when control updates occur. Unlike

continuous-time event-triggered protocols, the periodic event-triggered proto-

col only checks for events at discrete event-monitoring instants. Between sub-
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sequent event-monitoring instants, the agents have no access to information

regarding its neighbours. In our formulation, the event-monitoring instants

are governed by sampling periods whose bounds are explicitly pre-computed,

individually, for each agent. As a result, the designed control protocol is in-

herently asynchronous, even when the event-trigger mechanism is redundant,

and avoids Zeno-behaviour by design. To unify the continuous-time agents’

dynamics and both the discrete-time sensing and controller updates, the over-

all MAS is modelled and analyzed within the hybrid system framework.

Our second problem formulation aims to encompass a broader range of

implementations. As such, we extend the agents’ dynamics within the first

problem formulation from a single-integrator to linear time-invariant systems.

However, it is worth noting that since reaching consensus by stabilizing to the

origin is trivial, we instead focus on achieving consensus to a new stabilizing set

other than the origin. Furthermore, within our second problem formulation,

we explore two constructions of the dynamic periodic event-triggered proto-

col, where the second construction is aimed at reducing the event frequency

through incorporating an independently tunable term.

For both problem formulations, we prove consensus of the MAS utilizing

the Lyapunov stability theorem within the hybrid system framework. We also

provide sufficient conditions on the construction of the dynamic periodic event-

trigger mechanisms and bound between event-monitoring instants such that

consensus is guaranteed. Numerical examples, simulations, and comparisons

are provided to demonstrate the utility and effectiveness of the results.
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Chapter 1

Introduction

In this chapter, the motivation behind research involving multi-agent sys-

tems (MASs), in combination with the consensus problem, event-triggered

control protocols, and the hybrid system framework are introduced. Next,

a survey of existing literature addressing the aforementioned1 are provided.

Inspired by previous studies, the current research gaps are identified, thereby

inviting further exploration. Finally, the specific contributions and a brief

outline of this thesis are given.

1.1 Research Motivation

MASs can be characterised as a group of dynamic systems (agents) that

coordinate, typically according to a communication topology, to cooperatively

accomplish collective objectives that are often too complex for a single agent.

General applications of MASs include, but are not limited to, cooperative

robots [1], smart grids [2], coordination of spacecrafts [3], and intelligent traffic

management [4]. Naturally, within MASs, one of the fundamental areas of

research revolves around the problem of consensus, see articles [5], [6], [7],

and [8]. Consensus, as defined in [9], can be described as all connected agents

asymptotically converging to an agreement state(s) from any initial conditions.

Some potential contemporary applications of consensus, as investigated in

[10], include rendezvous, formation control, and axial alignment of unmanned

aerial vehicles (UAVs), and sensor agreement, in the context of wireless sensor

networks and sensor fusion. As can be seen by the spectrum of available

1Except for the hybrid system framework. The literature review of which will instead
be consolidated within Chapter 2 - Preliminaries.
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literature, the concept of MAS consensus has been historically well studied;

however, emergence of new hardware and communication protocols introduce

fresh implementation bottlenecks to this classical problem.

In practical applications, agents often employ information obtained from

sensors, on-board and/or off-board, for control updates. With modern ad-

vancements and wide accessibility to electronic hardware and communication

infrastructure, the agents in MASs increasingly become digital. Here within,

we define the term “modern agents” to capture agents that possess one or more

of the following components such as: digital sensors, which sample physical

quantities in specified intervals; processors, which quickly perform computa-

tions using discrete values; digital transceivers, which enable high-bandwidth

digital wireless communication; and potentially a power storage device, which

allows for remote operations. In this way, modern agents have a greater capac-

ity and degree-of-freedom, compared to hard-wired systems, for accomplishing

tasks both distributively, where each agent is responsible for its own decision-

making, and asynchronously, where each agent operates on its own clock for

making decisions.

As sensing, computational, communication, and energy resources are finite,

resource-constraint circumstances may arise as a result of design requirements

(namely, deliberate extension of operation time for battery operated devices

or reduction of actuator duty cycle [11]), or as a result of overloading (proces-

sor utilization saturation). In fact, for a UAV studied in [12], between 26-66%

CPU utilization can be expected solely for the UAV’s flight control. This

emphasizes that control can draw significant computational resources and di-

vert those resources away from being utilized for non-control task scheduling

[13], such as image processing in support of surveillance operations. In such

cases, there may be an interest to sacrifice a relatively small degree of control

performance in order to save or divert resources to better support the overall

mission.

One possible approach to overcoming the resource-constraint, in the con-

text of control, is the implementation of an event-triggered protocol where

control actions are only taken when specific conditions are met. Ideally, a

well constructed event-trigger mechanism (ETM) eliminates computation and

implementation of redundant control actions. Also, the ETM must avoid

Zeno-behaviour, defined as an infeasible phenomenon where infinite events
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occur within a finite time [14], from occurring. For modern agents, as access

to continuous-time (CT) information is not only resource expensive but also

unrealistic due to the characteristics of digital hardware (namely, sampling

and discrete computation), this presents an additional layer of complexity in

the design of the ETM such that the control objectives remain guaranteed.

As all physical systems in the real world exhibit CT behaviour, the integra-

tion of digital sensors, digital controllers, and an ETM within modern agents

result in discrete-time (DT) control updates and may lead to nonlinear closed-

loop dynamics. As a consequence, the rich dynamics of the closed-loop system

is difficult to be modelled solely as a CT or DT system. A framework that

unifies the CT dynamics of the physical agents with the DT control updates

is necessary in order to better analytically study the control performance and

trajectory of MASs comprising of modern agents.

1.2 Literature Survey

This thesis studies the MAS consensus problem, involving modern agents,

and the design of ETMs that are realistic for implementation with digital hard-

ware. The overall objective is to alleviate the impact of resource-constraint

circumstances while guaranteeing consensus. In this section, we present a

literature survey utilizing a building block approach of associated concepts.

Specifically, we first present detailed literature reviews on multi-agent con-

sensus, followed by various constructions of event-triggered protocols, and

the approaches to avoid continuous monitoring of event-triggering conditions

(ETCs). When appropriate, we draw implications from theory to real-world

implementation.

1.2.1 Multi-agent Consensus

One of the main characteristics defining MASs is the coordination among

agents; this implies that some form of communication topology exists. The

communication topology2 represents the protocol of information flow between

agents. The algebraic graph theory (AGT) [15] effectively models the com-

munication topology through the interconnection of nodes and edges. Within

2Sometimes also referred to as network or interaction topology depending on system
structure.
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MASs, most communication topologies can be captured by either directed or

undirected graphs. In the former, as the name suggests, information flows one-

way between at least one agent in the network to another connected agent.

Meanwhile, in the latter, information flows bi-directionally between all con-

nected agents. In the literature [16], the authors employed a directed graph

while the authors of [17] employed an undirected graph. Under both graphs,

the degree of connectivity has profound implications in terms of implemen-

tation. When more connections exist, it results in more information being

exchanged; thus, more information available for control updates but at the

cost of occupying greater bandwidth.

As previously mentioned, consensus is one of the fundamental problems in

MAS research. From [18], consensus can be mathematically described as:

lim
t→∞

∥xi(t)− xj(t)∥ = 0, ∀i, j ∈ V , (1.1)

where xi(t) denotes the state of agent i and V denotes the index set asso-

ciated with the agents within the communication topology. It can be said

that the consensus problem is solved if eq (1.1) is satisfied. However, in some

cases, eq (1.1) is difficult to be satisfied; thus, a weaker condition is practical

consensus defined as:

lim
t→∞

∥xi(t)− xj(t)∥ ≤ ∆, ∀i, j ∈ V , (1.2)

where ∆ is a positive value representing the upper bound on consensus perfor-

mance. Generally, consensus can be guaranteed in the absence of quantization

and disturbance, as seen in [19], while only practical consensus can be guar-

anteed when those considerations are involved, as seen in [20]. An important

observation based on eq (1.1) is that stabilization to the origin, as studied in

[21], also satisfies the condition for consensus. However, this is considered a

trivial form of consensus. As such, the study of the consensus problem focuses

on satisfying eq (1.1) at points other than the origin, as demonstrated in [22]

by the unbounded state trajectories (typical in kinematics) but convergent

consensus state trajectories.

In MAS consensus, information exchange between agents can occur by

absolute-state measurements (ASMs), see [17] and [23], or by relative-state

measurements (RSMs), see [24], [25], [19], and [26]. In the former approach,

agents broadcast their states to neighbouring agents, which are then utilized to

4



update control. In the latter approach, agents having the capability through

on-board sensors (e.g., radar, lidar devices, or computer vision) to directly

obtain the relative states, such as distance, of neighbouring agents for control

updates. The attraction in utilizing RSMs within MASs is that impact of net-

work overloading and communication constraints, studied in [27], are largely

mitigated as information exchange between agents are obtained directly by

distributed local sensors rather than over the network. Given the advantages

and readily available hardware to support implementation, it is of benefit to

further study the MAS consensus problem utilizing RSM.

1.2.2 Event-triggered Protocols

As demonstrated in [28], the event-triggered protocol reduced control up-

dates by 26% compared to the sample-data control protocol while obtain-

ing similar system responses. By triggering events only when it is necessary,

event-triggered protocols have the potential to reduce resource consumption

and control actuation, thus alleviating the impacts of resource-constraint cir-

cumstances. When exactly events are triggered depends on not only the ETC

but naturally when the ETC is checked, namely event-monitoring instants

(EMIs).

[19] and [24] employed CT event-monitoring, or continuous-time event-

triggered mechanism (CTETM). In this, the event conditions are monitored

continuously and when the ETC is violated, an event is immediately triggered

which prompts control to be updated. Meanwhile, [29], [30], and [31] em-

ployed periodic event-monitoring, or periodic ETM (PETM). Here, the event-

conditions are checked only at discrete instants in time, either periodically

or aperiodically, with event-monitoring being inactive in between subsequent

EMIs. For PETMs, as events can only be triggered at these discrete EMIs, the

inter-event time is always lower bounded by the event-monitoring interval. As

a result, the inter-event time is always a positive value; thus, Zeno behaviour

is avoided by construction. Studied in [32], combining the characteristics

of CTETM and PETM lends to a time-regulation ETM. In time-regulation

ETM, there is a period of inactivity where the ETC is not checked, behaving

like a PETM, and after such inactivity period elapses the ETC is continu-

ously checked, behaving like a CTETM. Each approach to event-monitoring

possesses specific advantages but also implications. Based on simulations, in
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terms of control performance and event-triggering frequencies when all else

are equal, CTETM results in faster control performance with a reduced event

frequency compared to PETM but at a greater sensing cost and potential for

Zeno-behaviour. PETM has the advantage of conserving sensing resources

but may incur more frequent events. Striking a balance between how often to

check for events, event-triggering frequency, and system performance is some-

times a challenge [33]. Strategies to avoid continuous monitoring of event

conditions is further investigated in depth within Subsection 1.2.3.

Vital to any ETM is the design of the ETC such that events are triggered

only as needed, Zeno-behaviour is avoided, and most importantly consensus,

or potentially in the practical sense, remains guaranteed. In the literature,

typically the ETC is a function taking arguments of some variable of the

measurement error and a constant threshold [34], time-dependent threshold

[20], state-dependant threshold [19], or dynamic threshold [35].

With a constant threshold ETC, an event is triggered when the measure-

ment error exceeds a constant threshold. Such an ETC is capable of completely

avoiding Zeno-behaviour in linear MASs but may be unable to achieve strict

consensus. This is due to the fact that for time t > M ∈ R≥0, the measure-

ment error is small enough, but not zero, that it never exceeds the constant

threshold. As a consequence, no events are triggered after time t > M , with

which no control updates occur to bring the agents to consensus.

With time-dependant threshold ETC, a monotonically time-decaying func-

tion, usually a decaying exponential, replaces the constant threshold. By

virtue of any time instant the time-decaying function is simply a constant

threshold, Zeno-behaviour is avoided, and as time approaches infinity, the

threshold converges to zero. Therefore, achieving consensus is possible. How-

ever, the cost is that the lower bound of the inter-event times relies on time

and the initial states [18], with possibility of more frequent events as time

progresses if the rate of the error growth exceeds the rate of the decay of the

threshold. It is worth mentioning that for both constant and time-dependant

thresholds, due to the absence of feedback, the design parameters for these

thresholds can be independently selected to influence the consensus perfor-

mance and the event frequency.

State-dependent thresholds typically utilize the norm of the consensus error

as the threshold, based on the input-to-state stable (ISS) condition. As a
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result, the event frequency typically is more consistent due to feedback; Zeno

behaviour is avoided; achieving consensus is possible in linear MASs.

For dynamic thresholds, typically a virtual auxiliary variable that possesses

dynamics of its own is defined and utilized. The auxiliary variable takes agent

information as input, facilitating feedback, to reduce the likeliness of events

by considering the cumulative effects of the agents’ trajectories. The ETC is

then based on this dynamic auxiliary variable. With proper design, it is possi-

ble to achieve consensus, Zeno-free behaviour, and reduce the event-triggering

frequency. However, with dynamic ETC, there exists a slight additional com-

putational cost as a result of computing the evolution of the auxiliary variable.

Nonetheless, with the advantages in reducing the event frequency, the dynamic

ETC is a suitable candidate for implementation.

Lastly, the ETC within the ETM can be evaluated either centrally or dis-

tributively. In the former, the ETM and ETC are centrally monitored and

when conditions are violated, then all agents in the network trigger an event

in a synchronous manner [17]. To employ the centralized approach, it requires

that each agent monitors the global error, which requires continuous commu-

nication with either a central node or access to the states of all other agents in

the network. In the distributed approach, each agent monitors its own ETC

and triggers events independently of event-triggering of connected agents, thus

often resulting in asynchronous control updates between agents. As modern

agents have the capability to perform local computations and updates, paired

with the impracticality of obtaining global information, the distributed ap-

proach encompasses greater breadth of real-world implementations.

1.2.3 Avoiding Continuous Event-monitoring

As mentioned in Subsection 1.2.2, continuous monitoring of ETC is in-

consistent with the objective of implementing an event-triggered protocol for

reducing resource utilization. Approaches seen in the literature to avoid con-

tinuous event-monitoring are PETM, self-triggered protocols [36], and use of

internal models [37].

In PETM, the ETC is checked at discrete EMIs. Analogous to sample-data

control, in most cases, there exists an upper bound on the interval between

EMIs. For example, in sample-data control, there exists a maximum sampling

interval that results in the spectral radius of the closed-loop system matrix
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exceeding one. This leads to instability of the equivalent discretized system

according to [38]. The implication of this for PETMs is that the sampling

interval must be selected such that when the PETM becomes redundant, re-

ducing the event-triggered protocol to sample-data control, the MAS must

still be capable of achieving consensus in some sense. In addition to [38],

the authors of [39] and [27] also presented techniques for pre-computing the

maximum allowable sampling period (MASP), by utilizing Lyapunov stability

theorem, such that the control objective is guaranteed.

In the self-triggered approach, the next sampling instant is predicted at

the current sampling instant based on presently available information and

model of the system dynamics. Typically, the prediction is made by again

using the Lyapunov stability theorem to determine the future time instant at

which the condition for some notion of consensus ceases to be met, see [40].

The challenge of this approach is the persistent computation required at each

current sampling instant to compute the subsequent future sampling instant.

In the internal model approach, as demonstrated in [41], each agent ob-

tains samples of neighbouring agents’ states and propagate those states inter-

nally, which is then utilized to distributively check for events. As a similar

consequence to the self-triggered approach, this approach consumes excessive

computational resources in an already resource limited situation. In addition,

when disturbances exist, internal models can become wildly inaccurate.

Of the mentioned approaches, the use of PETM with pre-computed upper

bound on sampling interval is more consistent with the intention of reducing

resource consumption. It is worth mentioning that in some special cases,

the combination of distributed MAS with ASMs and a CTETM with time-

based ETC has also demonstrated to not require continuous monitoring of

neighbouring agents. This is at the cost of the implications involved with

implementing a time-based ETC as mentioned in Subsection 1.2.2.

1.3 Research Gap

To recapitulate Section 1.1, this thesis studies the MAS consensus prob-

lem, involving modern agents, and the design of an ETM that is realistic for

implementation on digital hardware. Based on our literature survey in Section

1.2, we believe research potential exists in this regard. In the work by [23],

the authors facilitated asynchronous broadcasts but did not consider MASs
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with RSMs or sensing capabilities. Meanwhile, in [20], the authors considered

linear MASs with RSMs and quantization effects but the ETMs used were

continuously evaluated, which might not be suitable for digital implementa-

tion. Whereas in [19], the authors implemented periodic event-monitoring

through the self-triggered approach, which might result in higher computa-

tional demand due to sequential computation of EMIs. Lastly, in [42], the

authors considered a double integrator MAS under a directed network but the

PETM was static and utilized a purely time-based ETC. To the best of our

knowledge, we believe that the distributed MAS consensus problem, utilizing

undirected graph and RSM sensing, combined with a dynamic PETM - where

the EMIs are explicitly pre-computed individually for each agent - remains

under-explored and warrants further study.

1.4 Thesis Contribution

Given the research gaps identified in Section 1.3, the specific contributions

of this thesis are summarized as follows:

� We construct and establish sufficient conditions for the parameters of

the dynamic PETMs3, designed according to the framework developed

in [35], that solve the distributed MAS consensus problem, where agents

possess homogeneous linear time-invariant (LTI) dynamics and utilize

undirected interaction topology combined with RSM sensing capabili-

ties.

� We derive an expression to explicitly pre-compute the upper bound on

event-monitoring interval for the dynamic PETM, individually, for each

agent. This is such that asynchronous event-monitoring between agents

is supported while guaranteeing consensus of the MAS.

1.5 Thesis Outline

The layout of the remainder of this thesis has been organized into the

following chapters. Chapter 2 introduces preliminary concepts that enhance

the clarity of our main results in the subsequent chapters. Chapter 3, as a

3Although the ETM designed in this thesis is not necessarily periodic, we continue to
use the phrase periodic ETM for historical reasons (see [35]).
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proof of concept, establishes and executes our contributions outlined in Section

1.4 for agents possessing single-integrator dynamics. Chapter 4 extends the

work of Chapter 3 to agents with LTI dynamics and for two dynamic PETM

constructions, thereby delivering on our contributions listed in Section 1.4.

Lastly, Chapter 5 concludes the work within this thesis and offers possible

future directions for further exploration. Unless otherwise explicitly defined,

all variables used in this thesis are to be considered vectors.
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Chapter 2

Preliminaries

In this chapter, we introduce and detail preliminaries regarding graph the-

ory, RSM formulation, dynamic PETM, hybrid system framework, and ap-

proaches to show consensus. The preliminaries aid in enhancing the clarity

of our main results within the subsequent chapters. We must emphasize that

the concepts and work presented in this chapter do not constitute as our con-

tributions; the credit should be given to the referenced authors.

2.1 Algebraic Graph Theory

Introduced in Subsection 1.2.1, the AGT effectively models the informa-

tion flow between agents within a MAS. According to [15], G = (V(G), E(G))
denotes a graph with N -nodes where V(G) = {1, · · · , N} is the node (agent)

set and E(G) ∈ {V(G) × V(G)} is the edge set representing the link between

nodes. Node j is called a neighbour of node i if the edge (j, i) ∈ E(G), that is,
information can flow from node j to node i. The graph G is called undirected

iff (j, i) ∈ E(G) ⇐⇒ (i, j) ∈ E(G) for all i, j ∈ V(G). In addition, the graph G
is connected if there exists a path, comprising of a sequence of edges in E(G),
between any two nodes in V(G).

Graphs are frequently used to model binary relationships between nodes;

but, for greater generality, one may also incorporate weightings to represent

the strength of the relationship. Adopting the latter, each edge in {V(G) ×
V(G)} is assigned a weight, aij, where aij > 0 for (j, i) ∈ E(G), else aij = 0

and aii = 0 (assuming no self-loops), ∀i, j ∈ V(G). The adjacency matrix

and degree matrix of the G is denoted, respectively, as A(G) = [aij]N×N and

D(G) = diag([d1, .., dN ]), where di =
∑N

j=1 aij. The graph Laplacian matrix is
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then defined as L(G) = D(G)−A(G).
For an undirected and connected graph, some convenient properties exist.

These properties are L(G) = L(G)T and the eigenvalues of L(G) are such that

0 = Λ1(L(G)) < Λ2(L(G)) ≤ ... ≤ ΛN(L(G)). Additionally, L(G) can be

diagonalized such that L(G) = MΛ(L(G))MT , where Λ(L(G)) is a diagonal

matrix comprising of the eigenvalues of L(G) and M is the corresponding

matrix of eigenvectors of L(G) with MMT = IN .

It will be seen in the main results that the Lapalcian matrix and these

convenient properties facilitate defining of stack vectors as well as establishing

upper bounds in consensus errors.

2.2 RSM Formulation

Highlighted in Subsection 1.2.1, information exchange between agents for

control can occur through ASMs or RSMs. Figure 2.1 illustratively highlights

the difference between the two capabilities. According to [9], typically for a CT

controller, the input for each agent in V(G) which solves the MAS consensus

problem takes the form1:

ui(t) = −
N∑

j=1

aij(xi(t)− xj(t)), (2.1)

where aij is associated with the graph and xi(t) represents the state of agent

i. The employment of ASMs or RSMs is not distinguishable within eq (2.1),

as they are both equivalent for a CT controller. However, the distinction is

pronounced when DT controller (or, sample-data and, by extension, event-

triggered protocol) is employed. Illustrating with a sample-data controller

with zero-order hold, let sik denote the k-th sampling instant of agent i. Then

the input for agent i when utilizing ASM takes the form:

ui(t) = −
N∑

j=1

aij(xi(s
i
k)− xj(s

j
k′)), t ∈ [sik, s

i
k+1), (2.2)

1It is often assumed that there exists a CT controller which solves the consensus problem
for the MAS. Since CT controllers exhibit the most active control intervention, the nonex-
istence of such a controller implies that no other forms of control protocol which sacrifices
control performance, e.g. sample-data or event-triggered strategies, is capable of solving
the consensus problem.
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where sjk′ denotes the latest sampling instant of agent j. Hence, it can be

seen in eq (2.2) that the control input for agent i updates both at its own

sampling instant and the sampling instant of any of its neighbours. For the

same sample-data controller, the control input for agent i when utilizing RSM

takes the form:

ui(t) = −
N∑

j=1

aij(xi(s
i
k)− xj(s

i
k)), t ∈ [sik, s

i
k+1). (2.3)

In eq (2.3), the control update of agent i occurs only at its own sampling

instant as a result of agent i’s capability of directly measuring the states

of its neighbours. In both eq (2.2) and eq (2.3), the agents’ state(s) at

event-triggering instant, xi(s
i
k), can be equivalently represented in terms of

the agent’s CT state(s) with an error variable. That is, as an example,

ei(t) = xi(s
i
k) − xi(t). Such a reformulation facilitates mathematical ma-

nipulation and control analysis by treating the error as an input.

It will be seen in the main results that the general form of eq (2.3), followed

by reformulation to encompass a measurement error variable, is utilized to

model the relative-state sensing capabilities and event-triggered protocols for

the MAS.

(a) (b)

Figure 2.1: Illustration of ASM via broadcast of position in (a), and RSM via
lidar to obtain distance in (b).

2.3 Hybrid System Framework

Motivated by the intent to unify the CT dynamics of physical agents with

the DT updates of digital controllers, as mentioned in Section 1.1, the hybrid

system framework introduced in [43] is well-suited for this purpose. Existing

references that employed the hybrid system framework for the aforementioned

reason include [27], [44], and [21]. Figure 2.2 provides an illustration of the
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position trajectory of a bouncing ball modelled in the hybrid system frame-

work, where the ball possesses CT dynamics as it travels in the air and DT

dynamics as it impacts the ground (instantaneous switching of direction of

travel).

Figure 2.2: Example of a hybrid domain and hybrid arc for a bouncing ball
[45].

To establish the hybrid system framework, let ξ ∈ R
n denote the hybrid

arc, which will formally be defined later in this section. A hybrid system

H = (C, F,D,G) consists of CT dynamics, namely, flows, and DT dynamics,

namely, jumps. H can be expressed mathematically as:

ξ̇ = F (ξ), ξ ∈ C,

ξ+ ∈ G(ξ), ξ ∈ D,
(2.4)

where:

� C ∈ R
n, is the flow set in which the continuous state ξ evolves,

� F : C → R
n, is called the flow map,

� D ∈ R
n, is the jump set in which the state ξ must belong to, to enable

jump,
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� G : D ⇒ R
n, is a set-valued mapping (indicated by the double arrow)

called the jump map.

In eq (2.4), notice that ξ+ (or ξ after jump) is a difference inclusion rather

than an equality. This is to capture different jump maps based on operating

modes. To ensure the existence and uniqueness of solutions, the hybrid system

of eq (3.10) must satisfy what are called the hybrid basic assumptions, which

state:

� C and D are closed sets in R
n,

� F is outer semi-continuous, locally bounded on C, and non-empty and

convex for each ξ ∈ C,

� G is outer semi-continuous, locally bounded on D, and non-empty for

each ξ ∈ D.

Unlike purely CT variables which are parametrized by time, t ∈ R≥0, or purely

DT variables which are parametrized by iteration, j ∈ N≥0, hybrid arcs are

parametrized by both time and iteration. A compact hybrid time domain of

a hybrid arc is a stitching of a sequence of time intervals concatenated with

the associated jump sequence. Formally, a compact hybrid time domain, E,

is defined as:

E =
J−1⋃

j=0

([tj, tj+1], j) ⊂ R≥0 × N≥0, (2.5)

where 0 = t0 ≤ t1 ≤ · · · ≤ tJ ∈ R≥0, and J ∈ N≥0. E is a hybrid time domain

if E ∩ ([0, T ] × {0, 1, · · · , J}) is a compact hybrid time domain ∀(T, J) ∈ E.

The hybrid time domain for the bouncing ball is illustrated in Figure 2.2 by the

red trace. The hybrid arc ξ : dom ξ → R
n is a locally absolutely continuously

differentiable function on the intervals Ij = {t : (t, j) ∈ dom ξ}, ∀j ∈ N≥0. ξ

is a solution to H if:

� ξ(0, 0) ∈ C ∪D,

� The flow condition is satisfied, where for each j ∈ N≥0, I
j contains a

non-empty interior such that:

ξ̇(t, j) ∈ F (ξ(t, j)) for almost all t ∈ Ij, (2.6)

ξ(t, j) ∈ C, for all t ∈ Ij, (2.7)
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� The jump condition is satisfied, where for each (t, j) ∈ dom ξ, (t, j+1) ∈
dom ξ and such that:

ξ(t, j + 1) ∈ G(ξ(t, j)), (2.8)

ξ(t, j) ∈ D. (2.9)

It will be seen in the main results that the distributed MAS consensus

problem with a dynamic PETM is modelled and analysed using the hybrid

system framework construction presented within this section. The approaches

to show consensus of the MAS modelled in the hybrid system framework will

be later described in Section 2.5.

2.4 Dynamic PETM

Described in Subsection 1.2.2, a PETM checks event-conditions at prede-

termined EMIs. Meanwhile, a dynamic threshold ETC utilizes an auxiliary

variable and reduces the likeliness of events by considering the cumulative ef-

fects of agents’ trajectories. The use of a PETM with a dynamic threshold

ETC lends to a dynamic PETM protocol, for which a general design framework

was developed in [35]. In the referenced framework, for each agent i ∈ V(G),
it defines a lower-bound, εi, and upper-bound, T i, on the event-monitoring

intervals as:

εi ≤ sik+1 − sik ≤ T i, ∀k ∈ N≥0, (2.10)

where k ∈ N≥0. Here, εi is an arbitrarily small positive constant2 and T i

denotes the MASP, which is to be determined. Previously mentioned in Sub-

section 1.2.3, [38] and [39] presented possible techniques to computing the

MASP. Let {sik}∞k=0 denote the sequence of predetermined EMIs for agent i,

which may be selected differently for each agent, of when neighbour informa-

tion are sampled and ETCs verified. Additionally, for l ∈ N≥0, let t
i
l and

{til}∞l=0 denote the l-th event-triggering instant and the sequence of all trigger-

ing instants of agent i, respectively. Then the PETM, which dictates when

the next event is triggered, and thus when control is updated, is governed by:

til+1 = inf{t > til | t ∈ {sik}∞k=0, g
i
s(·) < 0}. (2.11)

2
ε
i possesses both practical and theoretical implications: 1) practically, εi is associated

with the maximum sampling frequency of an agent’s hardware, and 2) theoretically, ε
i

guarantees that Zeno-behaviour is avoided by construction, see article by [27].
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It can be seen from eq (2.11) that events can only be triggered at EMIs. That

is, {til}∞l=0 ⊂ {sik}∞k=0. In the scenario when the PETM of eq (2.11) becomes

redundant, then the protocol simply reduces to sample-data control, in other

words, {til}∞l=0 = {sik}∞k=0. The inequality gis(·) < 0 represents the dynamic

ETC to be designed.

Before establishing the auxiliary variable for the dynamic ETC, first let

ϱN̄i
(til) ∈ R

nN represent the vector sum of RSMs that are accessible to agent i

at the triggering instant til. In addition, let eii(t) represent some measurement

error construction for agent i associated with the implementation of the event-

triggered protocol. Now, defining the auxiliary variable of the dynamic ETC,

let ηi ∈ R≥0 be a non-negative variable whose hybrid dynamics are governed

by:
η̇i(t) = f i

η(ηi(t), ϱN̄i
(til)), t ∈ [sik, s

i
k+1),

η+i =

{

gis(ηi(t), e
i
i(t)), t ∈ {sik} \ {til},

git(ηi(t), e
i
i(t)), t ∈ {til},

(2.12)

where f i
η is a continuous function, gis is the jump map at sik when an event is

not triggered, and git is the jump map at sik when an event is triggered. Fur-

thermore, the initial condition, ηi(0), is a positive constant design parameter

to be selected. From eq (2.12), it can be seen that only local, available, and

intermittent information is being utilized in the dynamic ETC, i.e., informa-

tion eii(t) and ϱN̄i
(t) are not available to agent i during t ∈ (sik, s

i
k+1), ∀k ∈ N.

As well, the agents do not employ any kind of global information, thus lending

to the protocol being distributed. As it is necessary to track the time elapsed

since the last EMI to determine the subsequent instant to check for event, a

timer variable naturally accompanies the construction of a PETM. The timer

variable for each agent is defined as τ i ∈ R≥0, and its hybrid dynamic follows:

τ̇i = 1, ∀t ∈ [sik, s
i
k+1),

τ+i = 0, ∀t ∈ {sik}∞k=0.
(2.13)

It will be seen in the main results that T i is established individually for

each agent, and the selection of event-monitoring intervals follows eq (2.10).

Furthermore, the construction of the dynamic PETM, to achieve our contri-

butions listed in Section 1.4, is in accordance with eq (2.11) and eq (2.12).
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2.5 Approaches to Show Consensus

Equally important as the aforementioned framework, protocols, and ap-

proaches, are the mathematical theory and tools to guarantee the convergence

of the system states to the control objective, which in our case is consensus.

Typically, consensus for MAS employing CTETM is proven in the sense of

Lyapunov as demonstrated in [34], [30], and [46]. That is, selecting a Lya-

punov function candidate V (·) and taking the consensus error variable z(t),

as an argument, such that:

V (z) > 0, (2.14)

V̇ (z) ≤ −ψ(V (z)), (2.15)

where ψ(·) : R → R≥0 is a positive-definite function of its argument.

In the case where a time-based threshold ETC is utilized, satisfying the

conditions for consensus in the sense of Lyapunov may not be immediately ap-

parent due to the time-decaying function. The Barbalat’s lemma [47], together

with the Comparison lemma can be utilized to show that the time derivative

of the Lyapunov function approaches zero at time approaches infinity. This

technique was employed in [24] where the authors showed that:

lim
t→∞

∫ t

0

V̇ dt = lim
t→∞

V (t)− V (0) ≤ constant, (2.16)

implying V̇ (t) → 0 as t → ∞ and that z is at least bounded. To prove that

consensus occurs, that is, z(t) → 0 as t→ ∞, a similar approach to eq (2.16)

was employed by the authors on:

lim
t→∞

∫ t

0

z(t)T z(t)dt ≤ constant. (2.17)

To prove consensus of the MAS in the hybrid system framework, it is

necessary to show that the consensus variable and the measurement error

components of the hybrid arc converges to zero both during flows and after

jumps. It is worth noting that we do not need the hybrid arc, ξ, to necessar-

ily converge to zero due to the inclusion of auxiliary variables, like the timer

variable, which perpetually grow and resets. The Lyapunov stability theorem

is once again utilized. For a hybrid arc, ξ, a typical Lyapunov function candi-

date to the hybrid system is defined as U(ξ) = V (z) +W (e), where V and W
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are positive-definite functions of its argument. The conditions for consensus

of the MAS, in the sense of Lyapunov, within the hybrid system framework

are:

V (z) > 0, W (e) > 0, (2.18)

U̇(ξ) ≤ −ψ(U(ξ)), ∀ξ ∈ C, (2.19)

U(ξ+)− U(ξ) ≤ 0, ∀ξ ∈ D. (2.20)

It will be seen in the main results that eq (2.18) - eq (2.20) are verified

in order to guarantee consensus of the MAS with the implementation of a

dynamic PETM.
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3.1 Problem Formulation

Consider an N -agent (N ≥ 2) MAS coordinating over an undirected and

connected interaction topology defined by G = (V , E), as previously introduced
in Section 2.1. The dynamics of each agent in the network is homogeneous

and follows:
ẋi(t) = ui(t),

x+i (t) = xi(t), ∀i ∈ V ,
(3.1)

where xi(t) ∈ R
n and ui(t) ∈ R

n represents the state1 and the control input of

each agent in the topology, respectively. We denote x(t) = [xT1 (t), ..., x
T
N(t)]

T ∈
R

nN as the stacked state vector of the overall MAS.

Since we are interested in solving the consensus problem by employing

RSMs, as previously introduced in Section 2.2, and with an event-triggered

protocol, the control input for each agent i ∈ V is designed as:

ui(t) = −ẑi(t), (3.2)

ẑi(t) = zi(t
i
l) =

N∑

j=1

aijϱij(t
i
l), t ∈ [til, t

i
l+1). (3.3)

Here, for every i, j ∈ V , we define ϱij(t) = xi(t) − xj(t) as the RSM between

agent i and j, and til is the l-th event-triggering instant of agent i, as previously

defined. It can be seen in eq (3.2) that, owing to the distributed event-triggered

protocol, agent i’s control input is only updated during its sequence of event-

triggering instants {til}∞l=0. Between events, the control input is held constant

(i.e. zero-order hold) potentially leading to reduced resource consumption and

actuator wear (by avoiding high frequency actuation updates).

Next, we define the RSM error between any two agents i, j ∈ V ( denoted

by the subscript on e) as sensed by agent i (denoted by the superscript on e)

as:

eiij(t) = aij(ϱij(t
i
l)− ϱij(t)), t ∈ [til, t

i
l+1). (3.4)

Similarly, we let eii(t) = [ei
T

i1 (t), ..., e
iT

iN(t)]
T ∈ R

nN and e(t) = [e1
T

1 , ..., eN
T

N ]T ∈
R

nN2

denote the stacked vectors of the RSM errors associated with agent i

and the overall MAS, respectively. It is worth noting that, again owing to

the distributed protocol and error construction, eiij(t) may not be equal to

1Please note, we employ the n-dimension state vector for each agent, even in the case
for single-integrator agents, in order to allow for broader generalization. This enables us to
maintain the same notations in the subsequent chapter with LTI agent dynamics.
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−ejji(t) due to different event-triggering instants of the agents i and agent j.

With eq (3.4), the agents’ state dynamics in eq (3.1) and the dynamics of the

stacked state vector of the MAS can be, respectively, represented as:

ẋi = −(Li ⊗ In)x−
N∑

j=1

eiij, ∀i ∈ V , (3.5)

ẋ = fx(x, e) = −(L⊗ In)x− Ĩe, (3.6)

where Li is the i-th row of the Laplacian matrix, L, and Ĩ = (IN ⊗ 1T
N)⊗ In.

Similarly, the dynamics of both eiij and the stacked error vector e are given

by:

ėiij = aij

(

eiij +
(
(Li − Lj)⊗ In

)
x+

∑

p∈V\{j}

eiip −
∑

p∈V

ejjp

)

,

t ∈ [til, t
i
l+1), (3.7)

ei+i =

{

eii, t ∈ {sik} \ {til},
h(eii), t ∈ {til},

(3.8)

ė = ge(x, e) =
(
diag({aij}i,j∈V)⊗ In

)[((
(IN ⊗ 1N

− 1N ⊗ IN)L
)
⊗ In

)

x+
(
(IN ⊗ 1N1

T
N − 1N ⊗ IN ⊗ 1T

N)⊗ In
)
e
]

, (3.9)

∀i, j,∈ V and where h(·) is a mapping function for the reset of the RSM error.

Attributed by the interaction topology’s connectivity, it can be seen in eq (3.4)

and eq (3.7) that when (j, i) /∈ E → aij = 0, then eiij(t) = ėiij(t) = 0 as that

edge does not contribute to control, i.e., aij = 0.

In terms of implementation, CTETM poses a concern because it implies

that CT sensing/monitoring is necessary; this is resource inefficient and, more

importantly, digitally unimplementable. For our problem formulation, we

choose a dynamic PETM in order to avoid continuous event monitoring and

to reduce the likeliness of event occurrence compared to a static PETM, ac-

cording to [48]. For the formulation of the dynamic PETM, we refer to

Section 2.4 of our preliminaries chapter. However, we just denote η(t) =

[η1(t), · · · , ηN(t)]T ∈ R
N
>0 and η̇(t) = fη(η(t), x(t), e(t)) ∈ R

N as the stacked

auxiliary variable vector and its dynamics for the MAS, respectively, while

the stacked timer vector is denoted as τ = [τ1, ..., τN ]
T ∈ R

N
≥0. The specific

construction of eq (2.12) and the design parameter selection for our problem
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is later presented in our Theorem 1. Furthermore, it will be demonstrated in

Section 3.2 that the magnitude of T i of each agent is influenced by the individ-

ual agent’s gain associated with their corresponding RSM errors. Lastly, we

assume that when the ETC in eq (2.11) is satisfied, then ei
+

i (t) = h(eii) = 0N ,

else ei
+

i (t) = eii(t). That is, we do not consider the effects of quantization

which can be mapped by the function h(·), according to [27].

We form the hybrid dynamical system by unifying the contributions of

eq (2.11), eq (2.12), eq (2.13) for each agent, along with eq (3.6) and eq (3.9).

For brevity, we sometimes drop function and variable arguments. Let the

hybrid arc (signal) for the MAS be defined as ξ = (x, e, τ, η) ∈ X = R
nN ×

R
nN2 ×R

N
≥0 ×R

N
≥0. According to Section 2.3, then the hybrid system, H, can

be expressed as:
ξ̇ = F (ξ), ξ ∈ C,

ξ+ ∈ G(ξ), ξ ∈ D,
(3.10)

where the flow set, C, and jump set, D, are domain sets defined as:

C = {ξ ∈ X | 0 ≤ τ i ≤ T i, ∀i ∈ V}, (3.11)

D =
N⋃

i=1

{RnN × R
nN2×[0, T 1]× · · · [εi, T i]

︸ ︷︷ ︸
timer τi of

agent i entering jump

· · · ×

· · · [0, TN ]× R
N
≥0}.

(3.12)

It can be seen from eq (3.11) that when all agents flow, then the hybrid signal

ξ ∈ C. On the other hand, if any agent in V experiences a jump, then the

hybrid signal ξ must have been in D. F (ξ) and G(ξ) from eq (3.10) are defined

as:

F (ξ) = [fT
x , g

T
e ,1

T
N , f

T
η ]

T , (3.13)

G(ξ) =
N⋃

i=1

Gi(ξ), (3.14)

where:

Gi(ξ) =













{Gs
i}, gis > 0

{Gt
i}, gis < 0

{Gs
i , G

t
i} gis = 0

τi ∈ [εi, T i],

∅, τi /∈ [εi, T i].

(3.15)

Here, Gs
i = [xT , eT , (Iiτ)

T , (Iiη + ḡis)
T ]T , Gt

i = [xT , ((Ii ⊗ InN)e)
T , (Iiτ)

T ,

(Iiη + ḡit)
T ]T , Ii = diag({1, · · · , 0, · · · 1}) with 0 at the i−th place, ḡis =
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[0 · · · gis · · · 0]T , ḡit = [0 · · · git · · · 0]T and ∅ is a null set. We note that the

hybrid system, eq (3.10), is nominally well-posed, as defined in [49].

With the MAS formulated as a hybrid system, the objectives for the re-

mainder of this chapter is to: 1) construct the dynamic PETM in accordance

with eq (2.12) and establish sufficient conditions for the parameter selection,

and 2) obtain the T i for each agent in V such that the consensus problem is

solved for the MAS in eq (3.1).

3.2 Dynamic PETM Construction

In this section, we employ the Lyapunov stability theorem to compute the

event-monitoring intervals governed by eq (2.10) and construct the dynamic

PETM governed by eq (2.12). To that effect, we first introduce Assumptions

1 and 2 and Lemma 1, as a general construction, which we employ in the proof

of our theorem to guarantee consensus of the MAS in eq (3.1).

Assumption 1. For the hybrid system defined in eq (3.10), there exists,

∀i, j ∈ V :

� a continuous functions W i
ij(e

i
ij) : R

n → R≥0,

� αW i
ij
(·), αW i

ij
(·) ∈ K∞,

� scalar functions Hij(x) : R
nN → R≥0 and Jij(e

i
i, e

j
j) : R

2nN → R≥0,

� and a non-negative constant, Cij,

such that:

αW i
ij
(∥eiij∥) ≤ W i

ij(e
i
ij) ≤ αW i

ij
(∥eiij∥), (3.16)

⟨∇W i
ij(e

i
ij), ė

i
ij⟩ ≤ CijW

i
ij(e

i
ij) +Hij(x) + Jij(e

i
i, e

j
j). (3.17)

The purpose of Assumption 1 (and eq (3.17)) is to upper-bound the error

growth by a sum of non-negative functions.

Assumption 2. Suppose Assumption 1 holds. Assume that for the hybrid

system in eq (3.10) there exists:

� a continuous functions V (x) : RnN → R≥0,

� positive-definite functions V̄ 1
i (·), V̄ 2

i (·) : R≥0 → R≥0,

� class K∞-functions αV (·), αV (·),
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� state transformation Θ(x) : RnN → R
nN ,

� functions zi(x), ẑi(x) : R
nN → R

n, ∀i ∈ V ,

� positive scalars σ, γi, ϵi,1, ϵi,2, βi,

such that, γ2i > ϵi,2, and:

αV (∥Θ(x)∥) ≤ V (x) ≤ αV (∥Θ(x)∥), (3.18)

⟨∇V (x), ẋ⟩ ≤ −
N∑

i=1

ϵi,1V̄
1
i (∥zi∥)−

N∑

i,j=1

ϵi,2(W
i
ij)

2

+
N∑

i,j=1

γ2i (W
i
ij)

2 −
N∑

i=1

βiV̄
2
i (∥ẑi∥)

− σ

N∑

i,j=1

H2
ij(x)− σ

N∑

i,j=1

J2
ij(e

i
i, e

j
j). (3.19)

Later we will show in the proof of Theorem 1, that with a specific choice of

V (x) and with appropriate selection of design parameters, that Assumption

2 is satisfied. Specifically for eq (3.19), this is done by beginning with input-

to-state stability (ISS) assumptions and selectively absorbing the effects of

the last three terms into the first three terms on the right-hand side of the

equation.

Remark 1. As our control objective, in this work, is consensus rather

than stabilization, the agent states xi(t) may not necessarily converge to the

origin. To facilitate this, we define Θ(x) = 0 in Assumption 2 as a repre-

sentation of our consensus stabilization set. For a given problem, the choice

of transformation Θ(x) may not be unique. For instance, for the consensus

problems over connected undirected networks, we can have Θ(x) = (L⊗ In)x,

Θ(x) = (
√
L⊗ In)x or Θ(x) =

(
(IN − 1

N
11T )⊗ In

)
x. Generally, zi(x), which

will be formally defined later, can be thought of as a function that maps the

agents’ states to a consensus error state, and ∥zi(x)∥ can be interpreted as

some measure of distance of x from the stability set Θ(x) = 0.

To derive an explicit expression to compute the MASP, T i, we slightly

modify the framework developed in [39].
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Lemma 1. For the gain, θi(t) ∈ R≥0, let its dynamics be modelled by the

following differential equation:

θ̇i(t) = −2γiθ
2
i (t)− 2Ciθi(t)−

1

σ
γi, ∀i ∈ V , (3.20)

where Ci = maxj∈V{Cij} > 0 and with the initial condition θi(0) = 1
λi
, for

some choice of λi ∈ (0, 1). Then, θi(t) monotonously decreases and is such

that, for some T i, θi(T
i) = λi. In order for θi(t) to be non-negative as time pro-

gresses given eq (3.20), the reset of θi(t) at each {sik}∞k=0 follows θi(τ
+
i ) = θi(0)

for τi ≤ T i. Solving eq (3.20) and isolating for T i for the given terminal condi-

tions, derivations omitted as solving the differential equation follows standard

procedures, yields the explicit expression:

T i =







∣
∣
∣
∣

1

Cir
atan

[

−
−2γiλi+Ci

Cir
− ρ1

−2γiλi+Ci

Cir
ρ1 + 1

]∣
∣
∣
∣
,

2

σ
γ2i > C2

i ,

∣
∣
∣
∣

2γiλi + Ci + ρ2
ρ2(Ci − 2γiλi)

∣
∣
∣
∣
,

2

σ
γ2i = C2

i ,

∣
∣
∣
∣
− 1

2Cir
ln

[
1− −2γiλi+Ci

Cir

ρ3(
−2γiλi+Ci

Cir
+ 1)

]∣
∣
∣
∣
,

2

σ
γ2i < C2

i ,

(3.21)

for i ∈ V and where r =
√∣
∣ 2
σ
(
γ2
i

C2
i

)− 1
∣
∣, ρ1 =

−2γi
λi

+Ci

Cir
, ρ2 = −2γi

λi
+ Ci,

ρ3 = (1− −2γiλ
−1
i +Ci

Cir
)(

−2γiλ
−1
i +Ci

Cir
+ 1)−1. The magnitude is taken in eq (3.21)

due to the fact that we want the positive argument for the MASP.

Remark 2. In the article [39], the range for λi is based on the assumption

that the measure of error, namely, W i
i , decreases during jumps in accordance

with:

W i
i (e

i+

i ) ≤ λiW
i
i (e

i
i), ∀t ∈ {til}. (3.22)

From eq (3.15), since ei
+

i = 0 → W i
i (e

i+

i ) = 0 at every event-triggering instant;

therefore, eq (3.22) holds true for any choice of λi ∈ (0, 1).

With Assumptions 1 and 2 and Lemma 1 introduced, we now present our

theorem on the construction and sufficient conditions for the design parameters

of the dynamic PETM such that consensus of the MAS, eq (3.1), is achieved.

Theorem 1. For the hybrid system in eq (3.10), consider V (x) = 1
2
xT (L⊗In)x

and W i
ij(e

i
ij) = ∥eiij∥, ∀i, j ∈ V . If the functions (f i

η, g
i
s, g

i
t) of the dynamic
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PETM described by eq (2.12) are constructed as follows:

f i
η = −αiηi + βi(ẑ

T
i ẑi),

gis = ηi + σ
N∑

j=1

γi(λi −
1

λi
− ϵi,2

γi
)(W i

ij)
2,

git = ηi + σ

N∑

j=1

γi(λi −
ϵi,2
γi

)(W i
ij)

2,

(3.23)

where zi(x(t)) = (Li ⊗ In)x(t), ẑi = zi(x(t
i
l)), and the design parameters

αi > 0, βi ≥ 0, σ > 0, σ1 > 0, and ϵi > 0 are such that:

Qi = (1− 1
2
σ1 − 4σa2maxN − ϵi) ≥ 0,

ϵi,2 = (ϵi − 2Nβi) > 0.

And with T i computed through Lemma 1 using:

Cij = aij,

γ2i = ( 1
2σ1
N + 4σa2maxN

2 + ϵi),

∀i ∈ V , where amax = maxi,j∈V{aij}, then the closed-loop system is asymptot-

ically stable with respect to {x ∈ R
nN |(M

√

Λ(L)MT ⊗ In)x = 0} (stabilizing

set for consensus of the MAS).

Remark 3. For clarity,
∑N

i=1 βiV̄
2
i (∥ẑi∥) in eq (3.19) represents the con-

tribution from the βi(ẑ
T
i ẑi) component of the dynamic PETMs in eq (3.23).

This contribution has the effect of reducing the likeliness of event occurrence

by restraining the rate of decay of ηi at the cost of potentially slower rate of

consensus.

Remark 4. It is worth mentioning that Theorem 1 only guarantees con-

sensus of the MAS. The performance of the dynamic PETM, in terms of the

event frequency, requires tuning of the parameters (which optimal parameter

selection is a separate objective). However, as previously mentioned in Sec-

tion 2.4, in the worst case, the dynamic PETM simply becomes redundant and

reduces the event-triggered protocol to sample-data control, thus providing a

safety net for avoiding Zeno-behaviour.

Proof. First, we will show that with the specific form of W i
ij, V (x), and

conditions on the dynamic PETM design parameters presented under Theorem
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1 that the Assumptions 1 and 2 are satisfied. Subsequently, we will show that

consensus of the MAS is achieved using the hybrid system Lyapunov function:

U(ξ) = V (x) + σ

N∑

i,j=1

γiθi(τi)(W
i
ij(e

i
ij))

2 +
N∑

i=1

ηi(t). (3.24)

Checking Assumption 1. It is easy to see that for W i
ij = ∥eiij∥, W i

ij can

be lower and upper bounded by K∞ functions via scalar constants. To upper

bound the error growth rate, we employ the dynamics of eiij(t), eq (3.7), then:

⟨∇W i
ij(e

i
ij), ė

i
ij⟩ =

⟨eiij, ėiij⟩
∥eiij∥

≤ ∥ėiij∥, (3.25)

≤ ∥aij
(

eiij(t) + ((Li − Lj)⊗ In)x(t) (3.26)

+
∑

p∈V\{j}

eiip(t)−
∑

p∈V

ejjp(t)
)

∥,

which, by employing series of norm inequalities, leads to:

⟨∇W i
ij(e

i
ij), ė

i
ij⟩ ≤ aijW

i
ij

︸ ︷︷ ︸

CijW
i
ij

+ aij∥((Li − Lj)⊗ In)x∥
︸ ︷︷ ︸

Hij

+ aij

N∑

p=1\{j}

W i
ip + aij

N∑

p=1

W j
jp

︸ ︷︷ ︸

Jij

.
(3.27)

With the above bound on the error growth rate, given by eq (3.27), Assump-

tion 1 is satisfied. Next we check Assumption 2.

Checking Assumption 2. Diagonalizing L = MΛ(L)MT and taking the

new stabilizing set as Θ(x) = (M
√

Λ(L)MT ⊗ In)x, we can then express

V (x) = 1
2
∥Θ(x)∥2. Since L is the Laplacian for a graph that is undirected and

connected, then Λ1(L) = 0; thus, there exists an x ̸= 0 such that Θ(x) = 0. It

is then clear to see that V (x) can be lower and upper bounded by αV (∥Θ(x)∥),
αV (∥Θ(x)∥) through scalar constants. Next, taking z(t) = (L⊗ In)x(t) as the

consensus variable, then:

⟨∇V (x), ẋ⟩ = xT (L⊗ In)ẋ,

= xT (L⊗ In)(−(L⊗ In)x− Ĩe),

≤ −zT z + 1

2
σ1z

T z +
1

2σ1
(Ĩe)T (Ĩe),

≤ −(1− 1

2
σ1)

N∑

i=1

zTi zi +
1

2σ1
N

N∑

i,j=1

(W i
ij)

2. (3.28)
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We then add and subtract the terms: σ
∑N

i,j=1H
2
ij, σ

∑N

i,j=1 J
2
ij,

∑N

i=1 ϵiz
T
i zi

and
∑N

i,j=1 ϵi(W
i
ij)

2 to eq (3.28). Applying Young’s inequality on σ
∑N

i,j=1H
2
ij,

σ
∑N

i,j=1 J
2
ij allows us to obtain the upper bounds:

σ

N∑

i,j=1

H2
ij ≤ 4σa2maxN

N∑

i=1

zTi zi, (3.29)

σ

N∑

i,j=1

J2
ij ≤ 4σa2maxN

2

N∑

i,j=1

(W i
ij)

2. (3.30)

Incorporating eq (3.29) and eq (3.30) into eq (3.28) then gives:

⟨∇V (x), ẋ⟩ ≤ −
N∑

i=1

ϵiz
T
i zi −

N∑

i,j=1

ϵi(W
i
ij)

2

− σ
N∑

i=1

(1− 1

2
σ1 − 4σa2maxN − ϵi)

︸ ︷︷ ︸

Qi

zTi zi

+
N∑

i,j=1

(
1

2σ1
N + 4σa2maxN

2 + ϵi)

︸ ︷︷ ︸

γ2
i

(W i
ij)

2

− σ

N∑

i,j=1

H2
ij − σ

N∑

i,j=1

J2
ij.

(3.31)

Finally, we add and subtract
∑N

i=1 βiẑ
T
i ẑi to eq (3.31) where:

N∑

i=1

βiẑ
T
i ẑi ≤ 2N

N∑

i,j=1

βi(W
i
ij)

2 + 2
N∑

i=1

βiz
T
i zi. (3.32)

Then, by selecting parameters in accordance with Theorem 1 - that is, Qi ≥
and ϵi,2 = (ϵi − 2Nβi) > 0 (which ϵi,1 ≥ ϵi,2), ∀i ∈ V - the upper bound of V̇

becomes:

⟨∇V (x), ẋ⟩ ≤ −
N∑

i=1

(ϵi − 2βi)
︸ ︷︷ ︸

ϵi,1

zTi zi
︸︷︷︸

V̄ 1
i (·)

−
N∑

i,j=1

(ϵi − 2Nβi)
︸ ︷︷ ︸

ϵi,2

(W i
ij)

2 +
N∑

i,j=1

γ2i (W
i
ij)

2

−
N∑

i=1

βi ẑ
T
i ẑi
︸︷︷︸

V̄ 2
i (·)

−σ
N∑

i,j=1

H2
ij − σ

N∑

i,j=1

J2
ij,

(3.33)
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with which Assumption 2 is satisfied. Next we will prove that consensus

for the MAS is guaranteed. For the hybrid system defined in eq (3.10) and

the Lyapunov function as defined in eq (3.24), we need to show that U(ξ)

monotonically decreases over both the flow domain, C, and jump domain, D.

Flow domain. During the flow domain, the time derivative of U(ξ) takes

the form:

U̇ = V̇ + σ

N∑

i,j=1

γiθ̇i(W
i
ij)

2 + 2σ
N∑

i,j=1

γiθiW
i
ijẆ

i
ij +

N∑

i=1

η̇i. (3.34)

Substituting for the associated time derivatives on the right hand side of

eq (3.34) with eq (3.20), eq (3.23), eq (3.27), and eq (3.33) yields:

U̇ ≤−
N∑

i=1

ϵi,1z
T
i zi −

N∑

i,j=1

ϵi,2(W
i
ij)

2 +
N∑

i,j=1

γ2i (W
i
ij)

2

−
N∑

i=1

βiẑ
T
i ẑi − σ

N∑

i,j=1

H2
ij − σ

N∑

i,j=1

J2
ij

+ σ
N∑

i,j=1

γi(−2γiθ
2
i − 2Ciθi −

1

σ
γi)(W

i
ij)

2

+ 2σ
N∑

i,j=1

γiθiW
i
ij(CijW

i
ij +Hij + Jij)

+
N∑

i=1

(−αiηi + βiẑ
T
i ẑi).

(3.35)

Again, employing Young’s inequality on the cross terms, we can obtain an

upper bound represented by:

2σ
N∑

i,j=1

γiθiW
i
ij(CijW

i
ij +Hij + Jij)

≤ 2σ
N∑

i,j=1

γiθiCi(W
i
ij)

2 + 2σ
N∑

i,j=1

(γiθiW
i
ij)

2

+ σ

N∑

i,j=1

H2
ij + σ

N∑

i,j=1

J2
ij. (3.36)

Incorporating eq (3.36) into eq (3.34) and cancelling like terms, we can show

that:

U̇ ≤ −
N∑

i=1

ϵi,1z
T
i zi −

N∑

i,j=1

ϵi,2(W
i
ij)

2 −
N∑

i=1

αiηi. (3.37)

30



Since from Theorem 1 ϵi,2 and αi > 0, as a result, we can obtain:

U̇(ξ) ≤ −ψ(U(ξ)), ∀ξ ∈ C, (3.38)

where ψ(·) : R → R≥0 is a positive-definite function. Hence, it is shown that

U(ξ) monotonically decreases over the flow domain, C.

Jump domain. To show that U(ξ) monotonically decreases over the jump

domain, D, we need to show that the Lyapunov function candidate decreases

after each jump, i.e., U(ξ+) − U(ξ) < 0. To this end, according to [35], we

define the following sets:

Γ = {i ∈ V | t ∈ {sik}∞k=0, g
i
s < 0}, (3.39)

Ψ = {i ∈ V | t ∈ {sik}∞k=0, g
i
s > 0}, (3.40)

Φ = {Φs,Φt} = {i ∈ V | t ∈ {sik}∞k=0, g
i
s = 0}, (3.41)

Ω = {i ∈ V | t /∈ {sik}∞k=0}, (3.42)

where Γ ∪Ψ ∪Φ∪Ω = V , and Φs and Φt are subset of Φ whose agents’ jump

map are Gs
i and Gt

i, respectively. In other words, we are partitioning the set

of agents in the network into set of agents that triggered an event, sampled

but did not trigger an event, and are not participating in jump (or simply still

flowing). Then:

U(ξ+) = V (x+) + σ
∑

i∈Γ∪Φt

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Γ∪Φt

η+i

+ σ
∑

i∈Ψ∪Φs

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Ψ∪Φs

η+i

+ σ
∑

i∈Ω

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Ω

η+i , (3.43)

where employing the jump maps established in eq (3.15) and applying the fact

that for τi ≤ T i → θi(τi) ≥ θi(T
i) = λi (or −θi(τi) ≤ −λi), and x+ = x yields:

σ
∑

i∈Γ∪Φt

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Γ∪Φt

η+i =

∑

i∈Γ∪Φt

(ηi + σ

N∑

j=1

γi(λi −
ϵi,2
γi

)(W i
ij)

2), (3.44)

31



and:

σ
∑

i∈Ψ∪Φs

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Ψ∪Φs

η+i = σ
∑

i∈Ψ∪Φs

N∑

j=1

γi(
1

λi
)(W i

ij)
2

+
∑

i∈Ψ∪Φs

(ηi + σ

N∑

j=1

γi(λi −
1

λi
− ϵi,2

γi
)(W i

ij)
2), (3.45)

and:

σ
∑

i∈Ω

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Ω

η+i = σ
∑

i∈Ω

N∑

j=1

γiθi(W
i
ij)

2 +
∑

i∈Ω

ηi. (3.46)

Performing the same set partition on U(ξ), we obtain:

U(ξ+)− U(ξ) ≤ −σ
∑

i∈Γ∪Φt

N∑

j=1

ϵi,2(W
i
ij)

2 − σ
∑

i∈Θ∪Φs

N∑

j=1

ϵi,2(W
i
ij)

2. (3.47)

As σ > 0 and ϵi,2 > 0, from Theorem 1; hence:

U(ξ+)− U(ξ) ≤ 0, (3.48)

which shows that U(ξ) monotonically decreases after each jump.

With eq (3.38) and eq (3.48), the proof is completed and asymptotic con-

sensus of the MAS, eq (3.1), with the control protocol, eq (3.2), and dynamic

PETM, in accordance with Theorem 1, is guaranteed. Next, we verify the

main results of this section as well as the performance of the dynamic PETM

with a numerical example.

3.3 Numerical Example and Simulation

In this section, we consider a numerical example involving a 4-agent MAS

coordinating under an undirected and connected G = (V , E) illustrated by

Figure 3.2. The agent’s dynamics and control input are constructed following

eq (3.1) and eq (3.2), respectively.

32



Figure 3.2: MAS interaction topology.

The Laplacian matrix representing G (considering binary relationship for sim-

plicity) is given by:

L =







1 0 0 0
0 1 0 0
0 0 3 0
0 0 0 1







︸ ︷︷ ︸

Degree Matrix

−







0 0 1 0
0 0 1 0
1 1 0 1
0 0 1 0







︸ ︷︷ ︸

Adjacency Matrix

=







1 0 −1 0
0 1 −1 0

−1 −1 3 −1
0 0 −1 1






. (3.49)

For this example, we select the parameters as follows:

σ1 = 1,

σ =
1

16N
,

[ϵ1, ϵ2, ϵ3, ϵ4] = [0.05, 0.1, 0.15, 0.2],

αi = 1, ∀i ∈ V ,
[β1, β2, β3, β4] = [0.0031, 0.0063, 0.0094, 0.0125],

λi = 0.5, ∀i ∈ V .

According to Theorem 1, we obtain:

[Q1, Q2, Q3, Q4] = [0.2, 0.15, 0.1, 0.05],

Ci = 1, ∀i ∈ V ,
[γ1, γ2, γ3, γ4] = [1.7464, 1.7607, 1.7748, 1.7889],

[ϵ1,1, ϵ2,1, ϵ3,1, ϵ4,1] = [0.0438, 0.0875, 0.1313, 0.175],

[ϵ1,2, ϵ2,2, ϵ3,2, ϵ4,2] = [0.025, 0.05, 0.075, 0.1].

It can be seen that with our selection of design parameters, Qi ≥ 0, ϵi,1 > 0,

and ϵi,2 > 0, ∀i ∈ V . T is are then explicitly and individually pre-computed
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using eq (3.21) for each agent, which we obtain:

[T 1, T 2, T 3, T 4] = [0.0130, 0.0129, 0.0128, 0.0127]. (3.50)

Hence, if the event-monitoring intervals for each agent is less than T i for all

time, then consensus of the MAS is guaranteed through the proof of Theorem

1.

Remark 5. It is worth noting that the computed T i in eq (3.50) for each

agent are very similar. This is attributed by the fact that λi was selected

identically the same across all agents. For contrasting λi between agents, then

there would be greater distinction between the computed T i. As mentioned in

Remark 2, different λi may arise by designer selection or dictated by eq (3.22).

In the latter, such a scenario could occur if some agents employed quantizers,

thus, narrowing the allowable range for λi for that agent. Although our results

do not consider the effects of quantization, being able to compute the MASP

individually for each agent could lay the foundation for scenarios where some

agents of the MAS employ quantizers or even non-uniform quantizers.

For the simulation, following eq (2.10), we select the asynchronous peri-

odic2 event-monitoring intervals for the agents as:

[(sik+1 − sik)]∀i∈V = [0.01, 0.0075, 0.012, 0.005]. (3.51)

Additionally, we simulate a CTETM, designed in [19], to compare with our

results for the same MAS. Figure 3.3 presents the state trajectories of the

agents, for both the PETM and CTETM. Based on Figure 3.4, consensus of

the MAS with both event-triggered protocols can be observed. Then, Table

3.1 summarizes the event frequencies for both Theorem 1’s PETM and the

CTETM. Furthermore, Figure 3.5 provides some statistical data with respect

to the inter-event times for our dynamic PETM and Figure 3.6 plots the

trajectories of the auxiliary variables. Lastly, for the simulation, an integration

time step of 1× 10−4 seconds was used.

2An asynchronous aperiodic event-monitoring interval can be utilized for each agent
provided eq (2.10) is always satisfied.
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Figure 3.3: State trajectories of single-integrator agents, with Theorem 1 vs.
CTETM.
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this is not always the case). Moreover, in the CTETM, the RSMs have to

be measured continuously which: 1) is not digitally implementable, and 2)

is inconsistent with the objective of reducing resource consumption. Just to

highlight the second point, consider a laser diode, which commonly serves as

the core component within a lidar. Let the laser diode have a power rating

of 90watts and a pulse width of 100 ns, based on the technical specification

[50]. Then, sensing costs for the MAS with Theorem 1’s PETM would have

consumed 90watts × 100 ns × 3, 100 pulses = 0.0279 joules while 90watts ×
6 s× 4 agents = 2160 joules (hypothetically) would have been consumed with

the CTETM. It evident that, comparatively, our PETM protocol presents a

saving of sensing resources by 7.7× 106%.
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Chapter 4

Linear Time-invariant MAS

In this chapter, for the system structure illustrated by Figure 3.1, our

second main result fully establishes and executes the contributions listed in

Section 1.4. We accomplish this by again leveraging the concepts in the pre-

liminaries chapter and by extending the results of Chapter 3. Similar to the

outline of the previous chapter, we first define our problem formulation by

redefine the MAS in Section 3.1 from agents possessing single-integrator dy-

namics to now LTI dynamics. Then, we present our theorems that construct

and establish sufficient conditions for the design of two dynamic PETMs,

which we subsequently prove that consensus of the LTI MAS is guaranteed.

To determine the event-monitoring intervals for the PETMs, we utilize Lemma

1 from the previous chapter to compute the MASP for each agent. Finally, we

conclude this chapter by once again utilizing a numerical example to demon-

strate the effectiveness of our designed protocols. Throughout this chapter,

unless otherwise redefined, we maintain the same notations and definitions as

were established in the previous chapters.

4.1 Problem Formulation

Consider an N -agent (N ≥ 2) MAS coordinating over an undirected and

connected interaction topology defined by G = (V , E). The dynamics of each

agent in the network is homogeneous and follows:

ẋi(t) = Axi(t) + Bui(t), ∀i ∈ V , (4.1)

where A ∈ R
n×n, B ∈ R

n×nu , are known matrices with (A,B) stabilizable,

and ui(t) ∈ R
nu . For consensus of eq (4.1), employing RSMs and with an

40



event-triggered protocol, the control input for each agent i ∈ V is designed as:

ui(t) = −cKẑi(t), t ∈ [til, t
i
l+1), (4.2)

where c > 0 is a positive constant and K ∈ R
nu×n is a constant gain matrix

to be designed. Taking the same eiij definition in accordance with eq (3.4),

the agents’ state dynamics in eq (4.1) and the dynamics of the stacked state

vector can then be represented by:

ẋi = Axi − cBK(Li ⊗ In)x− cBK(1T
N ⊗ In)e

i
i, (4.3)

ẋ = fx(x, e) = (IN ⊗ A)x− (L⊗ cBK)x− (IN ⊗ cBK)Ĩe. (4.4)

Furthermore, the dynamics of eiij, given LTI agents, and the stacked vector e

are given by:

ėiij(t) = −aij
(

Aϱij − cBK
(
(Li − Lj)⊗ In

)
x

− cBK(1T
N ⊗ In)(e

i
i − ejj)

)

, t ∈ [til, t
i
l+1),

(4.5)

ei+i (t) =

{

eii(t), t ∈ {sik} \ {til},
h(eii(t)), t ∈ {til},

(4.6)

ė = ge(x, e) = −
(
diag({aij}i,j∈V)⊗ A

)(
(IN ⊗ 1N − 1N ⊗ IN)⊗ In

)
x

+
(
diag({aij}i,j∈V)⊗ cBK

)[((
(IN ⊗ 1N − 1N ⊗ IN)L

)
⊗ In

)

x

+
(
(IN ⊗ 1N1

T
N − 1N ⊗ IN ⊗ 1T

N)⊗ In
)
e
]

. (4.7)

In this problem formulation, we again chose a dynamic PETM in order to

reduce the likeliness of event occurrence. Like in Section 3.1, the dynamic

PETMs follow the design framework introduced in Section 2.4 of our prelimi-

naries chapter. The specific construction and parameter selection for consen-

sus of the LTI MAS, eq (4.1), are detailed within our theorems under Sections

4.2 and 4.3. In addition, we continue to assume that when the ETC in eq (2.11)

is satisfied, then ei
+

i (t) = h(eii) = 0N , else e
i+

i (t) = eii(t).

Similarly, we form the hybrid dynamical system for the LTI MAS by uni-

fying the contributions of eq (2.11), eq (2.12), eq (2.13) for each agent, along

with eq (4.4) and eq (4.7). We maintain the same definition of the hybrid
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signal, as defined in Section 3.1, for the LTI MAS, that is, ξ = (x, e, τ, η) ∈
X = R

nN × R
nN2 × R

N
≥0 × R

N
≥0. The hybrid system, H, can be formed by

utilizing the same representations as eq (3.10) - eq (3.15). We omit explicitly

stating again the expressions for H to avoid repetition.

The objectives for the remainder of this chapter is again to: 1) construct

the dynamic PETM and establish sufficient conditions for the parameter selec-

tion, and 2) obtain the T i for each agent in V such that the consensus problem

is solved for the LTI MAS in eq (4.1).

4.2 Dynamic PETM Construction

In this section, we again employ the Lyapunov stability theorem to design

the event-monitoring intervals governed by eq (2.10) and the dynamic PETM

according to eq (2.12). Furthermore, we assume that Assumption 1, previously

introduced in Section 3.2, holds, and maintain the expressions under Lemma

1 for computing the MASP for each agent. We also introduce Assumption 3

(replacing Assumption 2) and Condition 1, which combined with Assumption

1 and Lemma 1, facilitate the proof of our theorem to guarantee consensus of

the LTI MAS.

To enhance clarity and reduce ambiguity, we establish some new notations

and definitions that are utilized within this section. We denote L = (IN −
1
N
1N1

T
N) as the average consensus Laplacian matrix for a N -agent MAS. L

can be interpreted analogous to L of a graph where E = {V ×V} and aij =
1
N
,

for ∀i, j ∈ V , i ̸= j; thereby, the properties of L for an undirected and

connected graph holds for L . Furthermore, given our problem formulation,

L facilitates some convenient identities such as L = LL = LL = LLL and

L = L 2, which we exploit in this chapter. We define the average consensus

state variable as z(t) = [zT1 (t), · · · , zTN(t)]T ∈ R
nN , where z(t) = (L ⊗ In)x(t)

and zi(t) = (Li⊗In)x(t) ∈ R
n with Li being the i-th row of L . Additionally,

through the properties of L , we can express z(t) = (L⊗ In)z(t), where z → 0

implies z → 0. Lastly, we collectively define/denote the following:

α = diag([α1, · · · , αN ]),

β = diag([β1, · · · , βN ]),

ϵz = diag([ϵ1z, · · · , ϵNz ]),
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ϵW = diag([ϵ1W , · · · , ϵNW ]), where ϵiz, ϵ
i
W ∈ R, ∀i ∈ V ,

q̃ = ∥In ⊗KTK∥2,

q̃1 =
N∑

i,j=1

a2ij∥cBK
(
(Li − Lj)⊗ In

)
∥2,

q̃ϵ = c2N ,

Q3 = LTβL,

γ = diag([γ1, · · · , γN ]),

H = [H11, · · · , H1N , · · · , HN1, · · · , HNN ]
T ,

J = [J11, · · · , J1N , · · · , JN1, · · · , JNN ]
T ,

ẑ = [ẑT1 , · · · , ẑTN ]T ,

E1 ∈ R
N×N ,

E2 ∈ R
N×N ,

W i
i = [(W i

i1)
T , · · · , (W i

iN)
T ]T ,

W = [(W 1
1 )

T , · · · , (WN
N )T ]T ,

0̃i = [0, · · · , 1, · · · , 0]T , with 1 in the i-th element,

where Hij, Jij ∈ R≥0 were previously defined in Assumption 1. Next, we

modify Assumption 2 to construct Assumption 3 and subsequently present

Condition 1.

Assumption 3. Suppose Assumption 1 holds. Assume that for the hybrid

system in Section 4.1 there exist:

� a continuous function V (x) : RnN → R≥0,

� positive-definite function V̄ 1(·) : RnN → R≥0,

� positive-semi-definite function V̄ 2(·) : RnN → R≥0,

� positive-definite function V̄ 3(·) : RnN2 → R≥0,

� class K∞-functions αV (·), αV (·),
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� state transformation Θ(x) : RnN → R
nN ,

� function z(x), ẑ(x) : RnN → R
nN ,

� positive scalar σ,

such that, W (γTγ ⊗ IN)W > V̄ 3(·), and:

αV (∥Θ(x)∥) ≤ V (x) ≤ αV (∥Θ(x)∥), (4.8)

⟨∇V (x), ẋ⟩ ≤ −V̄ 1(z)− V̄ 3(W ) +W (γTγ ⊗ IN)W

− σHTH − σJTJ − V̄ 2(ẑ). (4.9)

Condition 1. If (A,B) is stabilizable, then a positive-definite matrix, Pn×n,

can be found to satisfy the algebraic Riccati equation, ATP +PA−PBBTP +

Q = 0, for any selection of positive-definite matrix, Qn×n.

Theorem 2. Let c = 1
2Λ2(L)

and K = BTP . For H in Section 4.1, consider

V (x) = 1
2
xT (L 2⊗P )x and W i

ij(e
i
ij) = ∥eiij∥, ∀i, j ∈ V . If functions (f i

η, g
i
s, g

i
t)

of the dynamic PETM described by eq (2.12) are constructed as follows:

f i
η = −αiηi + βi(ẑ

T
i ẑi),

gis = ηi + σ

N∑

j=1

γi(λi −
1

λi
− ζi
γi
)(W i

ij)
2,

git = ηi + σ
N∑

j=1

γi(λi −
ζi
γi
)(W i

ij)
2,

(4.10)

where ζi > 0 is a small arbitrary constant, and the design parameters αi > 0,

βi ≥ 0, ϵiz > 0, ϵiW > 0, ∀i ∈ V , σ > 0, σ1 > 0, and Q > 0 are such that:

Q1 =
((

Λm(Q)− σ1q̃ − 16σ∥A∥2a2maxN − 4σq̃1
)
IN − 2ϵz

)

≥ 0,

E1 = (ϵz − 2Q3) > 0,

E2 = (εW − 2Nβ) > 0.

And with T i computed through Lemma 1 using:

Cij = aijc∥BK∥,

γi = 0̃
T

i

√

γTγ0̃i, for γTγ = ( q̃ϵ
2σ1

+ 4σa2maxc
2∥BK∥2N2)IN + ϵW ,
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then the closed-loop system is asymptotically stable with respect to {x ∈
R

nN |
(
MΛ(L )MT ⊗

√

(P )
)
x = 0} (stabilizing set for consensus of the LTI

MAS).

Remark 7. In Theorem 2, it can be observed that the system A matrix

influences the parameter selection for the dynamic PETM, thus affecting its

performance. Intuitively, when the agents are more dynamic (i.e., the eigen-

values of the system matrix are father away from the origin on the real and

imaginary plane), then it is expected that the PETM must check for events

more frequently to account for the potentially rapid changes in system states.

This intuition holds true within our theorem because when the maximum

eigenvalue of A is large, a smaller σ is required to counteract the contributions

of A to satisfy the condition Q1 ≥ 0. We can see from eq (3.20) that a smaller

σ results in the dynamics of θi(t) being more negative. As a consequence,

the time it takes for θi(t) to evolve from θi(0) to θi(T
i) is shorter; hence, the

MASP of the PETM is smaller, contributing to more frequent EMIs.

Proof. Similar to the proof in Section 3.2, we show that with the specific

form of W i
ij, V (x), and conditions on the construction of the dynamic PETM,

presented under Theorem 2, that Assumptions 1 and 3 are satisfied. Sub-

sequently, we show that consensus of the LTI MAS is achieved using the

previously introduced hybrid system Lyapunov function, eq (3.24).

Checking Assumption 1. Again, for W i
ij = ∥eiij∥, W i

ij can be lower and

upper bounded by K∞ functions via scalar constants. To upper bound the

error growth rate, we employ the dynamics of eiij(t) defined by eq (4.5). Then:

⟨∇W i
ij(e

i
ij), ė

i
ij⟩ =

⟨eiij, ėiij⟩
∥eiij∥

(4.11)

≤ ∥ėiij∥, (4.12)

≤ ∥−aij
(

Aϱij − cBK
(
(Li − Lj)⊗ In

)
x (4.13)

− cBK(1T
N ⊗ In)(e

i
i − ejj)

)

∥,

≤ ∥aij
(

Aϱij − cBK
(
(Li − Lj)⊗ In

)
x
)

∥ (4.14)

+ ∥aijcBK(1T
N ⊗ In)e

i
i∥+ ∥aijcBK(1T

N ⊗ In)e
j
j∥,

which by employing series of norm inequalities, and the fact that ∥aijcBK(1T
N⊗
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In)e
i
i∥ ≤ aijc∥BK∥1T

NW
i
i , leads to:

⟨∇W i
ij(e

i
ij), ė

i
ij⟩ ≤ aijc∥BK∥W i

ij
︸ ︷︷ ︸

CijW
i
ij

+ aij∥Aϱij − cBK((Li − Lj)⊗ In)x∥
︸ ︷︷ ︸

Hij

+ aijc∥BK∥(1T
N − 0̃

T

j )W
i
i + aijc∥BK∥1T

NW
j
j

︸ ︷︷ ︸

Jij

.

(4.15)

With the above, Assumption 1 is verified. Next we check Assumption 2.

Checking Assumption 3. As previously mentioned, L can be interpreted

as a Laplacian matrix of a N -node graph where E = {V × V}; therefore, the
properties for an undirected and connected graph apply. Hence, we diagonalize

L =MΛ(L )MT and take the new stabilizing set as Θ(x) =
(
MΛ(L )MT ⊗

√

(P )
)
x where we can again express V (x) = 1

2
∥Θ(x)∥2. As Λ1(L ) = 0, there

exists an x ̸= 0 such that Θ(x) = 0. Furthermore, it is clear to see that V (x)

can be lower and upper bounded by αV (∥Θ(x)∥) and αV (∥Θ(x)∥) through

scalar constants. Next, we can express V̇ as:

⟨∇V (x), ẋ⟩ = 1

2
ẋT (L 2 ⊗ P )x+

1

2
xT (L 2 ⊗ P )ẋ,

=
1

2
xT (IN ⊗ A)T (L 2 ⊗ P )x+

1

2
xT (L 2 ⊗ P )(IN ⊗ A)x

− xT (L 2 ⊗ P )(L⊗ cBK)x− xT (L 2 ⊗ cPBK)Ĩe,

=
1

2
xT (L ⊗ In)

T
((
IN ⊗ (ATP + PA)

)
− 2(L⊗ cPBK)

)

(L ⊗ In)x− xT (L 2 ⊗ cPBK)Ĩe. (4.16)

By substituting the average consensus variable z(t) = (L ⊗In)x(t), c = 1
2Λ2(L)

,

the fact that Λ2(L)∥z∥2 ≤ zTLz (proof omitted), and utilizing Condition 1,

we can upper bound the first term on the right-hand side of eq (4.16) as:

1

2
xT (L ⊗ In)

T
((
IN⊗(ATP + PA)

)
− 2(L⊗ cPBK)

)

(L ⊗ In)x

≤ 1

2
zT

(

IN ⊗ (ATP + PA− PBBTP )
)

z,

≤ −1

2
zT

(

IN ⊗ Λm(Q)In

)

z < 0. (4.17)

For the second terms on the right-hand side of eq (4.16), we utilize Young’s

inequality to separate the cross-terms and use the fact that L = L2 to obtain

the upper bound:

−xT (L 2 ⊗ cPBK)Ĩe ≤ σ1
2
zT (IN ⊗ q̃In)z +

q̃ϵ
2σ1

W TW. (4.18)
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Employing eq (4.17) and eq (4.18), we can obtain:

⟨∇V (x), ẋ⟩ ≤ −1

2
zT

(

IN ⊗
(
Λm(Q)− σ1q̃

)
In

)

z +
q̃ϵ
2σ1

W TW. (4.19)

We then add and subtract the terms: zT (ϵz ⊗ In)z, W
T (ϵW ⊗ IN)W , σHTH,

σJTJ to eq (4.19). Utilizing norm inequalities and the identity ϱij = (xi −
xj) = (xi−xj− 1

N
1T
Nx+

1
N
1T
Nx) = (zi−zj), the latter two terms can be upper

bounded by:

σHTH ≤ 1

2
zT

(
IN ⊗ (16σ∥A∥2a2maxN + 4σq̃1)In

)
z, (4.20)

σJTJ ≤ 4σa2maxc
2∥BK∥2N2W TW. (4.21)

Incorporating eq (4.20) and eq (4.21) into eq (4.19) for σHTH and σJTJ , we

have:

⟨∇V (x), ẋ⟩ ≤ −zT (ϵz ⊗ In)z −W T (ϵW ⊗ IN)W

− 1

2
zT

( (
(Λm(Q)− σ1q̃ − 16σ∥A∥2a2maxN − 4σq̃1)IN − 2ϵz

)

︸ ︷︷ ︸

Q1

⊗In
)

z

+W T
( (

(
q̃ϵ
2σ1

+ 4σa2maxc
2∥BK∥2N2)IN + ϵW

)

︸ ︷︷ ︸

γT γ

⊗IN
)

W

− σHTH − σJTJ.
(4.22)

Since we select parameters in accordance with Theorem 2 such that Q1 ≥ 0,

then:

⟨∇V (x), ẋ⟩ ≤ −zT (ϵz ⊗ In)z −W T (ϵW ⊗ IN)W

+W T (γTγ ⊗ IN)W − σHTH − σJTJ. (4.23)

We then add and subtract ẑ(β⊗ In)ẑ (contribution from the dynamic PETM)

to eq (4.23) where its upper bound is:

ẑ(β ⊗ In)ẑ ≤ zT (2Q3 ⊗ In)z +W T (2Nβ ⊗ IN)W. (4.24)

With eq (4.24), we arrive at the upper bound for V̇ as:

⟨∇V (x), ẋ⟩ ≤ −zT
(
(ϵz − 2Q3)
︸ ︷︷ ︸

E1

⊗In
)
z −W T

(
(ϵW − 2Nβ)
︸ ︷︷ ︸

E2

⊗IN
)
W

+W T (γTγ ⊗ IN)W − σHTH − σJTJ − ẑ(β ⊗ In)ẑ.

(4.25)
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Since we also select parameters, in accordance with Theorem 2, such that

E1,E2 > 0, and β ≥ 0, then:

⟨∇V (x), ẋ⟩ ≤ − zT (E1 ⊗ In)z
︸ ︷︷ ︸

V̄ 1(·)

−W T (E2 ⊗ IN)W
︸ ︷︷ ︸

V̄ 3(·)

+W T (γTγ ⊗ IN)W − σHTH − σJTJ − ẑT (β ⊗ In)ẑ
︸ ︷︷ ︸

V̄ 2(·)

,
(4.26)

with which Assumption 2 is satisfied. Next, we will show that consensus for

the LTI MAS employing Theorem 2’s PETM is guaranteed. ForH, established

in Section 4.1, with the hybrid system Lyapunov function, defined in eq (3.24),

we again need to show that U(ξ) monotonically decreases over both the flow

domain, C, and jump domain, D.

Flow domain. During the flow domain, the time derivative of U(ξ) is

represented by eq (3.34). We substitute eq (3.20), eq (4.10), eq (4.15), and

eq (4.26) for the associated time derivatives on the right-hand side of eq (3.34),

yielding:

U̇ ≤ −zT (E1 ⊗ In)z −W T (E2 ⊗ IN)W

+W T (γTγ ⊗ IN)W − σHTH − σJTJ − ẑT (β ⊗ In)ẑ

+ σ

N∑

i,j=1

γi(−2γiθ
2
i − 2Ciθi −

1

σ
γi)(W

i
ij)

2

+ 2σ
N∑

i,j=1

γiθiW
i
ij(CijW

i
ij +Hij + Jij)

+ 1T
N

(

− αη + βblkdiag({zT1 , · · · , zTN})ẑ
)

.

(4.27)

We again separate the cross-terms to obtain:

2σ
N∑

i,j=1

γiθiW
i
ij(CijW

i
ij +Hij + Jij) ≤

2σ
N∑

i,j=1

γiθiCi(W
i
ij)

2 + 2σ
N∑

i,j=1

(γiθiW
i
ij)

2 + σHTH + σJTJ. (4.28)

We substitute eq (4.28) into eq (4.27) and after cancelling like terms, we

obtain:

U̇ ≤ −zT (E1 ⊗ In)z −W T (E2 ⊗ IN)W − 1T
Nαη. (4.29)
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Since E1,E2, α > 0, from Theorem 2, we have:

U̇(ξ) ≤ −ψ(U(ξ)), ∀ξ ∈ C, (4.30)

with which it is shown that U(ξ) monotonically decreases over the flow domain,

C.

Jump domain. To show that U(ξ) monotonically decreases over the jump

domain, D, we need to show that the Lyapunov function candidate decreases

after each jump. We maintain the set definitions for Γ, Ψ, Φ, Ω according to

eq (3.39) - eq (3.42). Then, we can similarly partition U(ξ) into eq (3.43).

Again applying the fact that τi ≤ T i → θi(τi) ≥ θi(T
i) = λi (or −θi(τi) ≤

−λi), and x+ = x at jumps, we have:

σ
∑

i∈Γ∪Φt

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Γ∪Φt

η+i =

∑

i∈Γ∪Φt

(ηi + σ

N∑

j=1

γi(λi −
δi
γi
)(W i

ij)
2), (4.31)

and:

σ
∑

i∈Ψ∪Φs

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Ψ∪Φs

η+i = σ
∑

i∈Ψ∪Φs

N∑

j=1

γi(
1

λi
)(W i

ij)
2

+
∑

i∈Ψ∪Φs

(ηi + σ

N∑

j=1

γi(λi −
1

λi
− δi
γi
)(W i

ij)
2), (4.32)

and:

σ
∑

i∈Ω

N∑

j=1

γiθ
+
i (W

i+

ij )
2 +

∑

i∈Ω

η+i = σ
∑

i∈Ω

N∑

j=1

γiθi(W
i
ij)

2 +
∑

i∈Ω

ηi. (4.33)

Performing the same set partition on U(ξ), then we obtain the inequality:

U(ξ+)− U(ξ) ≤ −σ
∑

i∈Γ∪Φt

N∑

j=1

δi(W
i
ij)

2 − σ
∑

i∈Θ∪Φs

N∑

j=1

δi(W
i
ij)

2. (4.34)

As σ > 0 and δi > 0, according to Theorem 2, then:

U(ξ+)− U(ξ) ≤ 0, (4.35)

with which it is shown that U(ξ) monotonically decreases after jumps.
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Combining eq (4.30) and eq (4.35), the proof is complete and asymptotic

consensus of the LTI MAS, eq (4.1), with the control protocol, eq (4.2), and

dynamic PETM, in accordance with Theorem 2, is guaranteed. Later in Sec-

tion 4.4, we verify the results of this section as well as the performance of

Theorem 2’s PETM with a numerical example.

4.3 Dynamic PETM Construction Incorporat-

ing an Independently Tunable Time-dep-

endent Function

In this section, for the hybrid system H formulated in Section 4.1, we ex-

tend the results of Section 4.2 by modifying the construction of Theorem 2’s

PETM. This modification aims to provide more design flexibility and improve

ETM performance while still guaranteeing consensus of the LTI MAS. The

modification to Theorem 2’s PETM follows incorporating an exponential de-

cay term (time-based threshold) into f i
η. The purpose of the exponential term

is analogous to the contribution from βi(ẑ
T
i ẑi) regarding event frequency, as

mentioned in Remark 3. The caveat of incorporating such a time-based thresh-

old has been mentioned in Subsection 1.2.2. The computation of T i remains

unchanged from Section 4.2.

Theorem 3. Let c = 1
2Λ2(L)

and K = BTP . For H in Section 4.1, consider

V (x) = 1
2
xT (L 2⊗P )x and W i

ij(e
i
ij) = ∥eiij∥, ∀i, j ∈ V . If functions (f i

η, g
i
s, g

i
t)

of the dynamic PETM described by eq (2.12) are as follows:

f i
η = −αiηi + βi(ẑ

T
i ẑi) + δi1e

−δi2t,

gis = ηi + σ

N∑

j=1

γi(λi −
1

λi
− ζi
γi
)(W i

ij)
2,

git = ηi + σ

N∑

j=1

γi(λi −
ζi
γi
)(W i

ij)
2,

(4.36)

where ζi > 0 is a small arbitrary constant, δi1 ≥ 0, δi2 > 0, and the design

parameters αi > 0, βi ≥ 0, ϵiz > 0, ϵiW > 0, ∀i ∈ V , σ > 0, σ1 > 0, and Q > 0

are such that:

Q1 =
((

Λm(Q)− σ1q̃ − 16σ∥A∥2a2maxN − 4σq̃1
)
IN − 2ϵz

)

≥ 0,

E1 = (ϵz − 2Q3) > 0,
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E2 = (εW − 2Nβ) > 0,

And with T i computed through Lemma 1 using:

Cij = aijc∥BK∥,

γi = 0̃
T

i

√

γTγ0̃i, for γTγ = ( q̃ϵ
2σ1

+ 4σa2maxc
2∥BK∥2N2)IN + ϵW ,

then the closed-loop system is asymptotically stable with respect to {x ∈
R

nN |
(
MΛ(L )MT ⊗

√

(P )
)
x = 0} (stabilizing set for consensus of the LTI

MAS).

Remark 8. It can be seen that as t → ∞, δi1e
−δi2t → 0, ∀i ∈ V . Therefore,

as t → ∞, the construction of Theorem 3’s PETM approaches Theorem 2’s

PETM, which we have proven guarantees consensus for the LTI MAS eq (4.1).

Proof. Since we only incorporate an exponential decay term into f i
η of each

agent, the consensus proof of Section 4.2 remains largely the same. The only

change from Section 4.2 is in the “Flow domain” step. As the other steps

of the proof remain unaffected by the incorporation of the exponential decay

term, we choose to omit those steps in this proof to avoid repetition.

Flow domain. Given η̇i = f i
η, where f

i
η is from Theorem 3, we can simply

modify eq (4.29) to:

U̇ ≤ −zT (E1 ⊗ In)z −W T (E2 ⊗ IN)W − 1T
Nαη +

N∑

i=1

δi1e
−δi2t. (4.37)

As a result of the sum of exponential term, it is difficult to express U̇(ξ) ≤
−ψ(U(ξ)), ∀ξ ∈ C. Instead, we employ Barbalet’s lemma introduced in

Section 2.5 to show that as t→ ∞ that U̇ , z,W, η → 0. In order to do so, we

need to show that:

lim
t→∞

∫ t

0

U̇dt ≤ K1, (4.38)

lim
t→∞

∫ t

0

(
zTz +W TW + 1T

Nη
)
dt ≤ K2, (4.39)

where |K1|, |K2| < ∞ are arbitrary finite constants. To show eq (4.38), we

use the fact that E1,E2, α > 0 where we can upper bound eq (4.37) by just:

U̇ ≤
N∑

i=1

δi1e
−δi2t. (4.40)
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Integrating both sides from 0 to t and taking the limit as t → ∞, we can see

that:

U(∞)− U(0) ≤
N∑

i=1

δi1
δi2
,

≤ K1.

(4.41)

Thus, with the above, in accordance with Barbalat’s lemma we can claim that

U̇ → 0 as t → ∞ and that z,W, η are at least bounded. To show eq (4.39),

we first define Λ̄m = min{Λm(E1),Λm(E2),Λm(α)}. Then we can establish an

upper bound to eq (4.37) as:

U̇ ≤ −Λ̄mz
Tz − Λ̄mW

TW − Λ̄m1
T
Nη +

N∑

i=1

δi1e
−δi2t, (4.42)

which we can rearrange as:

zTz +W TW + 1T
Nη ≤ − 1

Λ̄m

U̇ +
1

Λ̄m

N∑

i=1

δi1e
−δi2t. (4.43)

Integrating both sides from 0 to t and taking the limit as t→ ∞, we obtain:

lim
t→∞

∫ t

0

(zTz +W TW + 1T
Nη)dt ≤ − 1

Λ̄m

(
U(∞)− U(0)

)

︸ ︷︷ ︸

≤K1

+
1

Λ̄m

N∑

i=1

δi1
δi2
, (4.44)

≤ K2. (4.45)

Again according to Barbalat’s lemma, z,W, η → 0 as t→ ∞. Combined with

the jump domain proof of Section 4.2, consensus of the LTI MAS, eq (4.1),

with Theorem 3’s PETM, is guaranteed. This concludes the proof. In the

subsequent numerical example, we verify the results of this section.

4.4 Numerical Example

In this section, we consider a numerical example involving a 4-agent MAS

coordinating under the same graph G as in Section 3.3. As a consequence, the

Laplacian matrix representing G is again expressed by eq (3.49). Each agent’s

dynamics is modelled by eq (4.1) where we’ve selected the system matrices as:

A =

[
0 2
−3 0

]

, B =

[
0
1

]

, (4.46)

52



and with the control input protocol following eq (4.2). It can be seen through

the A matrix that the agents exhibit purely harmonic behaviour; thus, triv-

ial consensus through stabilization to the origin is avoided. As well, given

eq (4.46), it can be determined that (A,B) is controllable. For this example,

we select the following design parameters:

c =
1

2Λ2(L)
, (4.47)

K = BTP, (4.48)

Q = diag([0.5, 0.5]), (4.49)

ϵz = diag([0.05, 0.1, 0.15, 0.15]), (4.50)

ϵW = diag([0.05, 0.1, 0.15, 0.15]), (4.51)

α = diag([0.04, 0.03, 0.02, 0.01]), (4.52)

β = diag([0.0027, 0.0022, 0.0032, 0.015]), (4.53)

[ζ1, ζ2, ζ3, ζ4] = [0.0284, 0.08, 0.0824, 0.1244], (4.54)

σ1 =
1

22q̃
, (4.55)

σ =
1

22(16∥A∥2a2maxN + q̃1)
, (4.56)

[λ1, λ2, λ3, λ4] = [0.02, 0.015, 0.03, 0.01]. (4.57)

According to the theorems in this chapter, we obtain:

Q1 = diag([0.3091, 0.2091, 0.1091, 0.1091]), (4.58)

E1 =







0.0382 −0.0064 0.0246 −0.0064
−0.0064 0.0892 0.0236 −0.0064
0.0246 0.0236 0.0526 0.0492
−0.0064 −0.0064 0.0492 0.1136






, (4.59)

E2 = diag([0.0284, 0.0824, 0.1244, 0.030]), (4.60)

γTγ = diag([7.7311, 7.7811, 7.8311, 7.8311]). (4.61)

It can be seen that with our parameter selection, the eigenvalues ofQ1,E1,E2 >

0, thus, indicating positive-definiteness. Following Lemma 1, we calculate the

T is for the agents as:

[T 1, T 2, T 3, T 4] = [0.0011, 0.0014, 0.0008, 0.0018]. (4.62)

Here, due to the contrast in our selection of λi, the computed T i has greater

distinction between one another. For the simulation, we select the asyn-

chronous periodic event-monitoring intervals for the agents as [(sik+1−sik)]∀i∈V =
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Chapter 5

Conclusion and Future Work

In this chapter, we conclude the research and work performed under this

thesis. As closing notes, we present some potential extensions and directions

for future work.

5.1 Conclusion

Motivated by the growing applications and scale of implementation of

MASs, this thesis studies the consensus problem for MASs employing an

event-triggered protocol. Through our literature survey, we discovered that

the research gap involving distributed MAS consensus, under an undirected

graph, where the agents employs RSM sensing capabilities combined with a

dynamic PETM, warranted further study. Addressing the research gap, our

specific contributions consist of establishing sufficient conditions on the design

of the dynamic PETM such that the consensus problem is solved, and deriv-

ing an expression to pre-compute an upper bound on EMIs, individually, for

each agent. To that effect, our research and main results culminated in three

theorems. For each of the theorems, we modelled the MAS under the hybrid

system framework and utilized the Lyapunov stability theorem to prove and

guarantee consensus. The results of the three theorems are summarized as

follows:

1. Theorem 1 establishes sufficient conditions for the construction and pa-

rameter selection of the dynamic PETM such that the consensus prob-

lem identified in the research gap is solved for a single-integrator MAS.

We presented a modified expression, Lemma 1, to pre-compute T i for

63



each agent. In the numerical example, it was evident that Theorem 1’s

PETM resulted in significant savings in sensing resources and triggered

less events while, overall, achieving similar consensus performance as

compared to the CTETM.

2. Theorem 2 extends the results of Theorem 1 from single-integrator agents

to more general LTI agents by updating the sufficient conditions of the

PETM to account for the A matrix. Once again, we see that Theorem

2’s PETM resulted in significant sensing resource saving, but, this time,

at the cost of higher event frequency while consensus performance is

slower compared to the CTETM.

3. Theorem 3 modifies the construction of the dynamic PETM of Theo-

rem 2 to provide greater design freedom in reducing event frequencies

by incorporating a decaying exponential term into the CT dynamics of

the PETM auxiliary variable. The exponential term potentially causes

the state of the auxiliary variable to grow during flow, thus reducing the

likeliness that the triggering condition is violated at jumps (thereby, re-

ducing event frequencies). In the proof, we employed Barbalat’s lemma

to overcome the contribution of the exponential term in satisfying the

conditions to guarantee consensus in the sense of Lyapunov. In the nu-

merical example, for the same LTI MAS, the sensing resource consump-

tion and the event frequency were significantly reduced with Theorem

3’s PETM compared to the CTETM. Additionally, the consensus per-

formance is similar to that of Theorem 2’s PETM, though it comes at

the cost of sacrificing some level of feedback within the PETM.

5.2 Future Work

Some possible extensions and future directions of the work performed

within this thesis are provided below:

1. In applications, when utilizing sensors to measure the RSM, there is

typically measurement noise introduced. One possible extension is to

investigate the consensus performance and ETM performance when dis-

turbance is introduced in each agent’s input ui(t).
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2. With digital hardware, namely, sensors or processors, there is typically

quantization of information that occurs and possibly saturation. These

phenomenons are exacerbated with low-bit hardware that are widely em-

ployed due to their cost-effectiveness. As such, another possible exten-

sion is to investigate the consensus performance and ETM performance

when some level of quantization and saturation are considered within

each agent’s input ui(t).

3. As can be seen in the numerical example for the LTI MAS within this

thesis, it is difficult to pre-determine where the agents will converge in

consensus as it is based on initial conditions and evolution of agents’

states. In other words, it would be beneficial to designers if the final

consensus state can be pre-determined or dictated. One possible ap-

proach is time-varying reference (or target tracking) of a pre-determined

consensus trajectory. For example, a consensus trajectory that follows a

circle where the agents not only consensus with each other but consensus

following this consensus trajectory.
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