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Abstract

M u ltip le -inpu t m u ltip le -ou tpu t (M IM O ) systems th a t use m u ltip le  antennas 

can significantly improve the re lia b ility  and data rate of wireless communica­

tions. M IM O  systems use space-time coding techniques such as orthogonal 

space-time block codes (OSTBCs). However, the use of m u ltip le  antenna in­

creases the com plexity o f bo th  the transm itte r and the receiver. Antenna 

selection is a scheme to  reduce the system com plexity and cost and uses a 

low-rate feedback channel from  receiver to  transm itte r to  improve the perfor­

mance.

In  th is thesis, we derive the b it error rate (BER) of OSTBCs w ith  antenna 

selection for independent and receive correlated Rayleigh channels. Pulse am­

p litude m odulation (PAM ), quadrature am plitude m odulation (Q A M ), and 

pulse sh ift keying (PSK) constellations are used in  OSTBCs. We provide a 

novel ana lytica l framework for the d iversity analysis and approxim ation of 

B ER  to  show approximations for B ER  expressions. As a conclusion the sys­

tem achieves fu ll d iversity order when transm it antenna selection scheme is 

used.
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Chapter 1 

Introduction

Section 1.1 gives a general in troduction  to  m u ltip le -input m u ltip le -output 

(M IM O ) wireless systems. Antenna selection techniques are b rie fly  summa­

rized in  Section 1.2. The contributions and the organization o f the remaining 

chapters can be found in  Section 1.3.

1.1 M IM O  W ireless  S ystem s

The increasing demand for high data rates due to  emerging new technologies 

makes wireless communications an exciting and challenging field. Wireless 

m u ltip le -inpu t m u ltip le -ou tpu t (M IM O ) systems, which employ m u ltip le  an­

tennas at bo th  the transm itte r and receiver, improve the re lia b ility  and achieve 

larger data rates in  comparison to  systems tha t employ single antennas at the 

transm itte r and receiver ends [1 ], [2 ].

Wireless links are impaired by random signal fluctuations known as fad­

ing. D iversity  provides the receiver w ith  m u ltip le  (ideally independent) fading 

replicas of the transm itted  signal and is therefore a powerful solution to  com­

bat fading. D iversity may be achieved using m ultip le  transm it and /o r receive 

antennas.

Space-time codes [3-6] are capable o f extracting spatial d iversity order in  

M IM O  systems w ithou t requiring channel knowledge at the transm itte r. Or-

1
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thogonal space-time block codes (OSTBCs) [4], [5], [7], are p a rticu la rly  a t­

tractive  since they yield the m axim um  spatial d iversity order and, at the same 

time, decouple the M IM O  signal vector detection in to  a number of equivalent 

S ingle-Input S ingle-O utput (SISO) systems w ith  scalar detection, thereby sig­

n ificantly  reducing decoding com plexity (at the expense of spatia l transmission 

rate).

1.2 A n ten n a  S election

For practical applications, the cost and the com plexity o f M IM O  systems are 

significant because of the large number o f radio frequency (RF) chains re­

quired for every active transm it/receive antenna pair. An RF chain comprises 

low noise amplifiers, frequency dow n/up converters, a power amplifier, analog- 

to -d ig ita l/d ig ita l-to -ana log  converters, and several filters, a ll o f which clearly 

increases the im plem entation costs. This increase has hindered the wide de­

ployment of M IM O  systems. For example, the third-generation cellular system 

(3GPP) supports the A lam outi transm it d iversity scheme [4,8] w ith  only two 

transm it and one receive antenna as an option. Also in  the IE E E  802.16 stan­

dard, known as W iM ax  [9], only the A lam outi scheme is offered as an option.

In  the next-generation of wireless standards, where M IM O  adoption is 

needed for higher data rates, com plexity issues have led many researchers 

to  develop methods tha t can reduce the im plem entation cost and re ta in  the 

benefits of M IM O  systems. Antenna selection, which seeks the u tiliza tion  of 

a subset o f a ll available antennas at the transm itte r and /o r receiver, is such a 

technique [10] and [11]. Selecting a subset o f antennas at the transm itte r or 

the receiver is called transmit antenna selection or receive antenna selection, 

respectively.

2
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1.3 C on tr ib u tion  o f  th is  th esis

In  th is thesis we provide a general, exact closed-form BER  analysis o f transm it 

antenna selection and OSTBCs for Independent and correlated fading chan­

nels.

•  The exact BER  for M -a ry  PAM  and Q A M  is derived for a rb itra ry  N  > 2  

transm it antenna selection employing OSTBCs. An approximate BER  

expression for M -P S K  is also derived.

•  The moment generating function (M G F) o f N  largest instantaneous 

signal-to-noise ratios (SNRs) is derived in  [12] but for the generalized 

selection combining (GSC) scheme. Using th is M G F for the transm it 

antenna selection scheme, we derive the exact and approximate BER  

expressions.

•  Using the asym ptotic analysis, the diversity and coding gain o f the sys­

tem are derived. I t  is shown th a t fu ll d iversity order is achieved through 

transm it antenna selection using OSTBCs.

•  The closed-form results and approximations can be computed much 

faster than computer simulations and numerical methods o f analysis of 

performance.

•  The performance problem is complicated because the analysis requires 

the statistics o f the ordered random variables. A lthough m athem atical 

and engineering lite ra tu re  has several thousands papers on order statis­

tics o f independent random variables, very few results are available on 

the order statistics o f correlated random variables. As a result no perfor­

mance analysis is available on transm it antenna selection over correlated 

channels. However, we analyze the performance for receive antenna se­

lection over correlated channels.

3
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Chapter 2 reviews the background and prelim inaries for the whole thesis. 

Chapter 3 presents the antenna selection criteria . The performance o f t r a n s m it  

antenna selection using OSTBCs in  the independent Rayleigh fading channels 

is discussed in  chapter 4. In  Chapter 5, the performance o f OSTBCs w ith  

transm it antenna selection in  receive correlated Rayleigh fading channels is 

analyzed. Chapter 6  concludes the thesis.

4
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Chapter 2

Background

Section 2.1 overviews the m athem atical no ta tion  used throughout the the­

sis. The M IM O  system model is presented in  Section 2.2. Fundamentals of 

d ig ita l communications are reviewed in  Section 2.3. Section 2 . 6  overviews OS­

TBCs. Spatial m u ltip lex ing is discussed in  Section 2.7. Section 2.4 reviews 

the Performance analysis methods for different M -a ry  signal constellations in  

M IM O  systems. D iversity order and Coding gains are introduced in  Section

2.5 for subsequent asym ptotic performance analysis. Section 2.8 provides an 

overview on channel capacity. F inally, some useful p robab ility  prelim inaries 

are presented in  Section 2.9.

2.1 N o ta tio n

This thesis uses || • \\p for the m a trix  Frobenius norm  (i.e. [|H||j? =  \hk,i\2)

The Euclidean norm  for vector h of length n  is ||h|| =  (h\ +  ... +  h^ ) 1̂ 2. Cm 

and C mxn are used to  refer to  the m-dimensional complex vector space and 

the set of m  x n  complex matrices, respectively. The conjugate transposition 

operator is given by H which is also known as H erm itian  operator. The deter­

m inant is represented by det(-). The operator vec(-) stacks the columns o f a 

m a trix  in to  one column vector. The operator <g> is the Kronecker product.

A  c ircu la rly  symm etric complex Gaussian variable w ith  mean p. and vari-

5
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ance a 2 is denoted by z ~  CAf(/j,, a 2). Ey[-} is used to  denote expectation w ith  

respect to  y. The floor of a number is returned by [-J. 5ij is the Kronecker 

delta function.

2.2 S y stem  M od el

We consider a wireless communication system w ith  L t transm it and L r re­

ceive antennas. Let H  & QLr xLt ^g ̂ g  channel m atrix . The quasi-static fla t

Rayleigh fading M IM O  channel for th is system can be represented as [6 ]

h i , i  h i ,2  • • • h L t , i

/i-2,1
H  =

h L r , 1 h L r t  2 • • • h L r ,Lt

where h i t j  is the path gain between transm it antenna j  and receive antenna i .  

The entries o f H  are CA/"(0,1) w ith  positive semi-definite autocorrelation given 

by R =  £ {ve c (H ) v e c ^ (H )}  o f size L tL r x  L tL r . The channel H  is known at 

the receiver while i t  is unknown at the transm itte r. A  lim ited-ra te  feedback 

channel from  the receiver to  transm itte r is available. The receiver uses th is 

channel to  in form  the transm itte r about the selected antennas. N  transm it 

antennas out o f L t are selected and activated for the transmission o f OSTBC 

signal matrices, while the rest are inactive.

In  the presence o f a line o f sight (LOS) component between the transm it­

ter and receiver, the M IM O  channel can be modeled as sum of a zero mean 

complex gaussian channel and a fixed component [6 ],

H = \/iT^fl + VlT¥H” < 2 ' 2 )

where y / K / ( l  +  K ) H  =  £ [H ] is the fixed LOS component of the channel and 

y  1 / ( 1  +  A  )H ,/; is the fading component where H u, is spatia lly  w hite  complex 

Gaussian channel m atrix . The entries o f H  are assumed to  have u n it power.

6
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Tx 1

Tx 2

Tx L

Figure 2.1: M IM O  Channel Model

R x 1

Rx 2

Rx Lr

K  is the R ician K -factor of the M IM O  system. When K  =  0, the channel 

reduces to  the conventional Rayleigh fading channel.

In  the Kronecker model for the correlated channels, the channel m a trix  

is modeled as the product o f the receive correlation m atrix , an independent 

identica lly d is tribu ted  (i.i.d .) complex Gaussian m atrix , and the transm it 

correlation m a trix  [13]

H  =  R y 2H „ R t1/2 (2.3)

where is a L r x  L t m a trix  w ith  i.i.d . circu lar complex Gaussian elements 

w ith  mean zero and variance one, R f and R r are the transm it and receiver 

correlation matrices R r =  £  { h ih ^ }  {i — 1 ,2 ,..., L t ) [6 ]. Thus to ta l correlation 

m a trix  R  is given by

R  =  R f ® R r . (2.4)

The Kronecker model has been verified for non Line of sight (NLOS) [14], 

[15]. However, the accuracy of model has been questioned recently in  large

7
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antenna arrays [16].

Suppose an OSTBC is transm itted  over the channel given in  (2.1). The 

received signals are expressed as

Y  =
N '

H X  + V (2.5)

where the m a trix  Y  G C LrXT is the complex received m atrix , H  is a subm atrix 

o f H , X G C NxT is the complex transm itted  m a trix  and V  G CLrXT is the 

additive noise m a trix  w ith  independent and identical d is tribu ted  entries of 

CJ\f(0, N 0). The coefficient \ J E s/ N  ensures th a t the to ta l transm itted  power 

in  each channel use is E a and independent of number o f transm it antennas. 

Since T  symbol periods are necessary to transm it Q symbols, the symbol rate 

R s of the STBC is defined as Rs =  Q / T .

2.3 F undam entals o f D ig ita l C om m u n ication s

Fig. 2.2 shows the generic transm itte r. The orig inal message is in  form  of 

a d ig ita l sequence o f b its which is generated by an in form ation  source. The 

channel encoder adds redundant b its in  order to  detect/correct transmission 

errors.

The d ig ita l m odula tor maps the message bits in to  symbols from  a constella­

tion  S. Figures 2.3, 2.4, and 2.5 illus tra te  several popular signal constellations. 

M -a ry  pulse amplitude modulation (M -P A M ) can be expressed as

s(t) =  A m  cos27r/ct, 0  <  t  <  r  (2 .6 )

where A M is the signal am plitude o f the in-phase component, f c is the carrier 

frequency, and r  is the symbol tim e duration. In  M - PAM , log2 M  b its o f data

Information Channel Digital communication

bits Encoder Modulator channel

Figure 2.2: Generic transm itte r
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are used to  select from  the set {± rf, dt3d,. . . ,  ± ( M  — l) d } ,  where 2d is the 

m in im um  distance [17] and is related to the b it energy E b as

d
13 log2 M  • Eb

(2.7)I (hP -  1) '

M -a ry  Quadrature Amplitude Modulation  signals are represented as

s(t) — A m  cos 27rfct — A m  sin 2 n fct, 0 < t < r  (2.8)

where A M +  jA m  is the corresponding signal po in t as it  is shown for the 16- 

Q A M  in  Figure 2.4. The in-phase am plitude A M and the quadrature am plitude 

A m  are selected from  the set {± d ,  ± 3 d , . . . ,  ± ( M  — l) r f } ,  where 2d is the 

m in im um  distance between signal and is related to  the b it energy E b same as

(2.7) for the M 2-Q A M  signal constellation.

For phase shift keying (PSK) or phase pulse m odulation, the signals are

00 01 11 10

Figure 2.3: 4-PAM  signal constellation Gray Mapping.

0011 0001 0101 0111
• • • •

0010 0000 0100 0110
• • • •

1010 1000 1100 1110
• • • •

1011 1001 0011 0011
• • • •

Figure 2.4: 16-QAM  signal constellation Gray Mapping.

9
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represented as

m  =  l ,2 ,  0 < t < r  (2.9)

where d is the m in im um  distance between signal points for M -P S K  constella­

tion  and is related to  the b it  energy Eb as

The mapping o f log2 M  data bits to  the M  possible signals may be done such 

tha t the labels of the adjacent signal points differ by one b it. Such a mapping 

is called Gray Mapping and is illus tra ted  in  Figures 2.3, 2.4 and 2.5.

Coded modulations based on Gray mapping may employ only one b inary 

component code. The theory of bit-interleaved coded m odulation was devel­

oped in  [18]. The performance o f coded m odula tion over a Rayleigh fading 

channel can be improved by bit-w ise interleaving at the encoder ou tpu t but 

not considered in  th is thesis. However, Gray mapping offers excellent perfor­

mance in  the AW GN channel [18].

W ith  Gray mapping and zero-mean additive white Gaussian noise (AW GN) 

channel, the exact B ER  of the n -th  b it for M -P A M  constellation is given by [19]

(2 .10)

(2.11)

O il

/

000

100/
9

Figure 2.5: 8 -PSK signal constellation w ith  Gray Mapping.

10
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where the Q -function is defined as
1

Q{x) e 2 dt, x  >  0  

dd,

\ f 7hx

eXP{ ~ 2 Sm‘ 0

and the parameters of the sum are given as

1

B t =  ( - I ) L t J  ^2n_1

(2.12)

(2.13a)

(2.13b)

fl‘ = <a + 1>\/iP?r <2-13c>
The SNR per symbol, p, is defined from  the b it energy Eb and the symbol 

energy E s as
Es lo g o  M  ■ Eb .

P ^ N ~ 0 =  No '  ̂ -1 ^
The SNR per b it 7 b which depends on the rate o f the code used for trans­

mission, w ill be defined la ter in  th is thesis.

F inally, the exact average B ER  of a rb itra ry  M -P A M  can be obtained by 

adding a ll b it  error probabilities and norm alizing by the to ta l bits. T h a t is,
log2 M

*£AM = ^ 7 7  £  <215>
n = l

A  rectangular or square Q A M  constellations can be decomposed to  two 

independent PAM  constellations: I -a ry  P AM  for the in-phase component and

J-a ry  P AM  for the quadrature component, where M  =  I  x  J.  Thus, the exact

average B E R  of A / -QAM is given by
Uog2 1 log2 J

(2.16)pQ A M
r M log.

1 /log21 log2 J \

^ 7y ( E p' W + E ^ ( ™ ) ) -
\ n = 1 m = 1 /

A  tig h t approxim ation for the BER  of the coherent M -a ry  PSK in  AW GN 

channels is given by [2 0 ]
m ax(M /4 ,l)

m ax(log2 M ,  2)
i - 1

2 sin2 ^ w ^ 7b(p} I ‘ 2̂'17̂

11

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



2.4 P erform ance over M IM O  channel

Section (2.3) shows the B ER  for M -P A M  signal constellation using the Gray 

mapping over an AW GN channel. Since the M IM O  channel is a random ma­

tr ix , we take the expectation w ith  respect to  the channel from  the BER  ex­

pression for AW G N in  (2.11):

r-v kn
Piviin] p ) H Q ( A V T b

i= 0

kn

- m J 2 b £̂hM

2

i = 0

I  r * !2

J o

7r/2 poo

e 2sini e7bd9

r [11 J o  J o

D f
£  2 sin- :7b

i = 0 
fc I  r ^ /2

$
i = 0

7T
76

A 2

2  sin 0

h ( lb )d jbde

de (2.18)

where £h [-] is expectation over a ll channel matrices and we have used

I  a2
Q (x) =  — e~ 2Anlf>dQ

II Jo
(2.19)

to  obta in  the above form ula in  respect to  M G F of 7 &.

The exact average B ER  of an OSTBC for M -P A M  in fading is given by

log2 M

Pm{p) = tog\ m  £  p" (n;' ')'
71=1

(2.20)

Note tha t a rectangular or square Q A M  constellations can be decomposed to 

two independent PAM  constellations: Z-ary P AM  for the in-phase component 

and J -a ry  P AM  for the quadrature component, where M  =  I  x  J. Thus, the 

exact average BER  of M -Q A M  is given by

1
Uog2 I

Y  p) + Y  F j(m; (2.21)
. n = l 771=1

12
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oShJh<D
<4-1O

Divers' irder G.

Coding gain

SNR (dB)

Figure 2.6: D iversity order and Coding gain in  the p lo t of p robab ility  of error

2.4.1 A pproxim ate B E R  for M -a ry  P S K

By taking  the expectation o f (2.17) s im ilar to  the derivation in  (2.18), the 

approximate B ER  for M -P S K  and over M IM O  channel is given by

max (M /4,1) / 2

/ 0
Pm (p) -

x(M /4,l)

5 -I. (  sin2 ^ ^ '  
* *  - dO. (2.22)

m ax(log2 M ,  2 ) ^  11 J n " l b  I sin2 9

2.5 D iv ersity  and C od in g  G ains

A  system is said to  have a d iversity order (also called d iversity gain) o f Gd i f

  i- l°g  Bm / 0  oq\^ lim  . (2.23)
Es/No^oo log (E s/ N 0)

The average B ER  at high SNR may be approximated by the expression

Pm (p) * ( G c - P) - g« (2.24)

where Gc is the coding gain, and G(i is the diversity order. The d iversity order 

determines the slope o f the average B ER  curve versus the average SNR p at

13
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high SNR in  a log-log scale, whereas the coding gain (in  decibel) determines 

the sh ift o f the curve in  SNR relative to  a BER  curve given by (p~G i).

In  [21], Wang and Giannakis develop a simple and general method to  quan­

t ify  the coding gain and d iversity order. They show tha t the asym ptotic per­

formance depends on the behavior o f the M G F of the ou tpu t SNR. We w rite

f ( x )  =  o\g(x)], as x —» x 0 (2.25)

if

lim  4 4  =  ° ' (2'26)X0 g{x)

I f  the M G F of <&7i,(s) can be approximated by a single polynom ia l term  for 

s —> oo as

\ ^ b(s)\ =  b\s\-d +  o (s -d), (2.27)

then d is the d iversity order o f the system at high SNRs and the coding gain 

can be derived from  b [2 1 ].

A  M IM O  system w ith  L t transm it and L r receive antennas is said to  have 

fu l l  diversity when it  has used all possible spatial d iversity from  antennas and 

therefore has achieved d iversity order o f L tL r .

2.6 O rthogonal S p ace-tim e B lock  C odes

Receive diversity, i.e., m u ltip le  antennas at the receiver, may not be suitable 

for the dow nlink because the placement o f m u ltip le  antennas on small handsets 

is expensive and d ifficu lt. The m ultip le  antenna burden is preferably placed 

at the base station. This is called transmit diversity. In  th is case the channel 

is unknown to  the transm itte r bu t known to  the receiver. W ith  space-time 

coding, transm it symbols are spread across both  space and tim e [3-7]. In  th is 

section, we give a general overview o f space-time codes. O f these codes, one 

pa rticu la rly  interesting structure (namely space-time block code) is the m ajor 

topic o f interest for th is thesis.

14
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si s2 T x  2

Figure 2.7: A lam ou ti Scheme w ith  2 transm it antenna and 1 receive antenna

One of the simplest and most a ttractive  transm it d iversity schemes were 

proposed by A lam outi [4] for the case of two transm it antennas. For trans­

m ittin g  Q =  2 complex symbols s i and s2 during two tim e intervals uses the 

follow ing transmission m a trix

Note tha t the code rate is Rs =  2 /2  =  1 . Assuming a single receiver, let hx and 

h2 denote the channel coefficients for transm it antenna 1 and 2 respectively. 

The channel coefficients are assumed to  be constant over two consecutive tim e 

intervals. The received signals are given by

We observe th a t the transm itted  signals are effectively m u ltip lied  by \ h i \2 +  \h2\2 

Hence, i f  one o f the paths is in  a deep fade, the other may not.

Space-time block codes derive the ir name from  the fact th a t the encoding 

is done in  both  space and time. A  space-time block code is defined by the

(2.28)

Vi =  hxsi +  h2s2 +  n x, 

y2 — —hxs2 +  h2sx +  n 2. (2.29)

M axim um  likelihood (M L) detection in  (2.28) would be given by

si =  h \y x +  h2y2 =  (| A i |2 +  \h2\2)sx +  n x, 

h  =  h*2yx -  h \y \  =  (|A2 12 +  \h2\2)s2 + n 2. (2.30)

15
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re lationship between the Q -tuple inpu t signal s and the set of signals to  be 

transm itted  from  L t antenna over T  tim e intervals. Such a re la tion is given 

by L t x  T  transmission m a trix  X

where X i j  are functions o f Q -tuple inpu t sequence si ,S2 , - ' '  >SQ and the ir 

complex conjugates. A t tim e slot i , Xi j  is transm itted  from  antenna j .  Since 

Q in form ation  symbols are transm itted  over T  tim e intervals, the rate o f the 

code is defined as R s =  Q /T .  The receiver use a rb itra ry  number o f receive 

antennas L r . The design does not depend on the number o f receive antennas.

Tarokh et al. [5] extended the A la m o u ti’s 2-transm it d iversity scheme to 

more than two antennas. I f

where I  is the iden tity  m a trix , then the code is called orthogonal S T B C  (OS- 

TB C ). I f  the channel coefficients are constant over a period of T  symbols, 

i.e. h i j  in  (2.1) remain constant, then simple linear decoding o f OSTBC is 

possible.

A t the receiver, the L r receive antennas use maximum like lihood (M L) 

decoding. Assuming perfect channel side-inform ation (CSI), the decoder at 

antenna j  maximizes

Since the block coding requires only linear processing at the receiver, the 

decoding can be done efficiently and quickly. Space-time block codes can be 

constructed for any type of signal constellation and provide fu ll diversity.

X  =

x i, i  aqi2 
T M  x 2,2

x i  ,T 

X 2,T
(2.31)

X L U1 X U , T

(2.32)

2

(2.33)

16
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In  general, OSTBC codeword is created from  a set o f Q symbols S i,  s2, ■ ■ ■ , s q  

all taken from  the same signal constellation. A n  L t x T  transmission m a trix  

is form ulated as
Q

X  =  , +  s tB i )  (2.34)
i = 1

where A ; and are matrices tha t satisfy several orthogonality constraints 

[22 ].

The orthogona lity properties o f OSTBC allows a simple linear decoding 

structure [4], [5]. Coding and decoding is performed in  such a way tha t the 

receive SNR of the data stream is [4], [5]

(2.35)

where 7 0  =  Es/ L tN 0. They also allow for a simple upper bound on the prob­

a b ility  of error [10], [7]

PP <  e-T'HnilK (2.36)

Equations (2.35) and (2.36) show th a t m axim izing the channel Frobenius norm  

maximizes SNR as well as minimizes the instantaneous p robab ility  of error. 

This observation is used to  develop the selection algorithm .

Several well-known OSTBCs w ill be used in  the thesis and simulations. 

For L t =  3, Q =  3, T  — 4 the follow ing code is an OSTBC [23], [24]:

Si 0 S2 -S 3

X 3 = 0 Si S3 <!*s 2 (2.37)* cs 
COl

1 - s 3 s? 0

This code has rate Rs =  3/4. A n  alternative OSTBC for L t =  3, tha t has the 

same rate is [23], [24]:

X , =
S l - 4 4 0

S2 4 0 — S;

S3 0 - s i 4
(2.38)

17
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Figure 2.8: B ER  performance o f OSTBCs using 16-QAM.

For L t =  4, T  =  4, Q =  3 the follow ing code is an OSTBC [23], [24]:

S1 0 S2 -S3
0 •Si 4 4

- * 2 -S 3 4 0

*3 - * 2 0 S1

2.7  S p a tia l-M u ltip lex in g

This section describes spatial m ultip lexing, a capacity-achieving M IM O  sig­

naling technique.

In  spatia l-m ultip lexing  [25], a symbol stream Si, s2, •• ■ , Sz,t w ith  s* G S  for 

a ll i ,  where S  is the signal constellation, is dem ultiplexed in to  a space-time 

m a trix  X  , which in  th is case is sim ply a vector (T  =  1)

18
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(  s 1 \

X  =  s = (2.40)

V /
The received vector is

y =  Hs +  v. (2.41)

where £s[ss*] =  (Es/ L t ) l Lt is the power constraint for transmission vector.

In  spatia l-m ultip lexing, m u ltip le  symbols are transm itted  at each channel 

use. Since simple linear combining and single-dimensional detections are no 

longer optim al, the detection methods are more complicated. O ptim a l detec­

tio n  is actually m ulti-d im ensional search where vectors in  S Lt are detected, 

rather than symbols in  S  as was the case for OSTBCs.

2.7.1 M L  receiver

The op tim a l receiver for detecting the symbol vector is the M L  receiver. The 

M L  receiver is given by

This detection minimizes the average p robab ility  o f error and requires an ex­

haustive search over a ll vector symbols s £ S Lt . I f  an M -a ry signal con­

stella tion S  is chosen, the search is performed over to ta l M Lt possible vector 

symbols. Thus, the decoding com plexity o f the M L  receiver is exponential in 

L t . However, there are fast algorithm s like sphere decoding [26], [22].

2.7.2 Sphere decoding

Since signal constellation S  is a discrete alphabet, each Hs can be considered 

as a la ttice  point. The m ain idea behind sphere decoding is only test the 

la ttice  points (defined as Hs) ly ing  inside a hypersphere.

s =  a rgm in  ||y — H s||2.
s esLt

(2.42)
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Let the QR decomposition o f the channel m a trix  H  be

H = [ Q 1) Q 2]
R
0

(2.43)

where R  is an L t x L t upper-triangular m a trix , 0 is the (L r — Lt)  x  L t a ll zero 

m atrix , is an L r x L t un ita ry  m a trix  and Q 2 is an L r x ( L r — L t ) un ita ry  

m atrix . Note tha t here we assume tha t L r >  L t . Thus (2.41) is equivalent to

y ' =  R s +  V (2.44)

where y ' =  Q f y  and v ' =  Q fv  is also an i.i.d. Gaussian vector w ith  mean 

zero and variance N 0.

The la ttice  po in t R s lies in  a sphere of radius d if, and only i f

| y ' - R s ||2 <  d2. (2.45)

Thus (2.45) can be expanded as

Lt

E
i - 1 3=1

< d 2 (2.46)

where r itj ,  (1 <  j )  are nonzero entries o f R. Expanding the le ft hand side of 

(2.46) yields

04 -  r u , u s Lt f  +  ( y ' u - i  -  r L t - i , L t s Lt ~  r L t - i , L t - i s L t - i ) 2 +  • • • +

Lt Lt

£  ( y'-L ~  ^ d2 (2-47)
i= 1

where the firs t term  depends only on S£t , the second term  on S£4,S£t_ 1 and 

so fo rth . For R s to  lie w ith in  the sphere, i t  is necessary tha t each o f the 

terms o f le ft hand side o f equation above be less than d2, which means (y'L — 

r L t , L t s L t ) 2 E d 2 . This is equivalent to

' - d  +  y ’Lt

r L t ,Lt
<  SLt <

d +  y'Lt
. r L t ,Lt

(2.48)
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For each candidate of sLt satisfying the above bound, we subtract value of 

the firs t term  from  both  sides of (2.47). The next step is to  define necessary 

condition for

(y'Lt - i - r Lt_hLt sL t - r Lt_1M- iS Lt^ ) 2 <  = d 2- ( y ' L t - r LuLtsLtf  (2.49) 

which leads to  the follow ing decision bound for S£t_ i

- d Lt_ i +  y'Lt_i -  r Lt_1)LtsLt 

f L t -
<  sLt- i  <

d h t - l  +  V L t - l  ~  r L t - l , L t s L t

(2.50)

The sphere decoder chooses a candidate for j from  the above bound. The

same process w ill be continued for 2 and so on.

2.7.3 V -B L A S T

V -B LA S T  is a simple receiver scheme using sequential nulling and interference 

cancelation [27]. N u lling  is performed by linearly weighting the received sym­

bols to  satisfy the zero forcing (ZF) or m in im um  mean squared error (M M SE)

criterion. Zero-Forcing is used as nulling  step w ithou t detection ordering. Let

h, be the A h column of the channel m a trix  H . Thus, the ZF nulling  vector

w i, i  =  1, 2, • • • , L t is chosen such tha t

w f h j  =  <5y. (2.51)

Thus, the effect of symbols which have already been detected w ill be subtracted 

from  the symbols not detected yet. This interference cancelation improves the 

overall performance when the order in  which the components o f symbol vector 

s are detected is chosen carefully.

Let S(i), S(2) , . . . ,  S(Lt) be the order of the symbols tha t must be detected, 

where (i) is an integer between 1 and L t . Let the received vector y  be y ^ .  

The firs t symbol is then detected as

s(i) = a r g m i n | s - w f y (1)|. (2.52)
s£$
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The next step is to  subtract the interference due to  sp) on the other symbols 

by taking y (2) =  yp ) — sp)hp). Assuming the detection is correct (i.e. sp) =  

sp)), the next symbol S(2) is then detected using ZF nulling vector W(2). Same 

steps are then performed for next symbols by operation in  tu rn  on the modified 

received vectors y (3), . . . , y [Lt).

To find the optim a l order o f detection of symbols, note tha t in  the fcth 

ite ra tion  o f V -B LA S T  algorithm , the signal w ith  maximum post-detection 

SNR among remaining L t — k + 1 symbols must be detected. The post-detection 

SNR for the k th  detected symbol is given by

, _  £ [ N 2]
P(k) ~  iV o N P ' ( }

The V -B LA S T  scheme can also be described by the QR decomposition 

explained in  the previous section.

2.8 C hannel C apacity

In  th is section, we provide an overview on the M IM O  channel capacity. Chan­

nel capacity provides a lim it to  the amount o f in form ation  tha t can be trans­

m itted  across the channel w ith  low p robab ility  o f error.

2.8.1 Channel capacity for Single-user system

Channel capacity of a single user system where the transm itte r sends the signal 

p.d.f. px(%) is given by [28]

C =  max I ( X ]  Y) ,  (2.54)
P x { x )

i.e., channel capacity is m utua l in form ation  between input and ou tpu t signals, 

maximized over a ll possible d is tributions o f the input. The significance o f the 

channel capacity is tha t i f  the in form ation  rate R  from  the source is less than C  

(i.e. R  <  C),  then i t  is theoretically possible to  achieve error free transmission
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through the channel by appropriate coding. In  this case, the length o f the 

channel codes goes to  in fin ity  and the error goes to zero. I f  R >  C,  error free 

communication is not possible.

In fo rm ation  capacity is the m axim um  b its o f in form ation per channel use 

tha t can be transm itted  error-free through the communication channel. For 

an AW G N channel H  which is known and constant, the capacity is

C =  m a x /(A ,  Y \ H )  =  log2( l  +  p) b its /sec/H z, (2.55)
p(x)

where p is the SNR.

In  wireless communications, the channel gains vary due to fading. The 

average m utua l in form ation , ergodic capacity, is defined as

for a system w ith  a single transm it and m u ltip le  (say, L r ) receive antennas.

2.8.2 Capacity of system w ith  M u ltip le  Antennas

In  [2], the capacity o f m u ltip le  antenna systems is derived. The ergodic ca­

pacity for such systems is given by

where the expectation is taken over the d is tribu tion  o f the random m a trix  H . 

The capacity-achieving s is a zero-mean complex Gaussian vector w ith  covari­

ance m a trix  £  [ss^] =  R.s/)pt, where i t  is the capacity-m axim izing covariance 

m atrix . W ith  the optim izing covariance is R s,0pt =  I i t , the capacity becomes

2.9 Som e usefu l p rob ab ility  prelim inaries

C  =  £n  [log2( l  +  p||h||2)] (2.56)

max £  logdet I i r  +  f H R sH
R s> 0 ,trR  s= L t V L t

(2.57)

(2.58)

This section gives pre lim inary m ateria l on p robab ility  useful for performance 

analysis.
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G aussian (normal) distribution: The p d f and cdf o f a Gaussian random 

variable, J\f(y, cr) w ith  mean y  and variance er2 is

1 (# —
/ ( * )  = (2-59) 

V  27rcr

and

F ( x ) =  f  f ( t ) d t  
J — OO
1 1 ,  /  X  — LL

— ' erf 1
2 2 \  y/2  a

= Q  ( Z- ^ )  (2 .60)
<7

where erf(-) and Q(-) are defined as

erf(.-r) =  -^=  f e^dt ,  (2.61)
V 17 Jo

Q W  =  =  (262)

Com plex Gaussian distribution: A  c ircu larly  symmetric complex Gaus­

sian random variable, a),  is a random variable Y — Yr + jYi where each

of Yr and Y, are independent Gaussian d istributed random variables w ith  vari­

ance a 2 /  2 .

Chi-square distribution: Let random variable Y defined as

n

Y  =  J 2 X ?  <2-63)
i = 1

where the X i; % =  1,2, ...,n  are s ta tis tica lly  independent and identica lly dis­

tribu ted  Gaussian random variables w ith  mean zero and variance one. The 

p d f o f Y is

f r ( v )  =  —..V  y >  0, (2.64)
2 * r ( 5 ra)

where T(-) is function defined as

PO O

r  (r )  =  /  f ^ e ^ d t ,  (2.65a)
Jo
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f y ( v ) =  I  - n — j — 7 ^ 2  ! e 2dt, y >  0, (2 .66)

T (r)  — (r  — 1)!, r  e N, (2.65b)

F (r  +  1) =  rT ( r ) ,  (2.65c)

r ( ^ )  =  (2.65d)

This p d f is called Chi-square (or  Gamma) pdf  with n degrees of  freedom. The 

cdf o f Y  is given by

1

/o 2 ? f ( i n ) '

which can be expressed in  terms o f the incomplete gamma function. W hen n 

is even integer, assume m  =  \ n , the cdf is given in  closed-form as

m~ 1 1 r.

FY {y) =  1 -  e~'i ( | )  ’ V ~  ° '
k = 0

This case where n  is even, is o f interest in  next chapters. I t  arises for a sum 

of square magnitudes of a number of complex Gaussian random variables, 

The non-central chi-square distribution arises i f  X i , i  =  1,2, . . . ,n in  (2.63) 

are s ta tis tica lly  independent and Gaussian d istributed random variables w ith  

non-zero mean /i,, i  =  1, 2,..., n  and identical variance a2. Thus, the p d f o f Y  

in  this case is
n —2

M y )  =  h  ( p )  * i ~ P )  • P-68)
where, by defin ition

n

=  (2-69)
i —1

is the noncentral i ty chi-square parameter  and / „ ( • )  is the modified Bessel func­

tion  o f the firs t k ind represented by
OO Ol,( x  \  a  w— . x

2 )  ^ 2 2kk \T (a  +  k +  i y  (2 '7°^

For even integers o f m =  |n ,  the p d f in  (2.68) can be simplified to

M v )  =  7 i T ¥ r V m~le~ ‘& i b n  v. n r  y - 0' (271)(2 ^ 2) ^  (2a2y k \ { m  +  k -  1 )!
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The cdf o f the noncentral chi-square d is tribu tion  w ith  an even integer n  degrees 

o f freedom can be expressed in  terms of the generalized M arcum ’s Q function, 

which is defined as

R a y le ig h  d is t r ib u t io n :  In  cellular radio, the received signal envelope has 

a d is tribu tion  tha t is closely related to the central chi-square d is tribu tion . We 

provide p d f and cdf of generalized Rayleigh random variable R  defined as

where 2Q, i  =  1,2, ...,n  are i.i.d. Gaussian random variables w ith  mean zero 

and variance a 2. The random variable Y  =  R 2 has chi-square d istribution . 

The p d f of the generalized Rayleigh d is tribu tion  can be obtained as

lated to  non-central chi-square d is tribu tion . A  Rice random variable R  is 

defined as (2.74) where X i} i  =  1 ,2 , . . . ,n  are s ta tis tica lly  independent Gaus­

sian random variables w ith  mean and variance a 2. The mean / i  is defined 

in  the same way as noncentra lity chi-square parameter in  (2.69). Thus, the 

p d f o f R  is given by

(2.72)

Thus the cdf can be expressed as [17]

(2.73)

n

(2.74)

.71—1
r  >  0 . (2.75)

^  V 2 '

The Rayleigh cdf for even numbers o f n  =  2m  is

r  >  0 . (2.76)

R ic e a n  d is t r ib u t io n :  R icean-distributed random variable is closely re-

r  >  0 (2.77)
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The cdf o f Rice d is tribu tion  for the special case where m  =  | n  is an integer is 

expressed as

Fr (t ) =  1 -  Qm ( - ,  - )  , r  >  0  (2.78)\cr a /

O rd e r  s ta t is t ic s  d is t r ib u t io n s :  Suppose there are n  independent ran­

dom variables X j, i =  1,2, . . . ,n each having the same p d f f ( x ) and the cdf 

F ix ) .  I f  they are arranged in  ascending order o f magnitude as

^ ( 1) <  X(2) <  ■ ■ <  X (n), (2.79)

then X p), i  =  1, 2, n  is called the i th  order statistic. In  th is section X* are

assumed to be s ta tis tica lly  independent and identica lly d istributed. However,

when these random variables are correlated the analysis of order s ta tis tic  is 

much more d ifficu lt. The p d f of the r th  order sta tis tic  is given by [29]

71 f

/ w W  =  ( r - l ) ! ( n - r ) ! / W F r  W | 1  “  (X80)

and the cdf is

F(r)(x) =  E  ( " )  P '81)
i = r  ^ '

The jo in t p d f o f X p p , X p 2) , ..., X p fc) where 1 <  iy <  ■ ■ ■ <  i k <  n  and 

1 <  k <  n  is given in  [29] as

f ^ - ^ x u - , x k) = ( n i _ 1)!(na_ n i _ 1) ! . . . ( n _ nfc)!

x  F n^ - \ x 1) f ( x 1) [ F ( x 2) -  T ( x i ) ] i2 _ i l_ 1  

x f ( x 2) • • • [1 -  F ( x k)}n~n" f ( x k). (2.82)

M o m e n t G e n e ra tin g  F u n c tio n : The moment generation funct ion  (M G F) 

o f a random variable X  is defined as the sta tistica l average

poo

£ x [ e sX] = $ x ( s ) =  esxf { x ) d x  =  £,x [ f (x ) ] (s )  (2.83)
Jo

where the variable s can be any complex number and is the Laplace transform

of the p d f f ( x ) .  In  the special case when s =  j v ,  j  =  \ / ~ I  and v is a real
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number, the M G F is called characteristic funct ion  and may be described as 

the Fourier transform  o f the p d f f ( x ) .

Assume (2.79) and a random variable is defined from  sum of L  largest 

variables as
n

y =  £  *« ) •  <2-84)
i = n —l + 1

Then the M G F of Y  is given by [12]

$ y (s )  =  Z ^ ^  j  e~sxf ( x ) l F { x ) ] n~l {4)(s, x ) ] l~1dx, 1 <  I <  n  (2.85)

where 4>{s,x) — Jx°° e~st f ( t ) d t .

2.10 Sum m ary

In  th is chapter a brie f overview o f OSTBCs is given. D ifferent receivers such as 

M L, V -B LA S T  and Sphere decoders are introduced. D iversity order and cod­

ing gain are defined. Useful p robab ility  variables and formulas are discussed 

for subsequent performance analysis.
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Chapter 3 

Antenna Selection

This chapter discusses antenna selection for m ultip le-antenna wireless systems. 

The m otivations for antenna selection is discussed in  Section 3.1. Antenna se­

lection can be implemented on transm it and /o r receiver sides. Receive antenna 

selection b rie fly  discussed in  Section 3.2. Transm it antenna selection is dis­

cussed in  Section 3.3. Transm it antenna selection crite ria  based on p robab ility  

o f error m in im iza tion  and capacity m axim ization are discussed in  Section 3.4.

3.1 In tro d u ctio n

M u ltip le  antenna wireless communication systems have recently sparked a sig­

n ificant interest due to  the ir higher capacity and bette r performance compared 

to  SISO systems. The capacity of M IM O  system increases linearly w ith  num ­

ber of receiver or transm it antennas [1,2]. However, the increase in  the number 

o f antennas results in  high hardware complexity. Since additional antenna el­

ements such as patch or dipole antennas are usually inexpensive, the m ajor 

cost factor o f transm itters and receivers tha t employ m ultip le  antennas is not 

actually the number of antennas. A n  R F chain includes high power amplifier, 

low-noise am plifier (LN As), up/downconverter, and dig ita l-to-analog/analog- 

to -d ig ita l converters (D A C s/A D C s) and is expensive. Therefore, the number 

o f antennas may be larger than the number of R F  chains, and, at any tim e
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Figure 3.1: M IM O  antenna selection system

period, only a subset o f antennas via  a low-cost RF switch is used for trans­

mission. Thus, antenna selection reduces hardware com plexity and costs and 

yet keeps the advantages of m u ltip le  antenna systems. A t the receive side, 

antenna selection reduces the complexity. More interestingly, at the transm it 

side, antenna selection not only reduces the complexity, bu t also improves the 

capacity o f the M IM O  system [30], [31], [32] at the cost o f a m in im al amount 

o f feedback. Moreover, fu ll d iversity systems are achievable through antenna 

selection.

Fig. 3.1 shows a M IM O  system w ith  transm it and receive antenna selec­

tion. A n  inpu t b it stream is sent through an encoder and m odulator. The 

space-time encoder converts a single bitstream  in to  symbol streams through 

a proper mapping i.e. G ray mapping and then converts the complex sym­

bol vector in to  N  parallel streams of symbols. Each of these streams is sent 

through an R F chain to  produce signal for transmission through each transm it 

antennas. However, the number o f R F chains are less than transm it anten­

nas (i.e. N  <  L t), thus the R F switch chooses the best N  antennas out o f L t . 

A t the receiver, the RF switch chooses best N r out of L r receive antennas 

(N r <  L r ). The channel seen by the selected subset of transm it and receive 

antennas, is the sub-m atrix FR s G CNrXN, which is obtained by selecting the
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rows and columns of the channel m a trix  H  tha t correspond to  the selected 

receive and transm it antennas. There are ( ^ )  (j^T) possible sub-matrices o f H .

The selection crite ria  are based either on system capacity [33], or b it er­

ror rate (BER) improvement [10], O ptim iz ing  capacity and outage in  spatial 

m ultip lex ing  systems is one approach. The other approach is exploring the 

diversity order and array gain or performance o f system for space-time coded 

systems.

We brie fly review previous antenna selection research and show different 

antenna selection types.

3.2 R ece iv e  A n ten n a  S election

Consider a d iversity reception system where several copies of the transm itted  

signal are received by receiver. Each of these copies experiences different fad­

ing gains by a different path. The receiver combines these copies (known as 

diversity combining) in  order to  maximize the achievable SNR and reduce the 

com plexity o f decoder.

There are several types of d iversity combining. Selection diversity chooses 

the path  w ith  the highest SNR and signal detection based on tha t specific 

path. O ptim a l linear combination o f signals received from  all the different 

paths leads to  maximal ratio combining (M RC) method. Equal gain combining 

(EGC) sim ply add received signal after being co-phased. Generalized selection 

combining (GSC) [34] is a d iversity combining scheme where N r (1 <  N r <  L r ) 

branches w ith  the highest SNR are selected from  to ta l L r branches and then 

combined. Due to  its  ease of im plem entation, GSC is known as a w idely 

employed receive diversity technique. However, compared to  M RC or EGC, 

the error performance in  fading channels is much poorer when the number o f 

receive antennas L r is large.
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3.3 T ransm it A n ten n a  S election

Transm it antenna selection requires feedback from  the receiver side. There 

are combinations of N  transm it antennas out o f to ta l L t antennas. Thus 

log2 (Lj )  feedback b its are required, which specially for the case o f single an­

tenna selection is as low as log2 L,  and is feasible for the practical purposes. 

Aside from  the com plexity reduction which is the same as receive antenna 

selection which has discussed before, transm it antenna selection improves ca­

pacity and performance of system surprisingly. Th is is a direct result o f having 

lim ited  feedback from  the receiver [30], [31], [32],

Transm it antenna selection has recently been extensively studied; a number 

on antenna selection algorithms, various selection crite ria  based on capacity, 

error rates, and outage and performance analysis techniques have been devel­

oped. Capacity o f M IM O  channels w ith  antenna selection is studied in  [35] 

Joint transm it/rece ive antenna selection algorithm s are presented in  [36]. In  

the m ulti-m ode antenna selection scheme [37], bo th  the number o f trans­

m it antennas and mapping of substreams to  antennas are dynam ically ad­

justed to  get the better performance. However, in  th is system spatial m u lti­

plexing w ith  linear receiver is used over transm it antennas selected. H ybrid
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selection/m axim al-ratio  transmission is proposed and studied in  [38] where the 

best N  antennas out of to ta l L t are selected, and then combined to  reduce the 

com plexity o f system. The outage probability , capacity and SER of antenna 

selection scheme in  M IM O  systems are also given in  [38].

A  method to select op tim a l set of antennas based on capacity maxim iza­

tion  is given in  [39]. Gore et al. proposed a method for op tim a l selection for 

transm it antennas for rank deficient channel matrices based on capacity m axi­

m ization [40]. These results were fu rthe r generalized and several fast methods 

for transm it antenna selection are proposed in  [41], A  correlated selection al­

gorithm  is presented in  [42] where the subset o f transm it (receive) antennas 

are selected in  order to maximize the determ inant o f the transm it (receive) 

subset selection. This result is based on capacity m axim ization o f antenna 

selection over correlated channels.

I t  is shown in  [30] tha t optim um  signaling for largest ergodic capacity is 

generally different w ith  antenna selection than w ith o u t antenna selection. I f  

the outage p robab ility  is used as a performance m erit such in  wireless local 

area networks, transm it antenna selection crite ria  are different. In  [43] the 

active transm it antennas are selected to  m inim ize the to ta l transm it power 

among users in  correlated m ultip le  access channel to achieve a target outage 

p robab ility  and a data rate of each users. Comprehensive surveys on antenna 

selection can be found in  [11,36].

Transm it antenna selection has recently been studied; a number of an­

tenna selection algorithms, various selection crite ria  based on capacity, error 

rates, and outage and performance analysis techniques have been developed. 

Comprehensive surveys can be found in  [11,36]. A lthough receive antenna 

selection w ith  various channel/correlation models have been w idely studied 

(see [44-50]), the analogous results are lim ited  for transm it antenna selection. 

This thesis w ill discuss the performance analysis o f transm it antenna selection 

and OSTBCs in  fading channels.
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The symbol error rate (SER) performance o f transm it antenna selection 

combined w ith  OSTBCs is analyzed in  [51]; however, the results are not in  

closed form. The asym ptotic error performance o f single transm it antenna 

selection and receive m axim al-ra tio  (M RC) w ith  generalized selection criterion 

is investigated in  [52]. In  [53], the SER formulas o f combined single transm it 

antenna selection and receive generalized selection combining is derived. In  

th is scheme the receiver firs t selects best receiving antennas for each transm it 

antenna and then selects the best transm it antenna based on received SNR. 

Again, the formulas are le ft as integrals and numerical method are needed. 

The exact b it error rate (BER) performance o f only two transm it antennas 

w ith  BPSK signals using the A lam outi scheme is derived in  [54], [55]. In  [56] 

the asym ptotic b it error performance of the A lam outi scheme w ith  transm it 

antenna selection is investigated for imperfect selection o f antenna subset. 

Transm it antenna selection schemes, most discussed only over independent 

Rayleigh fading not for the correlated cases and for other kinds o f fading.

3.4 A n ten n a  S e lectio n  based  on  C apacity  M ax­
im ization

Transm it antenna selection is achieved through a feedback from  the receiver. 

However, the transm itte r does not know H . The system chooses the best N  

transm it antennas and sends the symbol vectors through the selected subset. 

Therefore, the received signal vector can be defined as

where s € CiV is the symbol vector transm itted  from  N  transm it antennas 

and selected from  a rb itra ry  signal constellation S. E s is the to ta l transm is­

sion power and v is the noise vector o f size L r which has i.i.d . entries of 

CAf(0, No). The channel model is provided as in  (2.3). In  fact, the chan­

nel seen by the subset is the sub-m atrix, H ^s , th a t is obtained by selecting

(3.1)
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the rows and columns o f the channel m a trix  H  corresponding to  the selected 

antenna subsets. The optim al subset of selected antennas gives the largest 

m utua l in form ation  between the transm itte r and receiver. The capacity w ith  

antenna selection is thus given by [35]

CAS =  max log det ( l Lt +  — - U asVLa s ]  • (3-2)
Has y  iVoM  /

The m axim ization is over a ll possible N r x N  sub-matrices o f H . Therefore, 

the op tim a l antenna selection channel subset H as,opt is given by

H AS,opt =  arg max log det ( l Lt +  ) (3.3)
Has \  L t j

A  closed form  solution for th is crite ria  is quite d ifficu lt. For receive antenna 

selection, lower and upper bound of Cas can be found in [35] and [57].

3.4.1 A ntenna Selection for O STB Cs

W hen OSTBCs are employed w ith  antenna selection, the p robab ility  of error 

can be upper bounded by

Pe <  e-£U H^ ilF . (3 .4 )

G iven th a t the channel subset H ^ s  is selected, the instantaneous SNR of 

the received signal 7 as is given by [6 ]

IAS =  (3-5)

where N  is the number of transm it antennas selected. Since above upper bound 

is enough tig h t and in  a communication system m axim izing SNR minimizes 

the p robab ility  of error, thus the optim al rule is to  choose to  m inim ize 

the p robab ility  o f error. Therefore, the selected sub-m atrix has the largest 

Frobenius norm o f a ll possible sub-matrices of the channel m atrix :

H as,opt =  arg max ||H A5|||,. (3.6)
H as
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Transm it antenna selection corresponds to  the selection o f a set o f columns 

o f the channel m atrix . Since the Frobenius norm  of a m a trix  is equal to  the 

sum of norms o f its columns, transm it antenna selection leads to  selecting the 

number o f columns of the channel m a trix  H  w ith  the largest norms. Assume

H  =  [h 1h 2 - - - h i t ] (3.7)

and order the columns o f H  w ith  respect to  the ir norms as

|h(i)| >  |h (2)| >  • • • >  |h ( i t )|. (3.8)

Then selecting N  transm it antennas out o f L t antennas gives the transm it 

antenna selection channel m a trix  as

H t a s  =  [h ( i)h (2) • ■ • h(jv)] . (3.9)

3.5 Sum m ary

The cost and hardware com plexity of M IM O  wireless systems can be reduced 

by reducing number o f active antennas. This is feasible through antenna selec­

tion. Moreover, transm it antenna selection also improves the capacity o f the 

M IM O  system and gives better performance. W ith  m in im al number o f b its 

o f feedback, transm itte r chooses the best set o f transm it antennas. Transm it 

antenna selection crite ria  include m axim izing the capacity o f system after se­

lection which leads to  selecting antennas through exhaustive search a lgorithm  

w ith  capacity as an objective function. M in im iz ing  the error rate and there­

fore m axim izing achievable received SNR leads to  selecting transm it antennas 

which have highest norms o f the corresponding channel column.
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Chapter 4 

Performance of OSTBCs over 
Transmit Antenna Selection

In  th is chapter, we analyze the performance o f transm it antenna selection 

w ith  OSTBCs over independent Rayleigh fading channels. For th is purpose, 

the M G F of the received SNR is needed. Using order statistics, exact B ER  

expressions are derived in  Section 4.3. Section 4.4 presents an asymptotic 

performance analysis. D iversity and coding gain of this system are derived. 

Numerical results, simulations and conclusions conclude the chapter.

4.1 S y stem  M od el

Fig. 4.2 shows a M IM O  system w ith  OSTBC w ith  transm it antenna selection. 

Gray mapping o f signal constellation symbols is used. The OSTBC encoder 

produces an space-time block m a trix  for transmission over T  tim e slots and 

over N  transm it antennas which are selected based on the crite rion  o f selection 

to  m inim ize the error rate o f the system. To ta l transmission power is divided 

by N  number o f active transm it antennas to  fix  the to ta l transmission power 

E s. The modulated signal waveforms are sent over the Rayleigh fading channel. 

The channel is assumed to  have quasi-static fading which means the channel 

parameters are constant complex values over T  tim e slots, one block period 

but may change from  one block period to  the next T  tim e slots.
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In  th is chapter, we assume tha t the transm it and receive antennas have no 

correlation (i.e. R r =  I Lr , R t =  I #  ). F ina lly  the received signal is processed 

by the OSTBC decoder. Due to orthogonality p roperty of OSTBCs (2.32), the 

decoder can detect each symbol separately and treat the M IM O  system as an 

equivalent number o f SISO systems. Thus, this eases the decoding complexity.

4.2 T h e received  S N R

W ith  OSTBCs, the M IM O  system is equivalent to  Q independent single input 

single ou tpu t (SISO) systems defined as [5], [3]

s<i +  ^  (4-1)

where uq ~  C M  ^0, -~-||HTi4 5 |||,V o^ . We conclude tha t the SNR per b it w ith  

an M -ary constellation is

E h 1
7b(p) H T A S \ \ f cp||H:tas 'Hf (4.2)

N 0 RSN  log2 M

where p =  ^  is the SNR per channel and c =  1 / ( R SN  log2 M ) .  Therefore, 

the antenna selection crite rion  in  (3.6), which selects N  transm it antennas, 

maximizes the instantaneous SNR and thereupon minimizes the error rate.

OSTBC
Encoder

Gray Symbo 
Mapping

bit 
Mapping

Rayleigh flat MIMO channel

bits

8-PSK

Transmit Antenna Selection 
(N antennas selected)

b iu  i>l Ib f 'd b n c k

channel estimation

Figure 4.1: M IM O  OSTBC w ith  transm it antenna selection.
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Figure 4.2: OSTBC M IM O  system is equivalent to  Q  independent SISO sys­
tems

Thus, as discussed in  Chapter 4, the antenna selection crite rion  involves se­

lecting selects a subset o f antennas which m inim ize the error rate of system 

and therefore m axim izing the SNR of the system. We have

H  T as,opt =  a rg m a x 7 ft(p)
Htas

=  arg max c/911 H t a s  11 f  
Htas

=  a rg m a x ||H TAs||F-
HtAS

(4.3)

Let the scaled norms o f the columns of H  be j k  =  cp||hfc||2, k — 1 ,2 ,..., L t . 

M axim izing the SNR is equivalent to  maximize the Frobenius norm o f the 

transm it antenna selection sub-channel. The Frobenius norm  o f a m a trix  is 

equal to  the sum of the norms o f its  columns. Thus, optim al transm it antenna 

selection yields a sub-m atrix of the channel m a trix  H  w ith  the columns w ith  

highest norms. In  transm it antenna selection (3.6), the best N  antennas w ith  

the largest -p'fc are selected. Assume tha t

7 ( i )  >  7 (2 ) >  • • • >  7 (Lt ) (4.4)

or equivalently

|h(i)| > |h(2)| > ••• > |h(Lt)|. (4.5)

Thus, the received SNR per b it (4.2) is the sum of N  largest order statistics
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7(i) =  c/9||h(j) ||2, i  =  1, 2 , L t and can be w ritte n  as

N

lb  =  S£ J l(k)- (4.6)
k=i

4.3 B E R  E xp ression s

Now th a t we have derived the received SNR, using the relations between M G F 

of the received SNR and B ER  in  Section 2.4, we w ill obta in the closed-form 

expressions of BER  for M -P A M , M -Q A M  and M -P S K  signal constellations.

4.3.1 M -ary  P A M  and Q A M

Recall from  last section tha t j k  =  cp||hfc||2, k =  1,2, are the scaled

norms o f the columns of H , which are the received SNR from  the k th  transm it 

antenna. In  an independent fla t Rayleigh M IM O  channel, 7 *,, k — 1 ,2 ,..., L t 

are i.i.d. chi-squared variables w ith  p d f [17]

A ‘ W = M E v ^ T j P * ' ’ ' x ~ °  < 4 - 7 )

and the cumulative density d is tribu tion  (cdf) is given by [17]

F 7 * )  =  l - V * / - £ l ( P ) \  z > 0  (4.8)

The received SNR from  the (/c)th transm it antenna, k =  1, 2, are 

a set of order statistics (4.4). Thus, the M G F of the sum o f N  largest order 

statistics is given by [1 2 ]

*-» (« ) =  N ( j y )  J0 1 < N < L t

(4.9)

where 4>l k (s,x)  =  e~stf l k (t)dt. S im ply by changing variables in  th is inte­

gral, an other version o f the M G F is given by [12]

$ 7b(s) =  (L t - A T) ( f y  JQ 1 < N < L t

(4.10)
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T he function 4>l k {s, x) can be simplified as

<̂7k{s, x)

(cp)L- ( L r -  1)!
t Lr - i e- t ( , + ± ) d t

(*+ £ ) g  Xk (s +

(°p)Lr (s +  i) k= 0
k\

(4.11)

Therefore, substitu ting  these results in to  (4.9) the M G F of the received SNR 

for transm it antenna selection is

L t - N

< M s ) —N l . \  r  x L r - l e ~x(s+cp)

N j  Jo {cp)L r {L r — 1 )! k= 0

(*+£) +

( cP ) L t ( s  +  *= o
k\

N - 1

(4.12)

The second term  w ith in  the integra l above can be expanded as 

1 -  e~x/cp
k= 0

k\ \ c p

L t - N

=  J N - i y
i=0

L t - N

i=o

Lt — N

L t - N

_  ] X

e cp

'Lr- l

k= 0

J X

e Y  a n T,j)
n = 0

(4.13)

where aim,n  ̂ is the coefficient o f x r im  expression

Vn—1 u 
  XE

Lfc=o k\
(4.14)

Using th is expansion in to  the M G F expression in  (4.12), s im ilar to  s im pli­

fication done in  [58] the M G F  closed-form expression can be obtained as [59] 

and [60]
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1 1

\  L r ( N - l ) - r  /  \  l + r + L r

5 ; + * )  R ( N + j )  +  N s )
(4 .15)

Therefore, the B ER  for the P AM  signals can be obtained from  (4.15) and 

(2.18) as [59] and [60].

P m (p )
2 1 V © 1

log 2 M  kn ( L r - 1 ) ( N - 1 )

EEs. E -(L r , N - 1)

X

n = l  i= 0
j ( L r — 1)

r= 0M lo g 2 M [ ( L r - l ) r

L t ~ N

Isl ' l  j(_1)' §  ai (M  +  j ) ' + ^

cpD 2 IVcpD2

Lt  — ( i r (/ + r  +  L r — 1 )!

x  I

where 

/ ( c i , c 2 ;m i,m 2) =

2 ’ 2(iV +  j )  

1

TT) L r ( N  1) r , I r  Lj

7r
sin

mi

sin 9 +  c i J  \s in 'i 6/ +  C2

sin2 6 m 2

(c i/c 2)m.2 -1 ■TO2 - I

2 (1  -  C i/c2)mi+ m2- l

m i —1 /  \  k
C1 V '  C1

fc=0 C2

c2
fc=0

; E 1 - M TM d )C2

is the in tegration which has been evaluated in  [61]

Rk

(4.16)

(4.17)

Sk =

m2—1
  E>

' j /'mi+m2- 1\ 725
= 0  V 72 /

(4.18a)

(4.18b)

42

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



7712

i4 = (-l)m2-1+y  „ TT (rn1 +  m 2 - n ) ,  (4.18c)
mo — I)

v z '  n = l , n ^ k + l

4 (c )  =  1 -  J -
+  C

’ * (2 n -  1 )!!
^  n\ 2 n( l  +  c)r
n = l  v 7

(4.18d)

4.3.2 M -ary  P S K

Using the tig h t approxim ation for the B ER  of the coherent M -a ry PSK in  

AW G N channels in  (2.17), the B E R  for M -P S K  can be approximated as

m a x ( M /4 , l )  / 2  /  2 (2i - l ) n  \

PM (p) ~ -----------------  V  -   dd. (4.19)
m ax(log2 M , 2 ) ^  it J0 7 ^  sin2 0 J

Thus using the same integral s im plification in  previous section, the exact BER  

expression is given by

O h r ( L t \  1 m a x ( M /4 , l )  ( L r  —l ) ( jV —1)
p  ( \  _  N )_____________ 1 Y - '  'S T ' (Lr ,N—l)

M m ax(log2 M ,2 ) [(L r -  1 )!]*  ^  ^

x -  } 3 ( ^ j )  (z + r + Lr  ~  1) !
V 3 )  (/V +  ^ + l ,

X 1 ( c^ 2’ ( ^ f ) ; 4 r(A f -  1) -  r,Z +  r  +  L r )  (4.20)

where ^  =  sin -2T ^ - .1 M

4 .4  A sy m p to tic  perform ance A n alysis

In  th is section, we find asym ptotic performance, d iversity order and coding 

gain of the system.

Recall tha t i f  the M G F of 4>7i (s) can be approximated by a single polyno­

m ia l term  for s —>■ oo as

\®lb(S)\ =  b\s\-d +  o (s -d) (4.21)
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then d is the d iversity order o f the system at high SNRs and the coding gain 

can be derived from  b [21]. Thus, to  obta in  the coding gain and diversity order 

o f the system, the approximate M G F is needed as s —> oo. Note tha t

+  00 /  \ L,
( - z ) k

E
fc= 0

k\

Lr ' - z ) k zi
E k\

Thus we can approximate FJb(x) in  (4.8) as x  —> 0

L r —1  ̂ * \ k

' - ' ■ ’ - - - • g s f e )

and note tha t

e s f 7k(t)dt =
(s +  TP)Lr (°P)Lr k = 0

k\

By substitu ting  these in to  (4.9), the M G F can be obtained as

* & * )
(cp)LrN(L r — l)!(s +  j ^ ) LrN Jo

—x N ( s + — ) L r —1

h { ^  + ° {xLr)

U - N LJ -^  x k(s +  —\kv cp'

. k=0
k\

N - 1

(4.22)

(4.23)

(4.24)

(4.25)

dx. (4.26)

To show tha t the M G F is o(s Gd), we ignore the o(xLr) term  in  the second 

term  o f the integral,

<PJb(s) ~ N
I

N J  (c/o)i r i t (L r !)i t ~iV+1(s +  -^ )LrN

i =0

3 p  00

a,j ( s +  —  ) I  e xN(s+cP)x Lr(Lt N+L+ j  l dx
c p ;  Jo

(4.27)
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in which a,- is the  coefficient of xJ, j  =  0 , 1 , (L r — 1 ) (N  — 1), in the  expansion

Lr — 1 Rx K
E
k = 0

k\

J V -1

(4.28)

Since we have

e axPm{x)dx  =
m!pm
a m + l (4.29)

where Pm(x) =  a polynom ial o f degree m  w ith  respect to  x,

$ 76(S) = (cp)LrLt(L r \)Lt ~ N + 1 N Lr ~N+1)

% \Lr ( L t -  N  +  1 ) +  j  -  1]!
E
j =o 

1

N3

+  o(s i r i t ) ) as s —>■ oolU r L i( s + - )'  Cp '

For nota tiona l brevity, we define

(4.30)

(Lr  —1)(V —1)

=  E
ai  [Lr (L t — N  +  1) +  j  — 1]!

j = 0
N3

(4.31)

We substitu te the approximated M G F in to  (2.18) to  approximate the B ER  as

% \  2 L r
PM(p)

N )  M  log2 M  (L r ' )Lt - N+ l N LrP t~N+L
log2 M  k n

x  E  E B - ^  (B i W 2) (4.32)
71=1 7=0

where [61,62]

1 f 2 (  sin

77 Jo \  c +  sin
dd

-i /  i----------- \  m  rn—1 / m —l + k \  /

- i x - m  e V ( . _ ^ y
l + p j

to  find the approxim ation o f M G F above, we need to  know the lim it

lim  I m(fi) =
[l »oo \ m  J 2Zm+l pm

(4.33)

(4.34)

45

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



Thus by using th is lim it, (4.34), we can find

l im  P (n) = ___________ 2 N ^ Lr___________ "
M " >  M log2 M ( L r \)Lt~N+1 N Lr(Lt~N+1^

/ lo g 2 M  kn n  \  ( 2 L r L t \

X X ]  X /  j j 2 L r L t J 2L rLt+l (^Cp ^ L r Lt  ( 4 . 3 5 )

and compare it to (2.24) to obtain the coding gain and diversity order of system 

as

G =  f ^  ^ r!Z_ _C \  \ N J M \ o g 2 M  ( L r \ ) ^ - N +l N Lr(Lt~N+l)
 1_

/ lo g 2  M  lzn j-y \  / 2 L r L t \  ^  &d
x I B i _  I _ v ;EE T~\2Lr L t  I O Lr L t~ \- ls *L rL t (

\  n = l  i= 0  U i  /  Z C J 
Gd = L r L t . (4.36)

Therefore, i f  N  antennas corresponding to  the largest received SNRs are se­

lected, a fu ll d iversity order of L r L t is obtained.

4.5 N u m erica l R esu lts

In  th is section, we consider the orthogonal design proposed in  [5], [3], w ith  

the rate 3 /4  and 3 <  L t <  6  transm it antennas. The M IM O  system which 

has been chosen for sim ulation and numerical results is shown in  Fig. 4.3 In  

order to  use th is orthogonal space-time block code, we select N  =  3 transm it 

antennas. Fig. 4.4 compares the exact expression (4.16), the approxim ation 

(4.30) and (4.32), and the Monte Carlo sim ulation results for the system w ith  

L r =  2 receive antennas, a ll using 16-QAM. Note tha t (5.45) asym ptotica lly 

approaches (4.30), which is a tig h t bound o f (4.16) at high SNRs. Fig. 4.5 

shows the exact B ER  for (L t ; N , L r ) systems, where the OSTBC is transm itted  

over N  selected antennas o f L t available transm it antennas. L r is the num­

ber o f receive antennas in  the system. Again, 16-QAM is used to  show the 

general forms of BER  expressions.Therefore, i f  N  antennas corresponding to
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OSTBC
Encoder

_  3

MIMO channel

I ransmit Antenna Selectior 
(3 antennas selected)

'gv La 'J I»it s ot Ii'f 'd b fic k

Figure 4.3: M IM O  system using OSTBC of rate 3 /4  and 3 transm it antenna 
selected

the largest received SNR, or j b, are selected, a fu ll d iversity order o f L r L t is 

obtained.

4.6  C onclusion

In  th is  chapter, we have derived the performance of transm it antenna selection 

and OSTBCs. The exact BER  expressions for M -P A M  and M -Q A M  and an 

approximate B ER  for M -PSK were derived. O ur results are sufficiently general 

to  handle an a rb itra ry  number o f antennas, unlike the previous results. More­

over, we d irectly  derived the BER, not v ia  the symbol error probability. As 

expected, we find tha t th is scheme achieves fu ll d iversity order asym ptotica lly 

(i.e., L t not N ),  as i f  a ll the transm it antennas were used.
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-*— (3;2,2) -  Exact 
-*— (4;2,2) -  Exact 
-■*— (5;2,2) -  Exact 
o  (3 ;2,2) -  Approximation (2) 
o (4;2,2) -  Approximation (2) 
o (5;2,2) -  Approximation (2) 
D (3;2,2) -  Approximation (1) 
a (4;2,2) -  Approximation (1) 
D (5;2,2) -  Approximation (1)

Figure 4.4: Comparison between exact B E R  for (L t , N ] L r ) systems, selecting 
optim al N  transm it antennas out of L t w ith  L r antennas in  receiver, using 
16-QAM and approximations derived in  (4.32) and (4.35) and diversity and 
coding gain approximated BER  in  (4.35).
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-5
10 '

1010

—*— (3;2,2) 16-QAM 
—53— (4;2,2) 16-QAM 

— (5;2,2) 16-QAM 
—1>— (3;2,3) 16-QAM 
—a— (3;1,2) 16-QAM

■1510'
5 10 15 20 25 30

p(db)

Figure 4.5: Exact B ER  derived in  (5.45) for (L t ; N , L r ) transm it antenna 
selection systems, using 16-QAM
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Chapter 5

Performance of OSTBCs over 
Transmit Antenna Selection in 
R eceive Correlated Channels

In  th is chapter, we analyze the performance of transm it antenna selection 

using OSTBCs in  receive correlated Rayleigh fading channels. Using order 

statistics, we derive the exact expressions for the M G F of the received SNR 

in  Section 5.2 and Exact B ER  expressions in  Section 5.3. Section 5.3 also 

presents the asym ptotic performance analysis. The d iversity order and coding 

gain are obtained.

bits bits

Receive correlated 
Rayleigh flat MIMO channel

channel estimation

Transm it Antenna Selection 
(A/ ant id)

io g 2 G )  b it s  o f  fe e d b a c k

Mapping
Gray Symbol 

Mapping
OSTBC
Receiver

OSTBC

Receive correlation R r

Figure 5.1: M IM O  system using OSTBC over Transm it antenna selection in 
Rayleigh fla t fading channel w ith  receive correlation R r
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5.1 S y stem  M od el

Fig. 5.1 shows transm it antenna selection over receive correlated channels. The 

OSTBC encoder is used to  encode symbols in to  space-time block m atrix . The 

correlation between receive antennas can be represented by receive correlation 

m a trix  R r o f size L r x  L r . However, there is no correlation between the 

transm it antennas. Thus we can treat the received SNR from  each transm it 

antenna independently. Using the Kronecker model (2.3), we find

H  =  R ^ H ™  (5.1)

where R r =  ^ { h j h f } ,  i  — 1 , 2 wi t h the assumption tha t the receive 

correlation is sym m etric between receive antennas. The to ta l correlation ma­

t r ix  has a block structure given by

R  =  l i t  O R r

R -r 0  L r x L r

  ® L r x L r R r

B
0 L TX L r ' ' ‘ 0 L r

Since, there is no transm it correlation, thus the antenna selection c rite ria  s till 

selects the transm it antennas w ith  highest norms o f the corresponding columns 

in  the channel m a trix  H .

5.2 T h e received  S N R

Recall th a t jk  =  cp||hfc||2, k — U 2,..., L t , are the scaled norms o f the columns 

of H , which are the received SNR from  the fcth transm it antenna. Note tha t 

there is no correlation between transm it antennas and therefore the received 

SNR from  each transm it antennas, 7 *,, are an independent sequence of random 

variables. Since, the entries o f each vector h, are correlated w ith  the correlation
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m a trix  R r , then the M G F of 7  ̂ denoted by ip-yk(s) is given by [6 ]

1
t M * > = £ «  k m = n (5.3)

fjj- 1 +  scpXi

where A i , A m are the non-zero eigenvalues o f R r . W ith o u t loss o f generality, 

we assume tha t Ai >  A2 >  • • - >  \ m >  0 and there exist L  d is tinc t values Q 

w ith  m u ltip lic ity  C7  for i  =  1, 2 , L  in  A*’s. where 0 7  +  a 2 +  ■ ■ ■ +  0 7  =  m. 

Therefore, the M G F of 7 & can be rew ritten  as

'k /  1 \  ~ a q

(5.4)
M p ) y Cp(q

^ ( p ) =  Using pa rtia l fractions, the M G F can be sim plified as

L Oq

< M s) =  ( s +  7
9=1 (=i

(5.5)

where aq =  cp(q and 

=  1 1
g(aq- 1)

A(p) (aq — 1)! I 9s“9_1 n (*+
U=i

07
(5.6)

Therefore, p d f o f 7  ̂ can be obtained by the inverse Laplace transform  of

(5.5) [63]. We must find the p d f as

L aq
X'I- 1

9= 1  (= 1  

L

■ '^ 2  e aq Pq (x
9=1

( / - ! ) !

(5.7)

where Pq{x) =  ^ £ 1  { i- i) \x l 1 a polynom ia l in  x  of degree a q — 1 and PqK>(x ) 

is the k -th  derivative o f Pq{x) w ith  respect to  x. Therefore, the cdf of 7 *, would

(*)/
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be

L  c*„

^ ik  (x ) ~  y i  v i  Pq,iaq
q =  1 «=1 

L

— 1 i /  \  fc
1 / X

fc=0
A;! V cr,

a„ —1

g = l  fc=0

L

i - Y , e~x/aqQ ^ x )

fc+1
<?

(5.8)
9=1

where Qq(x) — Y lk=o1 T ^ ( x ) c r fc+1 is a polynom ial in  x o f degree a.q — 1 . I f  

there are no m ultip le  eigenvalues, (i.e. a q =  1 for q =  1, 2 ,..., L ), the M G F of 

can be rew ritten  as

FT a r - 4 . l V 1
A (p )* M 5) -  7 7 ^ n f s +  ~ : )  - V ^ f s +  F

9=1

where A(p) =  n l i  an(l

Pq = n
J=1j A  v j q

9=1

1 1

(5.9)

(5.10)

Therefore, p d f o f can be obtained as

•M ® ) =  X ) # » e ^
9=1

(5.11)

and the cdf o f th a t can be found as

F l k {X ) =  1 -  V ^ 9e  f f ?- (5.12)
9=1

For the general case, to  obta in  the M G F, using (4.9), we find tha t

L  /  L  \  L t ~ N ~ lL \  n oo

N I o 9=1

« 7, M  =  (L , -  N ) 1 ^ V ^ ^ x )  l - ^ e - ^ Q g ( x )
9=1

“B_1 Pik\x)
N

v 9 = l fc=0  (5+ V fc+1

(5.13)
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Note tha t
e sx ^ - \  P (k\ x )

Pm {x)e- ~ d x = ^  ( 5 i4 )
J k= 0

where Pm(x ) is a polynom ial in  x  o f degree m  and P ^ ^ x )  is the £>th derivative 

of Pm(x) w ith  respect to  x. Thus, we find tha t

/ n  p i .  /  _ L  \ Lt~N~ 1
$ 7b(S) = ( L t - i V ) i

/>00 ^ ^ \  
j f  P ,(x )  |^ 1  -  g e - ^ " Q , ( x ) j

/  L \  ^
X ( y V * < * + »  ^ (x; f  I dx 

( » + £ > " ■ /
(5.15)

where Rq(x ; s) =  P < t \x ) { s +  i^ ) 013 fc *• B y expanding (5.15), we find

tha t

■Ms) <u - w)(M l ‘e ‘(-iy(Lt “ f  “ *) / "  e- '“ ^ - " 'F ,w
^ '  j  =  l  \  J /  Jo q=1

x ( W  "
V „ v n ! > ■ • • ’ p i  (5 +  y

(5.16)

where the sums over i  =  (ii,'« 2 >' • • j^ l )  and 11 =  ( ^ l , n 2, • ■ • ,n L) are over a ll 

combinations o f nonnegative integers such tha t J2k=i *k ~  j  an<̂  J2k=l n k =  N . 

We also define

L

S i(x) =  Q i ( x )  ■ • -Q 1l (x ), i  =  ( i i , . . . , i L) J 2 ik =  l  (5-17)
fc=l
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Therefore,

N

L t - N - l

E  ( - ! ) '
3 = 1

3 \ (  N

3

h i

EEE
9=1 i n

p ,m m

nL fS -] F')"pa<i
1 '  °p '

(5.18)

where Pq(0 ) =  /?gii, and S,(0 ) =  QIH0) ' • • Q l ( ° )  w h e re  Q < i ( ° )  =  E f c i i  P q , kV q

Tq{aq) therefore, 5 i(0 ) =  ] \ Lq = lT %qq(aq), and Rq(0 ;s) =  E f c l i +  ^ ) ° ? k 

Therefore, the M G F has different poles at

N

J_ I hl  i L uk
(7g Z- / f c  =  l  (7J, ~  Z-U k=  1 <T£.

crg of order N a q

of order 1 (5.19a)

(5.19b)

where i i ,  i 2, ■ ■ ■ , i i  and n i,  r i2 , • ■ • , u l  are combinations of integers such tha t 

E fc= i h  =  j  and E fc= i n k =  N . Thus, M G F can be simplified by using the 

pa rtia l expansion as

/ . \ L Naq
a(q; i; n ) v-> bn*»  = £ E E E S  + EEetT (5.20)

L  L t - N - l
^  qyg; i ; n j ^  y

9 = 1  j = 1 i n  1 a q,i,n g = l  /=1 '

Note th a t the coefficients o f bqj  and a(q; i; n) can be derived d irectly  from  

the integra l form  o f M G F (4.9).

5.2.1 Constant Correlation M odel

In  th is case, the receive correlation m a trix  is

R r

1 r  
r  1

(5.21)
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Therefore, R r has one eigenvalue o f order one equal to  Ai =  r ( L r — 1) +  1 

and one equal to  A2 =  1 — r  of order L r — 1. Thus, cy =  cpAi and a 2 =  cpX2. 

Therefore, the M G F of j k would be like

1 +  SCTl V l + ^ 2 /

. A a , A , i  , , (522)
•s +  7 - ■s +  i  /  1 '(3 +  -  J

Thus the p d f o f the received SNR of the /cth transm it antenna, j k is obtained 

by inverse Laplace transform ation of the M G F of j k (5.22)

Lr 1 7_1
X  _JZL

e -2 . (5.23)

By in tegrating from  the pdf, we find the cdf as

L r — 1 /  l — l  1 /  \

Fn ( x ) =  fh ,i< J iil ~  e T ^ )  +  ( — ) J (5.24)
1=1 \  k= 0 ’ Xa2 /  J

where
( _ l) L r - i  /  x x \  1

A , i — P — L _x
G  1^7*2 V 0 "! a 2

V ^ l  0 - 2 /  < 7 i < 7 2 r  V 1 7 !  ^ 2 /

by le tting  \ i =  ^  — -L the p d f o f 7 *, can be sim plified as,

A * fo )  =  A , i  | e ~ ^  ~  ^  (̂7 ^ 1)1 e~ ^ |  (5‘25)

thus, the M G F of 7  ̂ =  X)fcLi 7(fc) which is the sum of N  largest independent 

order statistics can be obtained from  (4.9) and (4.10), [12]

T'-q ‘-nsssQC
(3l+ i+na\ (1 -  /3(Ji)i_ i 1

X T  +  +  E iiz i  +  ATS ^  +  _i_
<31 ~ . -' <71

1 /  » \  i r - l
PCl \  1 +  scr2;

(5.26)
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Note tha t for deriving the form ula above for the M G F we have used the fact 

tha t
1

1 T " S (7 i \  1 T  5(72

Lr - 1 L r - 1

r+E @2 ,k
S  +  — (s +  — )hoi k=1 v 02

thus we have

L r - 1

E 02,k 1 1

—' (s +  ^~)k s +  d- I (Ji V I +  scr2
—  1 v  ( 7 9  /  (71 I N

1
L r - 1

- A , :

(5.27)

(5.28)
fc = l ' o 2 '  ' (I!

and we can substitu te i t  in  (4.9). Setting s =  0, we find tha t

L r - 1 Lr —1
@2,k

(s + — ) k
t-1  V (79 /

(5.29)
s= 0k = 1 /c—1

using these simplifications, the fina l M G F for the constant receive correlation 

case can be derived easily.

5.2.2 Tridiagonal Correlation M odel

We assume th a t the correlation m a trix  R r is a trid iagonal m a trix  of the form

R , =

1 r  0

r  1 r

0  r  1

0

. . .  0

1 r  0

r  1 r
0  r  1

(5.30)

where r  is a correlation parameter. From (5.3), the M G F of 7 k depends on 

the eigenvalues of the correlation m a trix  R r for the receive correlated channel. 

The eigenvalues of a m a trix  can be found through the characteristic function 

o f the m a trix  as A ^ r (A) =  d e t(R r — AI) =  0. The solutions o f th is  equation for 

A are eigenvalues o f R r . We know from  the results in  [64] th a t for a trid iagonal 

m a trix  o f the above form  w ith  size L r x  L r the characteristic function  is

sin(Zr +  1)6
A i r (A) =  r i - " 1( l - A )

sin 6
(5.31)
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where L r =  2lr +  1 is odd and

r s in (L  +  1 )6* +  s in L 0
A L r  A  =  ^ --------1—  L .  5 .3 2

sin 9

where L r =  2l r is even and 9 is defined im p lic it ly  from  A and the correlation 

parameter r  as
Q

(1 — A) 2 =  2r 2 +  2r 2 cos 6 =  4r 2 cos2 -  (5.33)

which means tha t

A =  1 ±  2 r cos ^  (5.34)

Thus, the eigenvalues for an odd L r are At =  1 and the others can be derived

from

sin(Zr +  1)9 =  0 (5.35)

where sin# 0. Thus

/c7T
e =  Y T i '  k =  1’ 2’ - > l r (5-36)

Therefore, using the defin ition o f 9 in  (5.33), The rest o f eigenvalues o f the 

correlation m a trix  w ith  odd size are

'ITT
A2i 1 A2i+ i =  1 i  2 r cos | ~ jy ’ i  =  1) 2, lr . (5.37)

W hen L r =  2lT where l r is an integer, then

sin(/r +  \)9  +  s in lr 9 =  0, sin 9 ^ 0  (5.38)

where gives us the result tha t

( lr +  1)9 =  (2k -  1)tt -  l r 6, k  =  1 ,2 ,..., Zr (5.39)

0 =  (22|-~+ 11)7r. fc =  l,2 ,. . . ,Z r (5.40)

thus the eigenvalues are

A2i - i ,  A2i =  1 ±  2 r  cos - ^  +1| 7F, i  =  1 ,2 ,..., /r (5.41)

For the trid iagonal correlation, the eigenvalues are d istinct and therefore (5.11) 

and (5.12) can be used to  derive the M G F and the B ER  expressions.

58

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



5.2.3 Exponential Correlation M odel

The components o f R r in  the exponential correlation model is given by

r j j  =  |r| <  1 (5.42)

where r  is the (complex) correlation coefficient o f neighboring receive antennas. 

This is a simple single-parameter model which allows one to  study the effects 

o f receive correlation on transm it antenna scheme.

The eigenvalues A;, i  =  1, 2 , L r of the R r can be calculated as follows [65]:

~  1 — 2r cos)^ +  r 2 * < =  1-2......^  ^

where for i  — 1 , 2 , L r are solutions of the equations:

. ( L r +  l ) d  . ( L r -  1)0
s in ----------- — =  r  sm   ,

2 2
( L r +  1)9 ( L r - l ) e  , ' AÂ

cos  --------=  r  cos------- --------. (5.44)
£ &

The eigenvalues of the exponential receive correlation m a trix  are d is tinct 

and therefore the M G F and B ER  expressions can be obtained from  (5.11) and 

(5.12).

5.3 B E R  exp ression s

In  th is section, we are finding the BER  expressions for transm it antenna selec­

tion  scheme using OSTBCs over receive correlated Rayleigh fading channels.

5.3.1 M -ary  P A M  and Q A M

Using the closed-form expressions in  (5.20) and (2.18), the B E R  can be ob­

tained as

log2 m  kn (  l  JVa, 2

Pm(p) =  M  log2 M  E  X > | E E V i 4  ( - ^
n —1 i = 0 1 9=1 1=1  X

+  E E " < 5-45>
9 = 1  3 =  1 i n  A  /  J
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where I m(n) has been defined in  (4.33).

5.3.2 M -P S K

The tig h t approxim ation o f M -P S K  B ER  in  (2.17) and employing (5.20), (2.18) 

yie ld the approximate B ER  expressions for M -P S K  as follows:

^  max (M/4,1) (  L  N a q .
p m {p )  ^  x r y y v  V ]  < V ]  V ]  bqj l i  ( a q si

m ax(log2 M , 2) ^  V

L  L t - N - l  ,

+E E EE a{q\ i;n)/i ( <7gii,n sin5
q =  1 j = l  i n  '

sin pi-1)
M

(2i — l ) n

M
(5.46)

5.4 A sy m p to tic  P erform ance A n alysis

Using the inverse Laplace transform ation o f the M G F  of j k, we obta in  another 

representation for p d f and cdf of j k as

Flk (x) f lk {t)d t =  C - l M s) (5.47)

Thus, by inserting inverse Laplace transform ation representation o f p d f and 

cdfs in to  the M G F expressions (4.9) o f 7 *,, the achievable received SNR of 

transm it antenna selection system, we obta in

x < C. - 1 > 7 fc(s ) l x L t - N

s /

N - l

dx.

Note tha t i f  f ( x )  can be approximated as a single polynom ial [21]

f ( x )  =  a x 0 +  o{x<3), x  —> 0

(5.48)

(5.49)

then the Laplace transform ation of f ( x )  also can be approximated as a single 

polynom ial like

a/3\
+  o(s 13 x), s —> 0 0 .SP+1

60

(5.50)

Reproduced with permission o f the copyright owner. Further reproduction prohibited w ithout permission.



We use the facts as follows in  the approxim ation process of the M G F and 

fu rthe r B E R  performance of the system.
/>m |

T'Pq/o e - P ( X)dX =  gq+1,

e~sttQdt =

e -sxx Q e s P (t)d t

ST' (SXY
2 - j  p ’

A

SQ *—< %
i=o 

N - 1

dx + o(s - » )

(5.51)

(5.52)

(5.53)

where P{x)  =  pqxq +  o(xq) as x —> 0, is a function  o f x and B  — Q +  l  +  (q +  

1 )(N  — 1). Therefore, o(xq) can be ignored from  P( x )  in  order to  approximate 

the M G F. From (5.3), and the inverse Laplace transform ation o f the M G F, we 

have

- l 1

0 1  +  scpXi
1 X,m— 1

+  o{xm' 1), (5.54)
M m F I Z A  (m  — 1)! 

where m  is the rank o f the receive correlation m a trix  R,.. Using the fact tha t 

^ 7k(x ) =  £ x 1 [ ■̂0'ya-(s)]) we a ŝo have

Fxk(x )

m 1

4=1
scpXi

x
 r +  o ( x m ) ,  X  — OO.

(■CP)m+l Y\T=lXi m!

Therefore, using the fact in  (5.51), the M G F  as s —* oo is sim plified as

$ 76(.s)
poo -I

—sx Xm —1

(■cp)m d e tR r (m  — 1)! \  (cp)m d e tR r ml
1

(5.55)

L t - N

tm— 1

(cp)m det R r (m  — 1)!
+ o(r-1) dt

N - 1

dx

(5.56)

We ignore the o(tm *) term  and use (5.51), thus

m N

N J  (cp)itm [det R r ]L t( m \)Lt

—N s x ^ r ^ L t —N + l )  — ! 1

s m ( N - 1) 

61

m — 1

£
_ k= 0

(sx)k
~ k T

N - 1

dx, (5.57)
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in which aj  is the  coefficient of x j , j  =  0 , 1 , ( m— t ) ( N —1), in the  expansion

, N - 1
(sx)

,k= 0

m -1 ,

k\E (5.58)

Thus, inserting the above defin ition  in to  the M G F expressions, we get

■ M « ) =Jv
i , m N 1

N )  (cp)itm [det R r]L t(m l)Lt sm(jV_1)
(m —1)(7V—1)

x V  /  (5.59)
j=o

and therefore M G F can be approximated as

= N
L t\  m N 1
N j  (cp)Ltm[det R r ]L t(m !)i t Â ’m(Lt“ iV+1) sitT;

(m—1)(JV—1) \  ( T  a t  i 1 \ i i l lOj [m (L t -  N  +  1) +  j  -  1]!- E
j =o N i

(5.60)

For the s im p lic ity  o f the expression, we define

(m —1)(7V—1)

A- E
j = 0

aj [m (L t -  N  +  1) +  j  ~  1]! 
N~j (5.61)

which is a parameter depends on m, N , L t . The comparison between (5.60) 

and (4.21) reveals tha t

N  ( ^ ) m N A(cp)~~Ltm
[det R r]Lt (m \ ) Lt N r n { L t - N + l )

d = m L t

I f  we substitu te the approximated M G F  in to  (2.18) then

(5.62)

log2 M  kn
P  ( p \  ~  2 N ( n )_____________ m NA(cp) Ltm V  V f i /  r (D 2co /2 )

1 ’ M  log2 M  [det Rr]-6*(m \)Lt N m(Lt~N+1') f - J  %mLt \ < p/  >

(5.63)

where I m(p) has been defined in  (4.33). Note tha t

lim  I p{fi) =  f M - L l
11—>oo \ P  J  22p+1 pP

(5.64)
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Thus

M  log2 M  [det R r]'c't(m !)i t  A^m(it_JV+1)
/ 2 m L t \  / lo g 2 M  kn 
\ mht / ( \  A \  v

22mi/t+l

shows tha t

2 N (% )m N A

M  log2 M  ’ [det R r ] i l (m \)L tN m(-Lt~N+1)

12 m L t \  
V mL+ )

log2 M  k,L,&2 J '''Tl

EE2 2 m L t+ l^ m L t
n = l  i = 0

= m L t . (5.66)

are the coding gain and diversity order. Therefore, i f  N  antennas correspond­

ing to  the largest received SNR, or are selected, and the receive correlation 

m a trix  is fu ll rank then fu ll d iversity order o f L r L t is obtained.

5.5 C onclu sion

This chapter analyzed the performance o f OSTBCs w ith  transm it antenna 

selection in  receive correlated Rayleigh fading channels. The exact BER  for 

M -P A M  and M -Q A M  and an approximate B ER  for M -PSK were derived. 

Our results are sufficiently general to handle an a rb itra ry  number o f antennas 

and specially for correlated fading channels. We also derived the B ER  for 

the constant receiver correlation. The asym ptotic performance o f the system 

has been derived. The diversity order and coding gain o f system is found. 

Thus, fu ll d iversity is achieved through transm it antenna selection in  receive 

correlated fading channels.
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Figure 5.2: Comparison between the exact expression, approxim ation and 
sim ulation io r N  — 2 transm it antenna selection out o f L t — 3 ,4  w ith  L r — 2 
correlated receive antennas, 16-QAM.
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r = 0.999
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Figure 5.3: Comparison of the performance between different correlation pa­
rameter r  for N  =  2 transm it antenna selection out of L t =  3 w ith  Lr =  2 
correlated receive antennas, 16-QAM.
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Exact (r=0.5)
—  Exact (r=0.7)
-+— Exact (r=0.9)
■O Approximation (1) -  (r=0.5)
D Approximation (1) -  (r=0.7)
v  Approximation ( 1 ) -  (r=0.9)
 Approximation (2) -  (r=0.5)

Approximation (2) -  (r=0.7) 
 Approximation (2) -  (r=0.9)

Figure 5.4: Comparison between different correlation parameter r  for JV =  
2 transm it antenna selection out o f L t =  3 w ith  L r =  2 correlated receive 
antennas and two approxim ation o f performance, using 16-Q A M  constellations
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Chapter 6 

Conclusions and Future Work

The performance of transm it antenna selection w ith  OSTBC in  M IM O  wire­

less systems is derived for Rayleigh fading channels w ithou t correlation and 

w ith  receive correlation. Transm it antenna selection gives the bette r perfor­

mance and achieves fu ll d iversity while reducing the number o f R F chains and 

consequently cost and com plexity o f system.

In  Chapter 2, M IM O  wireless systems are introduced. OSTBCs is reviewed 

and prelim inaries for performance analysis o f system is presented. In  Chap­

ter 3, antenna selection scheme is discussed. The m otivations for antenna 

selection and the recent works are reviewed. There are two m ain antenna 

selection criteria , one is based on capacity m axim ization to achieve the fu ll 

rate of transmission which leads to  spatia l m ultip lexing  techniques such as 

V -B LA S T . M in im iz ing  the error rate is another scheme to  select transm it an­

tennas. M in im iz ing  p robab ility  o f error in  systems using OSTBCs leads to 

selecting antennas w ith  the highest received SNR. M axim izing SNR needs se­

lection of antennas which have largest norms o f corresponding columns in  the 

M IM O  channel m atrix .

Chapter 4 studies the performance o f OSTBCs w ith  transm it antenna se­

lection in  independent Rayleigh fading channels. Exact closed-form B ER  ex­

pressions are derived, which also lead to  approximations. The diversity order 

and coding gain are obtained exactly. We show th a t a system using any num-
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ber o f transm it antennas and sends OSTBCs over them  achieves fu ll diversity.

In  Chapter 5, the performance o f transm it antenna selection is analyzed for 

channels w ith  receive correlation. Despite the receive correlation, the received 

SNRs from  transm it antennas are independent. Thus order statis tic  results 

can be used in  performance analysis o f transm it antenna selection. The ap­

proxim ations and coding gain and diversity order o f system are derived from  

the exact form  B ER  expression. Order statistics for correlated variables are 

not available in  the lite ra ture  at this tim e thus deriving performance for fading 

channels w ith  transm it correlation appears impossible.

As a result, transm it antenna selection w ith  OSTBCs achieves fu ll d iversity 

and gives better performance and lower com plexity rather than no selection, 

w ith  the expense o f m in im al number feedback bits.

A lthough we derived the performance analysis o f transm it antenna selec­

tion  for receive correlated channels, no performance analysis is available for 

the transm it correlated case. S tudying the performance o f transm it antenna 

selection leads to  fu ture  system designs to  get bette r performance.

The only known optim um  antenna selection in  capacity based crite ria  is 

exhaustive search. Thus proposing suboptim um  and fast selection algorithms 

w ith  lower com plexity is a top ic o f current and fu tu re  research.

Transm it antenna selection is only one of the adaptive antenna systems 

using low rate feedback from  receiver to  design system and signaling at the 

transm itte r to get better performance. O ther adaptive antenna methods are 

o f interest.
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