National Library
of Canada

i

Canadian Theses Service

Biblbthéque nationale
anada

Ottawa, Canada
K1A ON4

CANADIAN THESES

NOTICE

The quality of this microfiche is heavily dependent upon the
quality of the eriginal thesis submitted for microfilming. Every
effort has been made to ensure the highest quality of reproduc-
tion possible.

If pages are missing, contact the university which granted the
degree.

,

Some pages may have indistinct print especially if the original

pages were typed with a poor typewriter ribbon or if the univer- -

sity sent s an inferior photocopy.

»

Previously copyrighted materials (journal articles, published
fests, etc.) are_not filmed. -

Reproduction in full or in part of this film is go:emed by the _

Canadian Copynght Act R.S.C. 197Q, c. C- 30

°

)

| THIS DISSERTATION
- HAS BEEN MICROFILMED
. EXACTLY AS RECEIVED .

NL-333(r86/06) . “ e

4

Services des théses canadiennes

A

THESES CANADIENNES

AVIS

" La qualité de cette microfiche dépend grandement de la qualité

de la thése soumise au microfilmage. Nous avons tout fait pour
assurer une qualitér superieure de reproduction.

S'il manque des pages, veuillez communiquer avec I'univer-
sité qui a conféré le.grade. ~~

La qualité d’impression de certaines pages peut laisser a
désirer, surtout si les pages originales ont ét¢ dactylographiées

Les ’docum’em's'qui font dé;é {I'objet d'un droit d'auteur (articles
de revue, examens publiés, etc.) ne sont pas microfiimés.

La reproduction, m&me partielle, de ce microfilm est saumise
ala Loi canadienne sur le droit d'auteur, SRC 1970, ¢. C-30.

- LATHESE AETE .
MICROFILMEE TELLE QUE
NOUS L'AVONS REGUE

A Canadd

. & l'aide d'un ruban usé ou si funiversité nous & fait parvenir
une photocopie de qualité inférieure. '



THE UNIVERSITY OF ALBERTA

A Study of the Algorithmic Generation of Synthetic Speech
‘ by

R. Scott Stacey

‘ A THESIS

SUBMITTED TO THE FACULTY OF'GRADUATE STUDIES AND RESEARCH
¢ M @ R

'INPARTIAL FULFILMENT OF THE REQUIREMENTS FOR THE DEGREE

OF Master of Science

/- . Computing Science

EDMONTON, ALBERTA
Spring, 1986



T gad

)
mﬁh'

~

» Permission has been grantged
to the National Library of
Canada to microfilm this
thesis and to lend or sell
copies of the film.”

The author (copyrlght owner)
has reserved other
publication rights, and
neither the thesis nor
extensive extracts from it
may be printed or otherwise
‘reproduced without his/her
written 'permission.

- ISBN

L'autorisation a &t& ‘accordée

d+la Biblioth2que nationale
du Canada de microfilmer
cette thdse et de préter o#
de wvendre des exemplalres du
film.

L'auteur (titulaire du droit
d'auteur) . se Tré&serve les
autres droits :de. publlcatan,

ni la th&se. ni de longs
extraits de <celle-ci ne
doivent @&tre imprim&s ou

autrement reproduits sans son
autorisation &crite. ¢

0-315-30286-9




THE UNIVERSITY OF ALBERTA
RELEASE FORM : .

NAME OF AUTHOR R. Scott Stacey o .
-TI TLE OF THESIS A Study of the Algorithmic Generation of Sy;nhelic Speech
‘DEGREE FOR WHICH THESIS WAS PRESENTED  Master of Science
YEAR THIS DEGREE GRANTED  Spring, 1986 |
Permission is hereby granted to THE UNIVERSITY OF ALBERTA LI BRARY to |
reproduce single copies of this thesis and to léﬁd or sell such~c0piés for private, scholarly
or scientific research purposes only. v _
The author reserves other publication rights, and neither the thesis nor extensive

“extracts from it may be printed or otherwise reproduced without the author’s written

permission. .
- < (SIGNED) ...J7\ NS 1.2
PERMANENT ADDRESS: -
....... 2000966 76 5 Averl
.................... TQETLE
DATED 'V(Jl/é ....... 196S



THE UNIVERSITY OF ALBERTA
FACULTY OF GRADUATE STUDIES AND RESEARCH
The unaersigned certify that they have read, and recommend to the Faculty of
Graduate Studies and Research, for acceptance a thesns entitled A Study of the Algorxlhmlc

Generauon of Sy nthetic Speech submitted by R. Scou Stace\ in partial fulfilment of the

requirements for the degree of Master of Science.




‘ Abstract
This research concerns the algorithmic generation of high quality symheuc speech Prior
research efforts in the f 1eld and current trends in synthetic speech software and hardware are
reviewed. The 1mp}ememauon and dcsrgn of "Talker” is elaborateq upon. "Talker" is the
speech system of the "Kato Heron" robot >m the Dcpartment of Computmg Science at the
Umversrty of Alberta. The syst@f/un]cuons n thé followmg manner.' Unadorned orthographic
input is first mapped into its Englrsh language phonétic equivalent through the utilization of a
_ setof translauon rules. This phonemrc translauon is then augmented prosodxcally with respect
to the duratxon amplitude, and pitch of each phoneme. The resulting output is capable of
driving a virtual synthetic speech output device. This, in turn, produces highly intelligible
- synthetic speech. The output dcvrce chosen for use in the rmplememauon of "Talker" is a
© SSI-263A mounted on the robot Taped recordings of the output of "Talker " and comparable

systems are mcluded with Lhe thesrs
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, - Preface

)

Laws of Computer Speech (After Cater, 1983)

1.- Ifa symheti; speech system can say something at the wrong' time, it will.
~ 2. If you repeatedly demonstrate );oler speech-system to the same pcoplé, then they will expect
anh improvement in the qu‘ality of speech each time they hear the system talk.
3. A short, unexpected burst of synthetic speech will be lost in the clam‘or' of normal silence.
4: Fhe listener will concentrate on the novel characteristics of a synthetic voite rather than
" the content of the spéech. .

"...1 know that provides only small refinements over what is gvgiléble in other

systems. Yet several dozen small refinements add to something that-is important to

me, and I think such ref’ inements might prove important to other people as well.”
Donald E. Knuth. - ‘

Mathemgtical Typography , 1979.
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1. Speech Synthesis with reference to Text-to-Speech Systems.

The subject of this thesis is the design and implementation of a system capable of
delivering synthetic speech. Historically, speech synthesis has been interpreted as applying to a
large range of activities. In the broadest sense, it refers to’speech generated by means other
than the human vocal apparatus. This includes speech produced by von Kempelen's synthesizer
in 1769, Dudley s Voder in me late 1940's, and even the digitally recorded speech produced by a
watch marketed by Seiko. A _ )

. This research will f ocus on the area of speech synthesis that deals w1th the algorrthmrc
generauon of totally synthetrc speech rom unadomed orthographrc mput This precludes
-speech formed‘from )ioruons of a- recorded human voice as well as speech formed f rym any

means that was hand edrted This type of synthetrc speech generatron 1s more commonly known

. asa text: to speech system Frgure 1.1is% generalrze,d block dlagraln of the synthetic speech

" systems. Each block has -many altematlfwe implementat
7 Frgrfre 1. 2 sn.perrmposes a gene?'ahze%ll?tk diagram upon 'the modlrlar flow dlagram of f ered by
- Gilblom ( 1984) leblom (1984) specifies’ the component modules vdnch makeup a typical

-
i

. . N N ..
o, : " . . . o~ P R .
T TR N - ’ . /

. ' i L3 .
. _— .
0 . 4 i ' . " . « . -

. generahcm process. The order in whrch the bloéks occur fy elatively constant across most

fs including ehmmatroq of that block

tex& to-speech s‘ystem in the drder that they are most often rmplemented currently The chorces'

Ve

made by ﬂ system's desrgners grqatly aff ect the quahty of speech generated by the complete

system, tlie speed 6!' the system and it§ overall cost

N . - . . -
v : . . ) . . e fd . . . Lab
Conversion of text to a phonemic strihg‘ 50,
. . ' ‘ : >
. T A
é v o ‘ ¢ ' " ) 7 ) A ’ *
¢ . > \ ) ) . }
Text Normallzer 'L ' o 1 - o a9

The text normalizer module attempts to ensure that a text-to- speech system is able to handle

runnmg text adequately (text as it'is found in newspapers, rna‘g‘azmes and phonebooks) A .

1

¢
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string such as 1,234 should be spoken as one thousand two hyndred and thirty- four as opposed

Lo one comm@gwo three four . This points out that it is not enough to correctly analyze the

input in is6lation, rather the context must be considered. This also holds for constructions such
as §12.34, wwelve dollars and thirty- fbur cenls; $.45, forty- five cents; 22nd, twenty-second ;
12:00, twelve o'clock ; Dr. Denton Dr., Doctor Denton Drive’. The idea of contextual.
consideration is very importé'm and can be handled for these simplistic constructions. Problems
arise for nzore complex tasks such as deciding whether to pronounce /934 as one thousand nine
hundred and thirty- fo’ur, ninetéen hundred and thirty- four , or nineteen thirty four . Currently,
all systems which even recognize and atiempt to deal with these problems, require the user to

specify the correct decision.

Letter to Sound Conversion

Accurate tranélalion from normalized orlhdgraphic text to its audible counterpart, is generally
thopght to Tequire some combination of i set of rules and a lexicon 6r exceptions. However,
systems in limited vocabulary domains often. do not use rules ! and low.cobt systems in
unlimited vocabulary domains often do not make explicit use of an exceptions lexicon . The
size and content of the exceptionsv lexicon and the number as well as the generality of the rules

used, are important implementation considerations for this module.

Stress and Syntactic Marking
Gilblom (1984) states that
"Very natural speech can only Wﬁfoduced if the converter knows what it is saymg
ThlS statemem implies a level gfArtificial intelligence not currently achievable. Given that we
cannot attain the ideat;the next best thing that can be done is to take the first steps towards

developing a converter which "... knows what it is saying.". One of thesé first steps, is to

'

! For example: "Speak-n-Spell” from Texas Instruments Inc.
* Text to Speech system from Sweet Micro Systems Inc. o



3 For example: "Speak-n-Spell” from Texas Instrumsélst{ Inc.

develop a converter with the ability to an'alyze its input syntactically. The more syntactic
a}lalysis performed by the system, the greater the }l)otemial disarﬁbiguation abilities of the
systermn. Appropriaté levels of syntactic analysis will allow the system to resol\;e the inherent
ambiguities associated with pronouncing lead,’( noun vs. verb): wind, ( noun vs. verb); read,
( past vs. present); bow, (noun vs. verb); close, ( noun vs. verb); separate, ( noun vs. verb ).
Appropriate s’ymactic analysis will also allow the proper stress placement in words such as
present, ( noun vs. verb): desert, ( noun x"s. verb ), insert, (noun vs. verb). For additional
examples, see table 3.2. Syntactic analysis is not the panacéa'that it may seem to be at this
Juncture It offers no assistange in dxsamblguatmg the pronuncnauon of words such as row,
( noun vs. noun); bow, ( noun vs. noun) and the construcuon 1984 . To achieve success m this
task, semantic analysis is required.

" Obviously, the extent of syntactic and semantic analysis included in the implementaion
of a text-to-speech system is a very impoftam consideration. Currently, only the Highest
duality text-to-speech systems include even a limited amount of ad-hoc syntactic analysis. It is
often considered a subtlety that is not essential to the undetstandability of synthetic speech. No
system known to this author (at the time of writing, Novemnber 1985) even attempts semantic

analysis.

Allophonics and Prosod?é?

(h‘e\ of the least/{nvesugated and most interesting areas of speech synthesis i 1s the
systemanc Klgomhrﬂ{augmentatmn of synthetic speech with the prosodic features normally
found m/human speech. Current systems which fail to address this issue have been explored
cxtensxvély in the past and will not be discussed here *. Other cu \ nt systems do address the
problem of prosodics in synthetic speech but do so in an unstruc:z:red and unextendable manner

‘. The relults of this type of research have been heavily commerfxahzed and for the most part,

..................

¢ "SAM" ( ftware Automatic Mouth) from Don't Inc., the Text o Speech



the information regarding these devices is proprietary in nature.
"Prosodics " is a catch-all category for the suprasegmental aépects of speech which

nconvey a:ldmonal information ovér and above the semantic content of the sentence. This

addmonal information occurs on three logtcally distinct levels. The sentence The frog jumped

into the lake" is semantically clear. Yet by manipulating the major proeodtc paré}neters (pitch,

amplitude, and duration) with reference to high level concepts (Such as: perceivdd audience,

emotion of the speaker and intent of the speech) the speaker can caflse the listenef to infer

m!ny things. The sentence caibeven be turned into a question. Thus, the speaker use
prosodic inf ormation to convey to the listener additional information to clarify or gven at times ":F_
~to confuse the semantic content of the sentence. This is not an easy task to accomplish \ c
algorithmically. In the simplest case, at least a syntacti;c_’s.and probably eeﬁﬁnnc/)i analysis of
the sentence in a context would be required. The size of the conte’xt_(se'ntence. paragraph, or
even sdme measure of context in terms of real time) is dot clearly deflned. In the general case.%
the task appears to bé quite impossible unless the synthetic speech was generated from a
conccptual base rather than through an augmented translation of unadbmed orthographic text '
At the second level, the same prosodic parameters (amplttude pitch, and duration) can
be mampulated in the context of phonemes, words, and phrases. At this level, the most
important prosodic features are in order of importance the pitch or fundamental f; requency
(also known as F0), the rhythm (governed by the duration of individual segments), and ‘the kS
amplitude or intensity of the voice signal (Gillot, 1984; Hill, 1980; Bo‘l\inger. 1958; Fry, 1955).
" At the third level, "segmental " features are found. These are the features 'which affect

the articulation of individual phones or syllable segments. In general, each sound or phone

" generated by the human vocal tract is contextually dependent on its surrounding phones. A

natural- soundmg text-to-speech system must model this process, so that pauses are in the

correct places, pltch contours conform to the accepted" norm, the vowels have the propcr

.................

‘(cont’d) system from Sweet Mtcro Systems Inc., and Dectalk from I}tgrtal
“Equipment ~ Corporation. . 4 .



quality (in comext); and the phones of a word have the expected durations. Faulty pitch,
amplitude, or timing patterns are distracting and hence impair comprehension.

" An examplc of the importance of generating the correct lox;-level prosodic inf ormation
can be seen in yelled or intentionally fast speech. In the former case, it is the altered duration
of the phonemes the rate of change of pitch, and the spectral tilt that occurs rather than the
volume of the sentenée thaL mdlcales yelling. In the latter case; the process of deleting-certain

phonemes, called ellipsis, \s present as well. In both cases, not all phones in a word are equally

shortened, rather some are shortened some remain the same, and some are totally ehmma‘?d

i ‘ 3
ConversioT of Phoneme String to its audible analog “s‘

Parameter Generator ’

Speech may. be described parametrically in terms of phonemes which have their pitch, duration,
amplitude, breathiness, etc. annotated in some fashiéfn. However the speech is specified, the
task of the parameter generator rifodule is to translate the phonetic description ‘of the original
text into parameters which may be used to drive a speech 'sy-'m.hesizer. The format and content
of the parameters generated depends on exactly what speech-synthesizer is available. Most
decisions governihg the'_‘implememation of this module are dictated by the decisions made when
selecting the synthesizer hardware. .
Speech Synthesizer _
This modulc may be realized in software, f ii'mware hardware, mechanically or even
ncousucally Most current systems use a dlgltal or ahalog filter formant synthesizer whlch is

reahzed through some combmauon of hardware and sof tware driving a speaker.
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2
3. Lalk}ng entertainment devices (arcade games, cameras, phonographs)
4

1.1 Apphcatlons

A th to-speech syslem has many potential areas of applicatien *. These applications -
fall into many categories, but two useful divisions are based on ttymetaw/ba[ch dnchotomy
and the size of the vocabulary to be spoken.

An unllmxtgd vocabulary synthetic speech system could sere as a output device for any
number of interactive systems (including expert systems )-where the human component would
benefit from audio output..Klatt (1982) POints. out that in applications which requirg a limited
and finite number of responses, real speech may be digitized and encoded. This allows the
Tesponses (o be decoded and played back dn demand in either a batch or iﬁlcracli’ve
environment. Catér (1983) offers a list of applications of this type which include:

1. talking appliancés (clothes washet, microwave oven, television, clocks).

tdikmg. transportation (cars, elevators).

talking tools (electronic multimeters, language translators. calculators). ’

Because 'of the novelty and low cost of this type of synthetic speech technology this list
is really only l:mnted by the collective imagination of manufacturers. Consumer products may
be grouped into two classes: those which require vision o be used for operaurig the product
(i.e. automobiles, televisions, and cameras), and those which do not. Items in the f ormer class

equipped with a synthetic voice are often seen as annoyance because most of the information

| they can deliver is redundant. Conversely, lalkmg elevators and household apphances canbea

great boon to a blind homemaker. -

N

Applications which require very large vocabularies or the ability to deal with arbitrary

" combinations of words in the formation of sentences, are not suited to the stored spcech

approach. A systcm which converts unadorned ‘English orthographxc input into spcech is' 1deally

nsmtcd to applications of this type.

* Gilblom- €1983) offers a review of the potentnal ‘areas. and types of benefits that
may. be realized ‘ w

- )
kA



The ideal interactive system would allow speech to be generafed in real time. The
system could selectably pronounce pupctuation, speak letters, whole words or sentences. Klatt
(1982) offers a number of examples of this type of application. |
1. Reading rhachines for the blind:

A reading machine for the blind is an interesting application for a speech synthesis system
that has never approached its full potential. The idea has been well discussed in the
literature and many systems have been devised, each meeting with limited success (Lee,
1969; Allen, 1973). The Kurzweil reading machine for the blind (curremly the most
advanced commercial device avaxlable) is reputed to have such low quality speech that -
extended lxstemng is impractical (Witten, 1982). Similarily, a text-to- Speech system

' incorporated in a workstation of a computer installation, could potentially allow visually

~ ‘impaired people access to a device which was designed exclusively f oa people v«g(i‘th normal
}/ision. Work hias been done in this area by T. Vincent of the 'Open_ Universify in the U&
(Vincent, 1982a; 1982b). |

2. Talking instrument panels: : ' 3
This example‘concerns situations where response time is critical. (eg. chemical plants, or
operating theatres). ;I'he operator/doctor may not be in front of his instrument bconsole
'congtamly In the event of a dangerous condmon an alarm usually sounds recalling the
mdmdual to the console to determine the otigin of the problem. 'Valuable time could be
saved if the system cou-ld replace the alarm with a verbalized warning which the individual
could respond to and understand. , {
3. Remote access to information over the phone: ' _

There exists a need for rerhote access to interactive systems through a very primitive ’
tcrmmal - the telephone Here the advantage could be the system’s ability to deliver its

'
| ———

output "advice” over a phons\hx: through a telephone receiver to an operator in the 1eld
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i This "advice over a phone™ may take another-form. It is not uncommon for people
to be involved in axr activity which fully occupies their tactile and visual senses but does not
-utilize their acoustic seise. The example of a circuit repairman, or a wirewrap rechrrician is
appropriate. Here, the instructions necessary to complete the task could be given by a
* synthetic speech system, thus allowing the operator to concentrate on the task at hand.
Speaking aids for ihe acoustically handicapped:
Deaf and dumb people are often forced to communicate with others via conventional long
distance communication devices such as telephones, which are geared to acoustically
complete individuals. Many of the inherem handicaps of the telephone systém could be
alleviated if the deaf or dumb person could key his request or reply into a synthetic spcccm
system. This would facilitate the use of a devrce which was never designed for people with

those sorts of disabilities. ' ‘ 4,? ,*

= ‘
Educational Research Tools:
An interactive text-to-speech-system could be used to study the acqﬁisition of reading
‘ skills. This could be done by experimentally, removing portions of the system's rule base
until the system ceased 10 f unction properly. If the resulting behavior of the system could
. be considered analogous’ to the behavior of a learnmg disabled child then some parallel
might be drawn between the mrssmg pomoxr of the rule base and the mlssmg ltem(s) in' the
chrld s repetorre of reading skllls ‘ '

By way of further example, consider the acqursltfon of phonic skills. Thl&

mtumvely seems to be a*gﬁdual stepwise process for a child. This,same stepwme#pr_qtcss _

o Armee
could be modelled by observmg the behavior of* the system when it was only. wprkmg,wrth a

fashion, _the researcher -could study acqulsmon of specific phomc skrlls and the process of

forming general rules by modellmg a chrld'” skill acquisition process. L ' _‘ )
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The batch mode of operation would be ideal for verbal ’presemation of
instruclional/rt;,creational rﬁaterials. where human presentation is uﬁavailable or 100 costly.
Another application could be to produce a "speech file” from a "text file”. This would allc;w
editing and proofreading of orthographic material by ear. Blind people could "read” whole texts
of printed matter available in an "o\n-line" form. A batch téxt-to-speech-system could be used
in computer assisted instm;ﬁon (CAI) work to facilitate the cour;e author's use of a}xq@&(})
output.in his courseware. This would allow the author to specify an auditory component to the
lesson plan and have it compiled in concert yvith the vispal component. It'f’s‘a/\;éll established '
fact that audio and visual stimulation is much more effective than visual presentation alone.
1.2 Objectives '

The major goals of this research are twofold. The first is to design a text-to-speech
system that is capgbfe’ of addressing the basic prob]em’s of synthetic speech. The‘ second gdal is
to implement a\ pqrtio‘il of the design so that a user may enter unadorned English text into the
.systém and to be ablé t6 listen to the synthetically @gerated speech. The ideal te)'(t-to~speech'
system shouid be able tb produce output indiécernable f romvthat of a person reading text aloud.
This implies certain surface features and secondary goals of the system.

Firstly, the system should take no more time to process the input than an accomplished
reader would ;akc.'An adequately fast text-to-speech system can bé‘achieved through an
appropriate combination of a "powerful enough" computér'. and well designed algorithms and
data structures. _ ‘ ' |

Secondly, thé speech should be appropriately divic{ed intg breath groups and-the speech
rate should be in the range perceived as "normal” by the untrained listener. '

Furt_her, the system should be "uncrashable” and not balk at misspellings,

¢ Consider the master of ceremonies. He will always mispronounce a performer's
name in the .interest of continuity rather than taking the time to.stop and ask the

.
0

y

A3
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basic design of the system allows correctness of pronunciation to be traded off for the
dependability of always generating a pronunciation.

Finally, the system should be able to convey to the listener an impression of an
understanding of t\le text. The phrase "convey an impression of an understanding of the text”
is used in this snuauon so that the listener will perceive the synthesizer as having understood"
more than just how to pronounce an isolated series of words. As Wmen {1982) states,

"the intonation patterns used by a reader depend not only on the text itself, but also

on his interpretation of it, and also on his expectation of the listeners' mterpretauon

of it. For example:

1. He had a red car. (I think you thought it was black).

2. He had a red car. (I think you thoughl it was a bicycle).”
A system will be able to "convey an impression of an understandmg only if the prosodic
features of the output correctly reflect the syntax and semantics of the input text. This latter
question of prosddics is by far the most difficult one to addresss. !

The text-to-speech system will be designed in a manner which allows it to be .used asa
research tool. This implies that the design will allow for systematic expei"imemation and
subéequent inco;poration of new ideas, a virtu.al speech synthesizer output device, and a-
top-down imﬁlementa_tion. This design must allow experimental decisions to be made as to how
to divide the system's knowledge base between tran_slation rules and lexical entries. ﬁé
intention here is through experiments to allow a compromise to be reached which réqui}es the
system to "look-up” only those Words which are ambiguous out of context " or which are
mispronounced u,éing generally aecepted Englisli pronunciation proccdure.sl '.'Use of rules in
this system are desirable because they allow a very robust design. These rules must conform to a
~number of objectives. "

. 1. The rules should generate the most reasonable phonetlc representauon of a word.
2. The rules should be maximally general in thexr scope of application, and minimal in

¢(cont’d) performer for the correct pronunmauon The author feels that a ;
text-to- sggech system should behave in an agalogous manner.

? read, bow, row.

' draught jojoba . R 4
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number.

3. Therules should take the form of data which is extrinsic to the system which interprets

that data. {

&

The system's lexicon must not be merelff) a look up table"but rather a repository of
pronunciation information for truly anomalous or ambiguous words. The. justification for this
is that no speech synthesis system that purports to be correct in its pronunciations with a
confidence level approaching 100%, can ever rely only on its translation rule base, or only on its
lexical entries. Some shrt of compromise situation must be reached. This is due to the diverse
multilingual origins of the English language, the sheer massiveness of the English vocahulafy,
the phonetic misspellings of existing words and the constant evolution ahd innovation found in
"living" languages. . '

By designing a systerh which drives a virtual speech synthesizer the use of a wide

: vanety of actual synthetic speech hardware is facilitated. For this reason, the instructions for
the vmual speech synthesizer must be general and comply with certain assumptions about the -
output de_vnce. One assumption is that the output device takes its input in terms of some analog
of English phones. This suggests that the phone set used by the system to describe its output to
the speech synthesizer should be able to represent the intemetional phonetic alphabet (IPA) as
a subset Further assumptions are that each phoneme can be glven an amplitude, pitch, and
duration value. These characteristics can probably be most producnveiy given in abstract terms.
This allows the Spec1f ic-device driver to construcl the’'most felicitous mappmg for the
application being considered °. .

, Fmally given that the system 's instructions were correct, the quality of synthetic
spwch would be dxrectly related to how readily the 1nstrucnons could be translated into the code
needed to dnve the actual output dewce This would imply that hlgh quality synthetic speech

------------------

" thch values could be given on an integer scale of 0 to 100 where 0 is low .and
100 is_high. Am litude values could be glven on an mteger scale. of 0 to 10 where
- 0 is silent and 10 i loud C
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hardware must at least have a tight control on pitch, amplitude, and duration of phonemes

. regardlesélo'f how they are‘generaled.

Implementation . .

Although, an entire text-to-speech sysiem as outlined in figure 1.1 will be con;sidered )
theoretically, only the first and third.blocks will be implemented. The second blagk,
corresponding to the allophonic and prosodic modifications to a phoneme str@ﬁg. will not be

- ifnpl’qﬁemed; however, provisions wilvl be mﬁ}qi for its later inclusion *°.

The implementation is written ip Pascal code compiled and running under a Unix
Operating System on a Digital Equipment Corporation’s VAX 117780, The speech symhesiier
hardware is a Silicon Systems Inc. SS1-263. This is a single C-MOS chip phoneme speech ‘
synthesizer. The ‘chip is located on a Heathkit Hero, a small inde;r’”nde_ntlyv mobilc ro_bot.‘The .
robot is attached to the VAX 11/780 via a serial link . The basic acceptance criterion for the
implementation is that it will be able to acceptably prbnouhcc all syntactically ungmbiguous

constructions found in Canadian English 2. No statistical results, only pronunciation error

rates in selected data will be reported. - & w ‘
. v | B
. . v
. ’ '
‘° The rationale for this decision is that the problems of allophomics and prosodics - . -

are 'so vase and poorly understood that a project of this nature could not :
effectively offer an implementation worth undertaking. Implementation efforts were
'inst;’agd turned. to areas where greater benefits could be realized for the time
invested. .- s ; o L :
u ﬂ‘ll'hese choices were made based on thé materials and funds available to the.
author, ‘ ~ ' ; © ’ ‘ o
'? Acceptability ‘of pronunciation is to be determined by the author’s superviser
committee. ° C o g S

v
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/ ;'2 HlstOth and Contemporary Amproaches to Speech Synthesis ~\ )
‘jg Thi$ sestion is dmdéd mgo five main parls Fxrstly propnocepl’ ve feedback loops and\the

ﬁaceus&xc lheory (ﬁ speech productlon are dlscussed Secondly w1th regard to speech producuon

u is instructive lo examine how natural speech is produced m Homo Sapiens. Thxrdly the .

developmem over ume of tie dif ferept devices which have Q'een engmeered to achieve the goal -

%} of generation of speech synthetically are dlSCUSSCd Fourthw the various methods 'whxch have

¥ / been used te}comrél these devnces will be dxscussed Fmally the contemporary approaches to
:va
&a generauon of svnthguc spBech will be rev1ewed f ronx a syslems point of view. Both the

> Currenll(y avallable hardware and sdtware will be discussed and when they cannot be’ separaled

a

the system as a unit will be dxscussed.
o o
3 ) -,"

o

2.1 Acoustic Theory of Speech Productlon

]
The» producuon of speech"by a peggm is a very complex task which uullzes féedback
o 100ps mvolvmg many,of the.senses propnocepuon and the speech generauon center.,The

primary sensory channels involved aré audmon (unless deaf, one hears onseself speak), tacuon

P
0y < ©

{one car feel one 's tongue and lxps move), and. propnocepngn N

Let s examme how the word "Hello" is read aloud. The eyes recognize the woid and
‘. signal for tfe‘ retneva»l of' the mf ormation descnbmg how to say THello". The vocal apparatus
( generates the. speech while the ears, hps tongue, palate and teeL} functiori.as the receptors of
the input feedback signal. This feedback input is used to- "fine tune” the vocal apparaius SO
that mé emitted sound and the movement of the voeal apparatus evince agreement with the
stored information retrieved earlier. This feedback loop allows a person to say "Hello" in a :
. recogmzable fasmon ina number of situations such as when a persc 4 fs hewing gum, has had -
U‘g:m. - '

£ .
( ?

laryngms or has just returned from the dentist with an anesthe

¢.

........... ceevema h N ‘
13 One could imagine the. visual sense serving in a proprxocepuve manner xf ‘one was
readmg his own lips in a mirror. .

° L 15
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Cater (1983) offers an introduction to this feedback loop and a description of the

i

sensory systems involved. Unfortunately, there is no analog to the use of proprioceptive

sensory systems and the general feedback loop principle in current speech synthesis technology .

The problém is that a feedback loop of this nature presupposes the ability of an organism

(speech generator) to recognize speech. Speech recognition by machines is an area which is

pdorly understood but currently under research. However, the vocal apparatus, which is the

Nbiologicql analog of the elecironic hardware used in speech synthesis, and the acoustic theory of

speech production without the elements of the feedback loop'will be discussed.
The acoixstic theory of|speech production is based on a source and fflter model. The

origin of voiced and unvoiced founds can be regared as the "source”. This corresponds to

v

phonation. The articulation of the mouth can be viewed as perf orming a filter function.
Therefore, any speech 'sound. can be regarded as the filtered output of a network into which a
sound source was input (Fant, 1973).

"The characteristics of any quasi-stationary sound segment thus contains the
characteristics of the source and those of the network, the latter referred to as the
*.vocal tract transfer function or filter function. In terms of Laplace transforms
' P(s) = S(s)T(s) ' -
where P(s) pertains to the radiated sound, S(s) to the source,”T(s) to the vocal tract
transfer function, and s to the complex frequency variable. "
(Fant, 1973) - ' .

2.2 Human Speech ﬂ !
The human vdcgl tract consists of an air filled tube of approximately 17 ceftimeters in

length. The actual organ of voice is the larynx which s situafed in the distal portion of the

- vocal tract contiguous and below the base of the tongue. The volume as well as the length of

the larynx varies according to the sex and the age of the individual (Gray, 1974). The averagé
diameter ih an adult male is 4.4 cemi_meters as reported by Gray (1974). The femainder of the
vocal tract is composed of the air ﬁassages in the pharynx, oral tract and nasal tract which are

of a deformable nature causing great variance in’ the resonant characteristics of the vocal tract
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as a whole. Figure 20.1 labels the features of the vocal tract (after D.L. Rice, 1976b).

Voiced speech begins with the vocal cords and the glottis (space between the vocal
cords) where the flow of air f rofn the lungs is cyclically broken into what is termed a glottal
pulse. The cycle starts with the openin‘g of the glottis enabling the flow of air past the vocal’
cords. The vocal cords start to vibrate causing the glottis to rapidly open and close. As the
glottis snaps shut, ending the driving pﬁlse with a rapidly falling edge, the air present'in the
tract vibrates for a few milleseconds **. The glottal pulse shape is represented in figure 2.2.
When the glottal pulse is examined in terms of frequency, the result is a graph similar to figure
2.3. This graph indicates that the glottal pulse frequency can run from 0 to approximately 500
Hz. but the distribution is highly biased towards lthe lower frequencies. Cater (1983) explains
this. . '

"As the vocal cord muscles are tightened during sreech, the fundamental frequency, or
]

primary frequencies, of this distribution curve will rise in frequency to produce a
rising change in voice pitch. Typical pitch frequencies for male voices range from 130
Hz. t0 146 Hz. with an average frequency of around 141 Hz. The voice pitch of a
female, on the other hand, has a range of -approximately 188 Hz. to 295 Hz. with a
median frequency of approximately 233 Hz. Under certain extremes of voice frequency
extension during very inflective speech, the human glottal &scillation may reach a pitch
as high as 480 Hz." '

If, for simplicity,l we igndre the resonant effect of the nasal tract, the length of the
vibrating column of air is determined by the distance from the closed glottis to the lips where
the speech ig emitted. This simplification is justifiable because it allows the vocal tract to be
| viewed as a reasonable approximation to a pipe.closed .at one end.

Now consid‘gr. the frequency response of an ideal column of air. It will possess
rasonant frequencies (formants) corr‘esponding to odd integral multiples of thé source signa],"s
quarter wavelength. There are strong energy peaks at odd multiples of the quarter wavelength.

The equation which describes this behavior is:

S

' This is an explanation of only voiced speech which ignores the other types of
- speech (e.g. unvoiced speech). - ) . _

.
)
,~¢’

3
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F-=(W/4L))n = 1,3.5, ...
n .
Where F is the frequency (Hz.) of the resonance, V is ihe speed of sound in normal ai (340
m/s) '*, L is the length of the pipe, and n-is the odd formant beirg considered. Assuming our
ideal hypothetical tube is of constant diameter and 17.5 cm. long, the odd resonant energy

peaks would have frequencies of 500 Hz., 1500 Hz., 2500 Hz.. etc. These are’known as the
formant frequencies; F1, F2, and F3 respectively. ©
The resonances of the human vocal tract are not fixed at 1000 Hz. intervals and may be
swept to higher or lower frequencies depending on the shape of the tube.
"The average spacing withing the f requency scale of these resonances is of the order of .
1000 c/s or more specifically /.2 where / is the effective length of the vocal tr4ct and
¢ the velocityof sound. This inverse d¢’pendency of formant frequencies on vocal cavity
length dimensions explains the higher formant. frequencies of females compared to
males, and of childern compared to adults.”
(Fant, 1973)
For‘exafnple. moving the tongue forward and upward to pronounce "ee", as in figure
2.4, causes the shape of the tube to change so that there is a large resonant cavity in the back of
the mouth where the tongue has been pulled away from the walls of the throat..The size of the
tube just behind the teeth is greatly reduced. This new shape results in F1 dropping to as low as
' 200 Hz. and F?2 rising to as high as 2300 Hz. (D.L. Rice, 1976). ' '
This is the way in which-one synthesizes one's speech on a moment by moment basis.
To make a trite but important point, it should be noted that people have been doing this
eff ectivély for an exceedingly long time in a very unconcious manner. Over time, this
unconcious phenomenon has b_eén m[)delled by many different pebple who have approached the
problem from many different perspectives. The f ollov)ing section discusses some of the more

meaningful historical work in the area.

...................

.!* Temperature directly affects the speed of sound. At room temperitu"re sound is
. considered to travel 330 m/s however this is inside the vocal tract which is at an
- elevated temperature. ' _
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Sagital Section of Vocal Tract

" Generating "ee"

Figure 2.4
(After D.L. Rice, 1976)
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_ 23 Historical attempts at Synthetic Speech
The curren{ work in speech synthesis, and to a lesser degree, the work described in the

following sections, is a direct extension of earlier invesligqlive studies that have been going on
for centuries. A f ull'history of speech synthesis will not be atiempted here. '* However, some
of ;he earl?er attemptls at connected speech synthesis by rule which were significant in their
contribution to tﬁe understanding and advancement of the subject of speech synthesis as a
whole will be discussed . |

* The conception of an artificial speakiﬂg device dates back to Gerbert (d. 1103) and
Albert Magnus (1198-1280) who are both p;xr;iorteé to have constructed "speaking heads”.
Robert Greene's The Honorable Historie of frier Bacon and frier Bongay (1594) acquaints the

-reader with the "myth of the brazen head " whose construction is ‘a’t"tributed to Roger Bacon
(1214-1294) (Mattingly, 1968).

’ Contemporary speech synthesis is considered by Mattingly (1968) io begin with von
Kempelen's investigations of 1769. The final version of von Kempelen's device v(a; seen in
figure 2.5) was operated by a person who manipulated {‘le bellowé and tubes with his right’

hand while his left hand effected the different resohan es required by altering its position in -

'\A
front Qf the "mouth”. Mattingly (1968) relates von Kempelen's claim that one could learn to
operate the synthesizer in 3 weeks and synthesize phra»ses such as "Romonarum imperator” or

"Vous &tes mon ami”.

' For a more complete description, please see: "Reed Organ-Pipes, Speaking
Machines, etc.," The Scientific Papers of Sir Charles Wheatstone . (London and
New York, '1879), Bp. 348-367, or London and Westminster Review, 6 and 23
(1837), 27-41; H. Dudley and T. H. Tarnoczy, "The Speaking Machine of Wolfgang
von Kempelen,” Jour. - Acoust. Soc. Amer., (1950%,. 22:151-166; C. G. M. Fant,

- "Modern Instruments and Methods of Acoustic Studies of Speech,” Proc.- Eighth Int.
Cong. Linguistics. (Oslo 1958), pp. 282-358; F. S. Cooper, "Speech S{mhesners,"
Proc. Fourth Int. Cong. Phonetic Sciences (The Hague, 1962), gp. 3-13; J. L.
Flanagan, Speech Anag'sis Synthesis and Perception . (New York, 1965) pp. 167-191.
(References obtained from Mattingly 1968). : ‘ ' o

7 The adjective "connected” is important in this context as thére exist significant

- early works which dealt with speech as an unconnected ' phenomenon ‘which will not
be discussed here. For. further information please see the: prior footnote.
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It is instructive to note that von Kempelen apparently regarded speech as merely an
articulatory phenomenon **. Further, many of the articulatory facts of which von Kempelen.
was aware could not be mcorporated into the des:gn of the synthesizer. The only means of
dynamic control over the synthesizer was via a human operator and while the operator was
- synthesizing speech by rule, the rules could not readily be made explicit.

In the century following von Kempelen, many manually opervated, mechanical speech'
synthesizers. were created. There was Wheatstone's copy of von Kempelen's device, Faber's
"Euphonia”, e;nd Paget's artificial larynx called a cheirophone (Mattingly, 1968).

'.An interesting anecdote is that in the late 1800's, a young experimenter from Edinburgh
Scotland had a chance to view the copy of von Kempelen's device as conslruc'led by
Wheatstone. This prompted young Alexander Graham Bell to construct his own model. It was
based on an actual mold of a human skull with the vocal apparatus modelled using soft cotton
batting and rubber. The necessarily movable portions of the vocal apparatus were controlled by
levers. The vocal cords were simulated by passing air through a slotted rubber membrane. Cater
(1983) states Lha[ ,

"Mr. Bell claimed that the device could speak vowels, nasals and even as he gained
more experience, simple connected phrases, "

The first electrical analog to human speech was-created in 1922 by J. Q. Stewart, but it
could nAot produce connected speech. For 2 more complete description please see Cater (1983). -

. The next significant speech synthesis device, according to Mattingly (1968) was the
electrical V oder which was-built by Dudley during the period 1937 to 1938 whlle in the employ
of Bell Laboratones It is descnbed by Mattingly (1968) as being essentially a Vocoder **
modified to facilitate manual operauon (See fi igure 2. 6, after Mattmgly, 1968). The Voder was
capable of adjusting the amphtude of the output through the " quxet key With the three
stop-consonant keys for the three voxced/unvoxced pairs (b/p), (d/t) and ( g/k) the correct

..................

' Speech has ‘been regarded in the past and present as a cognitive, auditory,
acoust1c and neuromotor phenomenon as well.
% See H_ Dudley, 1939 ."The Vocoder”, Bell Labs. - Record 18:122-126.0
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sequenee of acoustic events for stops (abrupt exeitation cut-off, silence, burst, and resumption
of excitation) could be generated automatically (Mattingly, 1963), Dudley and his collegues
demonstrated the Voder at the 1940 World's Fair in San Fl"anv'ciséo. Listeners were cued by a
human speaker who "corrversed” with the Voder. Dudley noted that the cueing was an
important precaution due to the unusual quality and unavoidable 1mperf ections of the voice
which the audience would be hearmg for the first time. ) .

Dudley (1939) made two observations which are \:orth noting because they are very
relevant to even today's methods of speech synthesis. Firsﬂy. on discovering the best way to
synlhesize a sound, he said,

LY

"the most fruitful method of anack was 10 search for the desired sounds by
manipulation guided by the ear;”

and secondly, regarding the abil‘ily of the liétener 1o extract meaning from synthetically formed
speech after prolonged exposure to it, |

"the hstener becomes expert at mterpretmg badly formed words and ceases to be |
critical.”

The systems of von Kempeien and Dudley both required a human operator who had to
be trained in the operation of the device. In both cases, the operator's training implicitly

included rules for synthesizing speech which were never made explicit. Thus both systems

Fa Y
‘-rA

them. .

The first Qiff erence is basically due to the differing technologies av.ailable to each
researcher. Dudley's Voder was primarily electrical whereas von Kempelen's work‘ was
" acoustical. This electrical implementation had certain consequences Changes in design were
more readily and quickly unplemented Further many of the articulatory facts pertammg to
synthetic speech which von Kempelen was forced to ignore, could now be mcorporated into the

design of the Voder as a result of using inherently well determined electrical circuits with easily

= modifed properties.
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.The second diff erence is due to each researcher's f Tame of reference rather thrm-
technology. Dudley, ;'telephone engineer, tended to regard spwcll as #h acoustic as opposed to
an articulatory phenomenon. This led to an acoustic model which' embodied only the most
obvious speech signal characteristics. Both the model and its c'omrol strategy were relatively
simple; consequently the implicr't synthesis strategy and symhesis rules became increasingly
complex. The result was that a year or more of training with. the Voder was requlred before
intelligible spwclr could be produced by the operator. , s

The first speech synrhesis-by-rule device that made lts rules explicit was a direct result

“of the invention of the spectrograph in the 1940‘.;» by Potter of Bell Laboraiorles (Koenig,
Dunn, Lacey; 1946). The spectrograph is an instrument which disperses sound wavee into a
spectrum which may be mapped as a spectrogram. The spectrogram is a graphical
representation of speech in which the horizontal dimension represems time, the vertical
dimeneioh. frequency; and the density of inking of the picture, energy. Here the vocal tract
formants appear as dark bars which rise and fall in frequency over time. It is reasonable to .
view the spectrograph as a visual tape recorder of speech. It is also‘ reasonable to conceive of a
device which would play back the "stored " speech. Potter designed and built such a device to
achieve a means of demonstratmg that his spectrograms preserved the essential speech
mf ormauon This speech synthesis device was a landmark in the sense that for the first time,
the synthesis of conjoined speech was not a transient event, but rather a controlled result of a'
spectrogram. Cooper of Haskins Laboratories saw the expenmental value of such a devrce and

 built a research version called the "Pattern Playback". .

A set of explicit synthesis rulés was developed by Frances 1 ngemann (1957) which v

could be used to edit or produce an original spectrogram which was used as input to the Pattern

Playback The refi mement of the complex and soplnstxcated rule statcments proved difficult and ‘

their apphcauon to produce a precrsely specrfred utterance proved laborious. In spite of thesc

‘
N
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difficulties, and the inherent limitations of the Pattern Playback. for the first time an explicit '
set of rules was available so that an utterance could be synthesized and stored; ™ a spectrogram
created by rule could be checked; and speech created by different versions of the same rule

could be compared before it was heard. The development of lngemann s rules also clearly
defined the concept of speech synthesis-by-rule as a research objectxve ]

The idea of "Compiled Speech” was examined in the 1950's and the 1960's by a host of ,
tesearchers. This concept was prompted by the advént of the magnetic tape recorder. The _
compilation process'consisted of taking prerecorded segments of natural spee%h and conjoining
them to form an utterance. Harris (1953) used segments .correspo'ndingto phonemes and
'syllables but the resulting speech was of disappointingly poor quality. One of the reasons‘ for
th}'s poor performance is that acoustic cues for phonemes overlap in time and any attempts o
build an uttereance from isolated segments are f orced to ignore this reality. In order to deal
with this mherent problem more effectively, segments consxsung of the last half of one phone
and the first half of another were used in the dyadic synthesis attempt of Peterson, Wong, and
Silvertsen (1953). There are two major downfalls with this approach. The first problem is that
the lzlrger the segments, the better the results, and to retain the ability to synthesize arbntrary
passages the inventory of segments now becomes combmatonally large (Gaitenby, 1961) The
, second problem is that the manner in whlch prosodtcs are to be handled renfains totally
unresolved (Mattmg]y 1968). ‘ A ”

A promising variation on the conlce‘pt\oﬂéomptled speech mvolved the use of
synthesized, rather than natural spwch segments. The ability to control the producuon of the :
segments in a very explicit faslnon opened up a way of elmunatmg some of the diff xculttes '
mentioned earher This was first exammed by Estes and his assocxates (1964) and later by
Gattenby (1967) Unf ortunately, etther the synthetxc segments required a large, n\lmber of

...................

 There was no means to specxfy hiss excitation or ‘to vary the fundamental

. fre uency of the buzz excitation.

e rules described how to pamt a -spectfogram,

-3
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suffered.

parameters (o be spegified for each moment of speech, making the task of synthesis highly

complex, or a great deal of sirﬁplif ication was made and the auditory quality of the utterance

Subsequent work took two general directions. 1f ; person wished to study the lowest
levgls of speech synthesis or retain control ov;:r all aspects of synthetic speech?"production, he
lgnded toward building his own speech synthesizer. Alternately, if aperson wished to study the *
higher level aspects of speech synthesis such as prosodics and the use of stress, then he.tended
toward the use pf ‘the ng:w}y available commercial devices, despite their unsatisfaptory

enunciation.

24 Cbntemporary Speech Synthesis Systems ,

There are many text-to-speech systems in existence, both in research and commercial

environments. However, virlual]y all existing systems use a'speech generation technique which

can be categorized as one of three basic types. ** The methods of conversion of parametrically

| ~|Icscr1bed speech to its audible analog are, in order of complexity of 1mplementanon

1Y Waveform encodmg/decodmg for dlrect speech reconstruction (WBD)

2. Phbneme specified formant speech synthesis (FS).

3. Linear predictive coding for mathematical speech reconstruction (LPC).

Each method is capable of generaung understandable speech Exactly which method is used

depends on many factors which have been mentioned earlier in this thesis. DU »‘,
. The three methods of spwch generation differ. primarily in two areas. The fxrst area is

the amount and rate of inf ormapon (baud rate or bits per second) required for the method to

* convert a described word to its aﬁdible analog. Speech is a complex cvent. To desqﬁbafgﬁgh an

..................

2 Cater (1983) states that other possible techniques exxst for speech synthesis such
as Walsh function synthesis, - direct Fourier synthesis, - and signal correlation and
partial .autocorrelation (PARCOR) These techniques are not used in

an
: ﬁ-w speech system that is of interest vgxth reference to this thesis, d‘;erefore they

ave not- been ‘discussed.

<
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event adequately, a great deal of informatiAon is needed. Generally speaking, when more

inf ormation is used to form a word, the quality of the output is correspondingly higher (morc
human like). This is because the more information that is provided (for a synthesis technique,
the more accurate the description of the acoustic event can become. (See Table 2.1) Each
method of s'peech generation requires input within a certain range of baud rates.

The second manner in which these speech generation Iecl"mi‘ques differ is the source of
the information used to create the synthetic speech output. Synthesizers of both tile waveform
encoding type and the linear predictive type are based ultimately on human.speech. The speech
is compressed and encoded through a variety of methods. Whi‘le these two techniques differ
greatly in their implementations, the important point is that they both generally require a
prespoken vocabulary for speech generation. ?* On the other hand. formant symhésis systerﬁs
need not (but can‘and do) use processed human speech directly as their information source.
This total independencé of formant synthesis systems.f rom human"speech makes them muﬁh
m(;re popular in a text-to-speech environment where truly synthetic speech is the goal.

~ Given the objec;ives of ;pis research project, as-stated earlier in Chapter 1, the most
acceptable metﬁod of truly synthctfc épeech generation is one grouﬁded on the ideas of
phoneme specified formant synthesis. The technique of waveform encodivng.is not acceptable on
at least two grounds. Firstly, the technique does not synthesiie ‘speech. but rather reconstructs
it from prerecorded natural speech. Secondly, this technique is not grounded on the concept of
generalizable pronunciation rules. The same criticisms apply to linear predictive coding systems
- given that they are based on natural speech. ** A similar view is taken by Cater (1983), who
| concludes that only speech génerated using a system which does not depend directly 6n
prespoken human spe;)ch, can be truly called a synthetic speech generation system.

¥ It is possible for systems categorized as LPC synthesizers to operate in a
text-lo-sg:gch environment (Cater, 1983). An example of the type of hardware used
is - descri by Caldwell (1979, -1980). :

* The optimal functioning of a LPC system requires prerecorded human speech as
the medium from which to build its output. There are however LPC systems which
synthetically composed signals as the medium from which to build speech.
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Synthesis Techmque Summary Data

Synthesis Technigue Bit Rate per Second  Storage Required in Bytes for "Hello”

Fs 100-800 4 10 30
LPC - 1200-1500 - 45 10 188

WED ' 16 £00-120,000 ’ 600 to 4500

Table 2.1 (After Cater, 1983)

Information Encoding Techniques

A compiefe description of the theory behind these three speech synthesis techniques will
not be attempted here. ?* However, it wquld be remiss not to introduce the basic concepts of
linear predictive coding in addition to discussing the ideas behind formant synthesis.

Formant synthesis is normally regarded as residing in the f’ reqeency control domain
(Ciarcia, 1981). Frequency domain synthesis is considered to be the classic approach to the
problem of speech generation. It has been actively researched over the past several decades
(Cos'tello and Mozer, 1984). Syqthesis schemes of this sert madel speech as a combination of
two types of source excitations (i.e. turbulent air and vocal cord vibta)tiohs) together with a
substantially larger number of oﬁtput filter states wich represent the resonant states of the
vocal tract. Compression of data is a'chieved‘b§ §tdring the filter and vkocal excitation
parameters instead of the original waveform An algonthm of relatively high complexlty
uulnmg a multi- pole digital or analog filter i is usually used to transform the stored f requency

** For an introduction to these techniques, please refer to:

Koehler and Mackey, 1984; Ciarcia, 1981, 1982, 1983; Smith, 1984;

Kaplan and Lerner, 1985. For a more- complete review of these techmques and their-
tential uses and general viability as research tools, please see: Witten, 1982;
ter, 1983; Bristow, 1984.



domain ix}f omation into an audio signal in the time domain to approximate the orig]'nal
waveform. This algorithm is usually realized in terms of integrated circuitry

(Rabiner, et. al., 1971) however, a softwafgimplemcmation of a multi-pole digital filter does
exist and has been used successfully (Klatt, 1A980).

In contrast, WED is normally considered to be a time domain synthesis technique
(Witten, 1982). Methods of this type store sound segments as compressed representations of '
speech waveforms viewed as f uhctions of time. Because the stored information is already in the
time domain, no filter is necessary, and the synthesizer lnerely unpacks the information and
sends it to the hardware to produce the output speech signal. The advantange of these speech
waveform compression techniques is not their limited hardware requirements,

"...but rather the analysis that enables the speech waveforms 1o be stored in such a
highly compressed form." (Costello and Mozer, 1984).

Linear Predictvivé. Coding Synthesis ,

LPC was developed and popularized in the early 1970's (Makhoul, 1984; Witten, 1982) . The
techniqu'e is a method of compressing the storage requirements of digitized speech. It is based
on the assumption that the sound generated at given time T is a cc;nu'nuation of the sound

generated at time 7-7., The speech ‘sampl;e at time T is predictable based on a weighted average

(linear combination) of speech samples at a small number of prior instants. By removing, the

natural redundancies present in speech, LPC redices the required number of bits to record a

second of speech by as miuch as 9‘8'.5% when compared to purely digitized speech **.

The LPC analysis starts with an actual recording of the words or sound segments to be
! \

reproduced. This recording s first sampled a1 a fixed rate to convert the recorded waveform

into digitized data. The data’is then compressed to extract source information, amplitude, and

.................. . \ 7 . _
** To reproduce one second of speech, digitization techniques require 96000 bits for
storage (no compression). LPC requires only 1200 bits for storage

(Koehler and Mackey, ‘1984)‘;‘..;:_ ‘

S
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mﬁlli-smge lattice filter parametersl The amplitude is a measure of the energy or the loudness
of the utterance. fhe source information indicates the state of the vocal cords (vibrating or
still) and if appropriate, the pitch or frequency at which they are vibrating. The filter
parameters relate the relative placement of the teeth, lips, and tongue in the vocal tract. This
information is used to reconstruct the utterance based on a mathematical model of the human
vocal tract.

The technique's mathematical model represents the vocal tr;:lct as an acoustic wave
guide comprised of betweeq lO'and 16 uniform tube sections which have their Cross, sectional
areas change dynamically during spe‘éch. These "conceptual tubes” are represented by the
programmed activity of the multistage lattice filters which are the heart of the mathematical
model of the vocal tract (Ciarcia, 1981) ", Digitally represented sound sources excite these
conceptual tubes creating pressure waves whi‘chfadvance and retreat within the lupe (Kaplan -
and Lerner, 1985). See table 2.2 for current examples of systems which use this technigue.

LPC can be seen as being akin to FS in that LPC can operate in the f fequéncy control

domain and use similar hardware to emulate the human vocal tract (Ciarcia, 1981). Although

LPC is primarily a method of coding information in the time domain, it can be used to generate

frequency domain parameters such as formant frequencies, amplitude, and bandwidth (Witten,
1982). o

The differences arise in that the parameters for LPC are stored as multi- pole digital or
analog filter parameters, amplipude Or gain settings, and excitation frequencies (source
information). o - Lo
Formant Synthesis  *

Formant synthesis consists basically of modelling the natural resonances of the human vocal

" The lattice filters are responsible for the :gencration of -the required formants used

- in actual audio output. On the basis- of this, some authors in the popular literature

have classified LPC ‘based speech generation systems as formant synthesizers.

~ - . .
. n

o



Currently available LPC type Speech Synthesizers.

Device ' - Synthesis Type Approx. Cost
The Texas Instruments Inc.(TI) Speak and Spell. * 10-Pole LPC $60
The Texas Instruments Inc.(TI) TMS 5200 10-Pole LPC $80
Hitachi HD61885 and HD38880 10-Pole PARCOR N/A
Speech Technology Corp. M410 | 12-Pole LPC $185
Street Electronics Echo 11 10-Pole LPC $200
Speech Technology Corp. VR/S100 | 12-Pole LPC , $£325
Street Electronics Echo-GP * 10-Pole LPC $370
Telesensory Speech ‘Systems Speech 1000 12-Pole LPC $1200
Telesensory Speech Systems SP1020 _ 12-Pole LPC - $2500 v
The Texas Instrumems‘vlnc.(TI) PASS. ' LPC-choder $15,000 2

Table 2.2 (After Cater, 1983)

tract called formants. This tecl_mique depends upon analysis of specified speech segments to
define them in terms of at least the three lowest formants (i.e. F1, F2, f3). Speech segments
of any sii&)(phref;@s. words, or phones) may be analyzed. In addition to the three formants,
information regarding the pitch, amplitude, duration, and ,respéctive bandwidths of the three
formants, may be éxtr cted. This information is then stored so that it may be accessed in terms

of the original sound sc ent. A library of sound segments is thus f ormed.

‘This technique may\be used.in a system which concatenates the information regard ng a

number of sound segments to\form a meaningful unit (e.g. a word, or words concatenated\lo

form a phrase) which is then usex drive.a hardware speech synthesizer. Exactly what type &
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information is stored clearly depends on what information is neede_cf"to synthesize a sound
segmient uging the selected hardware. _ !

The most common example of the f ormant synthesis technique is z: phoneme specified
synthesis systém. This type of system makes the assumption that 'phon(é?nes constitute the basic
sound units of human speech. This assumption is based on the fact that a phorieme is defined
as being a member of the set of the smallest units of speech that serve to distinguish one |
utterance from another in a language or dialect (i.e. the pof pin and the b of bin are two
different phg;lemes). Theoretically, if all of the linguistically acknowledged phonemes are
defined, then by linking thém appropriaiely, unlimited, natural, intelligible voca{)ularies may be
achievt;ei " ' .

The result of‘ speech through phoneme synthesis is an electronic voice which varies in
quality and intelligjbility according to the extra parameters (pitch; duration; amplitude; higher
order f ormants; dynémics of change of pitch, dura/tion, and amplitude) which are used to shape
each phoneme. The data rate associated with this technique élso vaﬁes according to the exira
information which is providéd. However, Ciarcia (1981) states that ‘ "\V'.

"In most cases, the electronic voice gcneraied is quite intelligiblé, but it may have a
mechanical quality ... with a data rate less than 400 BPS (bits per second) ".

The reason for this is that phonemes are conceptualy objects which are never realized in human
speech. What actually exists are allopﬁones which are defined as one of the variant sounds
forming.a phoneme-(i.e. the aspirated pbf pin and the unaspirated p of spin are allophones of
the phoneme p.) It is enlightening to view allophones as variants on a theme, or as |
approximations to a target. The manner in ‘which the allophones of a phoneme vary is related to
their context ?*. Thus if only phonemes are specified, the resulting speech is unsatisf actofy. To
** While this is theoretically possible. it has yet to be fully realized in’ gractice.
Phrases such as “linking them appropriately” and words such as "natural” and
“intelligible” imply a great many things. - .
% ‘Context here refers to the phones surrounding the allophone in question. For

detailed discussion, the reader 1s referred to the linguistic literatyre. Alternatively,
Jassem and Nolan (1984) offer an introduc_tion_ for the non-linguist. - :
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achieve higher quality speech, it becomes necessary to specify the correct allophone in the
correct context. There is no phoneme synthesis system known to this author which allows all
known allophones to be specified. '

See table 2.3 for current examples of formant sysnthesis systems. The Votrax type'n
talk, Intex-talker, and Microvox text-10-speech synthesizer are based on the Votrax SC-01A
voice synthesis chip. The Text to Speech system from Sweet Micro Systcms Inc. is based on the
SSI-263A chip. The Dectalk and the Prose 2000 units use a more advanced phoneme formant
synthesis technique. Both of these commercial systems are based on tt;e MI talk-79 research
system of Allen's (1979) and all wil]’bg discussed in more detail later in the thesis. The Votrax
Division of Federal Screw Works SC-OlA chib, and the Silicon Systems incorporaled SSI-263A
chip both use a table look up procedure (as described earlier) to generate the inf ormz/m'on for a
series of predefined sound segments. The write ups for these systems in the popular lit_eralure
call these sound segments phonemes. This use of the term phoneme only loosely corres.ponds 1o
its normal use in a linguistic sense. A

-In the opinion of the authdr, with respect to what is being investigated here, the
SSI-263A chip is the output device of cﬁoice in this comparison. This is the device currently
being usc;d by this research project as its primary output device. The reasons behind this choice
will be described in greater etail later.”

Paramete; Generation | ‘

The parameter generation module (PGM) of a speech syntﬁesis system serves as the
interface between information encbdirig techniques and synthesizer hardwaré. The PGM
receives a phonetic version ef the o;iginal input string. This phonetic string has most often been
syntactically gi’sggbfgmﬁjnd marked for segrmental and S}Jprésegmenml features. The task of
the PGM is to take this information as input and c_iecode or translate it so that it can be

re-expressed in terms of the parameters needed to drive the particular synthesizer hardware that

~
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""""""" Phoneme specifiable, text-to-speech formant synthesis systems.
Device ' ' Approx. Cost
The Sweet Micro Systems Inc. "Text-to-Speech System". ‘ $100

The Intex "Talker". | - $150

. The Microvox "Text-to-Speech synthesizer”. : $150
Votrax "Type and Talk". $375
" The Speech Plus "Prose 2000". B $3,500

The Digital Equipment Corporations "Dectalk ", . $4500
Kurzweil Reading Machine (KRM). ® ._ ’ $30,000

Table 23 (After Cater, 1983)

is being used as the output device. ’ ,

.The algorithm used to decode or translate the pponelic string to synthesizer pa‘fameters
can ‘vary from trivial to complex. The complexity of the algorithm is directly related to the
number of changes that must be made to the phonetic input string to have it become acceptgble

as output to a speech synthesizer. The riumber and type of these changes could be quantified to

give a measure of the complexny of the PGM of each speech synthesis system. Thxs however is -

not the point. Even in cases where the complexxty of dlfferem algorithms was snmxlar the
algorithms would not be interchangeable. The simple reason»for this is that there is no way (or
reason) to standardize the characteristics of either the input or the output to the PGM. This

. makes each lmplementauon of a PGM apphcanon spec1f1c Additionally, in the apphcanons
that ‘are relevant to the tOplC of this thesis (e.g. those using high level synthesis hardware), the

PGMs can generally be 1mplemented very easily based on the idea of translation tables. These



K

two, reasons suggest to the author that the¥e"is no need to discuss PGMs in isolation in any

further detail.

Synthesizer Hardware
A large numbe} of speech synthesizers have been described in the last five decades *°.
- Kdatt (1980) divides lheg recent synthesizers into two broad categories. These are articulatory

synthesizers and electroffic resonance synthesizers. ’ ‘ s

" Articulatory Synthesizers

Articulatory synthesizers attempt to model the mechanical motions of the human/ vocal
‘ l£act faithfully. The motions of articulators, the resujtant volume velocity Qislrib;lliong,.and
sound pressure in 'Lhe lungs, larynx, vocal and nasal trafcts are all kept track of (Flanagan,
Ishizaka, and Shipley, 1975). Witten (1982) notes lhét althoqgh articulatory ‘synthesis has the
‘potential for very high quality speech, owing to the inherent difficulty of modelling the
coarticulation effects causgd by tongue and jaw inenig, it has }et to be realized. Sihcc this type v
of synthesizer is not readily usable in alext-lo-speech environment, it will not be discussed

further. .

Electronic Resonance S ynthesizers
Electronic resonance synthesizers operate by modelling speech in the acoustic domain.
The acoustic view of speech may be summarized by stating that:

"...a simple, reasonable and approximate model of speech generation includes a
time-varying filter, whose resonances and antiresonances can change continuously to
simulate the vocal trdct transmission, and whose excitation is derived from two kinds
of signal sources: a periodic pulse generator of variable period to simulate voiced

** Dudley, -Riesz,” and Watkins, 1939; Cooper, Liberman, and Borst, 1951;

Lawrence, 1953; Stevens, Bastide, and Smith, 1955; Fant, 1959; ‘Fant and

Martony, 1962; Flanagan, Coker, -and Bird, 1962; Holmes, Mattingly, and

Shearme, 1964; Epstein, 1965; Scott, Glace, and Mattingly, 1966; Liljencrants, 1968;
Rabiner,er.” al., 1971; Klatt, 1972; Holmes, 1973; Klatt, 1980; (From Klatt, 1980).

I
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sounds, and a broad band noise generator 1o simulate voiceless sounds.”
(Flanagan 1984).

The channel yocoder was the first method to ever take advantage of lhe source and
filter model for speech coding. The first example of the method was implemented by Dudley in
1939. The word vocoder is actually a contraction of the phrase voice coder . This method
employs a bank of fixed bandpass resonance filters whose amplitudes are controlled in an effort
to model speech by amplifying only those (;esonances which are found in the target speech. The
use of fixed, as opposed to variable, bandpass resortancerﬁlters tends to limit the accuracy of
speech reproduction attempts. The greatest lnmltatnon of" ;ifewce 1s the fact that it is driven by
spectrographs. Spectrographs are a very difficult medlum in which to specify controlling
parameters well and consistently. Witten (1982) reperts that this type c;f synthesizer is not
normally used in current 1ex1 to-speech systems because of its inherently poor quality speech
- and its spectrograph input medium. Channel vocoders use the same type of sound sources as
formant synthesxzers which are discussed subsequently. .

Recently, the i EL ‘successful electronic resonance synthesizers have been formant

synthesxzers Formanf syrithesxzcrs are normally only concerned with the production of the first
3 formants (i.e. F1, F2, F3). The formams are created by passing a broad source signal
generated by an excitation source through a few parametrically"controlled filters. Periodic
signals are used for voiced sounds and aperiodic signals are used for unvoiced sounds (l(aplan
and Lerner, 1985). This approach was pioneered by'}éant in 1960 (Fant, 1960).

 Two general confxgurauons of formant synthesizers are common. One is called a
cascade formant synthemer (see Figure 2.7) and the other is called & parallel formant
synthesizer (see Figure 2.8) ’l’hey differ in the arrangement of the f ormant resonators. An
amalgamauon or "best of both worlds" synthesxzcr has been proposed by Klatt (1980) He calls
this a cascade/parallel formant synthesizer (see Flgure 2.9). Each approach has is advantages
and. dnsadvamages ,

..................

! See Witten (1982) for a ‘mathematical discussion' 'of the merits of each approach.
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" Figure 2.8 .
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Parallel formnnt synthesizers
é
The parallel formant synthesizer connects in parallel the f ormant Tesonators which 51mulate lhc -

transfer function of the vocal tract. Normally each résonator is preceded by a gain modulator

© which determines the relative amplitude of a particular formant in-output spectrum of both the

voiceless and voiced speech sounds. This type of synthesizer is con51dered particularly useful by
Klatt (1980) o - ’

.f or generatmg stimuli which violate the normal amplitude relauons between
f ormants or if one wishes to generate, e.g., single-formant patterns.”

~Klatt goes on to say that the parallel configuration also facilitates the generation of fricatives

and plosive bursts as their sound source is above the larynx.

- Cascade formant synthesizers
Vd

The cascade formant synthesizer produces sonorants'through'a“s‘eries of cascade-linked formant
resonators. However, some parallel path must be included because of the need for f ricau'Ves and -
plosxves This results in a conceptually more complex unplementauon The advantage of the .

cascade confnguratxon is that individual amphtude controls afe not needed to control the :clauve

amplltudes of formant peaks Additionally, cascade linked resonators provide a supcnor model .

e

o

of the vocal‘ﬁact trghsfer function during the producuon of non-nasal sonorants
(Flanagan, 1957)

Parallel/ cascade formant syntheslzers

» Klatt s parallel/cascade synthesizer utilizes a cascaded as well as a parallel bank of tesonalors lo _

simulate the resonances and annresonances of the mouth,, nose and throat Both penodxc .

(vmced) and apenodlc (vdiceless) sources' may be fed mto the ca.scaded resonators These are

used to produce such voxced sounds as.those- produced by the vowels and the phonemcs vand

| z. Only the. aper;odlc or whlte noise” sound source may be f ed xnto the parallel resonators

2
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They are responsible for the production of the unvoiced speech sounds such as the phonémes f

"and s (Kaplan and Lerner, 1985). .
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3. A Modular Systems Approach to Speech Synthesis

The speech synthesis system designed by this author, "Talker”, was conceived as a
research oriented text-to-speech system The design ideas are based on the conventional control
blocks presented in figure 1.1. Figure 3.1 presents the modular grouping of routines chosen by
this aufhor. The following sections first discuss Talker as a whole and then each of its
components in relation to the design goals and the implementation decisions of the system.

In 'thé design of a text-to-sﬁeéch "systcm, many decisions must be made. The design
consideration space is so large as to preclude an optimal solution. Fortunately, every design
option does not require detailed consideration once criteria have been established. The
sequential nature of the top-down design process causes lower level decisions to fall out
naturally once higher level chonces are resolved. Often the basis for judging the acceptability of
a decision is unclear. For example, comimercial text-to-speech systems are designed for fast
operauon and inexpensive implememation. Systems such as these tend to be found in expensive
dedicated hardware, peripheral to thé host system,. Conversely, research systems are c;)néerned

-with cleanly interfaced logical components and the retention/display of information calculated
or gathered in the synthesis procedure. They tend to be more expensive specialized hardware
and software applications integral to the host system. In each type of system, different design
criteria result in different téxt-to-specch systems. ' |

The design altematxves of Talker were considered under the following criteria. The
system should be minimally resmcted f ast, and accurate. Levmson (1980) makes the pomt that
a sfistem of this nature )

3

. should be modular and simple to mmlmnze the work involved in its construction,
debuggmg, and tuning. The task also should mmall}" be no more complex than
necessary to present an interesting set of problems.

There was a need to complete this system in,a finite time span. A top level concern was the

necd to allow for'the.incorporation of a syntactic parser of the English language *? Thc

...............

2 This lparser was to be developed concurrently by Dr. L. K. Schubert and was
not available at the ume of implementation. '

.44
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e
examination of the areas of speech synthesis which are the least explored and mésl intéresting
such as prosodics and semantic understanding was considered desirable. The testing and tuaing
of the system was important so that it could be evaluated in a quantitative manner to allow
further comparison with other existing systems and future efforts. A further considcralior;.
relating to the potential accuracy and relative speed of the system., is that poésibly relevant
information should not be discarded. This information retention principle is especially
important in an experimental system like Talker. Finally, this entire system had to be
implemented under very tight budgetary restrictions making expensive hardware and software
purchases out of the question=it was plain to see from the outset that these criteria érc not
w}xolly comp;nib]e and that sizable tradeoffs had 10 be rpadc.
The tradeoffs involved in this research took maﬁy forms. For example, the prosodic
aspects of synthetic speech were éxamined in a theoretical framework only, as only a
rudimentary prosodic processing control block was implemented. The rule base of Talker was
not optimized towards any criteria other than correctness (such as maximum generality, or
minimum number) due to ;irrfe constraints. Kaplan and Lerner sum up the problems of tuning
in synthetic speech as qllows; !
."Cecil Coker,.speech synthesis researcher at Bell Labs, reported that one could easily
spend 3 month on tuning or optimizing the vocal tract parameters to make just one
phoneme sound natural ... -only to discover later an atfdilional phoneme combination
inwhich the phoneme in question sounded artificial." (Kaglan and Lerner, 1985).
Coker 's observation applies equally well to interdependent letter-to:phoneme rules. For reasons
of time, the quantitative testing and tuning were sacrificed in favor of qualitative judgements.”
A decision was made to maximize the opportunities for utilizihg the knowledge gathered in the
synthesis process by minimally "throwing away" the information. Levinson (1980) makes the
point that this information retention principle ‘

’

"... is essentially a negative principle; one which V{arnsA about potentially restrictive
choices, rather than guiding the designer to a particular decision”.

It is this principle which led to the current data structures used in the system because it

f
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suggested that information such as the original orthographic input, its syntactic description and
its phonemic equivalent might all be useful reference information to the prosodic routines.

Unf: ocwnatel»r{hé retention of information, and the concomitant complex data structures, is in
direEt‘Cmﬁi;r"rflh an earlier mentioned criterion of simplicity. Nevertheless, the decision was
made to retain information whenever the complexity that it engendered was not excessive.

The first block of Figure 3.1 is composed of three parts. These are, in order, the

normalization modules, the syntactic parser, and the phonetic translation module. These three
modules logettzer serve to generate the basic phohetic string equivalent to the orthographic

input.

3.1 Normalizatioﬁ
Normalizalion is the pro(:ess which causes the input string io conform to certain expected
characteristics. While the input string can be any string of ASCII 3 characters, only a subset of
the entire ASCI1 set makes sense in this particular application. It is theref ore, part of the job
of the normalization process to remove any of the meaningless chéracters‘ from the inpu{
stream **. Further, normalization forces the alphabetic characters to a single case (i.e. upper or'
lower case). This reduées the number of possibilities the remainder of the program must
in‘vestigate. Some text-to-speech systems (Prose 2000), include the expansion of abbrgviations
(and possibly cbntractipns) in the normalization process. By way of example, see Tabie 3.1 for
a list of possible input strings and their non‘nalizedequivalents. |

. Conventional text-to-speech systems deal with normalization either by ignoﬁng itor
treating it as a separa?é prdcess which may be considered as a form of pre-processing. If
normalization is ighorejd, then a great deal of the robustness of the system is lost. If
normaljzation is approached as a pre-processing task, then it cannot be iﬁcorporated as tightly ‘
into the system design as is poésible. | ‘

% American Standard Code for Informatidn Interchange
* Form feeds, line feeds, and miscellaneous control characters.
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0
"""""""" . Examples of Normalized Tewt
Before Normalization After Normalization
Mrs.  MISSUS
Ms. | MiZ
$17.23 \ SEVENTEEN DOLLARS AND'TWENTY
: THREE CENTS

St. Boniface St. SAINT BONIFACE STREET.

Table 3.1

3.1.1 Design and Implementation of the Normalization Module

A case will be made for the gonsideratibn of the normalization process right from the
inception of the system design. This is because decisions regarding normalization have.
consequenées for the structure of the lexicon ahd the rule base 6f the completed system.

The pre-processing of non-cdnforming’iqpﬁt would n&’nally be viewed as a string
substitution procedure characterized by parsing, lexical look-up, and the replacemem of a
string by its normalized equivalent. This approach is'logical in isolation, but unreasonable when
viewed as part of a text-to-speech system. The problem is that the lexicon is acéessqd first for
the normalized equivalent of the abbreviated "v\vord.", and later for the phonemic descfiption of
thé normalized text. Similarily, th‘is approach can lead to multiple parses of the input string, at
least once for abbreviations, a second time for the case conversion, aﬁd possibly a’-third time
for the syntax analysis of the input string. Also, if only lexical éntr_iés are used to expand

abbreviations, then how may the potentially infinite numeric expressions be h_andlcd'?



Tnis suggests that the expansion of abbreviations and n‘umeric expressions should be
dealt with through the same mechanism (discussed later in the paper) which deals with
"regular” text strings, namely the phonetic translation module. This allows the trade off
between lexical entries and leiler-to-phone translation rules to be exploited and avoids potential
redundancy.

This leaves conversion to upper case as the only preprocessing operation. Unlike
expansion of abbreviations and numerics, ths character-by- character operauon leads to no
_ fbdundanc:es in subsequent processmg One further wrinkle which was added 1o tﬁe \
Implememanon was the rearrangement of strings representing monetary amounts so that they

will translate properly later (e.g., conversion of $50.07 to 508&7.). This latter wrinkle was

added because it was possible to do with only forward parsing. '

3.2 Syntactic Parsing’ .

The syntactic parsing module (SPM) was conceived much before Talker itself .'lts
design and implementation was the responsibility of L K. Schubert. It is viewed as a separate
process which takes as input cha:racter strings, and returns.the most reasonable parse tree of the
string based on the genefalized phrase structure grammar ({GPSG‘) of Ggudar er. al; (1985).
Thia,‘ type of syntactic information is very useful in the disambiguation of both the
'pronunciation and the selection o_f the stressed syllable; in a word (see Table 3.2). Syntactic
inf ormation is also very relevant and iinportant to the optimal functioning of the prosodics
Segtion of the system (to be discussed la'ter)-

The design of a sultable parser is a very ambmous undertaking, since the parser must
be error-tolerant, allow for an unhmxted vocabulary (the categories of unknown words should _

be guessed), and choose among multiple alternative parses in a human-like fashion.
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Exampl% of Word Stress Disambiguated through Syntactic ~Categorization

subject | sub'-ject ‘ ‘ sub- ject”
project ' . pro'-ject B ) .pro-jecl"
reject re’-ject ' re-ject’
present _ pres'-ent ' ‘ pre-sent’
ret'yel reb’-el . re’ - bel
affix- af " -Fix ‘ - af-fix'
object > ob’'-ject \ C ob-ject’

* refuse ref'-use \, ‘ re-fuse’
survey sur’'-vey , sur-vey'

Table 3.2

~ 3.2.1 Design of the Syntactic P#rsing Module
The idea is that the input would have to be English but could be as varied as poetry,

text, elliptical constructions, notes, or even a computer program. The parser procecds_in a
‘bottor;vx-t‘ip fashion utilizing its own lexicon to establish word classif icatioﬁs. tenses, etc. The

- parser is capabie of ﬁmrphologicai arialysis’ of the words it investigates S0 that a small lexicon
can be used. Also, the SPM can use the information‘gleaned from the affixes gtripped from the
words, to make conclus1ons with regard to the syntactic category. of the word. This
information, plawd in cantext, with other words can resolve many of the ambiguities

va

mentioned earlier in Chapter 1 and listed in Table 3.2,
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The parser chooses amoung alternative word"galegorizations and phrase attachments
using Jexical preferences (e.g.. a preference for categorizing far as an adjective rather thana
noun), a variant of Kimball's prjnciple of Right Attachment (e.g., a preference for attaching
the final prepositiongl phrase to the last verb in a sehtene like John boughl the book which I had
selected for Mary), as well as, potentially, semantic and pragmatic principles (Schuberl‘, 1984):‘

The output from the SPM would be a barse tree of the input string and/or possibly‘as
summary of the relevant information taken from the tree. This information could‘g‘ke the
form of syntactic (and, where appropriate, tense) categories of each word, the boundaries of
phrases in the string (noun, verb, prepositional, etc.) as well as the overall tense of the

sentence.

i

3.2.2 Implementation of the Syntactic Parsing Module
At the time of this writing (May, 1985). none of the SPM has been mcorporated into

Talker. It is currently being written in Pascal.

3.3 Phonetic Translation

The phonetic translauon module (PTM) transf orms a r(ormahzed orthographic string
into its phonemic equwalent in a process described as Construcuve Synthesis by Dilts (1984).
There are myriad ways to produce a phonetic translatxon of a text strmg Which way is "best”
depends on the desu'cd propernes of the translatlon Given the criteria defi med earlier for )
Talker, there are three basic ways in Wthh to construct a PTM. A PTM can be lexically based,
rule based or based on the morphologxcal composmon of the words. These approaches are not

" totally dlsunct Rather, they differ in their concepuons of what the basis of a PTM should be.

A le)ucally based PTM 1mphes that the translation information 1s primarily slored ina
lexicon. As was pointed out in Chapter»ul, a PTM based exclusively on a lexicon will have a
limited vocabulalfyA. To ameliorate this pfc;blem. morphéldgical_ analysis is used to deqqmpose

4



the many variant forms that a word may take. The advantage is that only the root word and
not all of its derivatives must be stored in the lexicon. General pronunciation rules may be

introduced to assist in properly propouncing the whole word given its root pronunciation. This

lexicon-based scheme t¢nds to have the most severly limited vocabulary of the three approaches -

- discussed t}ere, It also requires the Jargest amount of storage. The advantage of this strategy is
that when a word is translated, it is virtually élways perfect (given the limitations of the
device). Further, if it is not, the location which must be accessed to correct the broblem is
obvious. |
. A rule-based PTM is very much'like a lexicon-based PTM with regard to the

components which.comprise each. The two approaches differ in the relative impoﬁancc given to
each component. The rule‘based PTM strategy is bésed on the conception that an extensive
enough list of explicitly stated pronunciation rules will allow all words in English to be
pronounced. This ic-lea allows for a potentially unlimited vocabulary. Invariably, an exceptions
lexicon must be included with such a rule base. It may explicitly take a form similar to the
lexicon of the lexical based PTM. Alternately, if a rule exists which is applicable to only one
word, then the word may be viewéd as an entry into an implicit exceptions lexicon. A rule based
PTM sirategy requires the least storage of any of the three approaches. It also has the
advantage of being able to provide a translation for virmally all words. :l"he corollary (;f this is
that proper pronunciation is not guaranteed. If the pronunciation is incorrect it»isvnot an easy
task to find the source of tl;e error unless specific provisions have been made for such |
debugging inf ormatioﬁ. Further, the tuning of such a set of rules is not st;aightf orward because
their scope of applicabil{ty is not always clear. v

Allen (1976) put forth the idea that‘phonetic translations of English text could be best
produced using a morph based approach. Allen allows that there are approximately 12,000
morphs in the English language and on average there are slightly less than 2 morphs per word.

These morphs 1nclude pref ixes ( con-, be- mini-), derivational suffixes whlch af fect the
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meaning of the word ( -dom, -ship, -ness, -al) and inflectional suffixes, which affect the

grammatical role of the word (-5, -ed, -ing). Additionally, there are fwo kings of root morphs:

1. free morphs which can stand alone, ( snow, boat, house)

2. bound morphs which must combine with an adjacent morph ( -turb, -ceive, cri

Allen points to the stability of the number of these morphs over time for ctioosing this strategy.

Compound words exemplif 9 the benefit of knowing the morph constituents of words

(i.c. assembly vs. houseboat; snowman vs. woman; ). Most of the words that fall in this

category are composed of compounded f reelmorp‘hs and 'the biggest problem is calulsed by:

1. the incorporation of the silent final "e" into the compound word (e.g. houseboat)

2. the deletion of the final silent "e” without the concomitant ch‘:mge in the compouixds
prdnunciation (as in scarcity). .

/ There is a set of rules (Lee, 1968) for decomposing words into their constituent
morphs. The mles“recursively choose the longest‘ first match from the fight end of the word.
The primary problem with Lee's rules is improper affix decomposition. Allen feels that Lee's
Tules should be augmented by a set of selection rules which choose the "best/correct” ‘
decomposition.'TaMQ 3.3 gives twd examples of the results of applying various decomposition
strategies to two words: Af fixation is preferred to compounding so "scarce-ity" is chosen over
."scar-city” when pronouncing "scarcity " Mer 1nﬂect109al affixation is preferred to
derivational af fixation so "rest-ing" is chosen over "re-sti fr " When pronouncing restmg. .

One design solution is to assume that Allen's mo ase& Eﬁproa\ch is no;‘the answer
because it is too compuiationally exi;ensive and can bq replaced by some comﬁinatibn of a rule
based or lexxczg based PTM. There is evidence to suggest that this idea is a vnable apphcanons
~ environment soluuon Bernstein and Pisoni (1980) examined two systems, the Telesensory
' Systems Inc. (TSI) text-to-speech system, and the MITalk-79 system from Massachusetts
Institute of Technology (MIT) The TSI system is the producnon system offspnng of

MITalk 79. MITalk-79 makes extensive use of Allen’ s ideas of morphologncaI analysis and does
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et e

-- Morph Decomposmon Strategles

Word . Method of  Decomposition ' Decomposition
scarcity . compounding ’ scar-city
' affixation ) scarce-ity
compound_ & affixation - scar-cite-y
resting ~ inflectional affixation rest-ing
derivational affixation re-sting
-
Table 3.3

not have an exceptions lexicon. Conversely, the TSI system does not use morphological analym
but does have an exceptions lexlcon A more complete specxf ication of characteristics of the two
systems may be found in Table 3.4. Bernstein and Pisoni compared the two systems and found

" that after simplifying modifications, the TSI system pronounced ‘97% of its words correctly as
compared to 99% correct pronunciation With MITalk-79. Bernstein and Pisoni went on to -

_ Teport that this difference is not significant **. _ _ 4

'An aiternate §olution is a compromise between Allen's morph based approach and the

more conventional letter to phoneme rules supplemented with an exceptions lexicon. Assume
that the PTM follows the SPM then in the process of parsing the string for syntax and lcxxcal

. look-up, the morphologlcal analysns will already have been done. ln keeping wnh the
information retention principle mennoned earlier, a record of thlS information could be
attached to the word in the data structure. In the case of compound words such as 'snowman’
and 'houseboat -this could be very effective if the letter-to- phone rules could makc use of this
inf ormauon This was thc type of design initially considered for Talker.

..................

The reader of thelr paper is left to assume that they are spcakmg of a
!Ustan?txcal significance, however they do not report the levels at which the’ Jmsults are
sxgm icant. A

'.,4}'/ f

|/
o
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TSK._Texi-to-Speech system and MITalk-79 o \

TSl Text-to-Speech 1  MITalk-79
2000 word exceptions lexicon 12,000 morpheme lexicon
no parser r ' phrase parser
two ‘parts of speech recognized 26 paris of speech recognized
puncu)épon breaks marked . phrase and clause ends marked

\,\\ l )

. ';')» Table 3.4 (After Bemstem and Plsom 1980)

......................................................................................

3.3.1 Design of the Phonetic Translation Module

The sequential placement of the PTM within the second block (see Figure 3.1) is not
critical because the. Lranslanon process may precede, follow, or even occur in paraliel with the
syntactic analysis process. The internal um;s of the PTM (‘see figure 3.2) will be discussed
separately and then as they relate to each other and the design of ’l‘alker 's PTM.

3.3, 1 1 Letter-to-Phone Rules (LTPR 's) |
These tules are language specific and f uncnon to translate Englrsh orthography
- into its phonemrc equivalent. 1'I'here is no gcnerally accepted set of LTPR's for the Enghsh
language The most compelhng reason is the number of dialects of English and the variety
of pronuncrauons of English orthography LTPR's are based on the phonic rules of a
dialect, thus each LTPR set constrtrcted by a researcher is drfferent
A second reason for the lack ofa generally accepted LTPR set 1s that the phonec
into which strings are translated are not a ‘,constant set. Many of the sets that are used area
-combination of sound segments not representable in the International Phonetic Alphabet |

»
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(IPA). This type of phone translation set has been used by researchers to implement a

"one pass epproach" to translating the input texty (Text-to-Speech systcm of Sweet Micro
Syétems Inc.; Ciarcia, 1982; Allen, 1973). This approach cornbines in one rule thetask of
interpreting Englieh orthograpny on‘a phonemic level with the task of choosing the proper
allophone of Llizrl phoneme ‘given the current context. The reasoning behind this approach

s tl’xal if only one ’.ranSlati‘on step is made, then a great deal of information must be stored

* in the rules zrnd [hiS‘mUSl be representable in the translation phone set. This is a realistic
approach if the_.texl-lo-speech system is belng implemented under resource - limited
circu!n%ﬁtances or if the system is designed as only a first approximation to the problem's
ultimate solution. '

Other systems oee z; mul{iple -pass approach to their rule base, and even divide their
rules up into subsets to be applied sequentiélly (Hertz, 1982; QOlive, 197‘4; Carlson & '
Granstrom, 1974). This allows the phonernic rules and the allophonic rules to be put in
sepgrate sets. A good example of a sub ' §uch a rules base is given by Dilts (1984) *.

The advantage of the multipa:moéch is its logical hierarchical structure. The

English'language is very context de. ndent in most aspects of pronuncranon and written
English is highly structnred and setZentral Recognmon of an orthographic symbol glves a
clue as to pronunciation but n is the sequenual nature of the symbol's contexn that refines
the pronuncxauon of the target symbol. The multipass approach utilizes the structured
nature ol” pronunciation knowledge as a basis for organizing its rules s€t.

When the knowledge contamed in the rules base is logically split into subsets then
each rule in cac'h subset has less knowledge embedded in it and there are fewer riles in-
total ThlS is because the pronuncrauon knowledge is dlstnbured between the loglc used to

‘ access the subsets of the rules the logical order of the apphcauon of the subsets, the order

..................

% Ir Snould be recognized thai the one pass approach and the mulitpass approach
lie on a continuum of ideas of how to process information. These two
representative points are dxscussed here as a dichotomy for simplicity.

- . o
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‘of the rules themselves within each subset, as well as the rules themselves
The translation rules of a one pass syslem are kept in one non-structured sel. Thar
is to say that the rules are unordered and unsegregated according to any g¢riteria. This lack
of structure is the primary advan/lage of a one pass rule set. This implies ghat the -
knowledge needed to pronounce English strings is embedded in only the rules and not their 4
access rnethods or grouping sirategies; thus the knowledge is in the data not the control
structure. This allows a researcher to state and revise his theory of English pronunciation
separately from the program which operates on that knowledge. @
Disadvantages to a LTPR base are that a large number of unorganized rules are
difficult to check for attributes such as redundancy, scope of applicability, and even
correctness of application. These problems are more acute in a one pass approach but the
-multipass approach is not without disadvantages as well. If a researcher is starting from
scratch, a multipass rule base is more diffj‘cull and time consuming to construci‘. This is
because it requires an underlying logical structure before one takes a "try this and see if it
works " appranh to ref ining the rules. A problem that both approaches suffer from is that-
the rules are not normally algomhmrcally ordered within the sets. The ordering is
something that is laboriously done by hand.
LTPR's translate letters in the context of the word or phrase and from their
English to their phdnetic equivalent. In other words, LTPR's in conjunction with this
interpretation system. f unction as language transducers (Denning, Dennis, &
’ Qualitz, 1978). They determrmstrcally translate-each Englrsh language mpul into a specific

1phoneue language output. , 2

3.3.1.2 Lexicon _. , _
The data comprising a lexicon terids _fo vary with the application. However, in a
text-to-speech system which utilizes a syntactic parsing module, the data could be expected

to include the potential syntactic categories the string can assume; and the pronunciation

%
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entry of a word into the structure would consifl of constructing a path from the root
(which represents the first letter in the word) through each level, connecting the
appropriate nodes in order to spell the word. The structure is searched by parsing the target
string and simultaneously traversing the tree. If the string is there, the last letter/node will
point to the information available about that word. If it is not there, then the last letter

.will point at some null location.

3.3.1.3 Disambiguation Process | {
Ambiguity of pronunciation is a major problem in a text-to-speech system. This
problem has been mentioned earlier and'examples of certain aspects of the problem were
displayed in Table 3.2. |
There are’two basic types of ambiguity, that related to pronunciation and thél
related to syllabic stress patterns. These problems usually arise due to syntactic, tense, or
semantic ambiguity. Two observauons can be made regardmg lhqse problems and current
. text-to- speech systems.
The first observation is that many words are ambiguous if their syntactic cafego_ry
" is not known. Some words have mu]tiple pronunciations gssbciated with‘the same 'spelling :
O 1er words are basically pronounced the same but have diff ércn't stress patterns when
usedl:c.lifferently» syntactically (see Table 3.2). In each case, if ‘the' syntactic category of the
word is known and the word has been located in an excepuans ‘fexncon then the correct
pronuncxanon Or stress pattern may be retrieved.
e Secondly, some words only have an ambiguousA pronunciation if tﬁey are

semantically unclear. For example, consider the word bow in the sentence: "That is the
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bow." . Even though it is clear that b§w functions as a noun in that septence, its
pronunciation is ambiguous. '

Due 1o the nature 6f the LTPR base, the rules cahnot generate more than one
pronunciation for a word. Therefore, if me' word's phonemic analog has been generated

‘ through the rule base, there is no problem with ambiguity, although there may be
pronuxiciation errors. It will be part of the tuning process to ensure that words with
multiple pronunciations are stored in the exceptions lexicon.

' In a text-to-speech system,.the only way to dea_l with ambiguous pronunciations is
through multiple entries in the lexicon. If cvcr)‘/ pronunciation is associated with the correct
syntactic’ category of that word, then most of the a‘mbiguou's pronunciations can be
resolved given ihal the syntactic categorizations are available.

With regard to the problem of semantic ambiguity, perhéps future research will
shed enough light 6n sémantics and context that this problem can be solved. Presently,
only ad-hoc solutions or heuristics such as a use count can be proposed *.

The design of the phonetic translati(_m‘ module attempts to ’,achieve an effective
compromise between the'thfee bagic approaches introduced earlier. |

- It was assﬁmcd that a syntactic module 'w'ould pregéde the PTM. Therefore, the
syntactic information could allow djsambiguation to be done when the Qring was sought
out in the lexicon. If the string was not in the lexicon, the. letter-to-phone rules would be
used to transiate' the string. The lexicon ‘is searéhed prior to the application of the rule base -
because'lexical search can fail while the L;I‘PR cannot. The rule base was designed so that
the rules could be applied u'sing a one pass approach. Rule§ were introc}uced that acted in a

7 At the start of each new conceptual text entity (a paragraph perhaps), the use
count for each potentially semantically ambiguous word is set to zero. Then, when a
word can be pronounced unambiguously, the pronunciation used has’its use count
incremented. In a situation where ambiguity arises, the most highly used variant
pronunciation will be used. The idea is that in normal conversation/text, the -

speaker/writer will not attempt to confuse the.listener/reader.
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morphological analysis to be used with compound words. The rules were modified so that
they did not have to be ordered by hand. The direct benefit of this is that the introduction

-of a new rule only requires consideration of the rule itself, not its placement.

_3.3.2 Implementation - -

The actual implementation of the phonetic translation module is diagrammed in Figure
33. Because the SPM was never implemented, there would be no syntactic information
available. This obviates the need for multiple pronunciation entries in a lexxcon for a given
word. The need for disambiguation also went by the wayside when only LTPR s were to be
used. The lexicon was implememed' implicitly as described earlier. The rule set of Talker is
based on a combination of the Naval Research Laboratory Letter-to-Sound rules developed by
Elovitz et. al. (1976) and the letter-to- phoneme rules used in the text-to-speech system of
Sweet Micro Systems. - ‘ _ . |

The LTPR's used by Talker consist of a pair of strings, namely a target selector string,
and a s,ubstituﬁon string. The target selector string is made of optional varfable length context
strings surrounding a target string. The context strings may be null, but the target is required to
be non-null. The substitution string is an optional length‘ (possibly n{m) string of either
hexadecnma%codes which serve to identify the phbnetic code terminal symbols in the case of this
one pass approach An example rule is given in Figure 3 4. Table 3.5 lists the meaning of the |
symbols used in staung the rules. The entire set of the rules used by Talker is listed in Appendlx
B. These rules were chosen because they were originally designed to work with the SSI- 263Af
Chlp which is the same speech synthesizer used by Talker. The original one pass approach was
_ retained because the set of phones that the mput is translated into directly corresponds to those
- -available with the SSI 263. Funher the SS‘I’ 263A phohe codes can represent all other potential
speech synthesxzer codes asa subset The IPA and the phoneue code used by most dncnonanes
are Subsets of the SSI- 263A phone codes. The table demonstratmg the eqmvalence relauonshlp

]
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Function

Represents any nonalphabetic
character in the input string.

Represents one or more vowels .

Represents zero or more
consonants.

r

Represents a front vowel (E;l,Y)

Represents one consonant.

Represents & voiced consonant
(8,D,G,J,L,M, N,R,V, W, 2)

Represents a digit
(1,2,3,4,5,6,7,8,9,0)

Left context deljmitér
Target string delimiter
Right context delimiter

Phone substitution St.rir'\g‘delimii_ter

~ Letter-to-Phone-Rule S_ymbc;l

Interpretation Table

NN

7N
).

Table 3.5
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between these different phone code sets is presented in Appendix A.

The rules reside in a separate file which is input at the start of each experiment. The
rules are then placed in order within their data structure and then written out to the original
data file to ensure that thelr internal order i is known. Insrghts gained in structurmg the rule data
and implementing the search strategy allowed the rules to be algorithmically ordered, the
"lexicon" to be searched first, and effective analysis data to be generated. |

The rules are st%.@d in a structure quite similar to that proposed earlier for a lexicon.

- The root "node” is an array of 30 trees corresponding to mdmdual letters (26), plus symbols,
brackets punctuation, ar@ number categories (4). Any permissible input letter f alls into one of
these categories. Each rule is categorized according to the first character in its target string.

‘ Thus we have a subset of LTPR's for numbers each letter (‘A" - 'Z"), punctuation, etc., with
each subset being one of the trees. Each node in a tree corresponds to a position of a character
in a rule starting with the leftmost character of the target string. Additionally, each node
contains information regarding applicable left contexts, pointers to subsequent nodes, and
whether this node corresponds to the las“t.characteru position in a rule. ” |

- Each LTPR subset tree is searched in breadth first fashion. This leads to multiple paths
bemg explored So long as each path can be extended, it is retained. If one path cannot be
extended and another can, the unextendable path is dropped from the search space. If no paths
may be extended. then incomplete paths are dropped from the active search space but are
retaine‘d_ in case of b_ack-tracking."Each comp‘lete unextendable path found will have its left
context string examined. If a successful m‘atch‘ is f ound, then the _suBstitution phone string is
appended to the phone string being built for the current mput text. This search behavior was
developed out of the following observatlon For a n1les applyrng to a given target strmg ina
grven context,only the rule with the longest and St hrghly specrf ied target selector stnng
should be selected 'I'hrs observatron also suggested that there was an underlymg complete -

- ordering which couild be imposed on each subset of ‘ L’I'PR s. This ordering was based on the

t
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scope of applicability of each of the symbols used in the rules. Each rule symbol first takes on a
value equal 1o the number of characters which it may Tepresent. This results in a partial
ordering. In addition, all those symbols which represent the same number of characters are
sorted into their ASCII alpha-numeric order. The rules are then sorted left to right on the
target string and the right context string. Since it is possible for two rules 1o have the same
target string and right context (thus being represented by exactly Lhe same path in a subset
ALTPR tree), the Jeft context is used to complete the ordering. Because the left context string is
most reasonably consrdered in a nght 1o left direction, it is sorted in the same direction.
The ulumate product of this data structure, its search strategy, and the algorithmic

ordering of the rules, is that the 1mphcn “lexicon” (i.e. the rules which supply phone strings “

for complete words) is effectively seaftﬂ:d first before any of the more general LTPR's are °

tried. _

W Finaliy. in implementing the PTM’, the information retention principle had to be
considered. For debugging purposes, there is‘code within Talker Which allows virtually a
complete record of the paths which were investigatéri to be output. Since this volume of dutpul
is both expensive to’store and expensive to generate in terms of performance forgone, it is ot
normally generated. What is generated is an echo of the input line with a record of the rules
usgd to translate it, their phone substituu'orr strings and the portion of the inpur string to which

each rule applies. This feature simplifi ies the problem of tracking down any mispronounciations

1
2

which occur.
e K Speech is much more than a series of properly pronounced words concatenated to form
an utterance. Duration, amplitude, and pitch are all characteristics which have their effect on

utterances as a whole. . : - S ‘ .
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3.4 Segmental Feature Module

Segmental f catures are relevant at the phone or symbol level. Each phone's
characteristics must be considered in the context of its neighboring phones because of the need
to model the limited postures of tne human vocal apparatus and its transitional information.
The limited context of consideration affects the relevance and manifestation of segmental
acoustic cues such that they are comparatively localized (Hill, 1980). Witten (1982) notee that:

"The distinction between prosodic and segmental effects is a traditional one,. but it
becomes rather f uzzy'when examined in detail”

The problem is that prosodics cannot exist without segnfentnI features functioning as .
building blocks. This leads 10 the recognition that the prosodic characteristics of pitch, rhythm,
‘and timing may be productively examined on a segmental level for it is here where they have -
their realization.

A prosodic unit’s timing is a direct result of the durations of the segments which ..
| compose it. The length of a given consonant within a given word is inversely related to its :
posiﬁonal distance from the beginning of the wotd. Consonants are generally not affected by
local stress oonstrqtms or weight (Church, 1985). The converse is true for vowel length (Cater,
‘1983; Klatt, 1975). Also, the vowel i in the stressed (prominent or salient) syllable of a word
tends to be longer than the same vowel would be in a non-stressed syllable. Additionally, the
phonetic quahty of the vowel may be altered (reduced versus non- reduced).

On.a suprasegmental level, the pitch contours of a prosodic unit seom to be relatively®
independent of segmental influence. There #.however, the phenomenon of mlcromtonation .
This is seen in the pitch changes on the transition in and out of certain consonants (Witten,
1982; Haggard et. al., 1970) Ladefoged (1967) explained this in t€rms of a.variation of air
pressure from the lungs on the vocal cords. This occurs because the bnef increase in the
) ‘supraglottal pressure as*soclated with some consonants (voiced fncatlves and voiced stops)

cause a reduction in air flow across the vocal cords. This results in‘a concomitant reduction in-
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both the cord's vibrational f requencyh and the pitch produced.

The third prosodic characteristic of amplitude or loudness also finds expression as a
segmemal feature. Although loudness is a very weak prosodic characteristic, it is vl:ry |
important to segments of synthetic speech, particularily phonemes. Table 3.6 summarizes the
relative ampligudes of the various phonemes. 8- L ,

Olhpr segmental features deal more with how segmemsare combined and the

/ interactions which result from such com_binations. For example, consonanls in word-initial or  »
syllable initial positions may have increased aspiration. Further, salient syllables may be
articulated more clearly than less prominent ones henee-#he target values of their f ormgm
transitions are more llkely to be reached (Witten,+1982). This last class of segmental interaction
features is well addressed in the linguistic literature and is therefore not addressed here.

Fixriher, this l;itter class of features is considered to be at a level of abstraction belo‘w that -
which this project is aimed.

s,
34.1 Deslgn‘ of the Segllnenotal Feature Module - ‘ : .

The available time and hardware imposed stringent constraints on the segmental
features that could be éonsidered in the design. 'l’he synthesizer hardware chosen for this
project does not allow for the any cbmrol over the "shape” of individual phonemes so that the
,intefesting s‘egmental fi eé'turés could not be invesu'gated' The only real scgniemal feature which
can be addressed usmg this parthular hardware is the duranon of individual p@ @
mcntloned earlier, this segméntal feature is seen at the suprasegmental level as a timing
charactensnc of the utterance. The decxsmn was made to design Talker with the idea of

@ ~ allowing for the future incorporation of a subsystem that could be used_ to experiment with

phone durations based @heir type, position m the svordf, and other appliciable information. . -
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Rank

OO0 ~J N A B G RO

Relative Power of Speech Sounds

Phoneme

AW
AHI .
UH
AE
O
10.0)
A

EH
Yl-U

=R~

SCH
NG

T-SCH

ey

Emwuwgexﬁqmwwuz

Example

talk
top
ton
tap
tone
took
tape
ten
tool
tp
peek
rare
litly
sugar
sing
mama
chuch
nancy -
judge
azure
200
sister
tot
go
cook -
vote
that
bob
dad

' Table 3.6' |

Relative Power (p?)

680
600

510 -

490
470
460
370
350
310
260
220
210
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segmental features led to the current design of the data structure holding the phonemic
description of the utterance Each phoneme can be given a duration other than that specified by
the translation rule used lo generate the phonetic translation. This durational information

remains easily accessible throughout the chain of subroutines which comprise Talker »
) ,

, Sy
3.5 Prosodic Feature Module '

_ Prosodic or suprasegmental features characterize the utterance as a whole. Here,
"utterance" refers to a unit of speech which may encomr)ass several words, a phrase, a clause,
or a sentence. These divisions form the bounds of the natural prosodic units (Witten, 1982).

Dilts (1984) describes the his personal view of prosodics in Enghsh gg;saymg e

"in this particular language prosodic features are exuinsic to information’ comenl and
serve primarily to allow speakers to express emotion or indicate the relative i 1mportance
of individual words."

This may or may not. be s0, but for synthetic speechz%o improve, it must become
possible to both embed and recogmze prosodxc information in an utterance. To do this, three
key areas must be-investigated. Firstly, wrth Tespect to the rex1_~to-spwch translaiion pr_oce'ss, .
what are the symactic"and/or semantic cues which indicatei rosodic inf orr’nation? Se'cor'ld]y; :
what exactly are the aural signposts Whlch the listener mter&ets as being prosodically -
'meamngf ul? And thudly. what is the mappmg from the textual cues to the aural exprcssxons of
prosodic information?”’ A great deal of research has been done i in &of these areas and a review
of that literature will not be attempted here Some of the more sngmf 1cant research and
definitive points of v view wilthowever be mentioned . a |

’

/

% The mplemen;auon of Talke; mcluded a dummy subroutme czll whnch was
des ed .to allow the easy incorporation later of a module bui’]t separately to
orm - the segmental feature apphcauon _process.. o
Wxtten (19 détails , further readin sources as: includm Abercrombre D, (1965)
- Bolinger, (1972) Crystal D. (1969 Blmson A.C. (1966); Lehiste, (1970)

- Pike, K L (1945) Also suggested are Wmen . (1982) and antow (1984)

\_;
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Basic to many discussions of prosodic f eaturegv'is the idea of stress. Witten (1982)
points out that | .
"Stress is an everday notion, and when listening to natural speech people can usually
o  agree on .which syllables are stressed. But it is difficult to characterize in acoustic

terms. From the speaker’'s point of view, a stressed syllabfe is produced by pushing ' N\

-
\

< . ) b .
more air out of the lungs. For a listener, the points of stress are obvious. ... However, \
it is a rather subtle feature and does not correspond simply to duratién increases or Ty
i ' ' ’ ’ - . = ‘;&/. 4
pitch Tises. It seems that listeners unconsciously put together all the clues that ere  « A AW

.
’ A

;‘\ present in-an utterance in order to deduce which syllables are stressed. It may be 'hat
spcech is perceived by a listener with reference to how he would have produced it

. himself, and that this is how he detects whtch syllables were gtven greater vocal

-
4 .

effort.” ‘
Thcrc are two widely' separfited points of view as whether or not the reader (text-to-speech
. system) may be abléito extract prosedic f eatures from textual matenalv There is the school of
thought which feels thts can be done (Chomsky and Halle, 1968; Bresnan, 1971 1972; Klatt
1975; Culicover and Rochcmont 1981; Grllot 1985 Church 1985) Much of thrs analysis
’ depends on the nuclear stress rule as described by Chomsky and the Jidea of surface and deep
Astructure There are other people, notably D. Bolmger who feel that Accent is predrctable (if
you're a mmd reader) (Bolmger 1972) C)thers bcsbdes Bolmger who subscrtbe to this sort of _
© view aré Berman and Szamosi (1972) and Lakoff (- 1972) Thts author is greatly ;nfluenced by
. Church (1985) and Gillot (1985) and is of thé oprmon‘that a. great deal of prosodt,c o
inf ormatJon may be extracted from the text of an utterance. Unfortunately. this presupposes a
syntacttc and/or semantw analysxs of the utterance It xs felt that this analysis is best handled in
the GPSG framework discussed earlier than by Chomsky smethods S . T
_ _ A source of prosodtc mformauon other than stratght text is the concept upon whtch |
] ‘that text lSmbaSCd Thrs l$ referred to as synthet.rc speech f rom concept (Young and Fallsrde

o \

on ? . N el



- 1979). While this topic is tangential to lex'l-to-speech per se, it is mentioned because it has
. great potential for very effective expression of prosodic information in synthetic speech.

With regard to the question of what a listener interprets as prosodically meaningful, a
great deal of research has been done. It is known that stress ( prominence, accenl or salience)
is acousLJcally manifested in terms of duration, pitch and amplitude. There a are studies mvolvmg
the pitch contours of utterances (Witten, 1979; Hill and Reid, 1977: Pierrehumbert, 1981) ah?l
- the rhythm or timing of utterances (Jassem et. al., 1984; Klatt, 1975). There are essentially no
prosodic studies directed at controlling amplitude'becz'iuse of its negligible level of importance.

Assuming that prosodic information is available and that we know the acoustic
parameters that must be'controlled, the®uestion arises as to how to comrol the parameters 10
'get across the mtenaed message. lntumvelv the non- lmgulsuc researcher often describes a
stressed syllable as being louder than others proximate to it. Lehiste and Peterson (1959) havé
shown thal thls is not necessarlly or even usually the case. The rate of change of puch tends (0
be greater across a stressed syllable (Wltten 1982). Stressed syllables often have a longer vowel
sound than both the same syllable in an unstressed situation and other nearby syllables (Wmen
1982) This is pot umversally true however, as Morton and Jassem (1965) have conducted
cxpenments Wthh used bisyllabic nonsense words which lcd them 1o conclude that some people
cons:stently judge the shorter syllable to be stressed in the absence of other clues.

Unfonunately the absolute frequency, the direction of pitch change and the shape of
the associated pltch contour are also involved ift whether’ or not a syllable is percinved as bcmg
stresscd» Wltten (1982) notes that prosodnc stress, '

.:.is confused by the fact that certain syllables in words are of ten said in ordinary /\L

~ language to be stressed on account of their pos tion in the word %

'

irrespective of the role of the word.in the utterance.
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3.5.1 Design of the Prosodic Feature Module

The prosodic (suprasegmental) feature module (PFM) of Talker was designed to allow
the manipulation of the characteristics of an utterance's pitch only. This was done because
pitch is generally accepted as the most prominent acoustic realization of prosodic inf drmation.
Rhythm was ignored in an effort to simplify the problem and also r)ecause segmental duration
(a1d indirectly rhythm) was considered in an darlier module. Amplitude was disregarded
because of its neflible import to prosodics iﬁ{eneral. '

The PFM was(conceivedof as the tool that would select preset pitch contours, modify
lhdm in the context of the utterance, then apply them. Th; genesis of this idea lies in the work
of Witten (1979) with regard to the transference of original pitch éomours to syntl{etic speech.
Witten's work would provide the basis for the algorithm used to map, the prespecified pitch |
contour to the utterance. The original part of this whole idea was that thrs process should be
iterative and constructive. That i is, first a contour would be selected for a word and applied. .
Then a contour would be selected for the next highest syntactic category that included the word
‘(e.g. noun phrase), and that would be applied with reference to the contour‘of the word .
selected carlieﬂr. This process would continue until the highest syntactic classif icatiou (a
sentence) was considered. The result would be a unique comour.f or the sentence based on its
constituents. ' . ._ | |

The strengths of this constructive s"ynthesis‘of pitch «c‘()ntour hypothesis are that one can ‘
include Halliday's (1970) idcas about typical pitch-contours of sentence types but not limit
oneselfto only those types Also thls idea allows 1he inclusion of a pitch contour for one word,
possibly specif: iablein a drcuonary 40 The dlsadvantages of this hypothesrs are that it requires a
very complete syntadtlc analysrs of the utterance as data and.that the 1dea 1tself is not grounded

on experimental evidence found in empirical studies of natural speech

..................

* This could assist in clari‘fymg the differences between dnfferent pronuncrauons of
words based or their syntactic (.ategonzauon :

4.

2
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3.5.2 Implementation of the Prosodlc Feature Module

The implementation of the PFM as designed was not pOSSIble due 1o the lack of the
syntactic analyzer componem of the system. The data structures used and the pnncxple of
mformauon retention followed through this prOJeCl would, however, allow its eventual
inclusion. What was implemented in its place Was a method of applying a static pitch contour
to each word. |

Each word has its first ‘phone start on a base pitchi which is user selectab'le. The pitch of
each phone is then altered in a stepwise manner which'approximates a sine curve for the
duration of the word. The size of the pitch change from phoneme to phoneme is constant,
therefore a short word tends to have a rising pitch contour and a longer word has a rise/fall
pitcﬁ contour. ’:I'he result is that the pitch contour of the utierance as a whole, (at least from

- the point of view of the listener) is unpredictable. -

The rate of change of pitch is also controliable, in an indirect manner. By allefing the
duration of a particular phone, the relative rate of change of pitch across that phone,
automatically changes. Unfortunately, both the actaal proximity of the realized pitch of a,
phone tb its specified target pitch and the smdothing of pi_tah transitions are handled by the
synthesizer hardware and are therefore out of control of the researcher. .

" The third block 6f Figure 3.1 contains two modules, the parameter generator and the
speech' synthesiieﬁr itself. Thage two modules pérform a function analogous to the vocal '
apparatus of a person. That is 10 say tﬁat up to this point, the earlier modules were concerned
with the generauon ‘and detalled descnpnon of the utterance in abstract terms. Thiy 4hxrd block

f orms the effector apparatus of Talker y)
/ : RN

Y ‘
Q‘,\k
>

a~,
[
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3.6 Parameter Generator Module

A parameter generalor takes the f ully dcscrlbed phonetic string as input and produces
the actual parameters needed for the speech symhesrzer to function. The PGM f uncnons in a
manner analogous to a device driver and is therefore synthesizer specrf’ ic. Thrs is‘why both the
PGM and the speech synthesizer are located together in one block of Figure 3.1.
- . ) o
3.6.1 Design of _the Parameter Generator.Module
The PGM is a very straightforward module to design as it is entirely based on

translation tables. Thrs module could be designed to consume the phonetic string descnp\ron

~ synchronously with ns generation (on a phoneme by phoneme basis). Aljernatively, the module

could run asynchronously with respect to the generauon ol' the phonetic string description. Thls
has the advantage of allowing the PGM 1o be responsrve to real time mterrupts This type of

asynchronous desngn is particularily suited to apphcauons types of text-to-speech systems

where it allows the systemgy€o respond to time delays and higher priority interrupts without

requiring a completeinput string. : o

13.6.2 lmplementation of the Parameter Generator Module

The PGM was implemented in a synchronous fashion. This chorce was made because of

the research nature of Talker. It was not considered crucial for Talker to resp@d to real time

.

delays. Asynchronous desrgn leads to more cleanly mterfaced modules and srmpler $haring of

data between modules. . ' - N : . . N

A completely translated phonetrc string is generated before J.he PGM is called This has

the ef] fect of slowmg down the synthesrs process relat:ve to asynchronous rmplementatron 'I'he

- phonetic string is trealed as a first-in, first- out (FIFO) queue as it is drsmantled and the

T
S

R parameter strmg is built. up - o e

A S
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3.7 Synthesizer

The synthesizer that was chosen to be used in the implementation of Talker was the
Silicon Systems Incorporated 263A chip (SSI-263A) designed by a group headed' by D.G.
Maeding LI . .

* The SSI-263A is a 24 pin VLSI chip implemented as a single monolithic C-MOS
integrated circuit (SSI-263A Data Sheet, 1984)—;\ The chip's design is based on the ideas’
discussed earlier in this paper. This design aliows it to turn the 50 to 500 bits/second data rate it
receives (mstrucuons) into a 10 Kilobit/second data rate in 1fs vocal tract secuon (Eleclromcs
1984) ‘

' The human vocal tract is emulated through the use of a set of switched capacitor
filters. St';%arate glottal and f ricative sources drive the multiple filter elements in the simulated
vocal tract. Fricatives, are generated through the addmon of pseudo-random noise. The _
‘combined sngnal is then filtered to: create the appropnate spectral shape There'is a separ«agte
section on the chip to control speech dypamics (see Fxg 3.5).

The SSI-263A is clocked at 1 MHz in this apphcauon Internally the chip comams five
eight- blt registers which provide the mf ormation needed to produce one phone These registers
allow 256 phones to be specified, four modes of handshaking, 4096 levels of pitch or 32 levels
with eight different speeds of inflection movement, 16 overall rate or specd settmgs 16 levels .
-of amphtude 8 rates of aruculatjlon and 255 level semngs of the vocal tract filter f requerrcy

response. Thls last featuge allows complete sound effects capabllmes (Dcsngn"Specnf ication
SSI-263A, 1984). e

b
.- A - ------ L . .. -‘- . - ) \ _

% This chip has also been mco rated in the. commercially ava:lable Sweetalker I
built " by Steve C1arc1a (Cnarc1a 84) . . . e

\

\

N

A

A
.
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» / 4. Results
The results of this research projecl. are presented in this thesis irt the form of an audio
cassette tape included at the end of the thesis.
Side \A of the tapeis a recording of synthetic speech as generated by Talker. The -
contents of the tape are as follows:
1. Table3l |
2. Table 3.2
3. Tabledl | -
4. Table 4.3 |
S. A sample of connected speech: "The subject of this thesis is the design and implementa:ion |
of aisystem capahlé of delivering synthetic speech." '
6. “The phrase "Please get of f my cord, thank you”
. Tables 3 1,3.2, 4. l and 4 3 are all recorded with the inflection, speech rate, and filter -~ -
£ requency of the SSI-263 Chlp set at 8, 8, .and 232 respectively. The sample of connected speech
is repeatedly recorded at various inflection, speech rate, and filter f requency settmgs Thesc
setttngs are in Qrder of occurrence: *?
Inf‘le_ctxon set at 1, 10, 20; -
Speech rate set at 05, 1.6, 1.5, 3.0 and 5.0 times "normal” speed;
, 'Filter frequency set at 220 230 and 240. | \
Srde B contams the same malerial as A, however the recordmg is of the output
| generated by the Text to speech system manufactured by Sweet Mitro Systems Inc. Thrs sytem '
is the one from which the LTPR base of Tﬁlker 1s derived. The srde B recordmg is mcluded for

, companson purposes only

SRR USSR N IO 4 ‘
42 These settmgs do not correspond drrectly to any accepted umts of measurement:

. The "inflection”, "Speech rate’ % -and "Filter- frequency” are merely aspects of - the”
‘SSI«263A whrch may be reset to’ produce drfferent qualmes of output." v

78 R A
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Addmonally the LTPR base used by Talker is included in Appendix B and a sample of

N

the debuggmg output generaled during the recordmg of the tape is mcluded in Appendix C.

4.0.1 Evaluation

Text-to-speech systems cannot be improved wn,ho!ut evaluations being made. Both the
test data and the type of evaluauon performed on-the test results are 1mportant areas. Consider
a text-to-speech sy%tem which mispronounces only one word. If it 1‘5 the least frequent wordA in

-the English language it may never be detected. If it is the most frequent word, the error is
intolerable. To detect these types of problems in a systematic manner Cater (1983) proposes to
test the systems using a list of the most frequently used words (see Table 4. 1) ©. Testinga = -
'system in this manner can reveal madequaaes in the storéd lexicon or generalized rules. Using
thlg same principl€, testing could be done on the phonemes preduced by the system in order of .
frequency of usage in running text (see Table 4.2). One could use a type of articulation drill *
(Table 4.3) to pinpoim a deficiency in a specific phoneme. The examination‘ of individ;al
sound segments should clearly be performed pnor to testing the system on wotds or phrascs as
a sound segment test can point out inherent and potentially uncorrectable lumtauons in the
speech synthestzer that is being used Most importantly, test data should be recogmzed by
experts in the field and ‘have been used in a prior system evalyation.

Qualrtauve evaluauons are usef ul when the subject lends itself to cornpar‘ison with a»
generally known standard. In the case of synihet:c speech the ‘most common comparison is
wnh human speecH The ma Jonty of Teviews and evaluatlve arucles publlshed recently, analyze
syntheuc speech research topxcs ina quahtaﬁ;c manner (Klatn, 19803 Wmen 19827
»Mlastkowskl; 1982; Cater, 1983 antow 1984 Smr&b 1984; Kaplan and Lemer 1985)

' Qualntauve evaluauon was the method Lhat was chosen for this pro;ect ‘Talker is evaluated w1th

-------------------

ow Exactly how many words should be -tested and_ the confldence level predxctable :
from tests: of this type, are not the subject .of this paper: That area is best - left
to thel fxeld of sumstms whxch specialxzes in such: types of ‘measurement.

} B . L. K ¢

! »
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meaning of the word ( -dom, -ship, -ness, -al) and inflectional suffixes, which affe¢t the
grammatical role of the word (-s, -ed, -ing). Additionally, there are two kinds of root morphs:
1. free morphs which can stand alone, ( snow, boat, house)

2. bound morphs which must combine with an adjacent morph ( -turb, -cewve, crimin-, -pel).

Allen points to the stability of the number of lhese morphs over time for choosing this stralegy

“Compound words exemphf y the benefit of knowmg the mosph constituents of words
(i.e. assembly vs. houseboat ; snowman vs. woman ; ). Most of thc words that fall in this
calegor\ are composed of compounded free morphs and the bnggest problem is caused‘b\
1.7 the incorporation of the silent final "e" into the compound word (e.g. houseboal)

2. ,the deletion of the final silent "e” wighout the concomitant changé in the compounds

pronunciation (a§ in scarcity). .
Tllere 1s a set'of rules (Lee, 1968) for dec‘;)mposing words into their constiluen_l
morphs. Tile rules recursively choose the‘longeSL first xpaich from the right end of the word
The primary prablent with Le";l s rules is improper affix decomposmon Allen feels 1ha1 Lcc )
rules should be augmemed by a set of Selecuon rules which choose the "best/correct”
decomposxtion. Table 3.3 gwcs two examples of the rcsults of applying various decomposition
strategies to two words. Affixation is pref erred to c_o,mpounding'so "scarce-ity" is chosen o‘\;er
"scart-city " when pronouncing .“scarcity“ Furlhef inflecu’onal affixation is preferred 10
derivational afﬁxauon so "rest-ing" is chosen over "re-sting” when pronouncmg resung

One desxgn soluuon is to assume that Allen’s morph based approach is not the answer

because it is too computauonally expenswe and can be replaced by some ¢ bmanon of a rule’

‘based 6r lexxcal based PTM. There is evidence ta suggest that this idea is a viable apphcauons ,

envxronmcm soluuon Bernstein and szom (1980) exammed two systems _the Tclesensory
Systems Inc. ('f'S]) text-16- specch system and the MITalk-79 system from Massachuscus
, ~lnsmute of chhnolog) ( IT). The TSI systcm xs the producuon system, offsprmg of .
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100 most frequently used “words as compiled by Godfrey Duey

[ J
Rank * Word
1 the
2 ‘ of -
3 and
4 10
b a
6 ) in
7 Jthat
' 8 it
4 ;)0 e
. i; - for
. : be .
13 was -
C 14 ! asns ’
18 you
116 with
17 he =
18 ) on . -,
1(9).' . have
1< not : '
22 - - at bl
23 : this v
24 - 8re .
25 . we
26 his
% ©, but
- they .
29 ‘ Tooall 3
30 - L or
31 Wthh
32 . " will
33 . } - from
34 : “had
35 has
36 one

41 - thelr
42 there
43 were -

44 ; L)

. 45 ) my

- 46 if
47 * me
48 - what
49 ~ would
50 v -who

o .,

Frequency «

7.31
3.9
3.28
2.92
2.12
2.11
1.34
1.21
1.21
1.15
1.03

.0.84
0.83
0.78
0.77
0.72

a
92 -
93

95
%
97
98
9

‘ .u.-loo

Word
when
him
them
her
am
your
any
more
now

s

time
up -
do
out
can
than
only
she
made
other

" ..into

men
must
people
said -
may
man
about
over
some
these
two
very
before
greal
could

. - such
first .
. upon,

every

“how .

come

s
. shall
. should

then <«
like -

- wilk
o lietle
?A say

i
NN

¢ °°°O°
‘p—-r-a—cv--i--'i-qi—-t;b'

coeccooco

N
—

i B L
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“a-. '
Frequency of Speech Sound Segmeits.
Yy + Rank Phoneme < Frequenc Rank Phoneme Fregquenc
L ] . 5.93 . 21 F 1.83( ‘
e 2, N : 7.24 22 HF - 1.81
. b gt T 7.13 23 B © . 1.8 '
R 44 R . - 6.88 N o 1.63
L. 5™ 5 UH . 5.02 25 .U - 1.60 . ?"
, 6 S . 4.55 267 AH2-E - 1.59 .
7. D 4.31 o2 AW 1.26
o~ 84 AE A7 O 28 , NG - 0.96
. 9 . E. 3.89- 29 SCH 0.82
. 10 L 3.74 30 KV 0.74 .
1l EH . 344 3] 00 0.69
12 THV 343 32 Yl 0.60. :
13 - AH 3.33 33 OouU 0.59 (Dipthong)
.14 Z 2.97 34 T-§CH '0.52- )
15 M 2.78 3s. J & 04
Lalb K 271 36 TH 0.37 .
17 A 2.35 37 E-U 0.31 éDipthongg
Y v 2.28 38 O-E 0.09 (Dipthong
19 w 2.08 39 E-J 0.0 _
20 P-‘. 2.04 ¥ Y
‘/ } N
R able 4.2 (After Cater, 1983). : *
-_..'.‘“-----., -------------- R ke ik il e L .
. ’ . ’



Articulation Drill with specified Phoneme.

Test Words B

saw, horse, horn, ball, talk

yard, clock, top, block, star, arm
gloves, rug, truck, tub, button, ton
tap, hat, can, black, grass, basket .
tone, boat, coal, snow, stove, comb
book, cook, foot, look, took

sape, cake, grapes, table, lady, tail L
ten, bed, dress, red,r steps, feather, sled ’
tool, blue, moon, tooth, shoe b
tip, chicken, fish, pillow, pig

peek, cheese, meet, sleep, trees,- green, feet

radio, rake, barrel, “car, tire, rabbit, red

ladder, lease, leg, letter, ball, bottle, look )

sheep, shelf, dish, fish, brush, push, shoulder, - shake

fipger, sing, swinging, ring, tongue, blanket -
move, rmusic, memory, most, more, meek, mimic, movie

. chair,  cheese, chicken, watch, catch,- matches, teacher, speech

" nasal, know, knife, candle, woman, nancy, spoon, man

juice, engine, orange, soldier, bridge, joke, jump
glacier, azire, measure, television R
music,. 20Q, roses, ears, nose, zebra, scissors

seven, see, saw, sleep, spoon, tmkew glasses, face

":table, tire, butter, tot, letter, white "

.~ gloves, grass, gun, golf dlggmg, wagon, rug. flag
. " crack, pocket, black; - clock, cook, fake

" :vase, . violet, vivacious,. cover, drive, river, stove

‘thimble, - three, -thin, thick, mouth, teeth )

bed, boat, . rabbit,: ribbon, umbrella, table, bob

dog, drink, jindian, radio, dud, bed, wood . :
paper, . pencil, airplane,. apple, pop, cap, rope, sleep
feather, finger, fire, fluffy, elephant, laugh, rfoof, knife .
thesc. those, brother. then, father feather, loathe

Table 4.3 - (M‘tet Cater,_ 1983)

Specified Phoneme

AW
AH

~mm-cE>8oRS

~

Owd<rZaenTaz

Homw
< ;
Ay
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respect to general mtelltgxbthtytof the speech as opposed to the naturalness of thé speech
Quaryitative evaluauon is approp'nate for complete»or stable systems A quanutauve
evaluatton has\been done companng the outputs of MI Talk and the Telesensory text - to- speech - £
.+ System (precursor of the Prose 2000). Conf idence tntervals anderror 1ates were used to report -
” stausttcal tests conducted on results generated from recognized data (Bemstem and
WPlsom 1980). Kaplan (1985) reports that H C. Nusbaum and D.B. Pisoni presented results to: .
the Fourth Voice Data Entry System Applications Conference in Arhngton Va. which’
quantrtauvely evaluated Dlgxtal Equipment Corporatnon $ DECT alk along with MlTalk 79. thc
Prose 2000, and the VOtrax Corporation's Type-N- Talk. ' _ '
N Quantttanve evaluattOns report results in a systematic' mannef agamst which otlrer »
system s results | may be vahdated or compared w:thout actually haying to have all the systems - H3
. under comparison present Pisoni's work has generally used the Modified Rhyme Test; a one o
hundred sen'*ence subset of the Harvard Phonemtcally Balanced Sentences one hundred o ~*7&“»

| IR anomolous sentenices (like sequences use&'at Haskms Laboratones) and passages of connected

current implementation hag not been optxmtzed and ’I‘alker can be considered an mcomplete
system The second reason is the time COnsmeranon Itis more beneﬁcxal 1 spend time .

: 1mprovmg the current 1mplementauon than it is to spend time analyzmg quantttauvely the . . et

~current output Thts is beeause there are many obvnous system tmprovements to be:""'
any rigorous testmg is carried out. e
EiRr -The quantrtanve analysts that was perf ormed on: Talker consxsted of two parts The ok
o :f irst part of‘he agalysxs consrdered the 100 most commonly used wgrgs m the Engltsh |
language hencef orth referred to as the' "100 MCW (Table 4 1): B

Twenty nanve speakers of Canadran Enghsh were used as subjects to evaluate the

pronunciation of the "100 MCW" The cntena of evaluatxon was the understandabtlt J oFtht‘”




spoken word. The subjects were required to-make a binary decision. A recording of the words
was played to the. subjects while they v1ewed the list of the "100 MCW".

The results indicated that ina sample of text composed only of these "100 MCW". t
error rate could be expected to be 1.30%. This result is of limited interest however, as the 100
most common words (based on their f requency reported by Cater) only constitute 53.89% of a
typical sample of English text. : . y

The second part of the quantitative analysis involved selecting a sample of English text
and calculating the error rate of pronunéisuion of words. The text sample contained 105 words
in total. Of that 105 words, theré were 73 differgnt words and the "100 MCW" constituted
39.99% of the sample. The text of the sample-is given below with each error underlined and
footnoted where each footnote serves to relate the actual pronunciation of the word as
,generaled by Talker. The phonetic description is in keepmg with SSI standard as dcscnbed in
Appendix A. It should be noted that the operation of Talker and the LTPR was in no way

optimized towards this sample of text on the following page. -

-
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)

"The Computer Revolution ** . In a little more than three decades **-, computer
technology ** has come a very long *’ way. The first commercial ** computer was large
o enougﬁ to fill a gymmasium apd was considered *° too éxpgensive for all but the
largest ™' companies ** . Today ** , millions ** of people owfi "personal” -** computers

and use therpfor all kinds of domestic and business applicgtions *’ . Personal **
computers ** ¢ thousands *° of times ¢ faster and more po¥erful ¢ than the first
commetcial ¢’ computers * were, but they are no larger or much more expensive than
a typewriter ** . If the automobile * industry ¢’ had experienced similar progress, a _
new car would cost less than a gallon ** Of gas.” (Long, 1984).

aspirated 'zh’
soft ), '
air

"air’ : ‘ ' 1

ir’

O -

o 1 L

air', & ' ' .
air” : ,
pull’.

air', 8

air' -

'd" is. too prominent ‘

-

air’ - ’ : :
air’ e : ' 2
air’

o 1

B3¢ = O

i . | ’ R . )
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’ The error rate on the pronunciau'bn‘of the preceding sample of texi was 26.67% when

<
[N

all of t‘he words were considered. When repetitive words were removed, the error rate was
30.14%.If only the first instance of a series of Tepetitions of the same mistake was considered, °
the error rate was 26.03%. ) e , ) ,

At first glance these error rates might be considered high. What must be exammed is
the cmena which was used to judge whether the pronunc:auon of a word was in error. ¢
Improper prénunciation rather than understandablllty was the gurdmg criteria. As a result all
“words which were flagged as eITors were 1mproperly pronounced based on ‘the-pronunciation
guide found in Webster s New Collegiate Dtctzonary (1977) In no case, did Talker mangk the
pronunciation of a word to the poml where the \40rd was not understandable. ) . ‘

An extensnve quanmatwe analysis of Talker seems (o be a good candxdate for f uture
consnderauon It would provnde a firm measure of the quality of the output of the system upon .
which to compare future changcs or other systems. Extcnswe quantitative analyses can also
serve to direct improvements in the system when the path to greater performance was not clear.

»
v



5. Conclusions

>

This research project may be extended in a variety of directions. Extensions to a system |

i’

of this nature would generally fall into four areas:

1. Ease of Use. .
2. Porability. “
3. Speed.

4. Correctness of output.

5.0.1 Ease of Use

W;dif ications in this area generally concern the man-machine interf: ace and are most
appropriate if the system is to have many naive users. This js not tlte case with Talker. Were it
to become important in tlte f ﬂture. the ergonomics of Talker would have tq be investigated as
they were designed and implemented with only the sophisticated researcher in mind.
5.0.2 Portability _ ) ) ‘

Tl‘al’lrer is writfen almost entirely in ANSI Pascal which can be brought up on other
systems quite easily. (The portion of Talker not wntten in Pascal is that assocrated directly
with-controlling the speech synthesrzer hardware. Che area of unprovement in‘portability wpuld
be to completely dissociate the third block of Figure 3 1 (the PGM and the Synthesizer) from .
the heart of Talker This would remove the only portron of the internal code wntten in another
language A second possrble 1mprovement to Talker would be to mcrease the abstracnon of the
phoneue"string descnptxon Greater abstractlon implies that the output of Talker becomes less
suxted 10 any one particular devwe and the PGM must perform a more complex translatlon
'-_ftmctlon While this would increase the portabrhty of the system, there would bea concomltant '

-----------------

e 'Any extensions of Pascal that are used, “are those. which %ppear in the Unix
.environment. Any usage of a non- standard extension is- well ocumented

' 88
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drop in speed.
5.0.3 Speed S \

 Generally, any improvements in the speed or response time of the system would come,
through efforts to pipeline tne ’processing of the phonetic description of the input stream. The
problem associated with this is that jpe modular interface becomes much more complex and the
simplicity of design is sacrificed. The possibility exists that fine tuning the translation.rule base
might speed up the system by eliminating part of the the potential space associated with - \

phonetic translation. .

5.0.4 Correctness . “ .

The implementation of the syntactic parser as a separate mo'dule ‘merits discussion ( .
Earlier, with regard to text normalrzatron the pofrit was made that r[ possnb;e redundancy in
stnng parsing shonld be elrmmated The SPM is one mstadce wheré this is a tradeof f. By
leaving the SPM separate, redundancy n encouraged This should be seen as being currently
beneficial for the system This is because both the SPM and Talker do not deal wrth ‘ | ;,.
well- understood problems As such, the solutions they propose to the problems shoulq not be
regarded as error free. Srmply put, the separateness of the two systems Talket and th SPM

enables large logic changes to be made more quickly and cleanly. In the view of the author

_mating the logic aspect of the two systems should be reserved for time when if ever, Talker is

to be used ina productron environment. There are other aspects of the two systems whnch

would only be helped by an early combination of efforts. These aspects include the quesuon of

text norrnahzatron the SPM's,separate lexicon as well as the conconutant redundant parsing

involved. The parsing issue is self - -explanatory in that'it does not make sense to look up the -

same text stnng twice, once for its syntactic category, and once f or its phonemrc translanon
A

»



The SPM seems like the logica_lpla)ce to put any text xiom}alization which cannot be
accomplished on a character by ghara ter basis. '{he justification is that the parser accesses the
string in a bottom up fashion an&ézt\ deal with the words (abﬁreviatidns, numerals, etc.) as
tokens. For only a little ext'ra gff ort, the normalization' could be completed at this level.

The intention of red'u cmg redundanlcy whlle mamtammg loglcal modulanty suggests
that there should be only one\le)ucon to be shared by all processes. Currently, the SPM and
Talker use two different lexicons. The reason is that each contams qmte different mformatnon
in quite dlf fe erem forms. Ideally, these two lexicons should be coalesced and a more optimal
form found for storing the combined information. This new lexicon should store the
infl ormatioﬁ in a. .reasonzhably inallcable form because it is not clear exactly what type of
inf ormauon is ultimately to.be stored. It seems as though this problem could be productivelye .

' v1ewed as a data base management problem and treated accordingly.

*



' 6.0.1 Bibliography

‘Desig gecmcauon SSI 263. 1984. fec: cauon Number 21 19C 138W . Silicon Systems Inc.

_ Morgan, N. 1984. Talking chips. McGraw-Hill Book'_cq. N.Y., N.Y. pp.178 -

6. Bibliography and References

.7

» - . : .
Ciarcia, S. 1978. Add a voice to your computer for 435 ; Talk to me. Byte Vol.6:l42-151.

Data Sheet. 1984. SSI 2634 Phoneme Speech Synthestzer Silicon Systems Inc 14351 Myford
Road, Tustm CA. 92680 )

{

Myford Road, Tustin CA 9

Duker, S. 1974. T zme-compressed speech. Volumes I, I1, & II1 The Scarecrow Press, Inc.
Metuchen, N J.

Flanagan, J.L.; Rabiner, L.R. 1973..§ feech Synthesis. Dowden Hutchison, & Ross, Inc.
Stroudsburg Pennsylvama . PP- 51 )

[
Haggard6,1§46l;7 Ambler S.; Callow, M. 1970. P:tchasavo:cmgaue J. of Aconst Soc. Amer.

~ McPeters, D.L.; Tharp, A.L. 1984. The m/luence of rule-generated stress on

computer-syntheszzed speech Int. J. Man-Machine Studles 20:215-226.

.TeJa .ER; Gonnela G. 1983 Vo:ce technology Reston Publ Co. pp. 212

O

Urfleda, N 1976 Phonologzcal RuIes fora text-to-speech system. Amcrxcan Jour. of
Computauonal angmstncs (microfiche)57.

hE Users Guide. 1984. Phonetic rogramrmng usmg the SSI 263A Slhcon Systcms l‘nc 14351

Myford Road, Tustm C 680

4‘2"»
~



~_

92

hd 4
- .

Yodng; S.].; Fallside, F. 1980. Synthesis by rule of prosodic features in word concatenation
synthesis. Int. J. Man-Machine Studies 12:24] -258. ‘

6.0.2 References s . .

Aher}cszrlnbi‘cié. D. 1965. Studies in phonétics and Linguistics. Oxford Univ. Press, London.
ngland. . o /

Ainswoffh. W.A. 1973. A system for convertingoenglish text in speech. 1IEEE. Transactions on
Audio & Elecroacoustics Vol.21(3):288-290. '

Allen, J. 1973, Readirlz.:g machines for the blind: The technical problems and methods adopted for
their solution. IEEE. Transactions on Audio & Elecroacoustics 21(3):259-264. ,

Allen, J. 1973. Speech synthesis from unrestricted text?ih Sﬁfech synthesis . J L. Flanagan,
L.R. Rabiner (eds.{StroudstU}g\Pyowden. Hutchison & Ross.

Allen, J. 1976. Synthesis of speech from unrestricted text. Proceedings of the IEEE.
64(4):433-442. : ‘ . :
Allen, J.; Hunnicutt, S.; Carlson, R.; Granstrom, B. 1979. M1 talk-79: The 1979 MIT
.- Text-to-Speech System.in Speech Communication Papers presented at the 97th meeting of
the Acous. Soc Am., 1.Y.Wolf and D.H. Klatt (eds.f,eThe Acoustical Society of America,
NY. NY. pp. 507-510. ~ =~ - - . R :

Allen, J. 1981. Linguistic-based algorithms offer practical tex{-to-speech systems. Speech
Technology Vol.'l(l)12-16; e *fiosp o peect

. Berman, A Szamosi, M. 1972. Observations on sentential stress. Language 48(2):304-325.

. Bernstein, J.; Pisoni, D.B. 1980, Unlimited Text-to-Speech System: Descriptiort and Evaluation
"~ of a Microprocessor Based Device. Proceedings of 1EEE. ICASSP. Denver, pg. 576.

a

- ‘
Wiy



93

\

Bolinger, D.L. 1958. A theory of Pitch Accent in English’ Word.

4

- Bolinger, D.L. 1912. Accent is predictable (if /ou are‘a mind-reader ). Languaée
: 48(3):633-644. ’ A '

Bolingér, D.L. (ed.) 1972. Intonation. Penguin, Middlesex, England.

.~ Bresnan, J .W. 1971. Sentence stress and syntactic trans formations. ungmée 47(2):257-281.
Bresnan, J.W. 1972. Stress and syntax: a reply. Language 48(2):326-342.

Bristow, G. 1984. Electronic Sfeech Synthésls.Te,chniques, Technology, and Applications..
Granada Publ. Ltd. pp. 346. . ‘ :

¢ - “ -

Caldwell, J.L. 1979, Flexible, High-Per formance Speech Synthesizer Using Custom NMOS -
Circuitry. J. Acoust. Soc. Am. Suppl 64:S72(A) 4 ' . '

Caldwell, J.L. 1980. Programmable Synthesis using a new Speech Microprocessor..
IEEE.(4):868-871. - : R "
. . . N 3]
- Carlson, R.; Granstrom, B. 1974. A phonetically oriented programming _languaﬁe‘ or rule o
. description of speech. Proc. of the Speech ommunication Seminar, Stockholm, Sweden.

Cater, JP. 1983’..Electroﬁically Speaking: Computer Speech Generation. Howard .W. Sams &
- Co.lnc., Indianapolis, Indiana, USA. . S .

ead

Chomsky, N:; Halle, M. 1968.. The Sound Patterns of English. New York, Harper and Row.

- Church, K.. 1985 . Stress As.,_sign'ment-in .Letter to Sound Rules for Speech Synthesis. Proceédings ]
: of the 23rd Annual Meeting of the Association for Computational Linguistics. Published .

. byAss. Comp.Ling.. -

B

vCi‘ia;rci'a. S. 1981. Bhild_a.._low-cost '-spqu:h synthefizer imerfacle.'Byt{e V()l.‘6:46-68'. -



94

Ciarcia, S. Al981. Build an unlimited-yaoabuiary speech synthesizer. B@J 01.8:38-50.
Cxarcealg (3858 Build the Mzcravox text-to-speech synthesizer ; part 1: hardware Byte
o ’ .

A

Ciarcia, S. 1982 Build the Microvox texl-to-speech synthesizer; part 2 soflware. Byte
: Vol 9 40\64

Ciarcia, S. 1983. Use ADPCM far high[y intelligible speech synthesis. Byte Vol.6:35-49.

Costello, J.; Mozer, F. 1984. Chapter 9 Chips Using Time Domam Synthesisin Electronic
fpgech S{thesls Technlques Technolog}'. and Applications Bristow (ed.) Granada Publ.
td. pp .

Cooper, F. S leerman AM. Borst J .M. 1951. The Interconversion o f Audible and stzble
g’;zgeirsn.a ézg a Basis for Research in the Percepuon of Speech. Proc. Natl. Acad. Sci. (US.))

L

Crystal, D. 1969. Prosodic systems and intonation in English. Cambridge University Press.
Culicover, P.WQ: Rochemont, M. 1981.—S_tr’e'ss and foéus in English. Language'59(1):123~165.

: Denmng, P J Dennis, J.B. Qualuz 1.E.; 1978. Machmes Languages,and Compuzauon
Prentice Hall of Canada L{d Toronto

' _’Dudley, H 1939 The Voooder Bell Labs Record. 18 122- 126 oo
. ..g{

D_llts M., 1984"(—3hapter 6i m Electronic %peech Synthesis Techmques, Technology, and
Applicauons Bristow (ed ) Granada bl. Ltd. pp.-346.. 1

A Dudl?'7 H.; Rx‘e:z R R Watkms SA. 1939 ASyntheuc Speaker Jour Franklin Inst.,.

,Eljee,tronics (Feb. 23) 1984. VLSI voices. Mcgraw HilllPubl..‘pp.134-13'6‘. S



95

\

Elovitz, H.S.; Johnson R.; McHugh, A.; Shore, J.E. 1976. Letter-to-sound rules for automatic
translation of Englzslx text to fhanemes 1EEE. Transactions on Acoustics, Speech, and
Signal Processmg (ASSP) Vo 24(6) 446-459.

Epstein, R. 1965. 4 Tranststonzed Formant-Type Symhestzer Status Report on- Spcech
Research SR-1, part 7, Haskins Labs. -

Estes, S.E.; Kerby, H.R.; Maxy, H. D Walker R M. 1964. Speech Synthesis from Stored
Data. IBM Jour., 8: 2 12 , .

Fant, G. 1959. Acoustlc'Analgsm and S nthes:s of Speech with Applications to Swedish.
Ericsson Technics 1:1-106. (from latt; 1980). _

,Fant G..1960. Acoustzc Theory of Speech Production. 's- Gravenhage Mouton & Co., The
Hague (from antow 1984) ,

Fant, G; Martqn J.; 1962. The. lnstrumentazon for Paramemc Synthesis (OVE 11). Specch
Trans. Labs PSR 18-24 Royal Inst. of Tech., Stockhelm (from Klatt, 1980)

:

Fant, G. 1973. Speech Sounds & Features. The MIT Press Cambridge, Mass. -

, Flanagan/ J .L., 1957. Note on the Des:gn of Terminal Analog Speech Synthesizers.]. Acoust C
.~ Soc. Am. 29 306-310. /

/

Flamigan J .L; Coker C.H_; Bird, C.M. 1962. Computer Simulation of a Formant Vocoder
- Syntheszzer J. Acoust Soc Am 35: 2003(A) o *

/ L _
Flanagan J L - Ishizaka, K hipley, K.L. 1975. Synthests of Speeck 'rom a Dynamic Model -
/" ofthe Vocal Cords and Voc tract. Bell System Tech J. 54:485-506. _ o

‘ / Flanagan, Y] L., .1972 Speech Analyszs Synthests and Perceptton Second Ed. Sprxnger-Verlag.
/ ew York

- Flanagan, J.L., 1984. Chapter 4 in Electranzc Szzeech Synzhesis Techniques Technalogy, and
‘ pplications antow ed. )G" anada Publ. Ld. pp. 3



N R ) “
N }b R .

Fry, D. 1955. Duration and Intensity as Physical correlates o f nguzsuc Stress. Jour. of the
Acoustic Soc. of America 27:765-768.

-

Ganlenby, J.H. 1961 Word Reading Device: Experiments on the Transposabtlzty of Spoken
Wards (abstract), Jour Acoust. Soc. Amer 33:1664.

v

Gaitenby, J.H. 1967. Rules for Word Stress Analy.szs Jfor Conversion o f Print to Synthetic
Speech (abstract) Jour. Acoust. Soc. Amer. 42 1182. !

Gazdar, G.; Klem E.. Pullum, G.; and Sag, 1. 1985. Phrase Structure Grammar Blackwell

" Gilblom,-D.L. 1982. 4 hi h-qualzty real-time text-to-speech converter. in Proc. Electro '82

Sessxon 11,.May, 198..
Gilblom, D L 1983 Aplecatlons of text—to-speech conversion. m Prdc. Electro '83 Session 23,
Apnl, 1983, - ‘ bt o

'-1

leblom DHL 1984 Chapter 124in Electromc Speech Syntheszs Techmques Technology, and
Applicauons Bristow (ed ) Granada Publ. Ltd, pp. 346.

»

JGillot, T. 1985. The Simulatlon { Stress Patterns in Synthetic f:eech a Two-level Problem.
Intenm report Dept of Am c1al Intelhgenoe Umversxty o Edmburgh .

. meson A.C. 1966 The Imguzstrc relevance of stress in En fltshm Phonetics anditngwsttcs
' Jones W E Laver, J. (ed )Longmans London. Qp 9 : v ‘

h

- Gray, H. 1974 Anatomy, descnpuve and surgtcal T.P. Plck and R. Howden (eds ) Runnmg
Press, Phxladelphna Penn o ‘

L I

Halliday, M A K 1970 A Course ln spoken Engllsh. Intonanon Oxford Umversnty Press,, ,

London England ,
T

~ !-larnzs5 56 §4961953 AStud) .of Buildmg Blocks i Speech Jour Acoust Soc. Amer LR

. b



~ . Hill, D.R.; Reld N.A.1977. An experzment on the Perception of lntonauonal F eatures InL

v 97

 Harris, C.M. 1953. A Speech Synthesier. Jour. Acoust. Soc. Amer., 25:970-975.

- »

Hertz, S.R 1982. From text to speech w}zh SRS. J. Acoust. Soc. Am. 72(4):1155-1170.

. Hess, W. 1983. Pitch Determination f Speech Signals. Algomhms and Devices <D
Spnnger Verlag New York. ( _ :

..Hill, D R. 1972. A Basis' jbr Model Biamg and Learning in Automatic Speech Pattern
Discrimination.in Machine Perception of Patterns and Pictures. Proc. Inst. Physjcs/ lnst
E.E/ National P’hys:cal Laboratory Cont. At Teddington (NPL) April pp. 151-160. .

~

Man Machme Studies (9):337-347. L. ,
~ T

. .

Hlll D. R Witten, 1.H.; Jassem, W 1978 Some Reszdts from a Preltmmary Stud o} Brit’ sh
' gg lish Speech Rhythm Man -Machine Systems Laboratory Reportno. 78/26/5 Umv of
’\ gal'y . .

° : e ’ 4/ . ‘
Hill, D.R. 1980. Spoke?n Language Generatton and Understandmg by a Machine: A Prob[ems
" and Applications Oriented Overvzew in Spoken Language Generation and Understandlng J
C. Simon. (ed)pp 3-38. . ,

E

H&’ln;eizj 1{1 Mattmgly.l Shearme 5. 1964 Speech Syntheszs by the Language Speegh

Holhes J. tN 1973. The In ﬂuence of the Glomu Wave orm on the Naturalness of Speech From

’a Parallel Formant Syntheszzer IEEE Trans. Au io Electroacoust 298-305.

Ingemann F 19¥7~Spee?1%ynthesis by Rule. (abstract) Jour Acoust Soc. Rme‘ .29 1255

Jassem Wi Hﬂl D. R Wltten 1.H. 1984, Isochrpny in Engltsh speech. its Statlstlcal Vallduy

.and ; ngxastlc Relevance in Intonation, Accent and Rhyt tudies in Discourse
Phonology D. bebon and'H Rlchter (eds )Walter de Gruyter Berlm S R

6~ ‘,

A

) . Jassem -W Nolan,F 1984 Chapter 3in E romcS ech 3.S"%ntlwsis Techniques Technology. . '

- and Appltcauons antow (ed )Granada ubl Lt

L



«

/ 98

L]
«

v

- o
Kaplan, G,; Lerner, E.J. 1985. Realism in Synthetic Spgech. IEEE. Spectrum'(Api'):32-37.

Klatt, D.H. 1972. Acoustic Theory of Termtnal Analog éeech Synthesis. Proc l9721nt Conf :
on'Speech Comm. and Proc. IEEE Catalog No. 72 CHO567-7 AE, 131-135. .

Klatl D.H. 1975 Vowel Lengthemng is syntacttcally Determmed in-a connected dtscourse J our. - -
of Phonetics 3:129-140. ‘ . -

' & ’ T ‘ - .
Klatt, D.H. 1976. A Cascade Parallel Formani h) ynlhestzer and .a Control Strategy for
Consonant vowel Symheszs J. Acousl Soc Am Sugpl nent 1, Vol 61:S68.

Klatu, D.H. 1976 Linguistic uses o égmental duratto English: Acoustic and perceptual .

b

oewdence J Acousl Soc. Amn. L(;9 1208-1221 ¢ .

Klatt, D. H 1976 Structure oﬁg phonologtcal rule camponent for a synt(-esw-'by-rule program
- IEEE. Trapsactions ori Acoustics, Speech and Signal Processmg( SSR) )
> Vol 23(5) 391-398. . o

N . .

‘Klatt, lﬁ 1982 AT he Klattalk Text-ta-Speech Conversion System IEEE'imemauonal
, Conf erence onMcousfics, Speech and S:gnal Processmg (ICASSP) Vol 3:1589-1592.

Koehler LM, Mackey\ﬂ‘ C. 1984. Speech Output for HP-Senes ‘80 Pe[sonal Computers
ﬂewlett Packard Joumnal. (Jan): 29 36.

Ko;m wH Dunn, HK.. L ey,'L.Y."1946. The Sound Spect;ograph. Jour. Acoust. Soc.
Am. Vol 18:19-49. ( S , : |

’ 2 3
Ladef oged P. 1967 Three area& of experimental phoneucs Oxford Umversny Press, London

~

, Lakof f, G. 1972 The globai nature 0 f the nuclear stress rule 'ianguage 48( 2) 285-303.

a

IA Lawrcn W 1953. The S. yntheszs 0 g‘ S&eech from Stgnals wluch have a Low In  formation Rate.

mmumcauog Theory Ed:. Jackson Buttcrworths ‘Iiondon PP 460-469’ :

. B 2
L s 4 .

)
o



"Lee, F.F. 1969. Readmf machine: from text to speech. IEFE Transacuons on Audio &
Elecroacoustics Vol.17(4 275 282. ]

Lehiste, I.; Peterson, G.E. 1959. Vowel amgluudes and phonemlc stress in ‘American English.
~Jaur. Acousucal Soc of Amer. 54:1228-1234

L

Lehiste, I. 1970. Sup,raségmentals. MIT Press, Cambridge Massachusetts.

Levinson, D.C. 1982. The Well-Tempered Speech Recogmzer Doctoral Thesis. Umversny of
Calgary Calgary Alberta.

*Liljencrants, J. 1968. The OV E-11] Speech Synthesizer. 1EEE Trans. Audio EIectroacoust
AU-16, 137 14Q. ‘

Long L. 1968. Introduction to Computers and In formatlon Processing. Prentice - Hall lnc
Englewood Cliffs, New Jersey. pg. 567

" Makhoul, J. 1984. Chapter 5 Linear Predictive Codmg in- Electronic geech Synthesis.
Technlques Technology, and Appltcatzons Bristow (Ed ) Granada ubl Lid. pp. 346. "

Mattingly, 1.G. 1968 Synthesis by Rule of General American Enlgish. Supplemem to: Smus
Repon on Spwch Research Jaskins Laboratorxes New York. i

{

Mcllroy M.D. 1974 Synthettc English Speech by Rule. Bell Telephone Laboratories I'nc. "
Murray Hil, New Jersey..

BN

Mj‘astliowskh S. 1982. Add a v‘oicé to your computer. Popular Computihg Vol.6:81 -86.

Qlive, J.P. 1974 Speech syntheszs by rule. Proc. of the. Speech Commumcanon Semmar,
Stockholm Sweden.

Peterson G.E.; Wang, W S Y Sllvertsen E 1953. Segmentauon Techmque in Speech
Synzheszs Jour. Acoust Soc. Am. Vol 30:739-742.

99



Pierrehﬁmbcrl. J. 1981. Synthesizing intonation. J. Acoust. Soc. Am. 70(4):985-995.
e

© Pike, K.L. 1945. The intonation of American English. University of Michigan Press, Ann
Arbor, Michigan.

Rabiner, LR ; Jackson. L.B.; Schafer, R. W.; Coker, C.H. 1971. A Hardware Realization of a
Digital Formant Speech Synthesizer. |EEE Trans. Comm. Tech. COM-19 1016-1070.

-

Rice, D L. 1976a.( Hardware and soﬂwaré for speech sgnthesis. Dr. Dobb’s Journal of
Computer Calisthentics and Ortliodontia, Vol.4:6-8.

Rice, D.L. 1976b. Friends, humans, and countryrobots: lend me your ears. Byte Vol.12.

Rice, D.L. 19717. Speech synthesis by a set of rules (or can a set of rules spéak English? ). in
Proc. of the First West Coast Computer Faire, San Francisco, 1977. '

Schubert, L.K.; Pelletier, F.J. 1982. From English to Logic: Context- free computation of
conventiond! logical transiations. Proc. of the International Joint Conference on Artificial

Intelligence.

Schubert, L.K. 1984. On Parsing Preferences. Proc. of COLING-84, Stanford; pg.247-250.

Sclater, N. 1983. hilroductionLIb Electronic Spéech Synthesis. Howard W. Sams & Co. Inc.
Indianapolis, Indianna. . .

Scott, R.J.; Glace, EM.; Mattinglv. 1. 1966. A Computer-Controlled On-Line Speech ,
.lg’dzztizagizer System. 1966 1EEE . Int. Comm. Conf ., Degest of Tech. Papers, Philadelphia,

Sherwood, B.A. 1978. Fast text-to-speech al orithms Jor Esperanto, Spam'sh, Italian, Russian
and English. Int. J. Man-Machine Studies Vol.10:669-692. N

. Smith,‘ E.H. 1984. Five Voice Synthesizers. Byte Vol.9:337-346.



101

( N

- Stevens, K.N_; Bastide, R.P.; Smith, C.P. 1955. Electrical Synthesizer of Continuous Spéech.
J. Acoust. Soc. Am. 27:207(A).

Vincent, A.T. 1982a. Computer assisted suport for blind students - the use of a. microcomupter
_linked voice synthesizer. Computers and Education 6:55-60.

Vincent, A.T. 1982b. CAL for blind students: some recent developments. Microcomputers and
’ll'ggggling Project Report, Milton Keynes, England: Open University. (from Bristow,

Witten, 1.H.; Abess J.1979. A4 rﬁicrocamputer based speech synthésis-by-rule system. Int. J.
Man-Machine Studies 11:585-620.

Witten, 1.H.; 1979. On trans ferrin Sfundatmental- frequency contours from one utterance to
another. J. Acoust. Soc. Am. 65(6):1576-1579. A ‘ .

t

Witten, 1.H.; 1982. Principles of Computer Speech. Academic Press, Toronto. 286 pp.

Young, S.J_; Fallside, F. 1979. Speech Synthesis from concept: A method for speech output from
information systems. J. Acoust. Soc. Am. 66(3):685-695. o ’ _



7. Appendix A

....................................................................................................

] 1 .2 3 "4 b 6 7 8 9 A B cC. D E F
-1 El Ell yl, Y11 ayl -iel 1 Al All  EH1 EHI1l.AEl AEll AHl AHIl
AWl 01 OUl 001 iul iull Ul Ull UH1 UHI1 UH21 UH3l ER1 Rl 11 121
L1 L1l LF1 W1 Bl D1 Kvl Pl T1 K1 HVl HVC1 HF1 HFCl HN1 Z1
-S1 ]l SCHI V1 Fl THV1 THI Ml N1 NGl al cohl ul  uhl €21 bl
-2 E2 EI2 y2 Y12 ay2 2 I2 A2 Al2 EH2 EHI2 AE2 AEIl2 AH2 AHI2
AW2 02 ouU2 002 2 wul2 U2 Ul2 UH2 UHI12 UH22 UH32 ER? R2 12 122
L2 L12 LF2 W2 B2 D2 KvV2 P2 T2 K2 HV2 HVC2 HF2 HFC2 HN2 Z2
- 82 12 SCH2 V2 F2 THV2Z TH2 M2 N2 NG2 a2 .oh2 w2 uh2 €22 Ib2
-~} E3 El13 y3 Y13 ayd  iel 3 A3 Al3 "EH3 EHI3 AE3 AEl3 AH3 AHI13
03 OouU3 003 iul iul3 U3= Ul3 UH3 UHI3 UH23 UH33 ER3 R3 113 123
L3 L13 LF3 W3 B3 D3 Kv3 P3 T3 ~ K3 HV3 HVC3 HF3 .HFC3 HN3 Z3
S3 13 SCH3 V3 F3 THV3 TH3 M3 N3 NG3 a3 . oh3 u3 uh3 €23  1b3
4 E4 El4 y4 Y14 ay4 ied 14 A4 Al4 EH4 EHl14 AE4 AEl4 AH4 AHIl4
AW4 04 ouU4 004 ud4 juld U4 Ul4 UH4 UHI14 UH24 UH34 ER4 R4 114 124
L4 Ll4 . LF4 W4 B4 D4 Kv4 P4 T4 K4 HV4 HVC4 HF4 , HFC4 HN4  Z4
S4 J4 SCH4 V4 F4 THV4 TH4 M4 N4 NG4 a4 oh4 ud4 uhd €24 Ibd

‘rjmo()w>\ooc\10\un.hwwb—-c/
>
£
w

Table 7.1; Numencally Organized SSI Phoneme Codes

...................................................................................................
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Phone Code Equivalence Chart :
. : v " ’ N ‘
-Dectalk  Webster’s New [PA VOTRAX SAM NRL SSI ", Sample Words
Collegiate . . (Amecrican Enpglish)
Dictionary 2 nF
b b b B B, B B bat, rab
ch ch *2 CH cH cw T-SCH  church, char
d d d D D D D " dub, bud
Cf f f F . F F F _ fat, ruff, photo, laugh ¥
HV ' eh [
HVC d(h)ouble
hix h h H HH /X,/H HF hat, home
7 5" HFC ‘p(h)ad, fluff(hy
, /- HN <hnh-hnh
jh j dz J JH ] } © . Job, rage
k .k k K K K K* kit, tiek
4 8 g G G G, KV big, gag
] ] I U . L L L lab, ball 3
. L1 pian, club, slave .
el *11 1 L UL LF bottle, channel T
m m m M - " M M M mad, dam '
n n n N ”5 N N N . not, ton
nx nj nj NG NX NX NG ,  ring, rang
p p p P P P P : paL, tap
1 T r R R R R ¢ rat’ Lo
s s s S s S sat, lass
sh sh *2 SH SH SH SCH’ shop, push
t t t DT, T T T T tap, pat
dh th % . THV DH DH THV bathe, the
th th *3 TH TH TH TH bath, theory %
v v v V v v~ v yow, pave
w w w W v W w why, quake(kwake)
w w hw H-W. WH WH w where, which 0
y y i Yl Y Y "Y1 . Cyou
z z 1 Z Z z A . zap, maze
zh zh z ZH ZH ZH E-J leisure
PAO, PAl ~ PAG, PA1 Dblank [pause)
ey a e Al, A2, A, AY EY EY A day .
ah, ix 1 e o . o Al care
ae a -, e AE AE . AE AE taugh, dad, advent
ae a - e AEl AE "AE AEl " sk o
ax ] *1 AH, AH], AH2  AA AA AH about
aa 4 a ‘UH2 : AX  AX AH1 father, top
ao (¢] *4. AW, AW], AW2 A0  AO AW o " saw, caught
. oaw au al AH-O1 ) AW AW - AW-U . . how, growl
iy é | i E,ElLY ) Iy Iy, IX E " beet, be
¢h € z . . EH,EHl El “advent
eh e . Z EH2, EH3 . EH EH EH. leg, sald -
- , EH1 silent
- - *5 ER ‘ ‘ ER ER- ER " third, um, heard
. ih i I LI,I2, 13 IH IH 1 sit, bid
ay i al AH-El ~AY AY AH2-E bite, sflent
ow - o o 0,01, 02 OW OW,0H © boat, abode
uh M U . 00; 001 UH UH 00 - . put, pull, look
yu yt Y B : Yl-U cute

ou .orb

’



oy Oi *4]

uw a ! lu
ah, 1x *]1 , ( *5

en *ln * ~

Ol-El -
U, IU

Ul

UH, UHI

UH3
UH3

oY
Uw

AH
UM

-

oY
uUX, Uw

UN
UN

104

boy, bofl

boot, you, fool
poor

cup

astronomy »
bution

circus
nation(naeshun)
francals (French)
e‘tre (French)
shon (German)

it (French)

peut (French)
Goethe (German)
menu, tu (French)
fuhlen (German)

_menu, tx (French)

y (French)

il (French)

reponse (French)
richtig (German)
DIPTHONG ENDING
DIPTHONG ENDING
r' after a vowel

1" after a vowel

flap as in pity

Table 7. 2 Alphnbetlc list of Phoneme codes and IPA eqmvalents 70

1.- schwa (upside-down and backwards

1

2 - -integral sign. .

3 - thets.

4 - backwards 'c'. o
5 - backwards small epsilon.

‘e’).

o
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' 8. Appendix B
This' Appendix contains the entire letter o phoneme rule set that is used by Talker. The rules are
divided up into tables according to the same categories that are used internallyyto Talker.

Table 3.5 in chapter 3 provides a complete explanation of the symbdls used in this appendix.

Each rule translates its target string into a set of hexadecimal code numbers. There are 2 hexadecimal
digits for each phonetic code. Table 7.1 in Appendix A provides a numerically organized way of detesmining
which hexadecimal code applies Lo which phonetic code. Table 7.2 in Appendix A is a phonetic code equivalence
chart which provides sample words for each phonetic code, and the equivalent code for the same sound in other

systems.
"8.0.1 "A" Rules
Rule No. LTPR
1 'A]'=0804
(3 [AA}=0E
%5 . [AGAIN]=1AA9A60A38
7% . OUNT[AIIN=0A
9% [AJIR=08
11 [Al}=0804
13 [ALJK =500
15 #:[AL}=20
17 [ALM=5050
19 [AJL.=5050
21 - [AlL°=10
23, [AJMENT=4E
25 #:AINCE!=0A
27 #AJNT!=47
29 " L[AINY=0A
31  :[AR)!=4E4ESC
33-  “[ARA]=0B5C8C
35 Y ARE]!=4E4ESC
37 AIRO=1A .
39 YJAJRR=1A
41 [AR]#=085C
43 * {AR):=0ESsC .
45  1[AlS# =0804
47 ° [ATE]=088428C0
49 . [AITIN=0C
51 ~ [AJTORY=58. .
53 [AUSE]=50502F - e
. 55 [AUl=l0 - /
. 57 . [A]WA=1A
59 YJAX=0C - ‘
61 [ATACE=(E -
63 . [AFEFUL=0804 -
. 65  [AI'ET=4C4C -
67 [ATID=4C4C’
69 " [AFIT=4C4C
71 LJATL# =0804
n ATOROUS=4C4C
75 [AYRE!=4848: .
=71 L[AYR# =0804,
79 [AJUT=4C4C
81 [A}+# =0804
83, :[AT#=0804
85 :

B

105

Rule No.

2
4
6
8
10
12
14
16
18
20
22
24
26
28
30
32
34
36
- 38
40
42
44
46
48
50

5

I

 LTPR

[AR=1A
fAJBO=18
#:(AGJE=072531

- #7[AIIN=0A
[AI). = 484804
[ALJF!=8C4C
#:[ALLY = _ '
#:[ALS) = 202F
[AL]V =4C4C
[AJLL =5050
YAJL# =1A
JAIND=0A
[ANG]+ =08043831
“[AINT=4A
[AJQUA:=10
[AR}=1C
[AR]D=4E4ESC
[ARE]N ‘T!=0F9C
TAJRRO=0C
[AIRRR=0C
[AR].=4E4E5C
fAJSS# =0E 0
[ATEAU]=0C281163 .
[ATH]E!=484835 ' '
"[AJTIONAL =0C
[A]TURE=18

-

54  [AU].=%5050 -

VE/]!=0C33EC4A4AT80416

58 . [AW]=5050 .

60  [AY]=484804 s

62 [AFAT=4C4C. c

64  [AFEMENT=0804

6 - “[AFIC=8C4C S

68 ~ JAYISH=4C4C .

0 ‘{AJLE=1B

72 [AJOON=0C

74 [AFOT=4C4C ,
76 [ATRIC=0C K ‘\
.78 YAYT#=0C = '

8 . fAf:#=0E
82 [AP+:#=0C S

[AL=4c0c



. 8.0.2 "B" Rules

Rule No.

110

4

LTPR

1B]! =2401
[BENE]=240A3807 ,
[BEING =2401
[BI}" # =244E4E84
I[BI)# =240E84
[BOUGH)! =244E4E16
[BOW)=241016
[BROW]=241D1016
[BUS]# =24072F
[BJR =24
M[BJING!="

M[B]i=

[B]=64

8.0.3 "C" Rules

Rule No. LTPR
111 ; YC]=3001
113/ [CC}+=2930
11;/ {CES)! = 304B2F-
~T17 EX[CJE=
~ 119 '[CH]ARACTER 29
T 121 YCHJOR =29
123  [CH]'=283280
125  1S[Cl)# =304E4E84
127  [CIAN!=13218.
129 [CI]J0=32
*131  [C]+=30
133 ' [CK)=29ADCO
135 [COIST=29ADC05050
137 [COURJSE=29ADI111C
139 [COW]=294F63
141 [CREAJTU=291D01
143 © CZ}# =2F
145 YC)=292D
147" [C)=29
8.0.4 "D" Rules L .
Rule No. ~ LTPR ..
148  {D}=2501 :
150  #:[DED}=250725
152 #%E[D]=28
154  ![DELI)=250A2007
156 = Y[DIAJL=250E8458
158 . :[DIER}=25311C
160  ![DIS]=250730 :
162. [D))=2531. - -
164 [DOCTRI]N -255829281D
166 ) YDOES]=AS5AB182F

/

\

N

.

Rule No.

87
89
91
93
95
97
9
101
103
105
107
109

Rule No.

112
114
116
118
120
122,
124
126
128
130
132
134
- 136
138
140
142
144
146

. Rule No.

"149

161
163'
165

167

LTPR
Y{BED]: = 244A4A25
I[BET : # =2441

!{BIG]=2407TE6CO
[BIO}=24010E
HBOJTH!=245151
[BOWIL =245151
YBREAJK =241D08 °
[BT)=28

[BJL =24

[B):=

MIBJS! =

[BB]=24

LTPR

{{CAPI)=290C2747
[CEAJN=3218

I[CERTAIN]}=301C680A38

f{CHI =29

'[CHOIR] 296305845C -~

“+[CH}=29

CH)=2832

CIJAL=32

CIJA=3201

CI[EN=132
CKG]=E6C0

[COM =29AD5AS5A
COUJNTR + =29AD18
COUSJIN=29182F
CRACY]=291D183001
CREA]T # =291D010804
[CZ]+ =2832

[CC)=69

LTPR

[DDED]'- 50725

:\[%%

153 204
// 155
| 157

§ 159

J[DE] # =2507

“[DIAR)=250E449C
1[DIO)=25010E
{DG]=2531 .
A[DO)! =65AB16A3

{{DOJING! =65AB16A3
IDO|NE=ASABI§ -

\

106



168 [DOUGH]=251256
170 YDR]'=250E29281C
172 Y[DUJA =255656

174  #[DUR]=B11C
176  [D]!=65C0

178  [D]=65

8.0.5 "E" Rules
Rule No.. LTPR

179  {[El'=4141

181 [EMMENT=

183 #:[EAJ'=011A -

185 #:(ELY]'=2001

187  [EARIN=5C5C

189  [EAJRT=0E

191  {EAU]=1163

193 ![EA].=4141

195  R[EAJLI"=018D

197 [EAEED!'=01

199  [EAJES!=01

201  [EA]).ON=4141

203  [EAJTH!'=0A

205 [EA]=C201

207 [EE)=01 .
209 [EH}#=01 et
211  [EIN]=084438
213 . YELAJB=01200E
215 . [EL}.=0A4A60
217 [ENE])=0138
219 L[EN]'=0A38
221  [ENJS!=17878
223 [ElRQU=0

225 [BREJLY=411C _
227 [ERI=0A1DOT V%7
229  [ERR]J=0A5C S
231  [ER}#=0A1D .-

247 [EXTRA]=0A2930281D4E
249 ([EYE]=4E4E$4 . -

251 “[EFAL=01

253 “{EFEOU=01

255 ‘[ETET=0A o .
257 [ETE:!=0l1
259 ‘[El'1A:=01-
- 261  ‘[El'IOU=01
263 [EJVISH=0A ‘
1265 L[EFRIC=0A s

267 L[EFR#=01
. 269. [E]=4A-

169
m
1713

178

1

Rule No.

180
182
184
186
188
190
192
194
196
198
200
202
204

206

208
. 210
212
<214

216 -

-

- 218
220
22
224
226

- 228
230

- 232

234
236

- 238
\ 240

242

")

248

250 .

252
254

256 .

258
260
262
264

266 -

© 268

' #:[ES!=-

~",[EVER§-0A331C % .
[EW]= 845656

107

1[DOW]=250F17
1[DR]=657115C
[DUJA =3116

-[D])=ASAB.

[DD)=65 .

LTPR

#:[E]t=
:{E]=01
[ED}=25
[EA]D =4Ad4A
{EAR] =1C
[EAJTURE=01 % ‘
[EAU]=8416 w
{{EA)=0181

(EA):E!=01

[EALEE=01 -

[EAJING =01

[EAYON=01

[EA):#=0A

[EE).=0141

{EFJUL =34

[EIGH]=0804

[El}]=01

I[ELE])=0A204A

[ELY =0A60

© #:EMIEJNT =04

[EN]'=7878
[EJ0=01 o Cwl
fEREp=021C « . -
[ERI)# =011D01 7
#:[ER]# =0A1D'
Y{ER): #*=0B1D
[ER].=1C5C:
H[ES)'=0A2F

R[EU]=16 R
[EVE[NING=0133 Yo ¥

EX.J'= 4,«29304c'oc372760° .
[EY)=0884 T

“[EJEA:=01

[EFEO=01 e
EJE:{=4141 _ -
[EFEU=01
EFE=01

3 P

L ey

“EI'0:=01 .

{E['1U=0] -
LEFL#=01 -

 [El=4A4A



8.0.6 "F" Rules

Rule No.

270
n
274
276
2
28

8.0.7 "G"
Rule No.

281
283
285
287
289
291
293
295
297
299
301
303
305
307
309
311
313
a5

~'8.0.8."H" Rules
LTPR
s L

Rulé No.

B - Y BN
R ) L
74
32
m
" 39 .
331
333
:.335
- 337 .

LTPR .

-
[FJi=4B34
I[FING]JER =340739E6C0
IfFORE]=34111D
I[FUL)= 745860
[F}=342C
[F]=74AC

les
LTPR

fGl=3101
[GEJN=25310A
[GEO]=2531010E
[GIER!=E6R9
[GEJT =£6C00A
[GG]=E6CO
#[GH}= -
[GIJV =E9E607
[GIN'= -
{G]N=
[GOINE = E9E64E4E

- [GREAJT =E9E65C4884

[GUE]!=E6CO
[GUIS}=E9E65858842F

- {GYM)=B1078737

[GYR] =B101411D
[Gl+ =31

- IG)=E9E6

[H)! = 09042832. v
[HABSTE=AC4242

_ [HEAR]D=ACICSC:
- HEJIGHT=AC - - -
- [HEMAJ=ACOI374E -
\[HERE]# =AC011C -

HOLA)=ACOE2047 _

" [HONE[ST=4E4E384A
~HOUR}=0F161C
[HYJDR=ACOE(4

[Hj#=AC

8.0.9."I" Rules .

S

.39

" Rule No.» .

LTPR .

~

[IM)=4peB8ay

Rule No.

271
273
275
2
279

Rule No.

{-

i

28
284
286
288
290
292
294

. 296

298
300
302
304

306 -

308
310
312

314

316

~ Rule No.

318
320
m

324
326
328
330

332 -
334

336

- 338

- Rule No.

[V

34Q .

LTPR

[FAJTHER = 344F4F
[FOO]D = 345663
[FOUR]=34111C
[FUL}=7420 -
[FF)=74AC"

LTPR
A}

11
B#({G)=E6CO
[GEJOUS = 656531
{GER]=25311C
1{GES]=25310A30
SU[GGES]=2531710A30
1{GH]=E6E9
I[GIIN =3107
{[GII"=E9E6
#[G]N# =65B1
1{GO)!=E9E61163

#[(GRAJPHY =E6E9IESF

Y!IGROW]N =E9E65D1163
[GUIID=E9E6585884
[GURE]!=E6E9445C
{{G]YN = E9E6
IGYR])=65310E041D
[G=E6CO

[G]=E6ES.

LTPR

 [HABI)= AC0C2447

I[HAVE]=AC4C4C33C0
[HEARS)# = AC5C5C30

- [HEIR]=0A1C

HER )= AC5CSC
IHERE}!=ACO11C
[HOME]=AC51516337
- \[HOSPI}= ACOE302707
[HOW)=ACOF1680
EX[H]= . .

=

-

LTPR .

1)!=4E4E84 .

[

[k )

108



341
343
345
347
349
351
353
355

357

359
361
363

365
367
369
371
373
375
377
379
381
383
385
387
389
391

393

395
397
399
401
403
405
407

409.

411
413
‘415
417

a9 .

(1]A!=01
[IA]N=018C
[IA]JTE = 01840884
[ICJAL!=4769
[ICE])=0E8430
YIDIO]= 47254151
I[1JDL =4E4E84
[IE]JD!=4E4E
[IEJN"=040B
[IE]S!=4E4E84
[IEU}=16
{IE].=4141

[IGH]T =0E84

[IGM]: =0EQ437

[IGNING]= 4EAE04384TIO

[IJLDER =07
[TILD = 4E4E84
[IlL"=07

HIM =07
[IIND =4E4E84
[IING=07 .
#:[10]T=041B
1JO =4E4E84
[IJQUE=01
[IRE]!=4E445C

NIROIN=4E845C

[IR]=5C5C .
(IS0} =0E843051
{[I]TI = 4E4E84

-[VEN!=07
[1]ZE = 4EA4E34

[ITANT=47

[IAT+ =47

(I BFUL =4E4E84
[ITENT=47 .
“T{IE=0141 v
#~[I'LE=47

[IfR# =0E04 .

I} # =4E4E84

[1}.=4747

8.0.10 "J" Rules

Rule No.

421
423

LTPR

11711 =25310904
Dl=Bl \

8.0.11 "K" Rules

Rule No.

424

426 -

48
430

LTPR

1K} =290904

[KH]=29

{KNOW]N=381163
[K)!=29ADCO

Rule No LTPR /

342 [IA)L=4118 \
344 {IARY]=1C0l %
346 [I]JA=4E4ES84

348 #:[ICE]}!=0A30
350  [I)CY=0E84

352 1{IDi=07

354 [IE))=4F4E84

356  [IE]ND=0B

358  L[1JER!=4E4E84
360 . [IE]T =4E4E840A
362 RR[IE]'=01

364  [IE}=01

366  [IGH)!=4E4E84
368 [IGN]!=4E4E8438
370 [IGNT =4E4E8438
372, [IJLDR =4747
374 [I]L.=4747

376 [I]MENT=47

378  [IINDL=07
380  G[INE=07

382 IIN=47

384 [IO]T=0E840A

38  [IJPHE =0E84

388  [IRES]!=4E445C2F
390  [IREJMENT=4E445C
392 [IR].=1C5C

394  Y[IS]L=4E4ES4
396  ITER]=07285C
398 . [IT'S]=472830

400 [IVER =07

402 [IPACY=47

404 [IARY=47

406  [II'A=4E4E84

408 [IFEMENT=0ES84
410 [ITET=07

412 . [I'E=8E4E84

414 [IYL+# =0E04

416 [If+:#=47

418  [1])'=0E04

420 . [f}=47 -~

-~

/

\um.ﬁ—:mzmams‘t

Rulé No. . LTPR.

Te

427  [KK=
49 KN=
41 N[K]J=A9

@5 [KEY)=290184
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™~

432

K]=29

8.0.12 "L" Rales -

Rule No.

433
435
437

LTPR

[L)'=0B20
#[LACE]}=201830
[LEA]D = 2001
{[LENS]=200A382F
[LIAR]=20441C
I[LIKE]=204E8429
[LO)C# =2011
[LOPJE=201127
{LOVE]=201833

" [L]=60

8.0.13 "M" Rules

Rule No.

452
454
- 456
- 458
460
: 462
464
466
468
470
472
474
476
480
482

. 8.0.14"N"
e Rule No.

LTPR

1[M]!=0A37
[MADAM= 370C2558
"IIMALE]!= 37424220
'[MALE]] =370C204A
[MANI]=370C3847
IMATE)! = 37424228
IMAYBE]! = 3702444424
[MEN]!=370A38
“[MINE}=374738
IMODE]!= 3751516325
IMONEY)=37193801 *
[MON]=370E38

- IMIJC=774E84

H[MM)=3737
MIN=
'[MR]'_370730281C
M]=37 -

Rule No. LTPR
434  1Y[LABI]=20022401
436  JLAUGH}=204D4D34
438  {LEGI} =200A253147
. 440 ![LIAR])=200E041C
442 [LIFE]=200E0434
44  [LlL=
446 - #[LOG]+ =6058F1
448  [LOP}=201927 .
450 #L]=1A20
Rule No. LTPR *
453 IIMACHIINE =370E324141
455  ![MALA}=370C2018
457 IIMALE]S = 37424220
459 IMANE]=137424238
. 461 [MAN]=370C38
463  {{MATE]=374E280A
. 465 [MEAJNT=370A
467 {META]=370A2818
469 Y[MINUJTE=37073818
471 {MOD)=370E25 .
4713  I[MONK]=37183829C0 .
475 {MOV]=371633
477 \[MILI}=37072047
479 [MM=
481  [MJN!= -
483  Y[MRS}=370730472F
Rule No, . LTPR
- 486  ![NAJTURE!=3808
488 = #[NG]=39
490 - ![NOMI]= 380E3747
. 492  [NON= 380E
494 '[NOWHERE]' 3811230A
496° [NQU]=78A963 .
" 498

- INT)=3828C0

110

x



8.0.15 "0” Rules. — \

Rule No. LTPR " Rule No. LTPR
500 fO}=1117 : - 501  [o]=1163
502 '[0A}=1163 ™ 503 {[O]DD=4E4E
54 [OJE=11A3 - 505  [OF)'=1A33C0
506 OFFI}=103447 - 507 [OF =10
508 . .[0}G=0EOE ) 509  ![OH]'=1163
’s10  [O1}:=515101 : s11  [O1)=1101
2 OK]'=116329484804 / . 513 [OLD=5151
514  {OLK)=116329 . 51 “QESE |
516 “#:[O]L=18 5 foLL=11
518  [OL]M=5151 : 519  [OL.=5151
520 #~[OM=18 521 - {ON]!'=0E38
522 fOJNCE=2318 . . 523 YOJNE=2318
524 YOINLY=11 525 I[OJN=5A
526 [OINT=11 527 :{O]N=0E
528 [ONIS!=7878 : 529  #:O]N!=5A
530 #°7[OJN=5A / 531 [ON]'=7878
532 L[OOJD=5858 o 533 [00]D=5252
534  [OOJF=5656 535 [0OJK=13
536  [OOR)=115C : 537 [00]=5663
538 - [OROUGH]=5CIE5163 : /539 #:OR)'=1C
540  #:[ORS]=1C25~ _ 541  [OJRR=11
542 YORDI}=515C2547 - ' 543 [OR].=51515C
544 [OR]=115C ' _ 545 - [OB+ 163
546  [OJSS1=10 547 [OBT!=11
548  [OJTHER=1§7 - A 549 {O]VER=11 -
55 R[OIV=11 . ' . . 551 TO[V=11 :
552 [o[v=18 . 553 IALL{OW]=0E63
554  N[OWIL=1016 o 555  OW]=1163 ’
55 [OW]'=11E3 ‘ $51  [OW]=1016
558 1 OXY]=4E293047 ‘ 559  [OFAGE=0E
560 " [OrAa=1163 561  [OFE=11A3
562 [OI'I#=1163 - 563  [OJICE=51A3
564 [OFL#=11. o o 55 [OFR#=11 -
56 [Oru=11 > 57 [OrY=11
568 [OUGHT]}=1028' -« 569  {OUGH)=505034
© 570 - [OULDER]=116360255C oo 511 [OULD}=955565- -
572 [OUJN"# =0E63 : : - -513  [OUPL=18 '
5714 [OUJP=16 ¢ o : 575  fOUR}=0E635C
‘576 [OURL#=1C" : . , 577 [OUR['=111C
5718 [OUS#=0E12 _ = . 519 [OUBS=1A .
580 [[OUT}=101628 581 . ‘[OUFL=18
582 [OUL#=16 S _ 583 - - [OU}=0E63
54 [OY}=1101 - 585 [0)=0E -.
. 8.0.16 "P" Rules _ o R .
Rule No:- LTPR - . o " . _Rule:No.” LTPR.
58 !Pr=2701 - : . . 587" - [P)1=27ECCO- .
588  YPARLIA]=27181C2018 =~ . 589 - [PAJSTE=270804
50  YPATE)=270E2858 =~ . © o 591 . #PBj#=24
" 592 {[PECU]=2707290416 o ‘ 593 - PENE}=270A384A

/594 [PHOTO)=341123285163 595 {[PHYS)=3447472F



59

635 erU] =2923

[PH]=34 ..

598  [PEOP}=270127
600  '[PQEJT=27110A
602  [POJP=270E
604 I[POSSI}=270E3047
606 TPOUR]=27111C
5 T 608Y  [pP]=2T
.&;@;‘- 610 [PROJVE= 171D16
.. < 612 [PRO}'=21D11 -
614  [PSYCH]=304E4E8429
616 . I[PT]=
618 [PUJBLI= 8
620 . PUT]v—i‘nmco
. 622 o [PY):0=274E4E84
624 [P] 27 R
'8.0.17 "Q" Rules . ¢
Rute No. ~ LTPR
o
"625  QI=290316 -
627 [QUAR}=2963119C
629 . [QUA]=29230F
. 631 _ “[QUET]!'=294A68
633  [QUE)=29 . )

-

e

8.0.18 "R Rules ,

Rule No.

637
639
- 641
643
645
LTy 841
LT649

. 651
653

655

8.0.19 "S" Rules *

Rule No.

657-

659
661

. ey

665
667
— 669
én
613

LTPR -
y
- [RJt=0E5C ~

{READY]=1D4A4A2501

REC)+ =1D0130
[RET # = 1D01
[RHOM = 1DOE
[RHYJTH=1D07
[RINE])'=1D0138 -
TH[ROUGH]=1D16

UR[R]=
'[RUN]=1D1838

LTPR

[S)p= 0A30 :
[SATJU = 300C28
[SCH]=3029
#[SED)=2F25

ASEW]i=301163

JSHOWIN=321116
[SS1)0=32

ISt 04
{sowﬁga] 30585877

597

603

605"

607
609

%611

‘613
615
6
619
621

-623

~

,‘ ‘Rule No.

"626
628

630
632
634
636

670
672

674

o9 %y
601‘

” (PPH]=34 -
=38
[PO]P+ 2711

[POSSE] =2711232F0A

[POUL}=271120
[POW)=271016
IPRETT}=271D4728
[PROOJF =271D16

[PSEUDO] 3057576591A3

{[PS]=
CEI T] 28
[PUINISH=2718
[PY):A=2707
B1=216D

LTPR B

A[QUAR]+ =2963085C
[QUAI)= 29630884
#[QUET)!=2908

M[QUEUE}= 29445656

[QUIJV.=292307
[Q)=29

o,

'[RE]ACT 1D01

[READ]=1D414125
{REC]=1D0A29
[REJD=1D0A
[RHO}= 1D1163

LTPR

[SAI]D =304A4A -
[SAYS]!=304A4A2F

[SKC+=

![SEMI]=300A3 747
Y [SHOE] = 323C5656

[SH]=32
181j0=32

#[SM=2F
[SON]=301838

’



701

[SOUIL =3011
I[SPE)CIAL = 30270A
[STHM]=3037 9
'[ST.}'=304848047868C0
I[SUB]=1301824
#[SUR}# =311C
#[SUJ# =2F2C16
IS)=2F

SE[S]! = 4A2F

s R #[S)=2F
U[sS} =30

[SY) =3047
[SSH)=3032

[s}=30 "

8.0.20 "T" Rules

Rule No.

702
704

" 706

708

° 70
12

14

716

718

720

722

74

726

728

730

732

734

36

738
740
742
744
- 746
748
750
752

"LTPR'

1T]!=2801

[ TAXI]=280C293041
[THAT'S)= 350C2830
1{TOJ! =281663
I[TOWARD)]=2863515C25
[TAJSTE = 280804
#:[TED]' = 280725
(THJAT!=35
{{THE)!=351A
[THJEM!=35 .
I[THERA)=360A5DSE
[THJERLY =35
[THEY)=135484884
[THOSE]}=3SII2F -
[THS}! = 356F :
[TH]Y =35

S[TI)# N=2832

[TT)A =3201

[TIIO"=72

[TIIV =280A
{TOUR)=28161C
[TR]=6825D

- [TUJA=283216

[TUR}# =68725C
I[TWICE}! = 28630E0430 -
[T)=68 '

8.0.21 "U" Rules

. Rule No.

753
755
157
759
761

763

LTPR
*

[ulr=4416
[UIIL.=0747
R[UIJT = 5656
[UI}E = 5656
[UIL.=5858 -
[UILY=16

L

676
678

680 .

682
684
686
688

" 690
692
694

. 696
698

[SOJURCE= 3011
#[STJEN =30
[STILE!'=30

{ST. ] = 3068725D0168C0
[SUPER }=3016271C
[SUR)# =T26C169C

#[SSU)# =3216

CE[S]'=4A2F
#: E[S)'=2F
2" #(S]'=30
L#[S]'=2F
#[S].=2F

SN

Rule No.

703
705
707
709
Y
713
s
n7
719
721
723
725
127
729

LTPR

[T)'=68C0

ITEN]! = 280A38
YTIR }= 280E441C
{TON]! =281838
{TWO]=2816
[TICH=
THJAN!=35
[THE)! # =3501
[THEIJR = 350A
{THJEN =35
{THERE)]=350A1D"
[THESE]'=3541412F
{[THIS)! = 350730
{THOUGH)! = 351163

731 FYTHJUS=35

73

735
77
739

- 741

743
45
747
749

751

Rule No: ’

754
756
758
760
762
764

[TH]=36

[TIJAL=132
[TIE]N=321A
[T1j0=723C .
[TOUICH=2818
[TRIU}=281DOE0458
[TT]=28
[TUES]JDAY =28162F
[TT]=28

[TZ]=2830

1

LTPR -

[UH)=98

[UIIL* =07
{UIITE=6301

S[UIIT = 5656
[ULTRA]=1820281D58
[UM.=5858
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765
767
769
m
773 »
175
77
719
781
783
785
787 -
789
791
793

[UINION =4414
{[UNIN] = 18380738
[UJN.=5858
JUPON]=1A27505038
[UR].=
[U}.!=5858
R{UJL# =16
R[UI'R# =16
(U =18
[UY)=4E4E04
G[Uj# =23
L{Ul# =16
R{U)J# =16
R[UI'# =16
[U]=8416

" 8.0.22 "V" Rules

Rule No.

. 794
796
798
800
802

LTPR

VI=3301
{VEGE]=330A314A
[VIEW)= 33845656
[VIO)= 330E0418
[VOW]=331016

8.0.23 "W" Rules

Rule No.

804
806
808
810
812
814
816
818
820
82
824
826
828

LTPR

[W)!=251B24200416
WAINT =230E

{WAR]=23115C .

WA =2319
TWEDNES]DAY =634A4A382F
WHAJT =6319
WHERE]=230A1D
WHOL]=2D1220

WH]=23

{WOMA]JN =23583747 -
WON]=235818

WORY = A35CSC

" [WR]=1D

8.0.24 "X" Rules

Rule No.

830
832
834
836

LTPR

I[X]'=0B2930

‘[X10US)=321830

[X]X =

' [X)=2930

Rule No.

795
797

801
803

Rule No.

Y

805

807"

811

813 .

815
817
819

821

823
825
827

-Rule No.

831
833
835

(WERE}=231C

" [WHICH]=63072832
- [WHO)=2316

114

[UINITE = 445656
UJNI=4416
[UN]=1838 Q
[UR}# = 4416
[UR}=1C
[UI=18

[UFR# =16
“[Ul+ =16
IG[U)# =

L{U).# = 5656
#N[U)=0416 °
R[U]}.# = 5656
U] =845656

LTPR

1IVAL}=330E20
1[VIB] = 330E0424
{[VIND) 33073825

[VI]'E!= 334E4E84

[V]=33EC .
LTPR

[WARE]=23085D

'[WASTE = 230804

[WAJT=230F
S[W]ER!=
WHE]N=630A

1

WIZ]=23072F
I[WOMEN]=2347374A38
[WOR].=A3I1CSC '
[WOW]'=231016
(W])=63

-

LTPR

IX)=2F
[XJU=2932
[XT =2930



8.0.25 "Y" Rules
Rule No. LTPR

837  Y]'=234E4E84

89 [YOUING =058

841 - YYOU)=0416*

843 1Y]=04

845 IC[Y]N=07

847  F[Y])'=0E84

849  [YR['=5CSC
.851  n[Y]}# =4E4E84

853  L[Y+:=07

855 [YFL# =4E4E84

857  L[Y)#=4L4E84

859  [Y]=01

8.0.26 "Z" Rules
Rule No. LTPR

860 1Z)1=2F0101
862 ' [Z]=2F

8.0.27 Punctuation Rules
Rule No. LTPR

863 []}=80

865 [...]=0A783011630E38
© 867  [.]=0000

869 [:]=40

871  [')=0000

873 [")'=1838292311A368
875 “['S]=30. .

8.0.28 Symbol Rules
Rule No. LTPR,

877 [}=8C8C28

879.  [§]=250E201C

881  [&]=0A7865C0

883  [-)=378E4E84781830

885 [<)=604A30354C0C78
887  [=]=0229230F602F

889 [\]=640C29ADC030600C32

891 [J=
893 | [‘] =304A4A786830
895

897 s ]= * '
899 [l)=

Rule No.

838
840
842
844
846
848

Rule No.

861

Rule No.

868
870
§n
874
"~ 876

Rule No.

878
880
8§82
884
886
888

" 894

898

LTPR

{YES])=040A30
{YOUR}=04115C
[Y]JPHE =0E84
B{Y]=0E04
1IC[Y]=0E04
PL{Y])=0E84
{Y])'=4E4E84
[YFE=0E84
1YL:# =07 )
[YIR # =4E4E84
"[Y)k=07

LL.TPR

iZZ]=2r
é L)

LTPR ’

.

[7)=0000 -

~ 1[.]1%276D5151017868C0

[.}=00
[;]=0080

)= 292311A368

M=
1=

LTPR

[#])=78585837645C
[%]=276D5C304A4A 7868C0
{+])=27201830 '
fl1=115C

=T80E68C0 -

(>]= E9E65C4884685C354COC78‘
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8.0.29 Numeric Rules

" Rule No. LTPR

91  I[0)=
903 [1]=230E38

905  [2]=281663

97  [3]=361C01

909  [4]=34111C

911. [5]=340F0133

913 [6]=30072930

915  [8]=088428

917  [10]=280A38

919  [12]=68630A4A6033EC
921 [14)=342C1168014178
923 [16)=3047293068014178
925  [18)=080468014178

927 [2)1=68634A4A786801
929  [4]l=342C115C6801

931  [6]l=304729306801

933 [8]i=08046801

Rule No. .

902
904
906
908
910
912
914
916
918
920
922
924
926
928
930
932
934

LTPR

[0}=2F021C11
{1ST)=342CSC5C3068C0O
[2ND]= 304A295A7865C0
[3RD)= 361C5C65C0
[4TH]=342C115C36
(STH]= 342C4774AC36

[7]=300B330B38

[9)=1380F0338 .
[11)=0A204A33EC7878
[13}=365C5C68014178.
[15])=342C4774AC68014178
[17]=304A4A33EC4A4A 7868014178
[19]=7807784A68014178
[3}1=365C5C6801 .

[5)1 =342C4774AC6801
[7]1=304A4A33EC4A4A 786801

[9]1 = 7807784A6801

A
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9. Appendix C

9. 0 1 Process Listing Debug Data
The following is a sample of the type of process lxsung generated by Talker. The session listed here
corresponds to the input of the following two sentences:
1. "The sub;ect of this thesis is lhc design and implementation of a system capable of delivering. symhcuc
speech.”
2. "Please geL of f my cord thank you."

The sentence is: The subject of this thesis is the design and
implementation of & system aapable of delivering
synthetic speech.

Otthographic original  Translation Rule
T ... T8 . [THE}'=351A

Orthographic original  Translation Rule
.83 ....[]=80

Orthographic ongmal Translauon Rule

S .... 683 ... [SUB]=301824 ,

J ... 423 ... [))=Bl : :
E ... 269 .... [E]=4A N

C ... 147 ....[C]=29

T ... 703 ... [T]!=68C0

' +

Orthographic original  Translation Rule
. 863 ... [ 1280

Orthographic original  Translation Rule
O ... 505 .... [OF}I=1A33C0

&iﬁéﬁiﬁ}i{é';{{giﬁéi'","""r}}ih}];uon Rule
' - [1=80 '

o}iiié};;}r{{c"éir'{giﬁéi"'""ﬂ;iﬁ's'l;uon Rule -
s 127 . THIS) 350730

Orthographlc original Translanon Rule
e 863 [1=80 |

.........................................

Onhographlc ongmal Translauon Rule

T .. 733 ..[THl=3% S L o

E ... 29..[El=4A - ) C Q.

S ... 701 .... [S)=30 ‘ , o | L
17 , : , o



U ..., 420 ... [I}=47
S ... 694 .0 #"#[S)'=30

Orthographic original  Translation Rule
Ao 863 ... [ 1=80

Orlhographlc ongmal Translauon Rule
... 420 ... [T)]=47
S ... 696 ... h#[S)=2F

! ! kY

Orthographic original  Translation Rule
... 863 ... []=80

Orthographic original ~ Translation Rule
T ... 718 ... [THE}'=351A

Orthographic original  Transl
. 863 ... [ 1=80

...........................................

Orthographic original - Translation Rule

D ... 155 ... [DE} #=2507
S ... 701 ... [S]=30
2 S 368 ... {IGN]!=4E4E8438

&iﬂé&ﬁﬁi&'&é{gi}{éi'f """"""
- [ 1280

) Onhograph:c original  Translatio’ Rule
A ... 24 L NAIND=0A °
N ... 499 ....[N]=78
D .. _176 ..o [D]'=65C0

d}iriéig}i{;;ii{c"d:'{g'i;{éi """""""
e 863 (280

..........................................

Orthographlc ongmal .

. 377 ... M =07
e 484 .. [M]=37"
. 624....[P)=21
. 450 ... #7:(L]=1A20

«. 181 ..., [E]MENT=
.‘.‘.'484 .. M}=31 .

w. 218 ... #:EM[ENT= OA
e 499 L [N] 78

ee 152 ﬁ..- [T)=68 .
v 81 {Ar+#-._-_o,804-‘
w138 L [TIO=T2

. 529 . #[o}w—sa

AQH$4zmzmr13~

'Trgnslﬁtion Rule .

Translauon Rulc"’

Translauon Rule ‘

Translation Rule .

B N
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A

T eavinevesrsnasesenes

496‘ .. [N}]=718

Orthographlc ongma] Translation Rule

. 863 .

- [1=80

Orthographxc ongmal Translation Rule

-0 ...

.. [OF}'=1A33C0

Orthographic original Translation Rule

. 863 ...

.[]=80

Orthographic original Translation Rule

.. [A]'=0804

Orthographlc orlgmal Translation Rule

... 863 .

- 11=80

Orthographic original Translation Rule

w

. 450 ..
..... 180 ..

M>>I MEY

. 697 ...
.. 701 ..
e 752 L
. 268 ...
.. 484 .
.. 147 L.
e 83

. 624 ...
e 0L

. 110 ...

[SY] =3047
[S}=30
[T)=68
[E].=4A4A
M]=37
.[C1=29 .
[AY # 20804
{P]=27

. #7[L)=1A20
. #:[E)=

......................

Orthographic original Translauon Rule

cosy

....................

. | ]=80 '

Orthographlc ongmal Translanon Rule

o ...

e 863 .

.. [OF]!=1A33C0

veveddsressersasevisnns

,Orthograpl'uc original - Translanon Rule '

o (1280

‘ Orthographxc original - - Translation Rule

D ... .154 .

¥

.. IDELI}=250A2007

.. [V]=33EC
.. [ER1]=0AIDO07

- #ING=39

.....................

OnhOgraphnc ongmal Translauon Rule

had
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/"‘“\\\

Orthographic original Translation Rule
S ... 697 ....[SY} =3047

N ... 499 ....[N])=178

T .... 733 .... [TH)=36

E .... 269 ....[E]=4A

T .... 703 ... [T)=68C0

1 ... 420 ... (I}=47

C ... 147 ... [C]=29 - v

Orthographic original Translation Rule
.. 863 ...1)=80

Orthographic original Translation Rule
S ... 701 ... [S)=30
P ... 624, . [P}]=27
E .... 207 .... [EE]=01
C, ..V 123 .... [CH):=283280

s

“Orthographic original  Translation Rule
. .. 867 ... []=0000 -

This is the phonetic translation.
Phon - Pitch.
THV1
UH21
PAl*
sl.t
UH1*
Ble* \
JIOQ
EH}*
](]00'
Tl..
PAl*
PAl*
UH21
"{1‘0
PAl*
PAl*
THV1
‘Il'.
481“
PAl*
“TH)®
EH]*

" -
ne
S1ee

. PAl* .
ll..

OO U O\ < 00 O O ~1 00 \O \O ~J 00 O \O R W B Ly Oh - 00 O \O 00\

Duration

98
98
. 49
98
98 -
98 -

‘Speech Rate
o 1.2e400
1.2e+00
1.2e+00
1.2¢+00
1.2e+00
1.2e+00
1.2e+00
12e+00
1.2e+00
vl.2e+00
1.2e+00 -
1.2e4+00
1.2e+00
1.2e+00

"1.2e400 .
1.2e+00
1.2e+00
© 1.2e+00
1.2e+00
1.2¢+00
1.2e4+00
1.2e+00
1.2¢+00
1.2e+00
1.2e400
1.2¢+400
}1.2§+00

\\\\\\\\\
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Amplitude
12. .
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Z1%* 8 98 1.2¢ +00 : 12 .
PAl® 9 49 . 12e+00 12
THV} 9. 98 1.2¢+00 v 12
UH21 8 98 12e+00 12
PAl* 9 49 1.26+00 12
D1** e 9 98 12e+00 , 12
I1** © 8 98 1.2¢+00 12
N S1% 7 98 12e+00 12
\ _AHI" 6 74 1.2e+00 12
AHI1* 5 74 1.2¢+00 : 12
Y11* 4 49 1.2¢+00 ‘ 12
N1es 3 98 © 1.2e+00 12
PAl® 9 49 1.2¢+00 12
EHl* 9 98 1.2e+00 12
N1** - 8 - 74 ‘ 1.2¢+00 12"
Dl** 7 74 1.2e+00 12
PAl* \ 6 25 1.2e+00 12
PAl* 9 49 1.2¢+00 12
I1e* 9 98 a 1.2¢+ 00 12 i
M1°* 8 98 1.2¢+00 12
P1** 7 - 98 1.2¢ +00 12
UH21 6 98 1.2e%00 12
L1e* 5 98 1.2e+00 12
Mi1** 4 - 98 , 1.2e+00 12
EH1* 3 g 98 1.2¢+00 0 ‘ 12
N1°** 2 74 : 1.2e+00 12
Ti*e - 1 74 1.2¢400 12
Al* 0 98 : 1.2e+00 12
Y11* 1 98 1.2¢+00 12
SCHI 2 74 . 1.2e4+00 12
~ UH21 3 74 1.2¢+00 12
N1** 4 o4 _ 12400 12
PAl® 9 49 . 1.2e400 12
UH21 9 98 o ‘ 1.2¢+00 12
Vi 8 98 o 1.2¢+00 : 12
PAl® 7 R 25 1.2e+00 _ 12
PAl* N 9 49 < 1.2e4+00 12
Al** 9 98 1.2e+00 ° 12
Y11* 8 98 . 1.2e+00 _ 12
PAl* : 9 49 1.2¢400 12
‘ S1** | 9 98 . 1.2¢+00 , . 12
e 8 74 1.2¢+00 12
S1%¢ 7 98 _ 1.2e400 : 12
T1* . 6 74 1.2¢+00 12
EHI* 5 74 o 12e400. C12
EH1* 4 74 1.2¢+00 12
' T Ml "3 98 ©1.2e400 . 12
K1 2 . 98 1.2¢+00 g 12
Ale* 1 98 1.2¢+00 12
Y11* 0 98 T 12e+00 12
. P1** 1 98 1.2e+00 12
UH31 2 98 1.2¢+00 , 12
" Bl** -3 74 ‘ . 1.2¢400 12,
UH21 .4 98 C1.2e4+00 12
L1** A 98 © 12e+00 : _ 12 .
PAl* s 9 49 - 1.2¢+00 : ‘ 12 : <
UH21 9 98+ o 1.2¢4+00 12
Viee 8 98 © 126400 : 12

A AR A ATa Ay A AR A N



RAl*
PAl°
Di**
EH1*

. Ll..

ll..
vl“
HF1*
EH1*
Rl.‘
ll..

" NG1°*
© PAl*

S1e*
ll“
ONI“

TH1*

EH1°
Tl.l
PAI*
llQ.
Kle®

PAl* -

S1°*
plee
El**
T1**

SCH1
PAl*
PAl*
PAl®

&@AMO‘\!&\O‘O”@W‘AMO\\lw\o\aoh"\)u&mo\\)m\a\ow

1.2e 400
1.2e+00
1.2e4+00

- 1.2e+00

1.2e+00
1.2e+00
1.2e+00

1.2e+00

1.2e+00
1.2e 400

1.2e+00 .

1.2e 400
1.2¢e+00
1.2e+00
1.2e+00
1.2e+00
1.2e+00
1.2e+00
1.2e+00
1.2e4+00
1.2e+00
1.2e4+00
1.2e4+00
1.2e+00
1.2e+00
1.2e+00
1.2e+00
1.2e+00

1.2e+00

1.2e+00
1.2e+00
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The sentence is: Please get off my cord, thank you.

Orthographic original Translation Rule
P ... 623 ....![P]=276D
L .... 451 ... [L]=60
E ... 196 ....[EALE!=01
S ... 701 ....[S]=30
E .... 180 .... #:[E}=

dnri&};&ﬁr{{c"o{{giﬁéi"”"'T'}};},élsuon Rule
~[]=8
Orthographic original  Translation Rule

G ... 289 ... [GEIT=E6C00A
T ... 703 ... [T]!'=68C0

Orthographic original  Translation Rule
. 863 ....[]=80

6;;};;,;;;,;};;{;;;;g;;;;i“ " Translation Rule
o .. [OIF"=10 '
F .. 279 ... [FF]=14AC

6}i}i5g}'a;','ri{c"5£{g';;{éi""“ Translation Rule
-[1=80

‘ mrié{g}a;;i{{é};{{gii{a'x"""'T'}'a'ixs'léuon Rule
M ...%484 [M] 37 :

5;;};;,;;;;,;;;;;';;;;;;;;1 """ Translation Rule
- [1=80

Orthographic original Translation Rule
cC ... 145 <Cl=292n <
o ... ... [OR].=51415C -

g © 176 -... [D}t=65C0

Orthographic original  Translation Rule
y .. 868 ... []=00
- 1=

Orthographxc ongmal . Translation Rule
T ... 133 ....[TH]=36 . :

.... [A}.=4C0C

e 499 . [N]=78

A
N
K ... 430 .... [K]'=29ADCO -

'
W
o2
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Orthographic original  Transk

Onhograpmcongma] ...............
Y ... B4l ... [YOU]=0416

Orthographic original  Transk
... 867 ... [J=0000

This is the phonetic translation.
Phon - Pitch
P1** : 9
HFC1 -
Ll..

El..
Sl..

PAl®
Kv1*
PA1l*
EH1*
’I‘l..

PAl*
PAl*

AW1®

Fl..
HF1*
PAl*
. Mle*
AH1*

- AH1* :
Y11° .
PAL* .
K1**

HFCl
0Ol°*e
)] L1 o,
ER1*

- Di**

" PA1*

PAl*

PAl°

‘TH1*

AE]*

AEl1* -~ .
Nr" .
Klee .

- HFC1 .~
PAl®
PAl®

- Y11
Ule®
-PAl1*
"PAl®

Translation Rule

“

Translation Rule

Translation Rule

Ditration
98
74
74
98
98
49
25
25

12e+00 - L v 12

f o 124

/

Speech Rate Amplitude
1.2e+00 12
12e+00 . 12
1.2e+00 12
1.2e+00 12
1.2e+00 : ) 12
1.2e+00 1
1.%e+00 12
12e+00 o
1.2e+00 12
1.2e+00 1
1.2e+00 12
12e+00 12
1.2e+00 : 12
1.2e+00 : 12
1.2e+00 ‘ 12
12e4+00 . . 12
12e+00 . 12
1.2¢+00 ' 12
1.2e+00 , ' 12

- .1.2e+00 ' 12

. 1.2e400 '
1.2e+00 - - 12
1.2e+00 ; . 12
:1.2¢+00 . 12
12e+00 12
1.2e+00- S 12
1.2e+00 o1
1.2¢+00 R 12 -
1.2¢+00 = 1!
1.2¢+00 - o A2
1.2e+00 . ) 12
1.2e+00 ' 12
“1,2e4+00 - . <12
1.2e+00 12

“12e+00.. 12
1.2¢+00 . . : 12

-1.2e+00 12
1.2¢+00 =, -1
1.2¢+00 o 12
1.2¢+00. : .12
1.2e+00 : R



9.0.2 Rule Usage Debug Data

+

'

: : K .

"Please get off my cord, thank you."

125

This section lists all of the rules used in the synthesis session involving the two sentences:
"The sub_pecl of this thesis is the design and implementation of a system capable of delivering synlhcuc

1.
speech.”
2.
- Use Count

\

-

488

f 59

3
623
" 624

-Phoneme -Rul

1[A)!=0804
[AJND=0A
[AILE=1B

[AT+ # =0804,

:([A} # =0804
[A].=4COC . -
[B)=64
[CH)!=283280

" 1[C]=292D

[C)=29 .

- \[DELI}=250A2007

I[DET # =2507
[D)!=65C0

#:[E]l=
1t

JMENT=

 [EA}E!=01 V-

[EE]=01
#:EM[E]NT=0A
[ERI)=0A1D07
[E].=4A4A
Ej=4A
FF)=74AC -
{GE]T =E6C00A
[IGN]!=4E4EB438

M =07

[1}=47

[J)=B1 .. :
[K}=29ADCO
#":[L)=1A20
[L]=60 :
[M)=37

N}=78 .. -

[OF)= msco
[OF =10

" #{OIN!=5A .

[OR].=51515C
P}=276D

L [Pl=27 T
AISUB]=301824
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el S S N R G S S U ST,

Table C.1
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#:2(8)'=30
L#[St=2F
[SY] =3047
[S]=30
[T)=68C0
[THE]'=351A
[THIS]!=350730
[TH]=36 '
[T1jO" =72
[T]=68
[V]=33EC
YOU]=0416
[Y)'=4E4E84



