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The sound intensity technique, with the transmitted ‘intensity
measured directly, was evaluated as an alternative to the
conventional dual-room technique to measure sound transmission
conventional method. In addition to the, point by point measurement
procedure, a sweeping technique was tested. It is shown to provide
equivalent results in a shorter test time with a higher precision for
the ASTM proposed reference panel. In both the conventional and
intengity technique, the reliapility in low frequee;ies is limited by
. the diffusivity of the sound ficlq in the rcvewcration room(s). The
potential of *the intensity technology to improve‘low frequency
reliab'ility in sound transmission testing has been investigatcd.'lt is
proposed‘ that the incident sound intensity can be measured dircctly
'_without the presence of the wall or indirectly away from ‘he wall
surface where the reflected intensity is negligible.r(ie.' in an anechoig‘
environment) P}climinary testing, in which both incidenpt and
transmitted intensity were directly measufed on a smaller specimen

: : . R4
in an anechoic chamber, is also provided.

L
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Chapter 1 INTRORUCTION
L1 SOUND INTENSITY TECHNIQUE

Sound intensity is” a relatively new measurement technique in
acoustics. The first commercial intensity analyser was introduccd' by
Bruel and Kjaer (B{& K) in 1981. Sound intensity is essentially a two
microphone techniqbq that provides the magnitude as well as the
direction of the net flow of acoustic energy. While sound pressure
level (SPL) is a scalar quantity, sound intensity is a vcctor.jSincc
most common acoustics measurements, such as sound absorption,
sound power and sound transmission loss (TL), are based on energy
flow concepts, it would seem advantageous to measure the energy
flow vector directly. Conventionally, these measurements are made
by measuring SPL in acoustically idealized environments, such as the
anechoic chamber or reverberation chambers. With sound intensity
or generally the two microphone }cchniquc. these speciallized
facilities are no longer necessary.!-2:3.4.5.6.7 This means that the high
cost of building "these chambers may be eliminated in the future. In
addition, sound intensity is. superips to SPL in noise source
localization8.9.10 pecause it provide&/‘ the direction of the cause
~whereas SPL can only indicate the effects of the sound source at that
measurement point in space.

Sound intensity, which has the units of Watt/m?, is defined as
the time average of the product of pressure and particle velocity of
the medium, ie.

I = p()-u()
From Newton's Second Law, particle velocity u can be obtained

7

r~



by the pressure gradient, . o

u, = - ¢1/p) I&p/ar dt ‘(l.l.‘l)‘
The pressure gradient can be approximated by mgasuriqk the
preﬁsures at two closely spaced points and dividing the difference
by the microphone separation. It can be shown that, assuming free
propagating plane waves, the time averaged particle velocity u can

be obtained by a finite difference approach yielding

u=-(l/p Ar) f(pg-pA) dr . | (1.1.2)
where p = density of air

Ar = microphone separation

Pa. Pg = pressures obtained from the two microphones
and pressure p can be approximated from the average of the two
measurements at the two microphones, ‘ |

P = (pA+Pp)/2 , (1.1.3)
Therefore, the sound intensity probe, consisting of two
phase-matched microphones, provides enough information to obtain
sound intensity. by measuring two SPL's. It will be shown that the
accuracy of the intensity measurement is strongly related to the
measurement of the phase difference of the sour;d field between the
microphone positions. Therefore, the use of phase-matched
microphones  will reduce the error of the measured . field phase and

consequently the error in the true sound intensity.
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The characterization of the acoustic isolation of wall panels is to

provide A& measure of et~ well a ‘panel insulates one room from

sounds in another. The sound transmission loss (TL) is defined as

| TL=101log (1/t) , ' (r.2.1y
where ¢t = I/ ' ) (12.2) @
f

“is the ratio Of transmitted acoustic power | and thg ingident acoustic

- //
power &l Ih the conventional TL test the intensities are not

measuréd directly but are inferred from an energy balance concept,

)3
s

which requires only an average _SPL to be measured. The actual lrcsg
is performed in a pair of reverberation rooms in which the test wall\\J
is essentially the only acoustic path between the two rooms.

The test is performed .in a dual reverberation room facility .
according to the ASTM E-90 standard. The wall specimen is set on a
test opening adjoining two adjacent reverberation rooms while the
SPL of the reverberant field in cach rfoom is n'\casurcd. In order to
obtain the incident intensity, I, it is necessary to assume a perfectly
diffuse sound ficld in the source room. One can write the one sided
if\tcnsity I; as <p>,2/4 p, c, where Po is the density of air and c, is
the speed of sound in air. Therefore, the rate of energy transmitted to

the recewing room through the wall panel is tS <p>2/4p,c,

whére S is the wall surface area. The rate of energy losz in the
receiving room is (d/dt) Iv E3dV where E, is the energy density in
2

thc_'rccciving room with volume V,. In steady state, these two rates
o
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must equal, ie :

1S <p>4p, = (fi/dt) Ivz E,dV |
\- . . s
Assuming an exponential decay of energy with a time constant

P

b and, also that the/ 'sound field is totally diffuse in the receiving
room, the total enefgy can be written as v, <p>22/ 4 Po S, Ong can

thcn write : s
4
1 S<p>12/4po o_bV <p>22/4p €,2

__Submtutmg A= 4bV2/c where A is the room absorption by the walls

- - ‘ a

and the air and taking logarithms, one obtams the equation
~ TL=L,-L, + 10 log(S/A) . R Y

reverberant SPL in source room,dB

where Ll

L2 = reverberant SPL in receiver room,dB /

A = absgrptlon 1N recelver room, metric sabine .
! 2

The room absorption is actually obtained indirectly ’By measuring ;hc
sound decay rate in the receiving room. '

With the sound intensity technology, it would seem ]ogicél to
measure both the incident and (transmittcd intensity * to determjne
sound transmission losswas_isuggested by /(1.2.1) and (1.2.2). In
practice, however, it is dlfflcult to measute the incident sound
intensity. On the, receiver side of the wall syrface, there are incident
as well as reflected waves. It is the net energy flow in the orientation
LOf the sound intensity probe which is being measured. Assuming
‘steady state, this net v‘flow of energy is equal to the transmitted

energy since the wall dqes. not store up energy.. Therefore_, one would

y)



be misled to believe that the waZcis acoustically trﬁnsparent i: the

incident intensity is measured dectly on the ireceiver side of tlhre

wall. ' i

The new TL test using sound intenéi\ty5-°:7 sugge/'s{s that the
transmitted intensity can be measured directly with/an intensity
‘an.alyser whereas the incident intensity is Stlll/ measyred by
measuring the SPL in the source room as descrlbed carller There are
two main advantages in this approach. Flrs.;v, a more detailed
transmission ‘pattern can ‘be obtained and /,;-”'slt‘udied. Second, the
vreceiving room only needs to be a nonreverperant space instead of a =
costly reverberation room.-

It is now clear that the conventional method (CTL) assumes a
perfectly diffuse field in both rooms whereas the intensity method
requires tl;at in only the - source room. Pracucally, however, the
sound field cannot be diffuse at all frequencies. At low frequencies,
the wavelengths become comparable to the room dimensione
requiring larger rooms. As the Toom size ihcreases, diffusivity for low
frequlency sound increases. Unfortunately, air absorption increases
dramatically for the high frequency sound reducing its diffusivity. As
a result, the size of t'he’revel:beration ‘robms is optimized for cost and
an overall frequency diffusivity. With the help of moving vane
'dit“fuser.s, thel reverberation chambers at the Mechanical _Engineering
Acoustics and Noiﬂse Unit (MEANU) are reverberant down to as low as
100 Hz with acceptable limita'.ls, which is typical for most
facilities. Because of this limitation, the TL values obtained by either |

method at frequencies below this are not reliable.



Nun'rerous‘noisc problems exist at low ;fre:rcencies as low
frequency noise can easily be 'transmirted through obstacles because
of the relatively long wavelength. The fltimate goal of this research
work is to find a method, probably with the help of sound intensity,
to improve t"he reliability of the TL test at low frequencies (down to
‘possibly 50 Hz). Before that could be achieved, ; few other obstacles
have to be overcome. |

A "home made" sound intensity system based ori‘the FFT
technique has been assemBled and calibrated at discrete frequencies.
The system  was recallbrated at frequenc1es below the limiting
anechoic frequency of the anechoic chamber where " the original
calibration was made. Also,‘ the congtant bendwidth‘ FFT
measurements were- converted to b"third oc.tave_.ba;5ed values in order
" to comply with *the - data from other  researchers, who comrnonly use a
digital filtering system.

Work has been done in comparing the conventional method .
and the mtenSrtWthod in TL testing.5:6.7 The same was done on
.the ASTM wall at MEANU to obtain insights in applying the mtensity
vmethod on TL testing. In addition, v,compar;i\ng results\with other
researchers, confidence will be gained on the instrumentation
overall. In the intensity'approach it has l;een reported that equally
good results can be obtained by sweeping the mlcrophone probe over
‘the wall surface instead by stationary pomt by point measurement.

This was also mvesugated

An idea was developed to improve the. TL test at low

~-



frequency applying the seund intensity technique. A preliminary -
test was carried out to provide supportive as well as critical -
information before full ‘scale test equipment is built.othure'work can
be carried out with the help of the findings and recom:nendations
resulting from this investigation. |

| Chapter 2 provides the background information “en the wall
specimén and the conventional transmission loss test (CTL). Details of
the microphone‘ boom qualification, test room qualification and the
effects of an -incoherent noise source compared to the cohcrem one
are also provided.

‘ ?
The" next chapter covers the principles of the two types. of dual

Qo

‘»channel analyscrs capable of obtaining sound intensity, the Fast
Fourier Transform (FFT) and Digital Filtering. The errors and
lirﬁitations“ due to instrumentation, statistics and . ‘special
measurement situations are discussed. Finally, a system overview of
the FFT system at ,MEANU and the calibration procedure and results
are presented.

Chapter 4 discusses the test procedure for ‘the point by point
and sweeping technique for the TL test using sound 1nten51ty (ITL)
This is followed by chapter 5, which describes the development of
the concept of measurmg incident sound intensity directly in an
anechoic situation to imlprovc the ITL test at low frequencies. The
.prelimiﬁary test set up is also provided.

Chapter 6 contains'tcst results and discussions, while the final

chapter lists the conclusions and recommendations of this work.

-
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As. mentioned avae_ the conventional test ‘for. sound
transmission is done in a reverberation suite. In this case a simple
single panel wall was used as it is the one sugéested by ASTM to be
used for ro‘und robin tests in various facilities throughout North
America. It consists‘;‘f three 24 gauge galvanizqd steel panels riveted
onto three 1°x1" steel angles, screwed onto. a wood frame (see fig.

2.1). Testing in this investigation was done on this proposed ASTM

reference steel panel, which will be referred to as the ASTM wall.
- v

2.1 Mi | B Qualificati

The conventional  test was éanied out according to ihe ASTM
E-90 sténdar,d(1985) entitled "Standard Method of Laboratory
Measurement of "Airbourne Sound Transmission Loss of Building
Partitions”. While the con;'entional test relies on multiple stationary
microphone positions to establish the reverberant sound field, a
rotating-'microphone bbom is used at MEANU to obtain the spacial
and time average. In this situation, it is recommended in'the
standard mthat data may be obtained from stationary positions taken
along the microphone traverse path at points approximately half a
wavelength apart at the lowest test frequency. These are then
compared with those of a complete survey described. in the standard.
Howe;/cr, since the rotating. boom approach actually samples over the
traverse continuously, it is more reasonable to compare results
obtained 'from the continuous sweep to the complete survey. As a

result, several complete sweeps of 10 boom cycles each were carried
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out and compared to sevénl complete surveys of the same time

duration. )

For the complete survey, eleven and six pointé.were used in
"~ the _large and " small room respectively. A distance between
mncrophone positions of 1.6m was chosen based on a test frequency
limit of about 100 Hz. Thc layout of the microphone 1s shown in f1g
2.2. Four sets of complctc surveys and four” complete boom sweeps
were carried out for the large room. On the other hand, six sets of
tekting were done in the small room since the number of stationary

' . .
positions was less. For these qualification tests, the wall panel was a

‘plug wall instead of the ASTM wall. The plug wall is commonly

L 4
inserted when the chambers are used for ' sound power or sound

absorption tests. It is not clearly stated in the standard whether the

boom must be qualified specifically for each wall panel tested.

However, it is reasonable to assume that the ability of the rotating
boom to survey the SPL of the reverberant field does not depend on
the wall panel unlcss it is acoustically very transparent such that the
dug:t field from the panel extends far into the reglon of the boom
traverse. It will be shown that the critical distance between the wall
panel to the first microphone position in the receiving' room is
- mainly determined by the amount of air absorption, rather than the
transmissibility of the wall panel Therefore, the rcsaults from the
“plug wall can be gcnerally applied for TL iests usn/ng other wall
panels. .

According to the standard, the region of the reverberant field

can be calculated for the wall panel tested by these fE)tmulas:

10
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A=0921Vd/c | (2.1.1)

dmin = 063 A2 | (2.1.2)
where A = room absorption, metric sabines -

¢ = speed of sound in medium, m/s
V = volume of room, m?

d = rate of decay of SPL, dB/s

{ dmin = minimum distance from the sound source to the

7

test partition in the source room,
or minin‘lur.n distance from the sound source to the
nearest measurement point in the source room,
or minimum distance’ from the wall panel to the
nearest measurement point in the receiving room
The rate of decay can be calculated from the 60 dB
reverberatio;l times (RT), which are listed in" table 2.1. The

absorption in metric sabines at 6.3 kHz are 21.6 m? and 28.3 m? for

the small and large room while the wall could contribute a maximum

of its own area of 6.6 m? as if it was an open area. Therefore, dpin is

mainly determined by air absorption. Following (2.1.2), simple
calculations show that the minimum distance is 2.93m and 3.35m for
a limiting qualification frequency of 6300 Hz. As shown from Fig. 2.2,

the minimum distance criterion is satisfied when the rooms are used

as the source room. As suggested by the standard, the Leq mean is @

used to determine space-average levels and the arithmetic standard
deviation of the SPL values is used to determine the precision of the

measurement. Therefore, for each data set of a complete surveys, the



SMALL ROOM WT] PLUG WALL LARGE ROOM WITH PLUG WALL

313 m3
154°C
71.5% .
697.S mm Hg
18.6°C
. REVERBERATION TIME(s)
448
5'.4 s
5.6
6.19
. 6.28
5.90 6.52
400 5.83 6.22
500 5.61 6.15
630 535 591
800 5.19 5.64
1000 , 495 5.44
1250 4.69 5.09
1600 441 ' 4.83
2000 4.14 4.62
2500 371 4.15
3150 324 7 3.60
4000 ' 2.63 2.90
5000 2.14 2.31
6300 1.70 - 21.6 m2 metric sabine 1.78 > 28.3m2 m.s.




Leq means and arithmetic standard :i:m.lrg‘ca( ulated from sl

the microphone positions. It would ; pud to .compare the L;q

and standard deviation values of one complete survey to one

complete boom test (10 sweeps). Since there were four sets of
éompletc survey for the large room, the arithmetic means of the Leq

and standard deviations from the .four sets of complete survey data
were calculated, and .compared with the first order arithmetic means:
and standard deviations of the four sets of boom results. A similar
calcu]ation ‘was carried out for the six sets of complete surveys and
boom data for the small room. The results over the frequency bands
of 100 to 6300 Hz for each room used as the source ‘room are shown
in fig. 2.3 and 2.4.

As shown in fig. 2.2, some measurement points in the complete
survey did not' satisfy the minimum distance requirement when .
cither room was used as the req¥iving room. They were too close to
the panel surface, which was the case for points 1 and 2 for the large
room and points 5 and 6 for the small. Furthermore, points 11 and12
in the large room were removed to satisfy more absorptive
conditions yas observed from other CTL tésts, as shown in table 2.2.
The same test results were analysed with thcs‘e points eliminated

assuming the field diffusivity is the same whether the sound comes

from the wall transmission or the speakers. These results represem a

complete survey of the sound field for the rooms being used as the
receiving rogm. Sinjilarly, they are compared to the rotating boom

results in fig. 2.5 and 2.6.
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REVERSED CTL APPROACH! PORWARD CTL APPR 2
(RT MEASURED IN SMALL ROOM) (RT MEASURED IN LARGE ROOM)

DATE ©2-11-87 29-3-88 A-11-87 29-3-88 |
EEWERATURE 10.1C 44°C 1127C 45C [
RELATIVE Lo

HIMIDITY 53.7% 480 % 52.3% 49.2%
ATMOSPHERIC

PRESSURE 42.63 kPa 9325 kPa 92.81 kPa 93.27 kPa
RT at 6.3kHz 1.35s 1.07s 1.38 s 1.10s
METRIC ’

SABINE 27.9m? 35.5m? 37.1m2 47.2m?
dmin® 33m 38m 38m 43m

* based on equation (2.1.2) ! large room as source r@\maﬂ room as souroe

room
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.- As shown from these figufes, the standard deviations of the

- boom sweep are much less since each complete sweep only produces
one SPL for each fr,equency band, whereas a complcte survey

contains many SPL measurements depending on the numbcr of

‘measurement points. In general, the agreement between the two
methods. is better for -the smaller test' room. As shown from fig. 2.3,

~when the larger room is used as the so‘urce room, theameans differ
betwg:en O and 0.5 dB. Hewever, the standard. deviation band of the

boom sweep still falls within the one from the complete survey, with

accéptable limltations from the 2 kHz'bénd and up. This could be

contributed by a small change in air 'temperaturé or relative

‘humldlty during the test, since air absorption is Very sensitive to
these environmental factors at high " frequencies. A change in air

absorption would in turn affect the sound field being surveyed. As

. shown in fig. é.4, when the smaller room is used as the source room,
the means usually differ by only 0._1 dB. Again, the standard

deviation band of the boom falls essentially within the other. Similar

conclusions can be drawn from fig. 2.5 and 2.6, when‘ the test rooims

are used as receiver rooms. These results indicate that the rotating

boom can adequately survey the rcverbcrant field in any of the test

rooms, whether used as tl}e source or receiver room, with an

‘ acceptable difference of 0.5 dB compared ' to the point by point

complete survey,
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Broadband Sound

| . The earlier sections deals with how well the rotating boom
surveys the reverberant field in the test rt;om. It,is' also necessary to
determine the diffusivity of the reverberant field a§ gct{erated by
the room shape' and moving diffus;ers. A test room qualification
procedure is clearly outlined in .the American National Standard
ANSI 1.31-1980. (Revised 1986) entitled "Precision Methods for the
Determination of Sound Power Levels of Broad-band Noise Sources in
Reverberation Rooms". The test provides more information about' the
uncertainties in the space ang time average procedure but more
importantly a measure of the uncertainties in the coupling between
the nbisc source and the sound field.

The instrumentation and microphone traverse were the same
as the CTL test with the addition of a reference sound source (Bmel
and Kjaer 4204). The plug wall was placed in the test opening. Again,
the results \can be generally applied to situations when a different
wall is placed because of the relatively smallysignificqnce of the wall
compared to air absorption. Eleven measurements of SPL by the
rotating boom with the same duration of a CTL test were made, each
with the refcrehce sound source placed on the floor no closer than
1.5 m from a wall and not closer to any microphone traverse position
'than l‘ﬁim for the small room and 2.1 m for the large, as calculated
frorn the equation

d=016(V/T)/2 : - (2.2.1)
where V = volume of the test room, m3

T = 60 dB reverberation time, s
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The distance ‘between any two source locations was 1. 1 m, which was
greater than 0.85 m, the quarter wavelength of the lowest qualifying
.frequency of 100 Hz. The arithmetic means and standard devxatlons
of all source locations for each frequency bahd and the specified
limits are listed in table 2.3a and 2.3b. Since no standard deviations
exceed the specified limits, it was concludcd that the sound field was
sufficiently diffuse in each room down to 100 Hz w1th acceptable

uncertainties.

&3 Coherent and Incoherent Noise Source g

It should be mentioned that the boom: qualification test was
done with the two speaker channels driven simultaneously by a
coherent  noise source: This is. not recommended by the ASTM
standard. A new seound system with an incoherent noise generator
was later instﬂled to improve the facility at MEANU. CTL tests were
repeated with the two speaker #annels driven simultaneously by
the incoherent noise source and the results are compared with the
results obtained earlier with the coherent sound system, as shown in
fig. 2.7 and 2.8 for the forward and reverse approach.

The results of the frequency bands within the limiting qualified
frequencies of 100 to 6300 Hz were compared only. Fig. 2.7 shows
that the CTL results differ by an average of 0.5 dﬁ and the differénce
exceeds 0.5 dB in 4 of the 19 frequency bands for the forward
approach, when the source room is the smaller one. In comparison,
fig. 2.8 shows that the CTL results differ by an average of 0.3 dB, and

more than 0.5 dB only in 2 frequency bands for the reverse

3
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ARITHMETIC ARITHMETIC SPECIFIED LIMITS

FREQUENCY (Hz)  MEAN (dB) STANDARD DBVIATION o (dB) ONo (dB)
100 74.7 1.0 15

125 76.1 ' 03 15

160 76.7 0.4 15

200 - 76.6 0.2 10

250 . 781 0.2 1.0

315 78.2 0.1 10

400 775 0.1 10

500 77.6 0.1 1.0

630 78.4 0.1 1.0

800 80.3 0.1 0.5

1000 81.8 0.1 0.5
11250 82.6 0.1 05

1600 . 824 0.1 ' 05 °
2000 82.1 0.1 05

2500 80.5 0.1 0.5

3150 78.6 0.1 1.0

4000 . 775 0.1 1.0

5000 \ 76.1 0.1 : 1.0

6300 741 0.2 10 ;
8000 722 0.3 1.0
10000 69.8 03\ 1.0




ARITHMETIC ARITHMETIC ! SPECIFIED LIMITS
|FREQUENCY (Hz) MEANY{dB) STANDARD DEVIATION c(dB) ONo (dB)
%loo 73.5 0.9 1.5

125 75.1 0.5 1.5
160 76.2 0.2 15
200 76.8 0.3 1.0
250 - .\ 78.3 0.3 1.0
315 78.6 0.1 1.0
4Q0 78.1 0.1 1.0
500 78.0 0.1 1.0
630 78.9 0.2 1.0
800 81.0 0.2 0.5
1000 82.5 0.2 0.5
1250 83.4 0.2 0.5
1 83.1 0.1 0.5
2 82.8 02 0.5
2500 81.1 0.2 0.5
3150 79.3 0.2 1.0
4000 78.3 0.2 1.0
5000 77.0 0.2 1.0
6300 75.2 0.2 1.0
8000 73.0 0.2 1.0

7033 0.4 1.0

10000
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approach, when the source room is the larger one. These results
generally indicate the errors due to the use of a cofferent noise
source. Also, the comparison shows that the coherent noise source

has a larger effect in a smaller space, which is the ease for the

forward approach.
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CII]"SllIIIIII
In order to use the sound intensity analyser system with
‘Confidence in any particular application, the fundamental nature of
the hardware and its limitations towards the apphcauon have to be
understood.
) There are basically two types of dual channel analysers for
' frequency analysis, namely Fast Fourier Transform (FFT) and Digital
P‘lltcnng Each system is based on fundamentally different principles,
‘which are favourable for certain apphcauons.’\As the system is used
to .obtain sound intensity, this application \?ould impose certain
réquirements on the hardware. Since no hardware is perfect, the
errors and limitations of a sound intensity analyser system have to
be mvcsugatcd )
, With t%s background information, a system overview and the
o - Calibration procedure and results will also be presented in this

chapter.

3.0 Fast Fourier Transform & Digital Filics

The following discussion in section 3.1.1 and 3.1.2 is essentially
based on "An Introduction to Random Vibration and FFT Analysis"!!
by D. E. Ncwland and "Applicatitn of B & K Equipment to Frequency
Analysis"12 by R. B. Randall.

Lll FFT \

For stationary signals, one can write

28



I(r) = p(r,t) * u(r,t) ‘ - (3.1.1)

t

where the bar indicates suitably ‘long averaging time.The cross

correlation function Rpu of p(r,t) and u(r,t) is expressed as

Rpu(r,t) =p(r,t) - u(rt + 1) (3.1.2)

where t is the time difference. For t = 0, souad intensity can be

written as
I(r) = Rpu(r,O) ' (3.1.3)
Using the spectral density function Spu(r,‘m), which is the Fourier

Transform of Rpu("t)u ie.

»

Spu(r,m) = 1/2x I_w Rpu(r,t) e 10T 4y (3.1.4)

with its inverse

Rpu(ro) = J_w Spu(r.o) el9% do (3.1.5)

it can be shown that Re{Spu(r,m)} is even and Im[Spu(r,m)} 'is odd,

-

when Rpu(r,t) is a real function, and that (3.1.3) can be written as

I(r,w) = -2 Im(S,5) /@ p Ar = - Im(G,g)/wp Ar (3.1.6)
where G, is the one sided spectra, obtained by folding the two sided
spectra S, to the positive frequency domain.

A FFT analyser is used to calculate the cross spectrum. The
nature and accuracy of sound intensity is then a direct result of the
algorithm of the FFT transform. When the cross correlation function

of two' identical signals is obtained instead of two different ones, it is
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called the auto correlation function described by
TR, (1) = x(t) x(t + 1) |

The Fourier Transform of an auto correlation function is called the

auto spectrum function )

\s«(m) = 1/2n I-,, Ry (1) e 10T gq (3.1.7)

Since the statistical nature of the auto spectrum is very close but

" simpler than the cross spectrum, it is used here to illustrate some

fundamental properties they both share. >

A measurement record is only avaliable for the period from t=0

1

to t=T. The auto correlation function can only be determined for | t |
N
< T. Therefore, S,(w) can only be approximated by truncating the

integral in (3.1.7) such that

T .
Sy(w) = 1/2x J-T R, (1) e1®@T d¢ (3.1.8)

This is a fundamental difficulty in accurately obtaining S, (w) since it

is impossible to have an infinite record. It can be shown that an
infinite record of a single sinusoidal function will be transformed to a
delta function in the positive and negative frequency of the function.
However, a finite record will smear out the sharp spectral line of the
delta func'tion over a band of frequenCies of width Aw = 2x/T with
small fluctuations in the neighborhood frequencies (fig. 3.1). One way
of reducing these fluctuations is to smooth the spectrum such that

the smoothed spectrum is
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iy \ B2
¢ e An
) S(w) = L;, W(Q - w) S(Q) dQ ’ s

4

in which Q@ = dummy variable and the weight function W(Q), or

commonly called the spectral window function, satisfies

I_“ wQ)dQ =1 o (3.1.9)
The effective” bandwidth of a spectral window is defined by
, I
Be =1 /Im wXQ)da -

A rectanéular spectral window is shown and the smodthed spectruym
is shown in fig. 3.2. The fluctuation will be less for a W(Q) with a
. larger effective 'bandwidth. The shaded area in fig. 3.2.a & 3.2.c is the
same but a less rippled spectrum is obtained. ~However, the
frequency resolution is also decreased. Therefore, 1t is clear that the
accuracy df the auto spectrum depends on two factors the record
| lcngth and the effective bandwidth of the spectral window. A highcr

value of exther will decrease thc amount of ripples. It can be shown!3

that the relauvc vanancc of the spectrum o/m is described by =
| o/m=1/VB, T | “ (3.1.10)
; where .o. = standard -deviation of auto spectrum
. m = mean value of auto spectrum
Be = effective bandwidth of the spectral window, rad/s
T = record length, s . o N

LY

For a discretized signal mput obtained from a drgltal analyser the

‘ rccord length is N4, in which A = sampling mterval and N is the total



number of data points. The Discrete Fourier Transform (DFT) 1s used

to calculate Fourier Transform in a digital manner. In digital analys‘is
¢
a discrete time series x,, r=0,1,2,3,...(N-1), is' generated from a

continuous source of signal. Following (3.1.8), a discrete Fourier
- " ,

Transform Xk 1S

’

'=1/N:'ix e-i(2rkr/N) —0123 (N-1)  (3.1.11)

and the auto correlation function Rx(r) is
14

/ N‘l B
Ry (0= INZ Xg Xgyr o T =O,'3,...(N-l) (3.1.12),

]
From (3.1.11) & (3.1.12), it can be shown that Sy(w) can be written in

1S

the discrete, form as

8$=0

N-1 N-1 '
Sx(@)= 1N X {I/N I xgxgy) ei(2nke/N) (3.1.13)
such that | - ¢
Sx(w) = Xg Xy* (a product of the conjugate pair) (3.1.14)

In other words, the correlation function is not calculated first to

obtam the spectral densnty function S, (w). It is replaced by the
calculation of the DFT of the series {xc).

The definition of DFT (:3.1.12.)éuggests that the sequence of (x,)
is periodic such that Xg4+r = Xg. Because of this implied periodicity, R,

¢ 'ters from the true copfelation function it is meant to represent, as

illustrated in fig. 3.3 fof thecase of N=10, r=4!1, ~
Ry,(4) = 1/10 { xgx4 + X1 X5 + X2Xg + X3X7 + X4Xg + X5Xg }

+1/10 { xdkg + x7x] + xgxo + xgx3 } (3.1.15)

<t
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N : 3%

The 'ﬁrst term in (3.1.15) is an estimate for R(t = 4A) bﬁt the second

»

term in  (3.1.15) has nothjng to do with Ry(t = 4A) at all. Instead, it is

an estimate for R(t = -6A). ‘I_*‘urthermorc, both terms are biased
estimates for R,(t) since the denominator would obviously have to be -

6 (not IQ)\in the first case and 4 (not 10) in the second. Therefore, it
is apparent that there is some subtle appr/q;cimation in- using (3.1.11)
and (3.1.14) to calculate the spectral density “function. Actually, an

estimated spectrum S(w) is'obiained éffectively to be a smoothed
\ version of the true and the cfféctive spectral” window of the DFT
which can be approximated by

W(0) = T2 [ sin(@T/2) / (0T/2) ]2 (3.1.16)

with its shape shown -in fig. 3.4. This is not quite the ideal

rectangular window described earlier.

andwidth B, has been calculated for many

window approxi . iRcluding (3.1.16). It turns out that

. B. =

% o :
is a satisfactory approximation for most practical calculations.

Recalling that

o/m =1/ JE_T
one obtains o/m = 1. This means that the accuracy is very poor.'
Intuitively one would  expect to increase accuracS'\ by increasing
rccoyd length T. But sin.cc Be=1/T, B T =1 ‘regardless of the

magn.tude of T. Jherefore, increasing T only improves resolution

{



(smaller B.) but the accuracy maintains the same.
To improve the accuracy, the only thing to do is tf_) average

adjacent estimates of the smoéthed spectrum §(mk). If n+l adjacent

. A '(\
values are averaged, the further smoothed spectrum  S(wj ) is

4

described by

A n.

S(wy) = { 1/(2n+1)]m2_l_ ns(‘”k+m)
For the case of (2n+1)=3, the shape of the resulting spectral window

is sketched in fig. 3.5. The equivalent banﬁwidth is now (n+1).2n/T

instead of 2%/T. Therefore, Be has been increased while T is kept the

\\

same, and now ‘
o/m =V 1/(2n+1) (3.1.17)

However, the resolution has been decreased. After averaging (2n+1)
. - -
adjacent values, not all N points are independent of each other

anymore. Actually, only N/(2n+1) points should be plotted with the
n'® point from the D.C. (w=0) point as the first valid point,

It can be easily be shown that, th'e coefficients X calculated by

DFT are only correct and unique for frequencies ub to‘mk = 2nk/NA =

®/A as shown in fig 3.6. Second, if there are frequencies above Oy
present in the original signal, the spectrum will have a distortion,
called aliasing. If W, is the maximum frequency component present

in i(t), then - aliasing can be avoided by ensuring that the sampling

-

}
interval A is small enough that .

n/A 20,
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ie 1124 2f4 if fo= wy/2x

‘ The frﬁequency 1/2A Hz is called the Nyquist frequency, wHich is the
maximum frequency that can be detected from data which are.
sampled at the time spacing A.. In other worQé, the maximum
significant frequqsncy of the signal dictates that data should be
sampled at twice the rate. The above result could aJso be derived
from Shannon's samplmg theorem, which states generally that “the
spacing of data should be at least 'half as small as the required
resolution in order to represent the function accurately. The Nicolet
dual chanpel analyser uses a samplmg rate of 2.56 times of the most
s1gmf1cant frequency.

{

FFT is an effective means to calculate DFT's. It can be shown

b

that FFT only requires 1/2 N logy N complex multiplications and N
logy N complex additions, compared to N2 complex multiplications
and N(N-1) complclx additions required by calculating R, directly
by DFT. If 1/2 logy N and logy N are compared to N for large values

of N, one can begin to appreciate the savings in data processing time
by FFT. However, accofrding to the calculation scheme of FFT, a
discrete data series of length 2‘i (n is a positive integer) is usually
required. For the Nicolet FFT analyser, the choice of a sampling rate
of 2.56 times of the most significant frequency ensures a total of 210
data points are avaliable over the sampling period determined by

B, T=1].

It has been shown that FFT produces a spectrum with a



v
\ , ‘

constant bandwidth (or rcsol;xtion) by analyzing a block of data

whiich arrived over a sampling period. The freeddm to choose a short

sampling time for faster‘ calculation is limited because of the éroblem

of antialiasing and the B, T product relationship. If a high resolution

spectrum is required, T has to be long. This also results in a lower
frequency range, which requires filtering of the original signals, but
this may unfor;unately filter off some of the significant signals as
well. On’':the other hand, resolution can be sacrificed for a shorter
sampling period T.

The limitation of FFT in "real time" analysis is then obvious. On
the othcr hand, it will be shown that Digital Filtering offers a higher
potentigl in that regard but it produces a spectrum on a constant
percentage bandlw‘idth basis, which generally does not have as high a

resolution as the constant absolultc bandwidth offered by FFT.

3,12 Digital Filteri

As mentioned in the mtroductlon the pamcle velocity and the
’pressure at the midpoint of the microphone positions can be
approximated by (1.1.2) and (1.1.3). Follewing these equations and
the definition of sound intensity, if czim gasily be shownl“.that Digital

Filtering processes the pressure data based on the equation

I=- (112 p &) (pp+ pg) J(pa- pp) dt
3\ . . .
to obtain sound intensity.

To achieve "real time" capability, the Digital Filtering analyser
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flas a network of filtering systems which time-share very efficiently.

40

The shape of the filters can usually be defined by 28¢ order

differential_ equations. It can be shown!2 that the application of the z
transform to the difference equation equivalent to a 274 order
differential equation yields the transfer function of the digital
system as follows:

H(z) = (Ag+ AyZ! + ArZ%y/ (1 - ByZ!-By Z?) (3.1.18)
and the general flow diagram for this 2"¢ order 2 pble) system is

shown in fig. 3.7, where Ap . Ay, Ay are the zeros and B and B,.are

the poles of the filter. These five coefficients completely define the
shape of the filter, such as highpass, lowpass, bandstop or bandpass,
with its relative bandwidth. However, the absolute range of
frequencies being filtered is defined by the sample frequency, ie. the
frequency at avhich signals are fed to the filter.

‘The B &l K Digital Frequency Analyser Type 2131 is used here
to illustraAte how the Digital Filtering system works. The block
diagram of such filtering s;'stem is shown in fig. 3.8. Each 2-polé
digital filter has Wie same configuration as shown in fig. 3.7. This
' analyscr basically does third octave analysis. In fig 3.8, each sample
commg from the A/D converter is passed simultaneously through a
1/3 octave bandpass filtering section (bottom right). In fact, each
sample is passed ‘through each section 3 times for the following
reasons: _

(1) 1/3 octave band pass filtering - -

The 1/3 octave filter sectipn consists of three 2-pole filter
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units in series and for each pass, specific coefficients are used
to give an effectively 6-pole filter of a 1/3 octave bandwidth.
For each pass, the filter coefficients are c_hanécd by the'control
and timing box so as to obtain successively the three 1/3
octave  center . frequencies in each 1/3 octave. These
frequencies are 20 kHz, 16 kHz, and 12.5 kHz in the highest
octave for a type 2131 analyser. The change of coefficients is
necessary because the sample fre_qucn’cy is the same for the
three passes. The filter characteristics aré illustrated in fig 3.9.
(2) low-pass filtéring

The low-pass section consists of two 2-pole filter units in
series. Thus, during the three passes used to obtain the three
1/3 octave filtered values, it is posssible to circulate the data

value three times\ through the effectively 4-pole low-pass filter

section, achieving 12-pole low-pass filtration. In this case, a

Butterworth filter constructed such that the cut-off
frequency of the lowpass filter is one octave lower than the
previous maximum frequency content. This means that the
cut-off frequency decreases by 1/2 for each complcte 12-pole
filtering. he

When the data sample has been passed 3 times through
each filter section, three 1/3 octave spectra of,Ah: octave and
a set of data of one octave lower are obtained. i‘hlsnew sample

v

will then be fed to the bandpass section for another three

passes. As explained earlier, the three 1/3 octave passes
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iutomadgdly shift to an octave lower since the sample

frequency has been decreased by an octave by the low-pass

filter section. The same three sets of coefficients will be used
for the new three passes.

The ability to time-share efficiently when the 'frcqucncy
scale is based on octaves is the major reason that digital hlters
are so well adapted to logarithmic frequency scales t;nd
constant percentage bandwidth.

It is therefore apparent that because of the natire of the
operating system, Digital Filtering gontinuously decomposes the time

domain pressure data into frequency domain results in real time

‘44 .

and is particularly suited to detect transient signals. On the other

hand, FFT is only appropiate for steady state problems since it
analyses data blockwise, obtained in a delayed fashion. Also, Digital
Filtering can more readily provide broad band third octave
measurements, bgt FFT is advantageous in narrow band aﬁalysis,

such as discrete frequency or harmonics monitoring.

’

3.2 ' Syst 0 .

Thé process of TL tests is steady state and a FFT system is
adequate. Instead of a commercial unit, the sound intensity system
used consisted of different modular compon' to allow for a better
understanding of the working process. A schematic of the set up is
shown in fig. 3.1»&The B & K microphone probe with a pair of 1/2"

and 1/4" phase matcAhed microphones sends the signais through the
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" q .
B & K power supply to the Nicolet dual channel analyser‘ The -~
imaginary part of the cross spectrum is nlculated by the ar@lyser
and sent to the Hewlett Packard portable compuger for calculatlons of
« sound intensity. The whole data collection process is essentially
control%led by the computer. ‘

-
-

3.3 Error /Analys SN

A Y

Thg most common  sources of errors and limitations of
measuring sound intﬂensity are listed in table 3.1. As indicatéd in the
introduction, sound intensity is d'efined‘ as the time average of the
product ~of pressure and particle velocity, which can be calculated ~

Ptrom AAD & (1.13), as

{ S
. u=-1/p j(ap/ar) dt ~1.1.1)
P=(ps +Pg)/2 | (1.1.3)
Therefore, the accuracy of sound intensity depends .on how accurate
by these two variables are obtained. s 7,_‘,"3 e
“ #

[ . (3 - . * ’:
- 331 Finite Difference Approximation
i -‘\ ’

. , A
Ignoring the second and higher'ordervte‘rms (1'.1.1) can be

~

\

written as 'u -(1/p Ar) J(pB pa) dt (1. 12) which is used in both

agh
*ﬁq('- .

FFT and Dlgltal Fil y}enng systems. It can bc shownl“ that the hlgher '
order terms ignored will lead to a}x? error in the esumated mtensny‘ '

-

~measured I as described by

T = sin(kar) / kar 2 om0 (33

e S

W
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-For a plane wave propagating along the axis of the microphone *

where I = the true intensity
* k = the wave number = 2n/A

Ar = microph&nc spacing

“probe, the 1% order apprgximation assumes the free field- phase

bctwcen the mlcrophoncs is sin(kAr) mstead of the true value of kAr,

ie the measurement technique underestlmates by a (sin x / X)

functign. If there exists an angle o between the probe orientation

and the direction of propagation, (3.3.1) becomes

4
A .
Iq/lqg = sin(kAr cos a )/kAr cos o (3.3.2)
A . . oo S
- where Iq = estimated intensity in the probe direction
I, = true .intensity in the probe direction

LT T T e

or vanou? spa ers.

& .
\\ . i

3.2 Phase Mismatch FError

) The finite difference approximation does not introduce any

phase shift. Actually, multiplication of two signals in conjunction with

*

tlme avcragmg is unaffected by any phase shifts of signals occuring
Yy

" between the measurement points to the co:nputcr providing both

signals undergo the same shifting. However, if the phase shifts in the

”
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two channels, ¢, and ¢,, are different, it can be shown!S that (3.3.1)
, o
becomes , _ .
“ M = sin(kAr+9)/kAr (3.3.3)
where  is thé relative phase ‘shift (or phase mismatch) and

M ~ (KAr+o)/kAr
In the case of using the FFT

~
for small measured phases (3.3.4)

nalyser used, ¢ has to be obtained

ind‘irectly If the instrument Jfrequency rcspgnse is taken into

cons1dcrat10n the measu Cross spectrum GTB can be expressed by
A‘B(HA Hgp*) where G,y is the true spectrum ‘ahd H, and Hy are the
transfer function of the two channels. The phase of H, Hg* is the
phase migmatch ¢ for (3.3.3) or .(3.3.4)..
For the more general case wherc free field conditions cannot be
assumed, (334) becomgs - ~ “
I/I=(¢+<p)/¢ b | (3.3.5)
where ¢ is the normalized phase difference!S. When the/ propagating
sounq field is contaminated by diffuse( background noise, the actual

phase is smaller than the correspon{ing free field phase kAr.
Evidently, ¢ is critical under any of these ollowing conditions. First,

low frequencies imply a small K and a smal

¢. Second, a small Ar
pos31bly implies a small kAr and ¢. Third, & reactive or diffuse field
will lead to a smaller ¢. USUally, a phase mismatch between the two
channels imposes a low frequency limit on the analyser system.

.ogically, ¢ and ¢ have to be computed or measured to estimate

&



the evr due to phase mismatch. As shown in section 3. 1, intensit

can be calculated from the cross spectrum of thc two pressure 31gnas

by ) ' r b
: A L

I'= -Im(G,5) wp Ar (3.3. 6)

It can be shown!3 that (316) can lead to the intensity index

nomogram relation:

KA/ ¢ = (P 2 p /T
where the left hand side is the ratio of the free field phase to the
-mcasu'red .phase and the right hand side is the ratio ‘of the free field
intensity to the measured intensity,. This relation can also be

obtained directly from N

I =- (g,msz/ p c)(l/k) (@ /0 1) | (3.3.7)

by replacing (0 ¢/d r) by - ¢/Ar. Since (3.3.7) can be obta.ined from
(1.1.1), and \it also is the origin of (1.1 .2), which is used for‘Dlgltal
~'Filtering, the nomogram can be applled to both FFT and Digital
Filtering systems. .

‘ The reactivkly index K is defined!7 as
4
* K =kAr/ ¢ (3.3.8)

and in the logarithmic form (also called reactivity index)

Ly = -10 log (P 2fp o) /N =L, - L, (3.3.9)
Therefore, measuring both sound intensity and SPL in the field and.
knowing k and Ar will indicate ¢ as indica‘ted by (3.3.8). From (3.3.8)
& (3.3.9), .the nomogram relation can be written -as

¢ = 10(Lx/10) (kar) (3.3.10)
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"If a phase mismatch exists, (3.3.10) becomes

0+ = 10(Lk/10) (kAr) '(3.3.11)
Whe(;l the same broadband signal is f’cd simultaneously to the two
measuring channels, a sound‘field with O phase ¢, between‘th‘c two
measurement positions is_simulated. Therefore, (3.3.11) becomes

¢ = 10(Lg o/10XKAr) / (3.3.12)

where Ly , is the residual intensity obtained by the simulation and

Lyo=Lir-Lpr g (3.3.13a)

where L;y and Lp g are the sound intensity and SPL obtained gp the
simulated zero field phase situation. Consequently, a measure, of the
residual reactivity index will indicate the magnitude of ¢.

Substituting (3.3.10) & (3.3.12) into (3.3.5) yields the phase

mismatch error expression,

L ¢ phase = 10 log [1 * 10 (k.0 - Lx)/10] £3.3.13b)
The idea is that for a certain phase mismatch ¢ (Lg ), only a certain

limit of field phase ¢ can be accurately determined without too much
uncertainty. ¢ decreases as the sound field becomes more diffuse,

hence the reactivity index is necessary to check ¢. (3:3.1%) is
graphically illustrated by the intensity index nomogram, as shown in
fig. 3.12. The phase mismatch of the system should be
predetermined and the reactivity index should be measured for each

measurement situation. The error in sound intensity due to phase

mismatch at any frequency can then be determined from the
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a low frequéncy limitation. Four camponents of the MEANU system
may introduce phase mismatch, thé\ microphones, preamps, power
supply and the FFT analyser. Similar to the B & K 3360 Sound

Intensity System, phase mismatch is frequency dependent. Typically

above 250 Hz, it is primarily due to the analyser whereas below 250

Hz, it is primarily- determined by th;/microphoncs.

The phase mismatch chart a/nd the amplitude respo'i'nsc charts
for the two phase-matched microphones is shown in fig. 3.13. The
worst phase mismatch is less than 0.2° at any ffcquency tested. This
is expected ebecause the microphones are phase-matched. Noise from
the micr'ophones and preamps can effectively cau'se an unsteady
phase mismatch ¢. Similarly the ef_fect' is more significant at lower
frequencies. In general, the use of high quality preamps and
condenser microph6ﬁes with little noise poses no threat to cause
uhsteady phase mismatch.

.To determine the phase mismatch of the FFT analyser, white
' n‘oise was amplified and fed sifnultaneously to the two channels of
the analyser. The phase and magnitude of the transfer function

between the two channels were obtained. If the two channels are

perfectly indentical, the phase function should be O throughout;and

the amplitude function should be 1 throughout..The transfer
functions were obtained for two frequency ranges and two sets of
averages. The results are'sh{wn in table 3.2.lAs indicated by the
results of both frequency range settings, averaging removes

statistical or random error, stablizing both the phase and magnitude

4
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FREQUENCY RANGE = 20 kHz FREQUENCY RANGE = 10kHz
FREQ. | #AVG.=1 # AVG. =64 FREQ. #AVG.=1 # AVG. = 64
Hz) .| ¢° H 4 H Hz) ¢ H ®© H
50 03 981 984 25 07 102 00 987
2k 04 100 . 993 1k 00 986 00 990
4 |03 988 992 %k 04 989 03 992
6k 09 9% 990 3k 06 96 06 99
8k 09 985 990 - 4 46 990 08 989
10k 00 100 990 sk 09 100 10 99
1 |07 992 992 6k 08 990  -14 990
14 | -11 996 995 7k 26 992 20 99
16k |22 999 997 8k 38 97 26 993
18 |33 996 997 ok 29 981 34 . 986
20k | 45 101 10 10k <46 980 47 985
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of the transfer function. Particularly for the phase function, a
gradually increasing pattern from 0 to about -5.0' was obtained for
both frequency range settings. This means that there is no direct
frequency dependence for phase mismatch in the analyser. However,
it is dependent on the relative position in the frequency range. This
means that phase mismatch is the same for 5 kHz in the 10 kHz
range, and 10 kHz in the 20kHz range. !

According to the B & K specifications, the bowcr supply
produces negligible phas:: mismatch and gain erfor. A similar set up,
as shown in fig. 3.14, was used to check this{ The results show that

itional phase mismatch

or magnitude difference, but a decreases in
and the magnitude of 0.1 have occasionally ogturred. The decrease in
phase mismatch is dte to phase cancellatiof’

To correct for phase mfsmatch, there is a similar channel
sw:tchmg approach used for both types of analyser. For the case of
the FFT system, as pointed out first by Chung18 and later by Pascal
and Carles!?, a channel switching technique can be applied in the

measurement of Im(G,y). (see fig. 3.15) This technique requires two

measurements of the cross spectrum with the second made with the

channels interchanged. The two measured spectra GAB and GAB2 can

be expressed in terms of the true value by .
Gag! = Gap (H, Hy*) (3.3.14)
, Gap?=Gpp (Hg H, *) (3.3.15)

Multiplying (3.3.14) & (3.3.15) and rearranging, the true cross

hasg,;mismatch of 0.2
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spectrum can be expressed as

Gap = (Gip! Grp2)'2/ [ (H, H,*) (Hy Hy*)]'3

=[G, #3212/ 1,1 1!

Now only the instrument gain factors IH,| and IHg| remain because
the switching procedurc has cffecuvely performed phase
cancéflatlon Sound’ mtcnsYty can then be expressed by

I =Im([ GM,1 GAB.2]”2} / (p w Ar IH,| Hgl) (3.3.16)
Notice that (3.3.16) is identical to (3.3.6) if IH ! = Hg! = 1.
| For the direct method, Digital Filtering, the error due to phase
rﬁisrr;atch can be directly represented by /l\/l = sin(kAr+¢)/kAr

(3.3.3).  Interchanging microphones and taking the average of the

two measurements reduces the error substantially since

T= +f|)/2

= /2 {[sm(kAr -P). + sm(kAr+cp)] / kAr) (from (3.3.3))
S
=] kArl}% A Wi
{sin(kAr)/ (r} cos %:- ﬁ;‘ . @K -
The error is less than 01 dB‘for Q &2 :,, AR 7 . ..,:}1- "'"_ ﬁ

practice this is not % bez;ausc (it swnchmg thc t.wo channels as

shown later in the cajibrftion secuoh 1t lS vcry dxmcult to place the

probe .back to the &a

the help of a probc;stan . The error dué to the change of position

ongmal stmon., whcthcr by hand or with

may create an errors lﬁﬂgar than the one chmmated It was decided
Licop .

that the phase mmatoh error  would be monitored but not

Theorctlcally, it s&ms tQ be rﬁl’?{iwly ;ump&%ig*?orrect for-
phase mlsmatch- by swnchm& mlcrqpl;o‘nc«s Qﬁinnﬂs Hobcver in’
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wliminated. With the information of phase mismatch ¢ of all the

components of - the FFT analyser systam, the rehctivity igdex Ly

(L; - Lp) would be measured and the phase mismatch error would be

determined from the Intensity Index Nomogram. Alternatively, a

maximum Ly can be predetermined for the known amount of phase

mismatch in order to satisfy an acceptable amount of error as a
result. This is the approach used by Halliwell and- Warnock’ as well.
Finally, it should be mentioned that the magnitude rcspo;\se
(gain) of the two channels, which deviated fram unity is generally
but not completely corrected by calibration. As shown from table 3.2,
for examp®, the magnitude response is frequency dependent. Sirice
calibration is done by a pistonphone or calibrator, wifith opcratos‘at'
a particular frequency, other frequency poipty wil, W& completely
corrected only if they have exactly the sam g‘ﬁitudc response.
\Whlle this 1s -mot true, they are usually quite close as indicated by
| tabte 3.2. After all, a difference of '5% in intensity energy will only
introduce a 0.2 dB. dxffcrc:wc in sound intensity. This isw]c reason
that the magnitude frequency response does not pose a majo\r"threal

.

to the accuracy of sound intensity measurement.

One inevitable source of phase deviation is the finite'size of the

closely spaced microphones. As Pavic20 pointed out, this efféct causes
4

larger phase deviations at higher frequencies. At the same timg the

phase deviations become less important at higher frequencies where
¢
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the phase bemg measured is larger The earl’?(work of Rage?!
u__lﬁi)“te({_ the interference effect limited the use of 1/2" mrcrophone
up to 1.8" kHz. Fahy2? tested the 1/4" B. & K 4135 mlc_mp_ho'nes‘
betvyeen 100 and 4000 Hz. The phase Zn’d\\amplitude ” response of
these mlcrophones placed \s1de by s1de were monitbred as one was
moved tow{the other The results showedrnegllglble _amplitude
change and no greater lnterference than 1.5 rlght down to . the
mml um physical possrble' separation. Typi‘pally, the microphone,
drsta e for a commonly used face'to face microphone probe ranges
are 5 and 10,5 mm for ¥/4" microphones and 11 and 50 mm for the _
1/2 mlcrophones The interferente effect is gcnerally considered to

be small and commonly ‘ignored within “the normal frequency range

!
of the ticrophone- -spacer combrnatlonz’3

Where space is limited, sound intensity measurement can be

made with a_dual channel tape'recorder and the signals ‘can be
//.7 -

L]
analyzed later. However many imperfections of the tape recorder -

" could 1ntrocﬁf3e/ phase errors. For example, the deviations in the
> phase characteristics of the -record and reproduce amplifiers and
&

fijgets, the unequal geometry aroundjthe record head gap, time shift

~  due to unequal distances from the r\cord head to the reproduce_ head

procedure of matching by azimuth adjustment, with a reference pink

noise Sp\:ctrum obtaingd from signals dlrectly fed to the analyser and

»
LY ) \

el
L A

" (azimuth aﬂll&;ment) and 1rregu1ar1t1es in the : tape transport. 'A-

‘/“

o
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one, gbtained from the same reference signals fed through the tape

a T
recorder, can be used to correct this error.2¢

» h )

]

It h

” ‘
n shown that the statistical or variance error of a

digital spectrum -analysis can be described by the Be T prodﬁ?t as
follows '

o/m=1/VBeT (3.1.10)
This analysis is applicable for SPL measurement, which is basicallly
the logarithmn of an auto spectrum of a pressure signal. For sound

intensity measurements, which involve two measurements

simultaneously by two microphones instead of one, the statistical

- ‘6 ’
error expression is more complex. It can be shown!5.25.26 that the

random error can be. expressed by

€l il % = (1/V Be T) (1/Vn) ¥ (1/ 7552) + [cot? ¢AB(1-17AB.2)/2 Yap2)
. | : | (3.3.32)

where n = # of spectrum averages
Yxg = the coherence between the. acoustic pressures at the
two measurement points

| ¢,p = phase angle in sound field

The inverse dependence on vn is a result of substituting nT as T, ,,

tot?

where T, , is the total sampling time. #n the other hand, the

dependsnce on v,y and ¢, can be generally explained qualitatively.’

As secondary- sources or diffusivity increases, the signals

’
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" . .
uncorrelat’eg to the main propaéatiné intensity appear as part of thz"

correlatet” mgnals In the case of the FFT system, for example, G,

will be changed and an error is introduced. As the coherence function

¢ )
TaB is a mathematlcal description -of how correlated the signals are

increases in y,p (up to maximum of 1) result in decreases of the
A

random error, as shown in (3 3.32). Coherence is usually lower at low
frequenc1es and random error is theréfore higher. Hence a smaller

phase canesponding S0 a Plower frequency would cause a higher’

random error, as cot ¢,p becomes higher. - -

{

It can be shown'S that measuring .the reactivity index B is

wh

equivalent to measuring y,p and ¢,p5. Futhermore, a simplified
equation using this index yields:

ell) = (1/@)'(1/\/5)"0.42 (K +1) forK > 1 (3.3.33) ¢
By definition, K > 1 mieans that L; - L, is negative. This is usually true
sincg sound intensity is equal to the SPL in free field situations and

the sbund intensity is zero in the truly diffuse case. For the

instrumentation in the current study using the I\ficoldt FFT analyser,
B.T is alw% 1. Therefore, in the case of a ‘free progressive wave,
K=1, and if n=64, the error which €[I] =10.5% corresponds to 0.43<dB.
This eqpation can be applied to the measurements to estimate the

random error during testing.

~

33,6 Near Field Limitati

. l - ‘ ' ( |



. When the intensity probe is place too close to a point source, or
5 network of point sources, the assumption of a plane wave does not
bold'truc In this case, mcthods exist to calculate this error as a
function of the mlcrophonc spacing, Ar, and the distance between the
mncrophoncs and the source or sources, r. Also, tables!4 can be used
to obtam the minimum distance betweem microphones and sources
for the p'roxi'mity error of less than 1 dB. Fig 3.16 shows/the

proximity error as a function of the djstance ratio r/Ar.

3.3.7 Reverse Intensity
Intensity mapping is a useful 'tool for machine noise diagnosis.s
vThe measurement surface is divided into grids. The normal intensity
‘data of these grid points can be interpolated to prov1de an intensity
contour map. In measuring the intensity of these grid points,
negative intensity may be encountered and should be interpreted
“with care. Negative intensity means that the air does work upon the
“surface.
4 It is quite possible to find sources and sinks beside each other

on the same machine?’. However, neganvc energy flow can bc a very

local -phenonmenon caused by evanescent waves. For very /close

measurement, such as a fraction of a wavelength from a v1brat1ng
surfacc not all the waves would be propagatmg waves, ‘some are
evanescent .waves. Energy leaving from a part of the vibrating
surfam may turn around and flow back into another region which is

1thm a wavelength* of the source of vibration2® 29,
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In sound intensity mapping, the spectral resolution must be
smaller than the wavelength of sound, but to avoid the inﬂ@nce of
" the evanescent waves, below the coincidence frcqucncy. the spanal
resolution must also be larger than the wavelength of th&soﬁce

Futhermore, in the case of sound power measurement, cne could

pci'form a sweeping measurement instead of point measurcrﬁc_nt‘ to’

avoid being misled by the local effect of evanescent waves30.

138 S L 1 coo he P { Fl

The derivation of sound intehsity assumes no flow in the
medium. Errors will resul‘ when there is mean flow or turbulence in
the medium. In some cases such as ambient measurement v\(ét‘h very
low wind, a conventional wind screen can be .added to the fﬁh‘fhsity
probe. However, this approach is not suitable for low speed air flow
even with Mach number less than 0.1 (e.g. building ventilation
systems) and certainly introduces large errors in situations with high
speed and highly turbulent flows. (e.g. gas turbine exhausts)

Either mean flow or turbulence will in‘troduce pressure and
particle velocities which are not acoustically induced. These

unwanted signals have to be mathematically or physically separated

from the overall signals. Munro and Ingard3! have developed an

analytical formulation for acoustic intensity with arbitrary, viscous
and heat conducting flow and some insights have been gained by
experiments performed over 0 - 0.15 Mach number range by

Cor?parin, Rapp and Singh32, Chung“gnd Blaser3? have developed a

+

L]
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two microphone transfer function technique to solve the problem for‘
a uniform, one dimensional flow field in a duct. Good experimental
results were obtained with Mach number up to O.1. Fahy, Lahei and
Joseph34 designed a screened probe emclosing the microphones in an
acoustically t.ransparc,nt, streamlined windscreen. Both theories and
experiments in an opén circuit wind tunnel show that a screen of low
flow resistance is quite adequate to -produce virtually quiescent
conditions in a region of low streamwise pressure grazﬁe'nt. 1.'I‘he
published results, “from 200-5k Hz while the plane wave cut-off
’Q frequency of the tunnel was 1143 Hz,l were promising’. The system
was recommended for measurements in low speed heating and

ventilation systems. ’ (’

3.4 Calibrati '

The system is calibrated in the] anechoic chamber for discrete
frequencies in a set up shown in fig. 3.17. By definition, sound
intensity and SPL are identical in free propagating plane wave
conditions. These two values are obtained and compared to
dctcrmi‘né the crr?r of the system. Typically, a smaller spcgkcr was
used for frequencies”above 1 kHz. Assuming the speaker as a point
sou;ce, ‘with the distance from the speaker of about 1 m, the relative
distance r/Ar was always kept larger than 5 so that the proximity’
error was negligible. With” the larger speaker used for lowef®

frequencies, the intensity probe was moved closcr to the speaker

*:causc of lower speaker efflclency The relative dlstance was kept




.

‘ minimum of 4 so that the proximity error would be minimal.
Initially, each set of microphones was tested vfor the two
spacers in<«the frequency range recommended by B & K for their
3360 sound'intensity system for a maximum error of 1 dB. While the
B & K_system was claimed to héve a maximum phase mismatch of 0.3
, thé MEANU system has shown a higher phase mismatch because of .
the Nicolet FFT analyser. Therefore, it was decided that the
’acceptable error in the calibration would be extended to l‘.S dB. The
results are shown in table 3.3. The only unacceptable frequencies
were the 250 Hz-aad 125 Hz points for the 1/4" microphone set, This
is not too .surprcian‘; since 125 Hz is th.c lower limit for the B & K
syste‘m,_ which had less phase mismatch. The channel switching
technique was tried, as described in section 3.3.3. For'simplicity, the

magnitude of the two transfer functions IHy! and IHgl were both

assumed to be 1, such that\(3.3.16)is equivalent to ' taking the
arithmetic mean of the two sound 'intensity values in dB. This
approximation ‘was used since IHI was found to be very close to unity
with a maximum devxatlon of 2%. The product of the tw% transfer
functions may contribute a maximum dxffercnce of 4% in energy
level or 0.17 dB Therefore, for snmphcny, the transfer function

correcuon was not made at the begiming.
v R

Since’ phase 'mismatch is more severe at lower frequencies, 125
Hz, 250 Hz and 500 Hz were tested for the 1/2" microphones with
the channel switching technique. The average SPL and sound

intensity levels We‘}e compared and négligible difference obtained
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1/4" MICROPHONES 122" MICROPHONES
SIGNAL ERROR  FREQ SIGNAL ERROR FREQ
Amm) FREQ(Hz) (dB) RANGE(Hz) | Afmm) FREQ(Hz) (dB) RANGE(Hz)|
sk -1.6 10k Sk 038 10k
3625k 09 10k 37%  -15 10k
2.5k 0.6 10k- 11 25k, 03 sk
10.5 1k 09 sk 500 0.8 5k
500 -14 2k 25 02 5k
250 -1.8 % 125 .15 2k
125 5.5 2%k :
125k -15 2k
8.75k* .10 20k 1k 09 2%k
4.55k 0.8 20k 500 0.7 2%k
5 25k~ 03 sk 51 250  -10 2k
1k 0.4 5k 125 07 2%
500 12 2%k 50 0.6 500
250 ‘14 2%k 375 0.1 500
315 04 500

* the limit for the B & K 3360 system, which includes the intensity probe is

10kH:z
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‘when compared to the results obtained without switching.
Conscquent‘ly,,the transfer function correction was not made since
that would not make a sngmflcant difference. It seems that the
Channel switching procedure has limited practicality when a sound
intensity probe is used. As the two channels are switched, it is v?ry
d;fflcult to rcposmon the probe to identically the same posmon .Both
the SPL and thc sound intensity values had to be averaged because
the microphones  can easily- be at a different points in space.
Therefore, the switching technique is not tecommended for probe
operations. On the other hand, it should theoretically be useful for
the transjer function technique used for ducts.!:33 In that application,
the two side by side microphone positions are permanently defined
“in the -duct.

ot There are two deficiencies in the discrete frequency calibration.
First, only a few selected ~points were tested. Informatioﬁ for all
frequency points would require very extensive testing. Second, the
anechoic chamber istruly anechoic down to about 160 Hz. The length
of the wedges is about 0.56m, which is about 1/4 wavelength of 160

Hz. Therefore, the calibration results in the anechoic chambers are

not reliable below 160 Hz. .

To correct these problems, the calibration\{was repeated using
white noise instead of discrete frequency signals. The constant
bandwidth results from the FFT aﬁalyscr were converted to ghird

octaves by a simple computer code. Once a frequency range is cHosen

in the FFT analyser, it automatically collects data 2.56¢ times as fast

-
!



as the upper frequency limit in that range to avoid alliasing and
then outputs the first 400 spectral points out of the 512 points
avaliable. (it always collects 1024 = 210 data points) Therefore, each
spectral point will have a bandwidth of the frhuency range divided
by 400. In the camputing scheme, the equivalent energy of all the
spectral points within the ythird octave were added and multiplied by
the ratio of the true ba&w:dth[‘of the third octave to the total
bandwidth of the spectral points. ﬁ)n example is given in fig. 3.18 for
the third octave with nominal frequency of 200 Hz. This
approximation is adeqﬁate for white noise or pink noise applidation
when the power distribution is relatively evenly distributed, and for
bandwidth ratios close to 1. (This is often the case.)

The tests were done in both the anechoic chamber and
outdoors for frequencies below 160 Hz to ensure anechoic conditions.
In® the outdoor situation, the microphones were at least 2 m'away
from the ground or any r;zﬂective surface. Since the intensity probe
was kept close to the speaker (about 0.5 m), the ground effect could
be ignored. Any reflected signal would be significantly weaker
because of the ificreased distance from the source and usually a
relatively large angle between the direction of propagation and the
probe orientation.

During testing in the anechoic chamber, a B & K SPL meter was
used to check the SPL vesults from the analyser system. The
microphone of the SPL meter was placed next to the microphone

center point of the sound intensity probe. The results indicate the
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strange phenomenon &h:t the third octav% reéuls from the. qpal
system arc always aboy("3 dB higher than\wn

investigation indicates /that the errog is c

‘ meter resttlts An
d. by a fundamental
limitation of the FFT analyser. As 'éxplatnéd in section 3.1, the FFT
algorithm assumes that the data sample is periodic and repeats itself
after the sample period. In practice, this will never happen.
Considering the case when the data is collected frcy a pure flne
wave at a discrete frequency. Unless the sampling period captures A
perfect integer number of cycles, the "wrap aro:nd" of data will
always introduce an abrupt change instead of a smooth continuation.

This will effectively cause the spectral quantity to spread into the

neighboring frequency bands. Actually, when the discrete frequency

calibration signal was fed to the analyser, a highly repeatable pattern

was observed: 50% of the power is conecﬂy captured by the correct
frequency band, and the other 50% is evenly distributed by the two
immediately adjacent bands in the FFT analyser. If the 50% power is
mistaken as the total power (94 dB at 1 kHz for the B & K 4230

calibrator), an overshoot factor .of 2 (or equivalently 3 dB) is

introduced. This is the reason that there is a consistent difference of

3 dB betweeft the analyser and the SPL meter results. For all
practical purposes, the calibration signal*is simply considered as 91
dB, 3 dB lower than the quoted value, .sinde that is the amount of
energy the analyser is capable of capturing at the specified
frequency. This correction may not be necessary when only the

change of two intensity measurements is considered, such as the two

12



‘ >
microphone technique for transmission 1oss of silencers33. However,
this correction is necessary if the absolute intensity is needed, such
as sound power measurements and the ITL test when only .the

transmitted intensity is measured directly. ST

With the correction- made, the typical sets of results for the

. 1/2¢ microphones with the 51 mm 'spacer and a frequency range of 2

»

kHz are listed in table 3.4. 'l;hc rcsgl}s for the anechoic chamber and
outdoors are gsimilar in terms pf error and pattern when the
freqﬁcncy range is varried. Therefore, the discussion which follows is
based on the ou%oor results,

This test was carried out eight times. Bascially, the lo#
frequcncy hmu is 63 Hz, below which the error is often excessive.
The error at 63 Hz is more than the 1.5 dB hmn two out of eight
umcs. lt alse exceeds that limit at 160 Hz five out of elght times. The

reason for the error in 160 Hz is unknown, and it was decided that

the 1/2" microphones would be used down' to 63 Hz with

reservations on the 160 Hz bapd with the 51mm spacer.

A lower frequency range was used to see if a higher resolution
and tonsequently a higher bandwidth ratio would improve the
results. Actually, the 63 Hz values had a larger discrepancy with the
frequency Tange set at 1 kHz while the problem at 160 Hz remained.
When the frequency range was lowe,r;d to 500 Hz add 200 Hz, tlle
results were unacceptable owerall. Even tho‘n the resolutjon
increased, phase mismatch of the analyser increased. This is because

the spectral point§ are in the upper pa,r_L,nf\\i;ﬁﬁ frequency range,

-
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ANECHOIC ER ~ QUIET OUTDOOR
FREQ (Hz) INTENSITY(B) _ SPL(dB) INTENSITY(dB) SPL(dB)
315 38.8 405 59.0 .68.0
39.7 372 - 419 £ 6l3mppiam 636
ar, |s0. & 510 spparant 454 _._686_ limit _ _§61__
o | | 572 lmit__ 490 _. T &4 68.0¢
51 179.4 512 51.2 71.8 71.1 .
\ [mm 100.0 « 552 54.4 715 72.1
\ 126.0 55.5 anechoic  55.5 722 N 734
© 1587 585 lLimit 587 74.2 . 75.0%*
2000 = - 60.3 T 610 771 77.1 ¢
252.0 69.5 68.9 %.6 ALY
. 317.5 - 760 . .r 1763 764 763,
400.0 771 - ¢ W4, 79.7 79.8
PREQ. |504.0 713 - 78.1 . 805 ° 80.9
RANGE 6(3)(5).0 b 8o€ \ 81.0 80.3 , - 80.1,
I 800.0 83! 84.5 80.2 80.1
2kHz 1008.0 86.7 apparant 87.1 w 78.3 apparant 78.7
. 1270.0 --874_ limit 885 _ | 7766 _ limit _ _775__
¢ 1600.1 801 8139 825\~ 4.1
v [3s g Y 537 458 > 643 -601
~ 1397 7 L 433 46.5 69.8 63.2
=" 1500 JI' 963 47.1 610 65.6
% |630 580 48.3 594 apparant  67.9
Ar " 7864 ~ 57.7 499 " |___ 684 _limit__ 703
J . 1boo 552 51.2 N 709 ", 71.6
11 -1126,0 552an hoic 53.4 723 730 -
.| 158.7 60.8 55.9 754 74.6
& [2000 _ _635 gppa_r_agt __%0__ _~ 771 ‘763
2529 T 673" limit-~ ~ 66.7 75.7 75.7
317.5 » 782 7.7 76.0 76.6
400.Q 769 75.7 : 0.0 79.2.
|- - 504.0 " 765 76.4 / 809 302
635.0 79.2 79.6 804 80.1-
1® 800.0 .833 82.7 / 80.4 79.5
. . | 10080 855 $5.1 79.3 77.8
o {12700 86.9 *\ 85.6 717 76.6
FREQ. | 1600.1 81.1 79.8 8387 83.5
*|RANGE  }2016.0 82.7 81. - 851 a4l
| on+ -|25400 83.4 84. ; 790, 77.9
«| 10kHz | 3200.0 0.6 80.5 75 I .74.5.
' 4032.0 822 | 82.3 7725 72.5
. 5080.0 80.1 apparant  81.1 , 2.5 apparant  62.7 .
7 6400.4 -- 240 hmit__ 754 - _|__ _ 571 _limit_ _ S7.5 _
80640 |7 761 XN 541 L 56.2° 9
b TN .
-* failed 2 out of 8 times ** failed 5 out of 8 times
~ o . c > -
[ 4 N - ~ -
r ’ a ’ . g * v« } “ ‘
) ’ /" . * fq T RN L

L]
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for the 1/2" microphones with' the 5Imm spacer is 2 kHz.

A typical set of results for the 1/2" microphone with the 11
mm spacer is also listed in table 3.4. Since the spectral pornts were

avaliable, - calibration was done including the. 6.3 kHz ban& 'even

.though the B & K system is recommended for use only’up to the 5

\
kHz band in that situation. The results for a frequency range settmg

of 10 kHz fhow th;t the ,sysmyva‘ Bood from 125 Hz to 6 3 kHz:
five out of six times. Agpin, % Jo‘Uver frequeney limit ° does not-

improve by lowermg the frequency range to mcrease the resolutron

Actuallg, the 100 Hz result is unacceptable when a 500 Hz range is

used since phdse mismatch inc_rease’s. Therefore, it is concluded that

the 172" -mic,rophones with a llr.nm spacer can Be used from\hsgre 125
Hz to 6.5 kHz bands with the FFT analyser set at a 10 kHz frequency

~range Since the 51mm spacing has diff‘i}ulties with the 160 Hz band,

v, tll)_e 51 mm spacing will be used from 63 Hz to 125 Hz bands whereas

Y d
ﬁl mm spacmg "will be used frorg 160 Hz to 6.3 kHz bands.

The 1/4" melcrophones were')ot- tested in the sirnulated third
octave mode for two reasons. First, the frequency range of interes},

63 Hz to 6.3 ;;sz, where .results of other researchers' are avaliable for

/éqmparison, is already covered by the 1/2" microphones. Secaadly,”
‘outdoor éalibration is not mecessary. for the 1/4" microphones sinck

* its theoretical lower fre_q~uency 11m1t is 250. Hz abpve whrc‘h the

* where the phase mismatch is severe, Therefore, the optimum range

. L -
: anechorc chamber is indeed . anechoic. . e
. ) R . v~
. ¥ ¥ . \\
N | L :
4 B
L4 5*
o 4
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As explained in the introduction, it is 'practi'&'lly impossible to
measure the incident intensity directly in the reverberation room. As
a result, the new ITL test suggests that only the transmitted .
'intcnsity .be .measured directly whilel the incident intensity ig_
approxi‘mated by measuring SPL, and assuming a diffuse sound field
in_the source ficld. To ersure a more diffuse. field over a wider .
freql;ency _rang'e, the larger room was used as the sc;urce room. The
test‘proccdufeé was _basically the same as the CTL test up to the point
of measuring the source SPL éﬁectrurﬁ, with the exception that the
pink sourge spectrum was modified slightly. ,

It is not clearly specified in the ASTM E-90 standard whether
white or pink noise shoulde.be used for the' source room. As
. mentioned by .Warhock?, . the definitions givén in ASTM C634 for
sound transmission ébefficient and sognd transmission lc;ss also make
no mention_of the sandwidth of the signal being considered. It is
reasonable to assume that the definitions apply at a shgle frequency
ah& that single\frcquenéy “ values bshould be integrated 6ver‘ the

' Bl

required~bandwidth " to .give the final value, such that

< (f) = L(f) 1 Ii(f)

) f - .
wd  Jhma=flanname
" where f, and fa are the frequency limits for the bandwidth being
e
o *



v
considered. In 're‘diigy,. ‘the integrated intensities Ilg(f) df and
4

J I,(f) df are measured over thr" bandwidth anq the ratio bf the

: fp :
two is calculated for I! t (f) df . Strictly speaking this is only
1 : \

correct if [(f) is constant over the bandwidth considered, ie white

'noise. Otherwise, a bjas error is introduced. However, a pink ,noise
spectrurii is commonly used for TL tests for several ;)sascjns.

First, the receiver spectrum from a white “source spectrum
usually falls out of the dynamic range of most ffcquency analysers. A

white noise spectrum on a third octave filter will have a -1 dB per
. AN )

-
third octave slope, There will be a -.21 dB difference over

- frequency ‘range of 63 Hz - 6.3 kHi; l/f.thc mass law is a;;plicd to the

TL behavior of the
and -42 dB in total. Co

I, which is equivalerit to -2 dB per third octave

ling these two factors together, one obtains a

source spectrum with a 43 dB difference over that frequency range.

. _ ~ N
» *This requires the .measufement®analyser to have at least a dynamic

range of 63 dB, which is often beyond the limit of many frequéhcy

| .
analysers. : ) v

On' the other hand, a pink noise spectrum has a zero slope on d

..

third octave analyser. Therefore,.the dynamic rarige of the analyse'r.

has 'to,cover' ‘only the difference due to the mass law. At MEANU, -a

(third‘/‘oct;ve frequency anafyscr (IVIE modelr IE-30A) with an

accurate 3% dB dynamic range is u$ed.’ The pink noise source’

‘spcctrum 'isﬂactually slight}y‘ adjusted at MEANU. A pink spéctrum

with an average of about +0.4 dB/third {octave “slope- on ¥ the IVIE
/. ¢ . . '

5 { o e .
SN ;:;v (LY
&
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frequrhcy analyser is used such-that the receiver sP¥etrum will fall
within the accurate '35 dB dynamic range of the frequency analyser.
Second, the difference Between a white noise and pink noise at

the two extremes of the ‘third poctave bandwidth is only 1 dB. In

practice, the convolutioneof the sosrce spectrum  with the speakers

and room 'response would 'ma*e it difficult to distinguish that
difference. Therefore, the difference between .using a white and a
pink 'noise source is neéligible\.. S =
| Ideally_one would’ hope to measure a Wat , ie. pink, receiver
intensity spe’om such that the s1gnals are_egually strong from one
band to the other. However, this wouldr mean'that ‘the source pink
noise spectrum would have!1 a very ateep additional slope of +6
dB/octave to compensate for the gsg law. This’ would result’ in two
ﬁoblems Flt*‘ the bias error due to the us® of an_ noén-white source

<y
spectrum onuld be excissrve and second this nog- ‘whité source

L 4

spectrum would be too: ‘cmanﬁg for” most soMg systems. A

. compromise solution of a!pmk noise spectrum w:th an approxisately

additional +0.8 dB/third octave slope” was trxea for the ITL tests to
improve the flatness of the receiver spectrum agd.ﬂ limit the b1as
error. The TL results have no mgmfrcant difference compared to
using the pink -noise spectrum with a +0.4 dB/third - octave glope:
Consequently, the +04 dB/third octave’ pmk noise spectrum was used
for further testing. Y

Oncc the source spectrum was obtained, each channel of " the
Atensny analyser“’sysrm was - pressure callbrated mdlvrdually by

the B & K 4230 cal brator The transmltted mtensrty spectrum was
t - )
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measured with.thc diffusers ‘iq the source room 'cn. such that the
diffusivity of the source.. sound fieJ- was maintained. Two spacers
were used for the 12" mtcrophones 51 mm for 63 - 125 Hz bands
and 11 mm for 160 - 6300 Hz bands, ‘b‘ased on the calibration results..
The midpoim‘of the probe vtzas kept at 5 cm from the wall s’u'rt'acc,
the same as used by Warnock’. The specimer surface was .divided

into 25 grid points, .and the intensity probe was placed at about the

,‘ .

center of the grig
as Warnock"S‘ : 1 jheglxglble decreasc in " précision from 100

to 25 erids. ‘nd oint measurement, both the sound
=2 gnds p €

pte- the reactivity index. Th'is was limited to -10 c:‘ﬂ.’» to ensure
t, the ‘error due to phase mismatch -was Jless than 15 dB. The
"re\acthty mdcx 11m1t used by Warnock was 8 dB since the B & K
1nte/nsny system type 3360 (mc]udmg analyscr type 2134) w3s
Specified %ess than 1 dB error.

; 2 e Technioue Test m'm"m" - '

. It has been reportec!“""36 that sweeping the sound 1ntcns1ty

probe}over the measurement surface “is cqutvalent-kto_,makmg'

mea/sn&ements at fixed grid positions. While, Warnock claimed *that‘

the point- by point technique had a higler rcpcatlbllty, Cops .and
~M1ntcn6 concluded the opposite. The swcepmg techmguc is
mterestmg, not only to verify these claxms, but to see if it can reduce

r
measurement time as well. Each mtensny mcasuremcnt with the

ity and SPL 'were obtained such that the difference ,would

LN
et

" .

MEANU system took ‘about § mmutcs, which added uP td abo 4.

¢ °
»
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hours with 25 gnd poxnt\ and 2 lplcers :I‘his would extend the toul ’
ITL test time to gver’ '§ hours which is lou compared to sbout 1 1/2
hours for th JCTL test. With the sweeping techmque, one could sweep
the probe over. all five honzontal grids -at a steady speed in the time -
durauon of a .stationary grid point measuremcnt (about 15 sec#ds
for 64 averages) As a result, the Iﬁ(test Ebultl be complcted l'less
than 2 hours, which is comparable. with the C T% st
wi

il U
. roll;;f' vhich was‘;"

bt
* pulled on a track across the surface of the wa]l s-pecnmen (scc flg . 8

. The probc was clamped to a _stand

4.1) The centpr of the mncrophones was kept at a ‘larger dlstdnce Yof

N,

f 'S cm, from the wall surface in order not to hit the

me when the prdbe was traversing across the specimen.
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. waveleng‘th of sound ,at the center of the lowcst third octave band toe

L]

In principle, one would hope to be able to ’asurc sound
transmission loss accurately down to the hearing limit ‘of 20 Hz, since
low frequcncy noise .problemd are often encountered. The CTL test is
reliable only down tos the dxf’uslvnty limit of the x‘cvqrbcrauon
rooms. The mathematlcal app}o:ufnan” of l‘ud intens 4' , SPL is

unreliable whcn the assumption of diffusivity faus at low

frequencies, typically below ISQ "Hz. The ITL method &vcs half of
the problem, with the remammg problem that the mc1dent intensity
is still an approximation obtamed from the SPL. Lpglcally, there are
t“}o ways to solve the problem. First, thc d1ffus1v1ty could .be
improved in the source room such that the approxlmatlon bccomcs
r_ehablc Second the incident intensity could also be measured
directly as well.such that no approximation is‘neéessary.

The first idea is ‘basic‘ally limited by the room voiumc which

govetns the diffusivity limit. Cu“nt versxons of ASTM standards
deaTing with rcver‘beration‘oom ements™ requlrc tha \th\9

;‘ Y
minimum room volume be greater than 4 A3, wherc A Is the

be measurcd Thls criterion is based on the requlrcment of at least
20 clgenmodes in the lowest mcasurcrncnt band Thls 1mp11es that
the larger room (313 m3) is allowed for th;rd octave measurcment
. down to 80 Hz anduhc smaller (230 m3) is acceptable down to 100

Hz. Indeed, the rogm quallflcatlon tege based on ANSI S1.31 (section
.~ ) ‘ -

q . . ' 4 - - T ,'
. < e
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'3.2) shows that both rggms have acceptable standard deviations

down to the 100 Hz band. (l .0 dB and 0.9 dB for the largcr and
sma]ler room respccuvely. comparcd to the 1.5 dB limit) The rooms
were not tested below 100 Hz because the hmrts were not Specified*
in the 'stanQard. It is possible that the 80 Hz band measurement willl
not havc a standard §cviation higher than 1.5 dB providing that
thfee is mo sharp decrease in d1ffus1V{ty However, there is really no

basis to believe that the 63 Hz or lower bands will ie as precue, A

larger standard dcvnauon would deflmtely mdlcatg a lowcr

" diffusivity, and the approximation of a diffiise field i$ then

unreliable. \

. Rotating diffusers are used at. MEANU to improve diffu'sivify.
. A

Thé size and weight' of the 2.4m by 1.2m diffuserswas limited to

g kcep the induced noise from the diffuser mechanism#®to a minimum,

Unfortunately, the hght wcnght and relatively sthatl size comparcd to
low frequency wavclengths are not effective in’ sjignificantly
improving low frequency dif'fuusivi,\ty. ‘

In general, the minimuf) room volume  criterion srlggcsts that
the larger ;oom coul‘d‘ be usedadown Lp 8Q Hz and the smaller down

to IOOr Hz. cherthcless one -should also underm that an

‘acceptable standard deviation _does not mean that the sound frcld is

4
highly diffuse. The limits are set only as a gcneral gmde for thc
exxstmg facilities. It appears that the approach of mc;casm%-

diffusivity was ‘fundamentally llmlted by the room vofume and the

\approach of measunng L dlrcctly should be mvesngated.

Some B & K literature? suggests that I can be measured with

-

C'?'
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the wall specimen rerfoved s*nch that there is no reflected wave at
the meuu’aeltt point, as shown in fig 5.1. Thls method is valid

provtded that first, the energy density tnsnde the chamber Ein. is?
greater than eutside, E.x:» and second, E{ni.1 ~ Ejni2- The first

condition may be satisfied by making the receiver room

s¥mi-anechoic * by adding absorption materials. However, the second

condition can only be satisfied- if the‘wall specimen is- acoustically

very tramnsparent in all frequency bands and therefore its presence

does not affect the‘ source room field. This is difficult unless the

- specimen is only a small fraction of the total surface m the source

room and would therefore require a large room,

-

As Chung! _has developed a tr.ansfer‘function technique to

distinguish separ' incident mtensrty and the reflected

mteptty in d plane wavé duct, the possabihty of measurmg TL in a

duet was investigated. (see fig. 5.2) The, approaehwts limited by duct
acoustics. In order to have only plane wave propagation down .the
duct with no cross modes, the rule of thumb is that the lateral
dimension should be half the wavelength of the cut off frequen?'
below which plane waveg conditions are obtained. This means that a
plane wave duct up to 50 Hz should have a lateral dimension of 3. 4\m‘
square and one up to 150 Hz shoild ‘be 1.1m sﬂhare, One would like
to hav she latter for a wider frequency fan%e where‘the
conventio al technique ‘is unrehable but the specimen srze has to Be:
decreased Orlginally, dte specimen sizé was. chosen '® :represent a
-typical wall structure in buildmgs A/ smaller specimen such as 1/4

L

the "size’ of the original would not have the. same transmision

- - .
- . T . ?
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characteristics. This is Yicularly true at Q Micl where the
\deandem One may

"
such that %f:maller _

transmission chasacteristics atc stiff’
sugghst scahng down the wall charac

Spec1men and a higher frequency soun uiod In practice,

-

however, it is next to lmposslblc t ¢ down "acoustically a

L ) d
structure as complicated as a wall. ar - _
ristics and stiffness have to

As ‘,we'll as size, absorption c
be scaled down by the same 'Qctor #8 that of the frequency! One hés
e to find a different "absorptio;\ material which has a similar absorption
curve but stretched out by a factor of 2 il the frequcncy domain.
(see {ig. 3) This. may not éxist at all. This scaling also has to be
applied t stiffness (for low frequency transmissionvcliaractefisti\cs)
and Wug (for, the mass law) such tha't a structure half \hc/sne w'1111 '
have the {game sound transmissigh curve , but again stretchcd\out by
a factor of 2 in the frequency/ domain. As a result, the appllcanon of
.the transfer function tech_niciué to s@Perate the ‘incident intensity
from the.reflectcd is limited by the problems assocjated with duct,
“acoustics and scaling. .

As shown above scalmg is 1mpract1cal and the wall dimensions
havc to be mamtamcd to eAsure realistic results. One way to
measure 1nc1dcnt mtcnsny dlrcctlly .to }wasurc the 1nterbty in an
anechoic environment at a distance away from the wall surface
| , whcrc.the reflected wavc ~fs relatlvcly weak compared to the
’ Jdgﬁcnt (see flg?{S)4) If th; ‘distarice travelled by the reﬂected wa’ A
‘.".,‘ ; back fo the measurement pomt is four times that travellcd by the

incident, the reflected wave is only' 1/16 as stropg based on the

—
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inverse sq\;éye law.- Asgﬂming further that half. thé energy gets
ieﬂécted, the reflected wave is only 1/32 or 3 % as strong. This is
equiv‘al-cht to 0.13 dB d‘ifferenc‘:e. The true iﬁcid;nt imerisity next to
thé wall surface can then be extrapolated by the inverse square law
_ using simple geometry. Also, the distance between the speaker and
the wall surface should be at least equal to the larger lateral
‘dirr‘xcnsi»on of Ih_e'wall.. By keeping 6 to 14', this limits the variatior} in
normal intensity to 0.13 dB. : This 'pr_oces‘s is possible only in an
“anechoic environment, where the only energy flow. incident onto the
wall sufface is from the speaker. On’ the oth\er side of the wall, the
transmitted intensity can be measured, directly like the ITL test.

‘Thé process described req\ﬁ}rc's that a larger anechoic chamber
with a large. wall opening is needed. One possiblity is to convert the
existing. 'reverbe\ration chamber into anechoic. A preliminary
calculation shows that wedges 1.7 m deep are needed for the entire
room such that it becom®s anechoic down to 50 Hz. This is difficult
and expensive. ' . ,

The existing anechoic chamber cannc;t be used either becauSe it

is only ane‘éhoic down to about 150 Hz and the window opening is

only 1.Im by 1.1m. Logically,'a quiet outdoor situation would be theﬁl

ideal anechoic chamber for this application. It is anechoic -virtually at
all frequencies and it would allow the integrity of the actual wall to
be maintained‘. In order to minimize ground effects, the wall coﬁld be
raised above the ground'v‘ or alternatively a ditch or depression dug.
In the outdoor situation, another way to measure incident
intensity is to simply measure directly next to the receiver side of

f

.
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the wall without thé presence of the wall. ‘Then the wall can be put in

place for the measurement of the “transmifted mtensxty This
approach is similar to the idea proposed in the B & K literature (flg

5. 1) except that this 1s now dong in the outdoor ancehoic snuatlon

S.-Lhﬂiminau_]‘_gs.t ‘

"The idea of measuring mc:dent mtensnty\ directly at a dxstance
from~the wall surface or next to the wall without thc presence of the
wall in an . anechoic cnvnon\rﬁent can be ,tested in the anechoic
chamber at frequenc1es above the anechoic limit of 150 Hz. Also, the
incident mtensny can be measured before the specimen, is installed.
These two concepts will be further addressed as the semi- derC.t and -

direct ITL method respectlvely The wall opemng is onlyl Im by

1.1m. A smaller- specimen may introduce a different TL pattern

‘Hopefully, if the test is done in the mass controlled reglon ie higher

frequencies, the change in stiffness due to the decrease in wall size,
will not 1mpose any significant dlfference in the results. The TL

results from these two alternative me't'hod,s~to measure the incident

- sound ihtensity can then be tompared

A smaller steel spcc1men -wall was constructed for the anechoic
chamber. The mounting ch,a_ractcnsncs of the specimen onto the
angle iron were followed as close as possible to the original. During
testing, it was discovered that the 20 Watt 6" wide range speaker
used for calibration (referred to as the smaller speaker earlier) could

only provide a very weak -signal (1/16 s'ignal level or 0.06V)

'registered at the lowest input range setting in the FFT analyser.
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source speakér Xuch that the transmmed mtcnsny was rcasonably

(01 Y max:muY Cohsequently, a hlgh power horn was lged as- th’e
strong enough for the FFT analyser to measure. The white noise -
signal was fed to a three-way crossover (1.6 and 7 kHz) and the
midrange signals were passed to the horn speaker, which was placed
normal\ to the center of the specimcn wall at a distance of 2m from
the speaker driver to the wall surface. \

The transmitted intensity at one arbitrarily chosen wall surface
position, lower middle, was compared.with the background noise.
(see table 5.1). Since the sound intensity level of the 1 kHz band is
s1gn1f1cant1y above the background level by 37 dB, further analysis
would be between 1 and 6.3 kHz. A closer examination of table 5.1
indicatos that the reactivity index reaches the 1_OI dB limit at 5 and
6.3 kHz. This could .be cdused by the leakage of sound through the
gaps be“tween the steel frame and the angles as well as the angles
and the steel specimen, contaminating ‘the sound field. Caulking and
“duct tape were added around the’ gaps (see fig. 5.6) and ‘thc
| transmitted intensity was measured again, as shown in table 5.1. The
feactivity index is down to a maximum of 7 dB, which is acceptable.

The center of the microphones of the mtcnsny probe was then
mounted 0.8m from the speake_x driver such that the reflected wave
had to travel 3.2rn_ to reach q‘;‘pﬂnlcrophones. This ensured that the
reflected wave is a maximum of 1/16 as strong as the incident wave.
(0.26 dB) The incident intensity is also measured next to_the receiver
side of the wall before it is installed. Then the transmitted intensity

is measured with the wall in place. -‘Measurement df incident and
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UNTAPED FRAME
BACKGROUND |TRANSMITTED
INTENSITY(dB) | INTENSITY(dB) SPL(dB) Ly(dB)
50.0 488 528 40
56.5 574 572 0.2
56.9 56.2 572 01
443 40.0 492 92
54.3 454 . 500 .46
484 - 442 523  -8.1
469 55.6 577 2.1
424 57.2 588  -1.6
34.8 58.1 623 42
20.7 57.2 66.5 93
219 61.8 66.6 4.8
10.1 60.5 63.8 -3.3
' 248 59.7 653  -5.6
21.9 62.0 68.8  -6.8
17.8 574 66.2 -8.8
5.9 56.9 656 -8.7
13.9 594 725  -13.1
12.7 60.6 70.6  -10.0
5 480 593  -11.3

TAPED FRAME
TRANSMITTED
INTENSITY(dB) - SPL(dB) Ly(dB)
4.1 94 53
57.8 50.6 72
592 - SlL1 8.1
46.9 482  -13
442 499 .57
532 515 -17
54.8 572 24
55.5 570  -15
54.6 - 586 40 |
56.7 592 25
619 638  -19
592 617 25
59.4 618 24
60.9 637 2.8
57.1 633  -62
57.6 625 49
. 529 60.1  -7.8
51.4 587 - -713
449 528 19,
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tnnimittéd intensity is made at nine positions "of the measurement

surface, and the Leq values are used for the calculation of the sound

transmission loss. 7 ‘ /



Tho use of the reference ASTM wall allowed the comparison of
TL results with those of previous investigators . for both the CTL and .
the ITL data. These CTL tests are as much a check ot: the MEANU
fz’rcility as an eva"luation ef the sqund intensity technique.The surface
density of the galvanized metal and assembled panels are listed in
table 6.1. It should' be noted that the surface dens.ity of the sheet
metal of MEANU's is about 7% lower than the other two. The forward
CTL results are compared to Warnock's®? and Sherry's3® in ffg: 6.2.

As Warnock reported several sets of results, there was some

’difficulty in deciding which set should be used for comparison. This

is becaus€ there is a 1.2 m doep tunnel, which allows for easy\
installation of the test walls bctween the two test room? at the
Nanona; Research Councrl (NRC). ’I}stmg wa. camcd out wn\th the
wall placed at fourvlocanons in the tunpel. (see fig. 6.1a) It has been

reported’-4? that the tunnel effect is particu) rly obvious at low

frequencies ie. below ,160(}{2 “and at higher requencies, such as
above 2500 Hz though not_as severe. On the oth&r hand, an.ITL test
" has been done at two positions. (see fig. 6.1b) One of them is to have
the specimen at the edge of the tunnel towards the larger test room.
In the reverse configuration uscd by the ITL test, there will not be
any tunnel effect on the sourke side since there is no tunnel On the
receiver side, sound mtensrty is megsured so close to the wall surface

that the measurement should be free from any tunnel effect.

Therefore, position 2 in fig. 6.1b is chosen. for comparsion te the

[ %4



WARNOCK  SHERRY
SHEET METAL
SURFACE DENSITY 5.02° 548 5.53
(kg/m2) ‘
. .
8.69 882 , ~ / N/A
ks
b
N
I ' A%
O) @ O @
.45m- 23m 48m *
CTL L.C. Ss.C.
]
— ] T F. l AN
® 1.26
[ .26mM ——————»
' LARGE O SMALL
m CHAMBER .81m —*1 CHAMBER
250m3 . 65m3
’ TEST {
FRAME

FIG. 6.1 TEST WALL POSITIONS FOR CTL AND ITL TESTS AT NRC
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current tests. The CTL results are also chosen with the wall located
at the edge of the tunne'l towards the source room. (position 4 for
- forward CTL and position 1 for reversed CTL)

In fig. 6.2, the agreement between MEANU's and Warnock's
results’ is better than 1 dB from 250 to 5000 Hz and generally better
than 0.5 dB from 500 to 4000 Hz. The resullts differ siénificantly
from 200 Hz and below, particularly at 125 and 63 Hz. According to
the minimum_ room' volume requirement, as described in section 5.1,
the MEANU results should be more reliable 'at these frequencies

because of its larger room volume. (229 m?3 compared to 65 m3) In

addition, there is a much reduced tunnel for the test wall installation -

at MEANU. As seen in the figure, the agreement between Sherry's
and MEANU's results is better in the low frequency region. (Sherry
reported TL results to as low as 100 Hz) There are some‘differencgs
between all three sety of results in the higher frequency region, up to
3.5 dB at 6300 Hz. Many factors may contribute to this. First, the
mass density of the wall specimen at MEANU differ by 7% wnh the
others. Second, there is possibly a tunnel effect in Warno_ck”s results.
Tlljrd, Sherry's results are reported in integer form, which could
produce jagquncss in comparison. \

Fig. 6.3 shows the rc\;crsed CTL results of MEANU's and
Warnock's and the differences comp'arcd -to the forward
configuration. Sherry does not report reversed CTL results. As shown
from the figure, the overall agreement ha$ improved, compared to
the forward results. The results differ by less than 1 dB from those

above 160 Hz. A better agreement to a lower frequency limit is likely

N
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a result of the lu’ger source room volume in both chses” (3}3 m3 and*
250 m3 respectively for MEANU and NRC) which increases low
frequency diffusivity. A higher dlffusnvny m'thg: source room also
means a higher diffusivity in the receiver,room. Therefore, the SPL
measurement in both rooms will be more reliable. The maximum
deviation is only 3.2 dB at 125 Hz, compared to 6.2 dB at that
frequency for the forward configuration. As shdwn‘by'ihc two lower
curves, the difference between forward and reversed ' configuration
for both facilities are generally good, cxcc;;t below 160 Hz. Above
315 Hz, they differ by less than 0.7 dB.

Follow’ing the procedure stated in the E-90 standard , the TL
values were converted to intcgcr~ values fot stardard transmission
class (8TC) calculations. The STC values evaluated from 125 Hz to
4 kHz is 26 for both the forward and reverse CTL tests dome by ¢
KMEANU and Warnock, while it is 25 for Sherry's forward test.
Considering standard deviations: of all the results , the current tests

are well within acceptable limits of the previous investigations and

the STC class are essentially the same.

$.2 Comparison between CTL and ITL results

Since the ITL method requires the receiver room to be
non-reverberant, fiber glass absorption panels are added to the walls
and placed vertically on the floor up to limit reverberation of sound
waves. Two sets of reverberation\ times were obtained from two

amounts, of absorption material used in the smaller room. They are

tabulated with Warnock's data’ .in table 6.2. The Al and A2



MEANU NRC

ABSO#’]{)ION . : : -

N Al A2 Vo Al A2 A3
FREQUENCY(Hz) RECEIVER ROOM REVERBERATION TIMES (s)
63 223 - 140 35 22 16 t1
80 1.87 1.30 19 1.2 1.0 08
100 1.38 1.21 1.7 09 0.6 0.5
125 127 1.06 18 1.0 06 0.5
160 127 1.08 2.1 08 0 0.
200 1.13 0.89 1.8 0.8 04 0,5
250 ¢ 098 0.72 18 0.6 0.4 0.3
315 0.93 0.68 2.1 0.6 03 03
400 0.85 0.61 21 0.6 03 0.2
500 0.78 0.57 23 0.5 03 02
630 071 0.56 2.5 0.6 03 « 02
00 0.72 0.55 2.4 0.5 0.3 0.2
1000 0.70 0.53 2.5 06 0.3 02
1250 0.68 0.53 25 0.6 0.3 02
1600 067 0.51 23 0.6 03 0.2
2000 0.66 0.50 = 2.1 0.6 03 02
2500 0.63 0.49 14 06 03 02
3150 0.59 0.47 1.7 0.6 03 0.3
4000 0.55 10,84 1S 0.6 03 0.3
5000 0.51 d.41 12 05 03 02
6300 0.46 0.38 1.0 0.5 0.3 0.2

A
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~ gonditions ‘were trled thh the pomt by point techmque to decide
how much absorptmn material was needed £or the ITL test. However,
dunng ¢ analysis of the ITL results with Al absorptnon condition,
an insfrumentation problem was discovered.

Based on the anechoic third octave J’calibrati%n results (sect:on
34) the 1/2" microphones were used for the 63- 125 Hz bands with
the 50 mm  spacer, and 160-6300 Hz bands with the 12 mm spacer.
The phase mismatch due to the analyser and the rest of the system
. were added, as shown. in~ fig. 64a The limit of mtensnty reactivity
hlndex for each frequency band was determmed from- the
corresponding phase’ mismatch to limit the errgr to & less than 1.5
dB. With this scheme a hlgh portion of 13 out of 25 sets of mtensrty
measurements (52%) suffer from excessrve feactivity index, mainly
‘caused by “he low frequency regxon of the 12 mm spacer. E\gen
| though the other 48% of the data welé considered to be rehable- it
"'was too low a portion of the data being used to adequately represent
the whole specimen.

The choice of the smaller spacer down to a low frequency limit
of 160 Hz has limited the dynamlc range of the analyser system, as
shown by the limits of the reactrvxty index. The decision on which
spacer to use for which frequency range was made‘, based on the
calibration' results in anechoic 'conditions.*\nThese results indicated a
_problem with the 50 mm spacer at 160 Hz,g/where the 1.5 dB limit
was exceeded 5 out of 8 times. However, I"i'L tests were not in an
| anechoic Vsi‘tua(ti.on, but rather in a semi-reverberant one. The higher

dynamic range as a result of using a larger spacer at low frequency

. 101
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\ should be wused to adv'antagc. Also, tlg absolute value .of the phase
t\m-ismatch error will be less since a larger .‘Spaccr represents a larger
field phase. It was dec?dcd that the frequency range choice based on
ancchoié conditions was inappropiate in the sem‘i’-reverbe{ant N
chamber and the S0 mm spacer should be used in the 63-500 Hz
range instead. Caution must be taken at 160 Hz, where a problem
was encountered in the calibration results. @

The new system phase mismatch and reactivity index li"n"l‘its
are shown ir-l fig. 6.4b. With this new scheme, a lower rejection rate
of' 32% was obtain‘ed for the test carried ‘out in the A1 absorption
cor;d'ition, and 25% for the A2. Not only does the rcjéction raite
decrease, the;ac;tual“ transmission loss values in the 160-500 Hz rénge
are higher, lzranging'ftom 0.5 to 2 dB, when the larger spacer is used.
These \:alucs‘ are closer to the reversed CTL results, possibly
indicatingxthat the phase mismatch error is reduced significantly by
using tl'le.: larger spacér. The difference could also be caused partially
by a higher resoultion of the FFT spectral points. A 2 kHz frequency
range was used when the larger spacer is used, instead of 10 kHz for
the 11 mm spacer. In awjfixcd 400 Hne spectrum, the resolution  has
increased by a factor 0?5. A higher resolution will result in a more
accurate thifd octéve simulation, as described in section 3.4.

The‘ ITL results under the two absorption conditions, with the
standard deviations of the transmitted intensity measurement, are
shown in fig. 6.5. The agreement is very good with less than 0.5 dB

difference, except for a couple of regions. The low frequencies 80 and

100 Hz have a difference of 1 and 0.7 dB respectively, whereas a 0.8



/

TRANSMISSION LOSS (dB

(54

)

50

40

30

20

10

1 4

: T ¥ L4 L 4 4

L] 1 ¥ T ) 4

E-E A2 —— O OFA2

4 - S 4 ' 4 |

63 125 250 500 1k 2k 4k
FREQ. (Hz) |

51 WITH AB NDITION Al
MEANU

104



105

dB differendg is obtained from 800 to 1250 Hz. 4Thc low frequency
difference is possibly caused by the randomness of the source
spectfum as a result of the lack of diffusivity. Thc 0.8 dB dlfferencc
s aqc:&lable considering the limitations of the mstrumentanon (mu)
to 1.5 dB error) and the excellent agreement for the rest of the
frequency bands_. This agreément*in the resuks of Al and A2
conditions is not surprising since negligible difference was also
obtained by Warriock among the three absorption coniiitions used for
his 3 mm hardboard specimen?. Subsequent ITL vtests on his ASTM
sbecimen were carried out in the A2 condition. The close agreement

~ of the standard deviations also’ indicate the negligible differences
between the two absorptive conditions.

It should be noted that the TL values ;;t 630 Hz are about 1.5
dB below the straight mass-law pattern. Since 630 Hz is the lower
frequency limit for the 12 mm spacer, the difference could be caused
by the rq:laii\'rely higher phase mismatch error, described earlier. In
fact, the avaliable data from the 50 mm spacer shows the diffcre:ce
is lowered to about 0.5 dB if 630 Hg was tested with the larger
spacer. ’

7 The CTL and ITL results are compared .in fig. 6.6. Generally,the
- agreement between the CTL and ITL resuts is good except at 630 Hz.
The difference is le;s than 1 dB from 160 to 2500 Hz, except 250 and
© 630 Hz. The STC is 26 and 25 respectively for the CTL and ITL test
The 1TL results are plotted with the 68% confidence limits ( ¥1o0).
These ITL standard deviations - were actually calculated in a

semi-direct fashion. As one recalls, the ITL test consists of measuring
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the far ‘field SPL in the source roc;m and the transmitted intensity in
the receiver room. Thé dse of the point measurement technique in-
measurmg sound - intensity tthows a direct evaluation of the precision
of the transmitted intensity. In- approximating the incident intensity
from Si’L in the: source room, the use of the rotating boom consists of
only one measurement in the 10 rotation duratic'm.' Therefore, the
standard deviation of SPL or the approximafed incident intensity
) does not exist. To obtain some id;a of thé standard deviation of the
‘soqrce SPL, the"standar'd deviation of the SPL's in .the complete
survey of the‘ large room as the source room (fig. 2.3) were uséd_ as
an upper estimate of the actual value. Those are the upper limits-
since the boom traverse actually consists of no more than three
statistically independent points down to 100 Hz, as shown in fig. 2.2,
i compared to 12 in the complete &we{y
The standard deviations of the source SPL from the complete
survey and the transmitted intensity are then used to estimate those
of the ITL test, as shown in t;\ble 6:3. Also Shown in the table are the
corresponding standard deviations from Warnock's ITL test. It is
encouraging to see- thét these data are very close to each other; they
differ mo‘stI)" by less than 0.5 dB, which is well within the
experimental limitation of the mtensxty systems. (1.5 dB for MEANU
and 1.0 dB for NRC) It should bc noted that the excessxvc standard
deviation at 63 and 80 Hz for the transmitted intensity measurement
at NRC are caused by the negative intensity encountered when the
probe was placed too close to the specimen surface, as cxplained‘ in
section 3.3.7. These negative intensity value‘s do not change the TL

1

A Y
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SOURCE ROOM SPLg [¢B) RECEIVER ROOML;0 (dB) ITL TEST G (dB)
FREQ.(Hz) MEANU NRC - MEANU NRC MEANU NRC
63 2.4 25 19 51.0 3.1 51.1
80 t09* 1.9 23 255 2.5 25.6
100 0.9 1.7 2.0 19 22 25
125 0.6 0.7 22 20 23 2.1
160 1.1 09 1.8 19 2.1 2.1
200 0.8 0.7 1.4 15 1.6 1.7
250 0.5 0.6 1.1 09 12 1.1
315 0.5 0.7 1.8 1.0 1.9 12
400 0.4 0.5 1.2 1.5 1.3 1.6
500 0.3. 0.5 13 09 1.3 1.0
630 0.4 0.5 1.3 09 1.4 1.0
800 0.3 0.5 0.6 0.8 0.7 0.9
1000 0.1 0.6 0.4 0.5 0.4 0.8
1250 0.3 0.6 0.6 0.8 0.7 .10
1600 0.2 05 0.9 0.6 0.9 0.8
2000 0.2 0.5 0.8 0.5 0.8 0.7
2500 0.2 0.4 0.7 06 . 0.7 0.7
3150 0.2 04 0.8 0.8 0.8 09
4000 0.3 0.4 1.0 0.9 16 - 1.0
5000 0.2 .65 1.2 0.5 1.2 0.7
6300 , 04 0.4 1.1 03 1.2 0.5

* obtained below the frequency limit defined b

positions

v

y the distance between microphone



values for Warnock's results slgniflcamly since Leq is used to
calculate the average transmitted mtenslty As shown in ﬁg 6.6,
most MEANU ITL results are close enough to the CTL curve to mclude
the CTL results into the 68% confidence band, except from 63 to\100
Hz 630 Hz, and from 5000 to 6300 Hz. Should the 95% confidence
hmlts be plotted, which is common for transmission loss testing, all
the points of the CTL curve will fall within the the 26 band, except
6300 Hz.

The comparsion of results* is more clear when the data are
plotted with respect to a reference contour with a TL of 0 dB at 63 Hz
and an. ideal mass-law slope of 6 dB/oct, as shown in fig. 6.7.
Generally, the ITL technique gives lower transmission loss values at
lov; frequencies and higher values at high frequencies than does the

CTL technique. This Jgeneral result has been ‘commonly reported by

other researchers6.7.39.42_ If the results followed mass-law perfectly,'

the curves in fig. 6.7 should have a zero slope. Actually, the CTL
results indicate an approximately 5 dB/oct slope whereas the ITL
results show about a 5.5 dB/oct, instead of 6 dB/oct.

The referenced CTL and ITL curves from both MEANU and NRC
are plotted in fig. 6.8. It is the difference between the CTL and ITL
curves for each facility that is important to be compared, rather than
the absolute values of the chrvcs. This is because the facilities have
different characteristics, such as tunnel effects and room volumes,
which may cause fundamentally different results. In general, the
deviation is consistently less for the MEANU results both in the low

and high frequencies. From 63 to 125 Hz, the average deviation is 3.9
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dB for MEANU, compared to 5.2 dB for Warnock. For the bands from
1000 to 5000 Hz, it is 0.8 dB compared to 2.0 dB. The central
frequency region (125 to 1000 Hz) Blsically has approximately the

ANU

112

same average deviation without a consistent pattch The ~
M

distinctively large deviation of 2.2 dB at 630 Hz for the |
results could be a result of using the 11 mm spacc:,"éa'u‘sing a
relatively larger phgse mismatch error and a coarser frequency
resolution, as explained earlier. It is also interesting to note that for
the MEANU tests the ITL results are significantly higher than the CTL
results for frequencies above 4 kHz. This effect occurs in Warnock's
results starting at a lower frequency of 2 kHz.
Present mczurcment standards in reverberation room require
users to avoid the room §urfaces and corners, and use only the far
field to estimate the energy in the room. However, as Waterhouse*?
pointed out. in a reverberation room there is an increase of energy
density at the surfaces, at the junction of surfaces and in the corners
because of the interference between the incident and reflected
waves. Therefore, the estimates of total room energy determined

from sampling in the central portions of the room will be too low.

The Waterhouse correction is equivalent to adding a term
10 logyo (1 + S A / 8V) (6.1)
to the mean SPL obtained in the far field, where A is the wavelength

of the nominal frequency of the band, S is the total surface area of

the room including the specimen area and V is the volume of the

room. Since the CTL technique requires SPL measurement in two

rooms instead of only one in the case of ITL, the Waterhouse effect is
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different for the two techniques. The corrections were made in the
. SPL values to see how the Waterhouse effect may contribute to some
of the  differences between the results of the two techmques. The
corrected CTL and ITL referenced curves for MEANU, together with
the original ones, are shown in fig. 6.9. The CTL values are very much
the same because the volume of the two rooms at MEANU are
relatively close, 313 and 230 m3. The increase of energy using eqn.
(6.1) in each room virtually cancels one another. In the ITL results,
however, correction is used for only one room and significant
changes, particularly at lower frequencies, can be expected. Below
-500 Hz, the differences are lowered by about 50%. The corrected ITL
curve also shows a closer slope to the one of the CTL curve,
particularly from 200 to 3150 Hz, except at 630 Hz.

Similarly, the corrected CTL and ITL referenced curves of
Warnock's are plotted against MEANU's for comparison, as shown in
fig. 6.10. At high frequencies, this is virtually the same as in fig. 6.8
because the Waterhouse correction is very small for small
wavelength A. However, from 63 to 125 Hz, the average deviation
changes from 3.9 to 2.2 dB for MEANU, compared to 5.2 to 2.8 dB for
Warnock. It is fair to say that there is no significant dnffcrcnee
between these dcvnatlons (2.2 and 2.8 dB) at low frequencies aftcr
the Waterhouse effect is accounted for. From 1 kHz to 5 kHz, the
- difference between the MEANU results is still sxgmﬁcgp‘(}ly less than
Warnock's. This may be contributed by a stronger tunnel effect
between the test rooms at NRC7.

pl
\

It would be interesting to see if tlick ITL test gives the same STC
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value as the CTL test. Thé rounded TL values from the ITL test also

. give a STC value of 25, which is the same as obtained from the ITL
results w}th one decimal point. When this is compared to a STC of 26
from the CTL test, the difference is negligible considcrgng that a
&.diffcrcnce of 1 in STC also exists between Sherry's .CTL test
compared to MEANU's and Warnock's CTL tegs. In  addition, the
Waterhouse corrected TL values ‘for the II’L test does not change the
STC value because the correction” in the high frequencies is negligible

and the change of TL values at lower frequencies down to 125 Hz is

considerable but not excessive.

results

Each ITL test using the sweeping technique consists of five

1

sweeps, with each at a different elevation on the receiver side of the

wall specimen. The ch value for these five sweeps is calcula‘ted to

represent the transmitted intensity. The original set of results of the
sweeping ITL test compar?'s very févourébly to the point by pbint
.. results. Therefore, the test was repeated four more times to further
confirm the agreement. Figure 6.11 shows the arithmetic mean and
standard deviation of the five TL curves of the sweeping technique
plotted against the point by point curve, which is considered ‘to "be
the correct reference. It shows that the TL curve from the sweeping
technique is highly rci)eatablc with a standard deviation of less than
0.5 dB in all frequency bands. Most of the aver.age TL values of the
sweeping techniqhe are slightly higher (by about 0.3 dB overall), but
| o
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this is not a significant difference. Furthermore, the TL limitsr of the

68% confidence band ( ¥ 0.1 o) for the sweeping technique -differ by

no more than 0.5 dB from the point by point technique, except at

118

100, .2000 and 3150 Hz. Therefore, the sweeping technique provided

equivalent results to the point by point téchnique in a significantly
shorter test period. |

It has been reported by Cops and Minten® that the sweeping
technique provides more precise results, while the opposite is shown
by Warnock’. Each sweeping ITL test at MEANU consists of five

sweeps -on the receiver side of the specimen, This is equivalent to 5

‘intensity measurements, compared to 25 in the point by point

technique. The standard deviation of these five measurements
provides some idea of the precision of t\he ITL technique, while the
SPL measurement in the source room by 'a rotating microphone boom
allows no precision calculations. Thcoretically, it is sufficient to
compare the standard deviation of one set of swceping ITL results (5
rrﬂeasuremems) to that of the point by point ITL results (25
measurements). But since there are five sets of sweeping test results
available, there are five standard deviation curves that can be used
for Comparison. Instead of chosing one randomly, the arithmetic
average and standard deviation of the five standard deviation curves
were calculated and used for comparison with the single standard
deviation curve of the 25 point ITL test results. As shown in fig. 6.12,
the sweeping technique is consistenly more precise, particularly at

lower frequencies. In fact, the mean standard deviation of the

~ sweeping technique is only 0.3 dB overall, compared to 1.3 dB for the ~
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':'--'Hf"'vpo'int by point technique. ’fhe precisio}‘ of the point by point
‘,techmque is also shown to be better by abo:}t 1 dB in thc work of
?Cop and Minten. This result is not surprising since sweepmg is a
',be;te,r space average technique in principle because it really
‘p'h'ysically samples over a larger area. Consequently, it'sfnears. out
‘any local influence, such as a lack of diffusivity or evanescent waves
possit;ly encountered by a point measurement. In fact, the 25 NS
combined .sweeping measurements of the 5 sets of sweeping te»sts
on.ly had 2 that were rejected because of tpo high a reactivity index, -

ompared to 5 of those in the 25 point measurements in the point by

point test. Effectively, the rejection rate was lowered from 20% to 8%.

6.4 Prelimi Direct {_ Semi-di ITL Test

The TL results from the preliminary direct and semi-direct ITL
tests are shown with the ITL and CTL results in fig. 6.13. The vertical
scale is kept the same as fig. 6.6 for a fair éomparison. The difference
of the results between ~the preliminary tests and the ITL test is large,
with up to 9.9 dB at 1 kHz for the semi-direct approach. Also, the
preliminary test results do not follow the linear mass law as the CTL
and ITL results do.

The folldwing theoretical curves*! for the infinite panel below

the critical frequency are used to provide some hints to the large

differences: A
Mass Law at Angle : TLg = 10 log [1+{(w P/ p c) cosB}2] dB (6.2)

Normul-incidence Mass Law : TLy = 10 log [1+( @ p,/p ¢)?] dB (6.3)
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Random-incidence Mass Law : TLy = Ti..o-- 10 log (0.23 TLy) dB  (6.4)

for TLy > 15dB

‘Field-incidence Mass Law : TLp = TL;-5dB ° ‘ (6.5)
for TL, > 15 dB )
where p, = surface dcnsity'of specimen, kg/m? b \
p = air density, kg/m3
¢ = speed of sound, m/s

The TL curves from the CTL and ITL tests show that the critical
frequency is above 6.3' kHz. Thcrcfore, the above theorqtical curves
can be used for comparison, assuming an infinite panel.

As shown in fig. 6.13, the CTL and ITL results fall between the
theoretical field-incidénce and random-incidence curves, except one
ITL point at 6.3 kHz by about 1 dB. This is expected since the angle
of incidence should be between O and 86, as a result of a small
tunnel connecting the reverberation rooms at MEANU. Also, the large
size (24m by 1.2m) of the individual panel may not be too far from .
the infinite panel model. The TL curve for the normal an“d 147
incidence are drawn as a reference for the preliminary tests, where
the angle of incidence rang~ from O to 14 based on geometry. The
preliminary test .results "' within this band of theoretical
. curves. In fact, most poir . that by 2 to 4 dB, and the TL
curves are quite jagg&, N * i iinear. The reason for this
disagreement may be that Jsize of the panel beécomes more
significant as the absolute dimension decreases tg/l.lm by 1.Im. As

the specimen gets smaller, the boundary c((;nditions (mounting)

¢



become more significant and the deviation from the model of an
infinite panel will increase.

The same results in fig. 6.13 are plotted with respect to the
-reference contour with the addition of the Wateshouse corrected
curves in fig. 6.14. It is clear that since the Waterhouse correction is
vcry small for the ITL and CTL tests at high frcquenc:cs with a
; maximum fo 0.2 dB at 1 kHz for the ITL test, the comparison
between the preliminary t;sts and the CTL and ITL tests does not
improve significantl)l' by Waterhouse correction.

The TL values of the preliminary direct ITL test seem to be
systematically higher than the semi-direct ITL test. It is possible that
the semi-direct method may include rcflected intensity reducing the
net value being measured. Consequently the TL values will be lower.
To check the magnitude of the rcfleéted intensity, the incident
intensity was measured at a position 0.8m from the horn| driver,
which is 2m away from the specimen surface, with and without the
wall installed. The difference in the measurements would indicate
the magnitude of the reflected intensity. The results are listed in
table 6.4. The reactivity index is generally small, mostly less than 1
dB. The small positive values could be caused by random errors or
the fluctuation of the input signal from the white noise generator in
the duration of the test. This small reactivity index values indicate
the accuracy of the measured intensity. They also imply that the
magnitude of the reflected intensity is small l)écausc reflected
intensity should decrease the measured net mtensny and increase

SPL resulting in a larger reactivity index.
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CASE 2

[ [

FREQ.(Hz) L1,(dB) Lp(dB) Lk(dB) Li,(dB) L1,-L1,dB)
1000 - 92.9 93.1 0.2 93.5 0.6
1250 97.8 97.7 0.1 98.3 0.5
1600 95.6 96.0 0.4 96.2 0.6
2000 97.4 97.1 0.3 97.7 0.3
2500 1009 101.7 08 102.6 1.7
3150 102.1 102.7 0.6 103.1 10
4600 101.4 102.4 1.0 101.9 0.5
5000 100.6 101.6 -1.0 1014 0.6
§300 96.1 98.0 19 96.8 0.7

TABLE 6.5 VERIFICATION OF THE INVERSE SQUARE LAW

]

~

CASE 1 CASE 2

—2m ——-l [ﬂh—1m —-1
FREQ.(Hz) L1,(dB) L1,dB) L1,-11,(dB)
1000 87.4 " N6 5.2
1250 %08 ~— 962 5.4
1600 89.0 94.7 5.7
2000 91.9 97.3 5.4
2500 95.0 100.6 .56
3150 92.8 9.4 d- 64
4000 : 93.3 99 8 6.5
5000 94 98.9 6.5

6300 90.5 96.0 5.5

>

,ov‘



As expected, the incident intensity is higher without the

specimen installed. The difference ranges from 0.3 to 1.7 dB with an

average of 0.7 dB. This average is not too close to the theoretical -

difference of 0.26 dB based on the inverse square iaw, assuming all
the incident energy is reflegted. The deviation from the average
could be a result of random c;rors, which is thcoreﬁcally up to 0.4 dB
based on 64 averages and a free progressive wave.

The inverse sqaure law was further tested by measuring sound
intensity at 1 m and 2 m from the horn driver without the wall
specimen in§talled. The results are listed in table 6.5.'Th?orctically,
the sound intensity measurements should all differ by 6Mﬁ'c
measured. difference actually i'anges from 5.2 to 6.5 dB, with an
average of 5.9 dB. This is a good agreement considering a possible
random error of 0.4 dB.

The results from table 6.4 and 6.5 basially indicates the
incident intensity measured away from the specimen surface in the
semi-direct ITL method is accurate with acceptable errors. In fact, if
the difference in table 6.4 are added to the measured incident

intensity in the semi-direct ITL method as a correction, a better

agreement will be obtained at frequencies above 2.5 kHz. The

disagreement below 2.5 kHz would still be high? Further investigation
is necessary for a complete explanation.

Theoretically, there is no advantage to the measurement of
incidet, sound intensity between the source speaker and the wall
surface in\the semi-direct ITL method over the direct measurement

at a distance from the speaker where the wall surface would be in



the direct ITL method. However, the semi-direct appproach may be
useful in some field situation when space is limited. It is not
conclusive whether the semi-direct or direct ITL approach works
well or not . because of the difference in the wall specigen.
Nevertheless, the low reactivity index, small difference between the
incident sound intensity measured 0.8m from t‘l:; horn driver with
and without the wall installed, and the verification of the sinverse
square law all indicate a high potential of measuring the incident
sound intensity in 'thc semi-direct manner. This should serve to be
an acceptable alternative to the direct approach in some field

situations. \
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In this work, the sound intensity technique is evaluated as an

. alternative to the conventional technique to measure sodind

transmission loss of wall panels. The “potential of the intensity

techni

que to improve low frequency reliability has also been

™ investigated. From these the fdllowing conclusions can be drawn. .

(1)

(2)

(3)

The test room facilities at MEANU are qualified within
specified limitations down to 100 Hz for broadband acoustic
property evaluations. In_ particular, the rotating microphone
boom provides equivalent results compared to the
conventional point measurement scheme in evaluating the
reverberant sm‘md field. ’ ‘

The FFT analyser is capable of capturing only 50% of the true
power generated by the calibrator to the frequency band
including the quoted calibration frequency. Therefore, the
signal strength should be 3 dB less than the quoted value to
ensure correct pressure calibration, and consequently a
correct sound intensity measurement. This correction is
necessary in sound power measurements or ITL tests when
the absolute value ’of intensity, instead of the relative
difference of two, is needed.

The ITL method is a reliable alternative to the CTL method in
sound transmission evaluation of wall panels. In testing the
ASTM proposed reference wall, the STC from the ITL test is
very close to the one of the CTLt (25 compared to 26

respectivelv) This is an insionificant difference cince the QTC



(4)

(5)

(6)

« ' .‘.v

values also differ by among the CTL test reported by Sherry,

- Warnock a’nd MEANU. (25, 26 and 26 respectively)

At MEANU, the TL pattern of"the ASTM wall from the ITL'
method generally shows significantly lower values at lowcr
frequencies: (app}oximatc]y below 125 Hz) and h.ivghcr values
at hlgher frequencies japproxlmately above 1 kHz) compared
to the corresponding CTL results. The Waterhouse correction
is redundant for CTL tests, but necessary and recommended
for ITL tests. lThe "Waterhouse c'orrcction ‘reduces the
difference between the two methods at lower frequencies by
about 50% at MEANU, ali/hcdii‘xgh the differences remain the

same at higher frequecies.

The deviation of the CTL and ITL results seem to be less for

the facility: at MEANU *,than'NRC. Before the Waterhouse
correction, this is true for both lower (below 160 Hz) and
highcr frequc'nCies. (above 1 kHz) After the correction, (ghis ‘i~s
still true at the highe'r frequency region. The remammg

d1fference could ‘be contrlbuted by .the stronger tunnel effect

‘at NRC..

The swee;;ing ITL technique is shown to provide equivalent
TL res’ul'tsb in a sho}tcr test time with a higher precision for
this ASTM wall. The results show that the sweeping techriiqﬁe
smears out the locai effects such as evanscent waves and
reverse int’}cnsitic's. Also, it is a more staiisiically reliable
space averaging technique because it actually samples over a

larger area.

. b
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(7)

(8)

The preliminary testihg in the anechoic chamber shows that it
. ]

is possible to accurately measure the incident intensity either

directly without the presence the wall, or indirectly at a
distance in front of the incident surface where the reflected
intensity is negligible, such as halfway between the speaker
and the wall. ‘
The ITL results by measuring directly or indirectly the
incident sound intefsity using a smaller specimen in the
anechoic chamber dts not agree well with the CTL and the
original ITL results. Tﬁis may be due to the decrease in size of
the specimen and differences in mounting. Since testing
shows that the measurement of the incidént sound intensity
by the two methods are promising, the new ITL concepts
should be further tested with the original full size test \Ql\l[ in
TL

tests may even be more useful data since in actual situations,

the outdoor anechoic situation. The results from the new

there is'\ usually a specific incident angle for low frequency

sound bedayse of the limited svcc for diffusivity.
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