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Abstract
This thesis presents a case study on time-lapse seismic monitoring. The target area is 

located at East Senlac in the vicinity of Alberta and Saskatchewan border, a heavy oil 

reservoir in the Western Canadian Sedimentary Basin. In order to observe rock property 

related seismic anomalies, two perpendicular seismic lines have been set up. One seis­

mic line along the N-S direction is subject to Steam Assisted Gravity Drainage (SAGD) 

while the other seismic line along the W-E direction is not affected. This case study cov­

ers the subjects of feasibility study, processing strategy, repeatability evaluation, seismic 

attribute analysis, and impedance inversion.

Systematic feasibility study is conducted by prediction of rock properties based on 

Gassmann's equation, technical risk assessment, forward modelling and seismic survey 

design. The first stage simulation of oil substitution by steam indicates that it is feasible 

to perform time-lapse seismic monitoring project, but great challenge might be encoun­

tered. Continuous gas injection barely induces seismic variations. In the aspect of seismic 

data processing, better seismic quality is obtained by employing the prestack simultane­

ous processing (PSP) strategy. The three metrics, Pearson correlation, normalized root- 

mean-squares and predictability are employed to quantify the post-stack seismic repeata­

bility. Higher repeatability along the W-E direction than along the N-S direction shows 

different local geology environment. The non-uniform CMP stack fold distribution is 

found the main factor to affect seismic repeatability. The seismic attribute, power spec­

tra calculated from the N-S seismic surveys demonstrate that higher frequency energy 

tend to increase with time due to the possible decrease in pore pressure and pore tem­
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perature. On the other hand, the inverted impedance using the recently proposed hybrid 

data transformation shows mixed impedance variations. The continuous gas injection 

and the simultaneous drop in temperature and pressure are possibly the main reason to 

result in this mixed impedance variations.
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Sw  Water saturation

SA  Simulated annealing

SAGD  Steam assisted gravity drainage

S M L R  Single most likely replacement

t  Time

u Unit function 

v n m o  Stacking velocity 

Vp P-velocity 

Vs S-velocity

V S P  Vertical seismic profile 

w Source wavelet 

x  Offset

X E Q  Cross-equalization
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Preface

Geophysics is a comprehensive subject, one goal of which is to probe the interior of the 

earth. The purpose of geophysical science is to describe, interpret, and understand the 

subsurface structures and the processes active within the earth. Exploration geophysi­

cists, in particular, have long attempted to image geological structure in order to discover 

potential natural resources. However, the focus of applied petroleum geophysicists is 

now shifting from exploration to production; geophysical methods are being adapted to 

monitor both the reservoir production and the local environment in addition to searching 

for resources.

Using geophysical methods to monitor potential subsurface changes, especially fluid 

flow movement, has been an active area of investigation during the last decade (e.g. 

Greaves and Fulp, 1987; Nur, 1989). The variations in a geophysical response can be ob­

served with repeated surveys acquired at the same location. This is the so called time- 

lapse geophysics. Usually, time-lapse techniques have different requirements from con­

ventional surveys although there remains a great deal of inertia due to the success of 

traditional methods in imaging complex structures. Most current surveys employ tech­

niques developed from the perspective of seismic exploration for structural or strati- 

graphic traps of oil or gas. Such studies are usually carried out over many kilometres 

of 2D lines or many square kilometers in 3D surveys. These may not be optimal for ac­

quiring appropriate seismic data at the scale necessary for adequate monitoring of fluid 

movement. In the design of an optimal data acquisition system, cost-efficiency, fidelity, 
resolution, and repeatability are the major concerns.

As conventional petroleum resources are depleted, more and more hydrocarbons nec­

essary to power much of modern civilization will come from non-conventional reserves. 

Heavy oils and bitumens are one large component of these "new" resources, especially

1
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in the Western Canadian Sedimentary Basin. However, such heavy oils are too viscous 

to be produced by conventional methods. Thus, techniques such as steam assisted grav­

ity drainage (SAGD) are employed to enhance heavy oil recovery. During the process 

of steam or gas injection, fluid-flow variations within the reservoir can be potentially 

monitored from seismic data. Sometimes, bypassed oil zones can also be identified.

Interpretation of time-lapse data requires information from a variety of sources. This 

mainly includes knowledge from rock property measurements of the core and geophysi­

cal log samples, in situ temperatures, pore pressures, confining stresses, knowledge from 

fluid saturations, production and injection history data, geological model construction, 

reservoir simulation, and forward seismic modelling. Although the generated forward 

seismic modelling may not completely represent the real situation, it can provide insight 

into active reservoir processes on the meaning of observed geophysical changes in terms 

of the variations in the rock properties. The well log data can provide the fundamen­

tal geological and physical parameters which can be used to generate forward seismic 

modelling. The forward seismic modelling can, in turn, help understand how seismic 

response changes with different rock property parameters. Introducing changes to this 

starting point can also be helpful to verify the validity of the temporal seismic variations. 

This, in turn, helps optimize the seismic processing scheme. A quantitative interpreta­

tion can be attempted once the rock property parameters are properly inverted from the 

time-lapse seismic data.

This thesis mainly focuses on a case study of a 'Lloydminster style' heavy oil reservoir 

from west-central Saskatchewan. The steps to accomplish this include the construction of 

geological and a corresponding physical property models, generation of a forward seis­

mic model leading to the prediction and interpretation of seismic variations under in-situ 

reservoir conditions. This requires the solution of a number of technical problems asso­

ciated with development of time-lapse seismic data processing protocols, evaluation and 

quantification of seismic repeatability, and interpretation of time-lapse seismic variations 

by integrating extracted seismic attributes, inverted acoustic impedance, and simulated 

time-lapse rock properties.

2
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Heavy oil and recovery technology

According to Cupcic (2003), heavy oil can be broadly classified as four types based on 

downhole viscosity. The first type is medium heavy oil. The viscosity is located within 

the range (O.OlPas, O.IPas). The second type is called extra heavy oil. The correspond­

ing viscosity is within the range (O.IPa s, lOPas). These two types of oil are mobile at 

reservoir conditions. The third type is tar sands and bitumen. The viscosity is greater 

than 10 Pa s. Such oil is not mobile under normal reservoir conditions. The last type is 

oil shales. The source of reservoir is the solid kerogen that forms a substantial fraction of 

the rock itself. Oil shales are for all practical purposes impermeable and hydrocarbons 

are obtained by first mining and then 'retorting' the material.

Based on the present statistics (e.g. Cupcic, 2003), huge potential heavy oil reserves 

have been found. They are equivalent to the worldwide conventional oil reserves. How­

ever, eighty percent of the heavy oils are distributed as extra heavy oil, tar sands and 

bitumen. The largest deposits have been found in Canada and Venezuela. Worldwide, 

less than 1% of the heavy oils have been produced or are under active production. This is 

because the production capacity is limited by the viscosity limited recovery factors and 

because the heavy oils and bitumens contain less of the more desirable lighter hydrocar­

bons employed in transportation fuels and until recently were not as desirable. There 

are a variety of technologies used to produce such heavy oils. These include mining ex­

traction, cold production, and many varieties of steam or solvent injection have already 

been successfully used in practice. These technologies all have their own advantages and 

disadvantages.

In Alberta, bituminous sands are mined directly in some of the largest mining op­

erations on earth. Currently, there are three operational mines extracting ore from the 

Athabasca oil sands near Fort McMurray, Alberta, with more mines currently in the de­

velopment stage. In these processes, the oil sand 'ore' is directly dug out of the earth 

and shipped to separation facilities where the bitumen is separated from the sand and 
other materials. This bitumen is then upgraded by the addition of hydrogen to make a 

synthetic crude. These mines today produce upwards of 30% of Canada's needs, a per­

centage that is likely only to increase as the production of conventional oil within the

3
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Western Canada Sedimentary Basin continues to decrease annually by nearly 10%, as 

mining extraction technologies have a high recovery factor and limited green house gas 

(GHG) emissions. The amount of the resource that may be extracted in this fashion, how­

ever, is limited to those near surface reserves that may be economically extracted. It is 

estimated that upwards of 90% of the Athabasca reservoir, however, is too deep for min­

ing to be effective and in this situation in situ extraction technologies must be employed.

Cold production is a proven technology. Within the family of in situ production tech­

nologies, so called cold heavy oil production (CHOP) is the simplest. In this technology, 

sand is produced with the heavy oil, the sand-oil mixture is removed using a special 

augur pump constructed of a long lasting elastometric material that does not wear as 

quickly as metal would under such circumstances. It has the advantages of lower cost 

and no GHG emissions. But its disadvantage is that less than 15% of the oil in place may 

be recovered with typical recovery factors of only 5 to 10%. This process is not suitable 

for very heavy oils and bitumens because the oil still must flow. As well, it is unknown 

whether this process is advantageous to longer term production of the reservoir.

Huff and puff technology is also a proven technology. The advantage is that it re­

quires limited costs. The disadvantage is that recovery factors are only 15% to 20%. It 

also has the problems of high energy consumption and consequent GHG emissions.

More efficient technologies, such as in-situ combustion (e.g. Greaves and Fulp, 1987) or 

solvent injection (e.g. Johnstad et al., 1995; Meunier and Huguet, 1998; Harris et al, 1996), 

have been developed. The in-situ combustion technology, firstly developed in 1960's, has 

been shown to have high recovery efficiency which reaches as high as 60%. However, 

fewer successful operations have been reported so far. This is mainly due to the opera­

tional and safety problems. Another technology, solvent injection, has similar recovery 

factors. However, this technology is npt mature enough for industrial application due to 

the slow diffusion and the difficult initial start-up.

Since the 1980's, more mature and efficient technologies, such as Steam Assisted 

Gravity Drainage (SAGD) (Butler and Yee, 2002, e.g.), are the proven technologies, and 
have been used for several pilot projects in Alberta and elsewhere. They have the ad­

vantages of quick thermal diffusion and up to 60% high recovery factors. However, huge 

energy inputs are required with corresponding large GHG emissions produced in the ap-

4
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Figure V. Caricature of the SAGD process.

plication of this technology. As such any improvements to the method, even incidental 

ones, should be welcome. Seismic monitoring is one such technique that has the poten­

tial to allow for greater efficiencies. In this thesis, a SAGD process is monitored and more 

details on this are provided in the next section.

SAGD and seismic monitoring

During the process of SAGD ( see Figure 1), steam is continuously injected into an upper 

horizontal well which is located about 2-5 meters above and parallel to a lower horizontal 

producing well near the base of the reservoir. The steam gradually heats the surrounding 

heavy oil, and therefore reduces the oil viscosity. Most of the produced oil is thought to 

come from the perimeter of the steam chamber with the temperature about 2-30°C cooler 

than in the steam chamber. During this process, the injected steam rises to the top of 

the reservoir and fills the originally oil occupied volume. Generally, prior to the onset of 

oil production, steam is injected into both horizontal wells to establish communication. 
Once the economic limit of steam injection is reached, steam injection ceases, and non- 

condensable gas is injected to maintain steam chamber pressure and to act as insulation 

to thermal heat loss. The injected gas gradually migrates toward the edge of the steam 

chamber, and interfingers with the reservoir. However, gas preferentially rises at the

5
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expense of lateral expansion. Furthermore, the injected gas, to a small extent, lowers the 

average temperature of the steam chamber. This process is similar to what was employed 

in the East Senlac, Saskatchewan, and that is the focus of this study.

In this thesis, a number of aspects of time lapse geophysical factors on the monitoring 

of SAGD scenario are developed. SAGD is a relatively expensive process and as such 

there should be a large potential for geophysical monitoring to assist. It is useful to note 

that all of the enhanced oil recovery techniques are not infallible. However, failure of 

such methods are never reported in the literature or open press. For example, a seri­

ous problem is caused by blockage of flow wither by improper well completion or by 

the heterogeneity of the reservoir itself. Geophysical technique can help to locate such 

problems.

Scope of the thesis 

Chapter 1 - Introduction

Time-lapse seismic studies rely on changes in the physical properties due to variations 

in the in situ conditions. In this chapter, rock physics as the basis of time-lapse seismic 

monitoring will be briefly described. The factors which will affect seismic velocities will 

be analyzed. These factors mainly include the fluid composition, the temperature, and 

the pressure. Additionally, recent development on time-lapse seismic monitoring will be 

briefly reviewed from the published case studies.

Chapter 2 - Time-lapse seismic impedance inversion by using the hybrid data 
transformation method

In time lapse seismic studies, the reservoir is described in terms of its seismic velocity 

and density structure, the product of which is called impedance. In this chapter, a new 

method to invert impedance variations by using the hybrid data transformation will be 

proposed and will be tested on the two typical models including the triangle structure 

and the thin-bed structure. These models simulate structures that might be encountered 

in real reservoirs.

6
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Chapter 3 - Background to the Senlac case study: An assessment of the feasi­
bility of time lapse seismic monitoring

It is important to attempt to understand what kind of changes may be induced in the 

reservoir during production in order to assess the feasibility of time lapse studies and to 

provide insight on future interpretation. In this chapter, geology and reservoir characters 

for East Senlac area, the site of the case studies outlined in this thesis, will be briefly de­

scribed. Then feasibility study will be systematically analyzed. Four aspects are involved 

in this feasibility study, including elastic parameter estimation, technical risk assessment, 

forward seismic modelling generation, and time-lapse seismic survey design.

Chapter 4 - The art of time-lapse seismic data processing

In general, processing of time lapse seismic data requires more care to preserve the data 

fidelity and to allow for meaningful comparisons later. In the first part, the general time- 

lapse seismic processing strategies will be described in detail. Meanwhile, the difference 

between different processing schemes will be compared through illustrated numerical 

examples. In the second part, the basic principles of cross-equalization will be described. 

The difference between the two methods, matched filtering and bandwidth-phase equal­

ization will be compared. The strategies of how to cross-equalize the East Senlac seismic 

surveys will also be presented.

Chapter 5 - Seismic repeatability study

This study is unique in that a number of measurements were made at different dates 

and a good deal of effort was taken to ensure repeatability as much as possible. Con­

sequently, in this chapter, seismic repeatability will be systematically investigated. This 

includes the repeatability analysis on the shot and geophone positions, the source sig­

natures, and the final post-stack seismic profiles. The three metrics including Pearson 

correlation, predictability, and normalized root-mean-squares will be employed in the 

quantified repeatability analysis of post-stack seismic data.

7
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Chapter 6 - Time-lapse seismic attribute analysis and integrated interpretation

In this chapter, we attempt to integrate the seismic and production information. In the 

first part, the recorded East Senlac SAGD history data will be presented and time-lapse 

rock properties will be simulated. In the second part, seismic attribute, the power spec­

trum and the cumulative power spectrum along the W-E direction and along the N-S 

direction will be calculated. Different geologic environments will be diagnosed based on 

the different features of the extracted seismic attributes. In the third part, as a compli­

mentary seismic attribute, the time-lapse seismic "impedance" will be inverted by using 

the recently proposed hybrid data transformation method. The inverted "impedance" 

will be interpreted with the assistance of the simulated time-lapse rock properties.

Discussion and Conclusions

This consists of a discussion of the successes and the failures in this thesis. As well, 

some thoughts as to future research directions for time lapse seismology are necessary. 

All the published abstracts since 2002 are listed in Zhang et al. (2002), Zhang and Schmitt 

(2002), Zhang and Schmitt (2003b), Zhang and Schmitt (2003a), Zhang and Schmitt (2004a), 

Mu et al. (2004), Zhang and Schmitt (2004b), Zhang and Schmitt (2005a), and Zhang and 

Schmitt (2005b).
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Chapter 1

Introduction

Time-lapse seismic monitoring is the process of acquiring and analyzing multiple seismic 

surveys which are repeated at the same site over calendar time. The main purpose is to 

image fluid-flow effects in a producing reservoir. If each survey is "3-D seismic", then 

the resulting set of time-lapse data is called "4-D seismic", with the fourth dimension 

being calendar time. In addition to 4-D seismic, there are some other types of time-lapse 

seismic monitoring including repeated 2-D surface seismic, surface-to-borehole vertical 

seismic profile (VSP), and borehole-to-borehole cross-well seismic geometries.

The potential advantage of time-lapse seismic monitoring is the ability to detect sub­

surface rock property variations in areas not directly sampled by the wells. The basic 

premise of time-lapse seismic monitoring is to diagnose and to isolate rock property vari­

ations distributed within the reservoir area during the process of production. In two or 

more time-lapse seismic surveys, the differences in the seismic images should only be 

due to production induced variations rather than variations due to differences in seis­

mic acquisition or processing. This is the basic concept of time-lapse seismic reservoir 

monitoring.

In the first part of this chapter, rock physics as the basis of time-lapse seismic monitor­

ing will be described. In the second part, development on time-lapse seismic monitoring 

will be reviewed from the published case studies.

9
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1.1. ROCK PHYSICS AS THE BASIS OF SEISMIC MONITORING

Solid Material

Pore Space

Figure 1.1: Cartoon of porous rock.

1.1 Rock physics as the basis of seismic monitoring

Propagation of seismic waves through the earth depends on the subsurface media com­

position. The in situ velocities are determined by many factors including the composi­

tion, porosity, confining stress, pore fluid pressure, temperature, and elastic properties of 

the material, to name only a few. Generally, three traditional disciplines are involved in 

time-lapse seismic monitoring: fluid flow simulation, rock physics, and reflection seis­

mology. The fluid flow equations of reservoir simulation attempt to describe changes in 

pore pressure, temperature and multi-phase saturations resulting from production and 

injection of fluids in porous media. Rock physics, as a bridge between fluid flow and re­

flection seismology, transforms these engineering parameters to seismic compressional- 

wave and shear-wave propagation velocities and elastic impedances. The cartoon of 

porous rock is illustrated in Figure 1.1. Wave theory describes the propagation of seis­
mic waves through such media and how the reflected amplitudes and travel times, which 

contain fluid flow information, are appropriately quantified. As the basis of seismic mon­

itoring, rock physics will be described in this section.
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1.1. ROCK PHYSICS AS THE BASIS OF SEISMIC MONITORING

1.1.1 Saturated rock properties

The P-wave Vp and S-wave Vs velocities for an isotropic rock can be formulated as (e.g. 

Lay and Wallace, 1995):

where K ej  / ,  y ef f ,  and pej  /  individually represents the effective bulk modulus, the ef­

fective shear modulus, and the effective mass density. The Vp and Vg are the estimated 

velocities for the fluid-saturated porous medium. The effective bulk modulus K ef j  prin­

cipally depends on four parameters, including the bulk modulus of the solid minerals 

(K s), the fluid bulk modulus (K f ), the bulk modulus of the rock matrix frame (Kd), and 

the porosity (<£). These elastic parameters are implicitly dependent on confining and 

pore fluid pressure, fluid saturation, and temperature. Damage to the reservoir may be 

another factor which has not been considered in most studies.

The effective bulk modulus K ej  j  can be estimated by using Gassmann's equation 

(Gassmann, 1951; Berryman, 1999):

Application of Gassmann's equation is based on several assumptions. The first assump­

tion is that the rock properties are homogeneous and isotropic, and that the whole pore 

space is completely connected. The second assumption is that Gassmann's equation is 

valid only at low enough frequencies so that pore pressures are equalized over a scale 

which is much greater than a pore dimension, and much less than the wavelength of the 

passing seismic wave. This implies that pore fluid moves together with the rock frame.

Gassmann's theory is expected to predict the behavior of the material as the frequency 

approaches zero and consequently Gassmann's formula applies only in the limit of low 

frequency. There remains a good deal of discussion with regards to the validity of ap­

plying Gassmann's relation to seismic wave propagation. More involved theories, such 

as those developed by Blot (1966) for 'global flow' or by Mavko and Mukerji (1998) for 

'local flow', attempt to overcome this low frequency assumption. Here, however, it is

Kef f  4/3Me// (1.1)

(1.2)

K e f f  =  K d  +
(1 - K d/ K s)2

(1.3)(1 - K d/ K s -<t>)/Ks + <t>/Kf
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1.1. ROCK PHYSICS AS THE BASIS OF SEISMIC MONITORING

assumed that Gassmann's formula will adequately provide us with indications of the 

elastic changes expected within the porous and saturated rock for purposes of modelling 

while recognizing that in many ways relying on this assumption may be deficient. One 

further assumption is that the problem may be considered as purely mechanical; other 

chemical, surface tension, or mineral surface wetting issues are ignored.

The effective shear modulus pef  /  is usually assumed to not be affected by fluid satu­

ration, and to be equal to the shear frame modulus, pd,

Me// =  M<f (1-4)

The effective or bulk density pe/ /  for the saturated rock is given by the formula:

P e f f  -  (1 -  <t>)Ps + <t>pf (1-5)

here ps is the density of solid material, and Pf is the fluid density distributed within pore 

space. The fluid density pj can be calculated by the following weighted sum:

N

p/ =  E  Sipu
i= 1

Here S i  is the saturation of the i th  fluid component, and p l is its density. This of course 

assumes that the fluids are immiscible.

Gassmann's equation 1.3 looks complicated but is simple to calculate if the requisite 

moduli and the porosity are known. Usually it is straightforward to obtain values of K f  

and K s under the conditions expected in situ. However, the drained modulus is much 

more difficult to obtain. Gassmann himself used a pack of spherical mineral grains to 

attempt to obtain some representative values for these moduli. The problem essentially 

depends on numerous factors, the most important of which is the character of the poros­

ity within the material. Hence, empirical methods in which Kd is determined as a func­

tion of effective pressure and temperature are often important. The frame bulk modulus 

Kd and the frame shear modulus pd can be calculated by using the laboratory measured 
velocities of the rock frame (e.g Theune, 2003). This experiment conceptually should be 

carried out at zero frequency by allowing fluid to flow Unrestrictedly out or into the pore 

space. In practice, it is often assumed that the measurement of a "dry" sample provides
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1.1. ROCK PHYSICS AS THE BASIS OF SEISMIC MONITORING

an adequate measure of these frame moduli which can be expressed as:

K d = pd{ V $ -  4/3V|) (1.7)

!M =  PdV'i (1.8)

In general, if the pore fluids include more than two phases, a mixture's effective fluid bulk 

modulus K f  can be estimated according to the number of fluid components, saturations, 

and bulk moduli:

The formula 1.9 is valid for immiscible fluids which are mixed uniformly at very small 

scales (also called Reuss average effective fluids). Formula 1.10 is applicable for the fluids 

which are heterogeneous in saturations over scales larger than the characteristic diffusion 

length. This phenomena is also called patchy saturation (Mavko and Mukerji, 1998) which 

gives an upper bound. The corresponding fluids are also called Voigt average effective 

fluids. For the Reuss average effective fluids, pore pressure can equilibrate over spatial 

scales smaller than: Lc «  1J k K j / fi), where /  is seismic frequency, k ,  permeability, rj, 

viscosity, and K f  fluid phase bulk modulus (Mavko and Mukerji, 1998). Sometimes, pore 

pressure can be disturbed, e.g. by local fluid flow with the presence of open microcracks 

(King and Marsden, 2002).

According to Mavko and Mukerji (1998), critical saturation scales separating uniform 

from patchy behavior are typically of the order 0.1-lcm for laboratory measurements and 

tens of centimeters for field seismic frequencies. For low seismic frequencies, the veloci­

ties corresponding to patchy (Voigt) and uniform (Reuss) saturations provide the upper 

and lower bounds expected for the given saturations. For well consolidated rocks, both 

the upper and lower bounds can be estimated by using Gassmann's relations with Voigt 

or Reuss average effective fluids. For the unconsolidated or high porosity rocks, effects 

of patchy saturation become more important and should be considered, especially when 

modelling the time-lapse seismic response which is dependent on velocity distribution 

(Smith et al., 2003).

(1.9)

N

(1.10)
i=1
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1.1. ROCK PHYSICS AS THE BASIS OF SEISMIC MONITORING

1.1.2 Velocity variations due to the pore fluid composition, pressure and tem­
perature

Pore fluid composition effect on velocity

Since elastic moduli and density of any mixture can be calculated under fixed temper­

ature and pressure, the compressional velocity and shear velocity can be estimated by 

using formulas 1.1 and 1.2. In principle, the variations in seismic velocity with different 

pore fluids can be monitored during the process of enhanced oil recovery. For example, if 

all the gas in the pore space is replaced by fluid, the compressional velocities will increase 

significantly under the constant pressure and temperature. However, velocity variations 

become complicated during the process of oil substitution by steam. Figure 1.2 shows 

how compressional and shear velocity ideally change during this process. In this ex­

ample, the confining pressure is assumed to be 20 MPa and the pore pressure 5 MPa. 

Effective pressure (the difference between confining pressure and pore pressure) remains 

at the constant 15 MPa. The initial oil saturation is assumed to be 85%, and the water 

saturation 15%. During the thermal process that reservoir temperature rises from 30°C 

to 200°C, it is observed from Figure 1.2 that the Vp decreases significantly with steam sat­

uration. When the hot steam with 275°C gradually increases to substitute the 200°C oil, 

the Vp decreases rather quickly when the steam saturation is less than 4%. After that, the 

Vp quasi-linearly increases with steam saturation. In contrast, during the same process, 

all the shear velocity Vs increases linearly with the steam saturation.

Temperature effect on seismic velocities

Temperature dependent variations of seismic velocities are mainly due to the rock prop­

erty variations represented by the two parameters, the bulk modulus and the density. 

In general, when temperature increases, compressional velocity usually decreases, and 

shear velocity increases slightly. But this is not always the case. In some special cases, 

shear wave velocity may decrease slightly (e.g. Timur, 1977; Eastwood, 1993). Much of the 

decline in compressional velocity in saturated rocks is due to decreased values of K f .
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1.1. ROCK PHYSICS AS THE BASIS OF SEISMIC MONITORING
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Figure 1.2: The estimated compressional velocity and shear velocity subject to thermal 
and fluid substitution processes.
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1.1. ROCK PHYSICS AS THE BASIS OF SEISMIC MONITORING

Pressure effect on seismic velocities

There are two concepts essential to understand seismic velocities which change as a func­

tion of pressure. The first concept is that of the lithostatic pressure and the tectonic 

stresses which are essentially the load of the vertical overburden and the loading due 

to plate tectonic or other regional effects, respectively. In laboratory measurements, this 

pressure is called the confining pressure. The second concept is pore pressure. It is the 

pressure of the fluids that reside in the pore space. The effective pressure that acts on 

materials is usually taken to be the simple difference between lithostatic pressure (or 

confining pressure) and pore pressure. The moduli of rocks can be highly dependent on 

the effective pressure and consequently changes in the effective pressure will result in 

variations in the seismic velocities. During the SAGD process with the lithostatic pres­

sure remaining constant, pore pressure will change when steam is injected and fluids are 

removed. As such, changes in physical properties with effective pressure may need to be 

considered.

Usually, velocities tend to increase with the effective pressure (e.g. King, 1966; Chris­

tensen and Wang, 1985a,b; Han et al., 1986; Eberhart-Phillips et ah, 1989). The explanation for 

this behavior is that the pores close at higher pressures. This compaction consequently 

increases the effective stiffness of the rock and results in the better grain - to - grain cou­

pling which directly leads to the velocity increase. This increase, however, is not un­

limited. Once all cracks and pores are closed, despite the continuous increase in the 

effective pressure, the velocity only increases slightly. However, we can usually safely 

ignore variations in the mineral properties over the range of pressure and temperature 

encountered in a typical heavy oil reservoir although more study of clays in particular is 

needed. When the effective pressure remains constant, the velocity is usually considered 

not to change (e.g. Wyllie et al., 1958; Christensen and Wang, 1985b) in clean sandstone 

rocks. However, as a special case, for example, the highly compressible clay is filled 

inside grains and pores, velocity will change, i.e., compressional velocity increases and 
shear velocity decreases (e.g. King, 1966; Christensen and Wang, 1985a). In this case, ve­

locity will change under the constant effective pressure with the same increment in the 

pore pressure and in the confining pressure. There are other factors that are now only
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1.2. TIME-LAPSE SEISMIC MONITORING DEVELOPMENT

being considered in time lapse monitoring. An important one is likely the fact that dur­

ing production the materials themselves are changed, a variation that may be referred to 

as damage. Rocks can either dilate or compact. The oil sands may be a special case as it 

is believed that heavy oil portions may even provide some of the supporting cementing 

material, this 'cement' will be removed with heating.

1.2 Time-lapse seismic monitoring development

Some of the initial concepts of time-lapse seismic monitoring were inspired by rock prop­

erty measurements in the mid 1980s at Stanford University. Nur et al. (1984) suggested 

that a large velocity decrease might be observed in repeated subsurface seismic surveys 

during thermal enhanced oil recovery (EOR) process, especially during the process of 

steam injection. In the mid-late 1980s and early 1990s, in order to enhance oil recovery, 

several initial field experiments have been conducted in Canada (e.g. Pullin et al.r 1987; 

Eastwood et ah, 1994) and Indonesia (e.g. Lumley et al., 1995) by injecting steam, and in the 

US (e.g. Greaves and Fulp, 1987) by fire flooding. Subsequent projects have been carried 

out in order to monitor isothermal gas-fluid movement in the North Sea (Johnstad et al., 

1995) and in the Paris basin (Meunier and Huguet, 1998).

A variety of factors directly affect the results of time-lapse seismic monitoring. These 

factors include the reservoir rock and fluid properties, the in situ pore pressure and pore 

temperature, the seismic acquisition, processing, and interpretation. Generally, in order 

to ensure the success of time-lapse seismic monitoring, it is essential to perform feasibil­

ity study to assess the potential risk involved. This can be accomplished by employing 

the most widely used technical spreadsheet proposed by Lumley et al. (1997). As for other 

aspects including seismic acquisition, processing, and interpretation, the relevant tech­

nologies are still in development and we hope to make new contributions in this thesis.

1.2.1 Rock physics as the basis of time-lapse seismic monitoring

The first public domain quantitative laboratory measurements on heavy-oil saturated 

core samples were conducted at Stanford University in the mid 1980s. The experiments 

have indicated that a dramatic ultrasonic velocity decrease was observed when these
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1.2. TIME-LAPSE SEISMIC M O N ITO R IN G  DEVELOPMENT

samples were heated (Nur et al., 1984; Wang and Nur, 1986, 1990; Nur, 1989). Continu­

ous gas injection without changing the temperature further reduced velocity (Nur, 1989). 

Based on these laboratory observations measured on the heavy-oil saturated core sam­

ples, Nur et al. (1984) predicted that there would be a high probability of success in 

monitoring thermal EOR fronts if the seismic energy and the seismic resolution were 

adequately set. However, rock properties themselves are found also to have significant 

impact on this process.

Based on rock physical property measurement, several time-lapse seismic monitor­

ing field experiments have been conducted (e.g. Pullin et al., 1987; Eastwood et al, 1994; 

Lumley, 1995; Lumley et al., 1995; Jenkins et al, 1997) during steam injection into heavy oil 

reservoirs.

In addition to steam injection, gas injection such as methane and CO2  has also been 

used to enhance oil recovery and to monitor gas-fluid movement. This has been demon­

strated by the laboratory measurement conducted by Domenico (1976) which shows that a 

rock's impedance, the product of compressional wave velocity and density, can be greatly 

reduced in the presence of free gas in a reservoir without changing temperatures. Sev­

eral pilot projects have been carried out by injecting gas. The well known gas monitoring 

projects include the North Sea gas cap expansion (e.g. Johnstad et al, 1995), the Paris basin 

gas storage project (e.g. Meunier and Huguet, 1998), and the west Texas CO2 injection (e.g. 

Harris et al, 1996).

From the published case studies, it is found that reservoirs with high gas-oil-ratio 

(GOR) oil and unconsolidated high-porosity sands have the greatest success opportu­

nity for time-lapse seismic monitoring (e.g. Anderson et al, 1997; Sonneland et al., 1997; 

Ebrom and Scott, 1998; Hirsche and Harmony, 1998; Lumley et al, 1999). Reservoirs with 

average-porosity and consolidated rocks (e.g. Moore, 1997; He et al, 1998; Johnston et al, 

1998) are suitable for time-lapse seismic monitoring, but difficulties may be encountered. 

Reservoirs with dead oil and water, or stiff or low-porosity rocks (e.g. Johnstad et al, 1995; 

Hirsche et al, 1997; Wang et al, 1998; Walls et al, 1998; Talley et al, 1998) are thought to be 
less feasible for time-lapse seismic monitoring.
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1.2.2 Factors to affect time-lapse seismic monitoring

The factors that directly affect time-lapse seismic monitoring include a feasibility study, 

acquisition design, seismic processing, and comprehensive interpretation. Each com­

ponent will be briefly reviewed based on the published case studies. The details of its 

implementation will be described in the subsequent chapters with the presentation of a 

case study from the East Senlac area.

Feasibility

The feasibility study is usually conducted prior to carrying out time-lapse seismic mon­

itoring. The commonly used technique in the oil industry is the technical spreadsheet 

developed by Lumley et al. (1997). This spreadsheet includes reservoir and seismic as­

pects. Some parameters, such as seismic velocity and density, can be predicted based 

on core sample measurement. The selected core samples should represent the typical 

in situ reservoir saturations, pressures, and temperatures (e.g. Wang, 1997; Hirsche et ah, 

1997). The seismic velocity and density can also be obtained from other sources, such 

as from reservoir simulations (e.g. Lumley et al, 1994). The predicted parameters can be 

used to generate forward seismic models. In addition to predicting the relevant para­

meters and generating forward seismic models, it is also important to consider how to 

design optimal acquisition system so that rock property induced seismic variations can 

be monitored in the field time lapse experiment.

Acquisition

Once a feasibility study has been completed and a decision has been made of approving a 

time-lapse seismic monitoring project, the next important task is to design and to acquire 

calendar seismic surveys. During the process of seismic data acquisition, to maintain 

repeatability between the calendar surveys is very important in the time-lapse seismic 

monitoring (e.g. Moldoveanu et al, 1996; Beasley et al, 1997; Ebrom et al, 1997; Rennie et al, 
1997; EI-Emam et al, 1998; Porter-Hirsche and Hirsche, 1998; Landro, 1999a; Aritman, 2001). 

When the source/receiver coordinates and the recording geometries are completely the 

same, random noise is possibly the main factor to influence the repeatability between the 

calendar surveys (e.g. Porter-Hirsche and Hirsche, 1998). In general, repeatability can be
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improved by burying detectors at greater depths (e.g. Moldoveanu et al, 1996). A high 

degree of repeatability can also be achieved without permanently emplaced detectors 

or accurately re-located shot positions (e.g. El-Emam et al., 1998). However, the repeata­

bility decreases rapidly as the accuracy of the positioning of the repeated surveys de­

creases (e.g. Landro, 1999a). Especially, care should be taken that repeatability tends to 

decrease when the acquisition instrumentation, geometry and/or source characteristics 

are changed (e.g. El-Emam et al, 1998). Sometimes, when different sources are used in the 

seismic survey acquisition, the method, such as the instantaneous phase correction (e.g. 

Aritman, 2001) can be employed to improve seismic repeatability.

In summary, the factors, such as geometry design, acquisition instrument, source /  

detector characters, even small variations in water table, tides, ambient noise conditions, 

to name a few, can have significant effect on the repeatability between the acquired seis­

mic surveys. Some negative effects produced at the acquisition stage can be minimized 

by the improved performance and better field design. However, some effects, such as 

the near surface effects, are impossible to overcome at the acquisition stage, and they can 

only be solved or ameliorated at the subsequent processing stages.

Processing

In order to detect seismic variations within the reservoir area, high fidelity processing 

procedures should be employed. The selection of consistent parameters is suggested 

at the processing stage. Meanwhile, the data dependent processing procedures should 

be avoided since such procedures may produce unexpected noise or artifacts within the 

supposedly static geology environment (e.g. Ross and Altan, 1997). The data dependent 

processing is also called noise sensitive processing which may include deconvolution, 

refraction statics, surface consistent statics, and migration.

The cross-equalization (XEQ) is another important component in the time-lapse seis­

mic processing. The main purpose of XEQ is to minimize residual reflector energy so that 

the calendar seismic surveys can be properly compared with each other (e.g. Ross et al, 
1996; Altan, 1997; Eastwood et al, 1998; Harris and Henry, 1998; Rickett and Lumley, 1998, 

2001; Li et al., 2001; Zhang and Schmitt, 2002). In general, the four elements of geometry 

and timing corrections, energy balancing, bandwidth equalization and phase correction

, _
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can be included in XEQ (Ross et al, 1996). In a practical implementation, a wavelet op­

erator is usually estimated to shape and match the reflection data from one survey to 

another. Typically, an operator is estimated within the static zones above the reservoir 

that should not experience changes with time. The extracted operator is then applied 

so that the non-repeatability caused variations can be minimized. Ideally, the difference 

between the two data sets after XEQ should be zero everywhere within the supposedly 

static reflection area, and the only variations within zone of the interest should be related 

to the dynamic physical variations. This is the basic assumption inherent in the XEQ.

The matched filtering and the bandwidth-phase equalization method are the com­

monly used XEQ methods (Rickett, 1997; Rickett and Lumley, 2001). These methods them­

selves are supposed to simultaneously estimate a correction for static time shift, phase, 

and spectral differences between surveys (Rickett and Lumley, 2001). Usually, the survey 

that has a greater and higher bandwidth is chosen to match the survey that has a rela­

tively narrower and lower bandwidth; attempting to increase the bandwidth of a survey 

can produce unexpected noise that is irrelevant to real physical variations within the dy­

namic reservoir area (Rickett, 1997; Rickett and Lumley, 2001). In practice, the selection of 

the XEQ method used is usually determined case by case. One factor to consider is that 

many of the existing seismic imaging procedures are developed with structural imaging, 

and not with data fidelity of fluid movement, repeatability, or high spatial resolution in 

mind.

Calibration and Interpretation

After time-lapse seismic surveys have been consistently processed and properly cross­

equalized, calibration should be made prior to interpretation so that possible seismic 

variations can be reasonably tied to other existing types of data (e.g. Ecker et al, 1999). 

These calibration data may include nearby well logs, core sample measurements, and 

relevant production history data (e.g. Ecker et al, 1999). Once calibration is completed, 

seismic variations can be interpreted. These variations or anomalies may be produced 
by the factors, such as saturation variations in oil, water, or gas (e.g. Anderson et al, 1997; 

Sonneland et al, 1997; He et al, 1998), dynamic variations in terms of temperature and 

pressure (Lumley, 1995; Lumley et al, 1995; Jenkins et al, 1997), geological structural varia-
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tions due to geomechanical compaction (e.g. Walls et al, 1998), or fracturing (e.g. Johnston 

et al., 1998). Quantitative interpretation on the parameter such as saturation, temperature 

and pressure, (e.g. Lumley et al., 1999; Tura and Lumley, 1998,1999a,b; Landro, 1999b) can 

be further estimated.

In the process of interpretation, uncertainties sometimes can be taken into account 

(e.g. Ecker et al., 1999; Landro, 2002). At present, there are very few public case studies 

discussing this issue. Strict data requirement is the main factor. For example, in the 

estimation of steam thickness and temperature variations (Ecker et al, 1999) and in the 

estimation of saturation changes (or pressure changes) (Landro, 2002), uncertainties can 

be taken into account when the accurate rock property parameters are available.

Once interpretation and analysis are completed, recommendation can be made for 

the future reservoir management (e.g. Waite and Sigit, 1997).
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Chapter 2

Time-lapse seismic impedance 
inversion by using the hybrid data 
transformation method

2.1 Introduction

During the production, the in situ conditions of stress, pore pressure, fluid saturation and 

temperature evolve; and these conditions directly influence the seismic velocities and 

bulk densities. It is these parameters linked through the impedance Iim =  pV that control 

the overall seismic response. If one is able to obtain via inversion of an observed seismic 

response this impedance; then one is able to better constrain what changes have occurred 

in the reservoir. In practice, it is usually assumed that the convolutional model described 

in many textbooks describes the formulation of a seismogram. As a result, one goal of 

current reflection seismic exploration is to obtain impedance information which changes 

as a function of depth or as a function of reflection travel time. The impedance expressed 

in a logarithmic format can be approximated as a function of reflectivity (e.g. Peterson 

et al, 1955; Sengbush et al, 1961; Oldenburg et al, 1983) which can be directly inverted 

from reflection seismic data. In order to effectively estimate reflectivity from seismic 

data, several restrictions are usually imposed, some of which include the assumption 
of no multiples or no transmission losses. The accuracy of the estimated impedance is 
dependent on the magnitude of the inverted reflectivity. For example, if the reflectivity is 

within the range of [-0.3,+0.3], the error of estimated impedance is about 3% (Oldenburg 

et al, 1983); if the reflectivity is within the range [-0.2,+0.2], the inverted impedance error
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is less than 1.37% (Hardage, 1987; Ghosh, 2000).
In order to invert for reflectivity, a method such as sparse spike deconvolution can 

be employed. The precondition of this method is that the inverted reflectivity is sparse, 

and it contains only a limited number of randomly located, non-trivial reflection coef­

ficient spikes. The commonly used spike deconvolution methods include single most 

likely replacement (SMLR) (Kormylo and Mendel, 1980), iterated conditional modes (ICM) 

(Lavielle, 1991), iterated window maximization (lWM)(Kaaresen and Taxt, 1998), simulated 

annealing (SA) (Ingber, 1989), and Ll-based simplex algorithm (Press et al, 1997). All 

these methods can be used to locate the correct reflectivity positions and the correspond­

ing amplitudes for the resolvable structures. Resolvable here means that a given layer 

is sufficiently thick that the reflections from its top and bottom are sufficiently separate 

that they are clearly distinguished. Thin layers are not as easily detected as the top and 

bottom reflections image or "time" together.

For the unresolvable structures, such as thin-beds and ramp structures, reflectivity 

can not be correctly inverted by the direct use of the above mentioned deconvolution 

methods. However, through careful observation on the thin bed structure, the reflected 

seismic wave shape is found to be identical to that of the 1st derivative of the input 

source wavelet (e.g. Widess, 1973). For the ramp structure, the wave shape of the seismic 

response is identical to that of the integral of the input source wavelet at the boundary 

discontinuities and close to zero in between these discontinuities (e.g. Hilterman, 2001). 

Therefore, in order to correctly invert reflectivity for these two special structures, the 

seismic wave shape should be appropriately modified. To effectively deal with these 

special structures, a new method, called here, the hybrid data transformation will be 

proposed in this chapter. Similar algorithm with minor modification can be extended to 

the application of time-lapse seismic data.

In the process developed here, the input is the difference between the monitor seis­

mic survey and the reference seismic survey. The inverted "reflectivity" is the reflectivity 

difference between these two surveys, and the estimated "impedance" is the impedance 
difference in a logarithmic format. Use of the seismic difference as input data can signif­

icantly reduce the number of non-zero reflections and also reduce the non-uniqueness of 

the inverted solutions (e.g. Sarkar et al., 2003; Gluck et al., 2000).
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In the first part of this chapter, the mathematical formula of "reflectivity" will be 

derived in detail. The three type structures, thick block resolvable structure, thin-bed 

structure, and two ramps consisted triangle structure will be tested. In the second part, 

synthetic examples will be generated to demonstrate the effectiveness of this new pro­

posed inversion algorithm.

2.2 The method to invert "reflectivity" and "impedance"

2.2.1 Motivation

There is some relevance of the derived seismic wave shape to the basic wavelet (e.g. 

Sengbush et al, 1961; Hilterman, 2001). If the zero-phase Ricker wavelet which causes less 

distortion between interface is selected as the basic source wavelet, its 1st derivative and 

its integral (Figure 2.1) correlate with responses from some physical structures (Figure 

2.2). For example, at point "A", the structure is divided into two thick blocks which 

contain different velocities and constant densities. The reflected wave shape is identical 

to the basic wavelet for such isolated reflection. At "B", the structure consists of a thin 

bed with small velocity disturbance added. The seismic wave shape generated by thin 

bed is similar to the 1st derivative of the source wavelet. "C" and "D" correspond to the 

top and bottom transition points of the thick ramp structure. The seismic wave shapes 

are identical to the shape of basic wavelet integral. Within the depth range from "C" to 

"D", the seismic response nearly vanishes due to the very small increases in reflectivity.

These observations are independent of the selected source wavelet. For example, 

similar effects (Figure 2.4) by using the minimum phase wavelet as basic wavelet shown 
in Figure 2.3 instead can be observed.

These relationships between particular velocity structures and the seismic wavelet 

tuning effects are very important in the estimation of reflectivity and impedance, espe­

cially for the special thin bed and ramp structures. For the thick block structure, re­

flectivity can be correctly inverted by the direct use of the spike deconvolution method. 
From the inverted reflectivity, the logarithmic impedance can be further estimated. How­

ever, for the thin bed and ramp structures, the above mentioned deoconvolution method 

can not be directly employed to invert for reflectivity. A new method, the hybrid data
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Figure 2.1: The basic Ricker wavelet, its derivative and its integral.
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Figure 2.2: Comparison of the seismic response and the different wave shapes derived 
from the input Ricker wavelet, (a) Velocity model; (b) Reflectivity; (c) Synthetic seismic 
response; (d) Ricker wavelet and its derived wave shapes.
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Figure 2.3: The basic minimum phase wavelet, its derivative and its integral.
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Figure 2.4: Comparison of seismic response and the different wave shapes derived from 
the input minimum phase wavelet, (a) Velocity model; (b) Reflectivity; (c) Synthetic seis­
mic response; (d) Minimum phase wavelet and its derived wave shapes.
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Apply IWM algorithm to 
invert for reflectivity r(t)

Calculate difference
d{t) = dm( t ) - d r{t)

Confirm wave shape d(t) similar 
to source wavelet w(t)

Calculate logarithm impedance 
using the formula

z (0 =  ln 7 7 F7 = 2 \r (u)du

Figure 2.5: The "reflectivity" and "impedance" inversion flow for the thick block struc­
ture.

transformation, is proposed here to deal with these special structures. This process is 

not automatic; some priori knowledge of what changes anticipated in a given situation 

is required so that the correct inversion procedure is employed. For example, injection 

of steam to the reservoir could produce a "thin" low velocity layer that will change the 

overall seismic reflectivity. If one has some knowledge that this is the type of change 

to be introduced then one can adapt the inversion strategy appropriately. In this thesis, 

the technique could be considered more as an interpretive inversion by the anticipated 

change of the velocity and density structure.

Since the same features can be observed from the time-lapse seismic difference data, 

the new proposed inversion algorithm can be extended to the time-lapse mode seismic 

data. This is the main goal of this chapter. The time-lapse mode seismic inversion flow 

charts for the thick block, thin bed, and ramp structure are shown in Figure 2.5, 2.6 and 

2.7 respectively. The details of derivation are shown in the following sections.
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Apply IWM algorithm to 
invert for reflectivity r,(t)
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using the formula (
z ( t )  = In = 2 J r ,  ( u ) d u

■o<D
S

.o  
IS

e  ito ,2
2 .1  <D 2 
to
o .2
>  CD

- S  “o  
CD - O  
CO “  O ja

Figure 2.6: The "reflectivity" and "impedance" inversion flow for the thin bed structure.
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Apply IWM algorithm to 
invert for reflectivity rs(t)

Calculate difference
wl ( t)  = d m( t ) - d r ( t)

Calculate ws(t) = wt(t) so that 
the shape of ws(t) is similar 
to source wavelet w(t)_______

Calculate logarithm impedance 
using the formula
s ( f )  = In ~  2 j  r , ( u ) d u

Figure 2.7: The "reflectivity" and "impedance" inversion flow for the ramp structure.
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2.2.2 The relationship between "reflectivity" and "impedance" and the rele­
vant properties of the Laplace transform

Here, the "reflectivity" is defined as the reflectivity difference between reference survey 

and monitor survey, and the "impedance" is defined as the impedance difference be­

tween reference survey and monitor survey in a logarithmic format. The relationship 

between "reflectivity" and "impedance" will be derived by using the Laplace transform.

Let rr(t) and rm (t ) represent the zero-offset reflectivities for the reference and the later 

monitor traces, respectively. They are defined as (e.g. Lay and Wallace, 1995),

r  (t ) =  Zr{t) ~ Zr{t ' (2.1)
r zr(t) + zr(t — 1)

r  ( f )  —  zm (t) ~  Zm ( t  -  1)
m()  zm(t) + zm( t - l )  ( )

It must be remembered that "t" here represents the time within the seismic trace; this 

should not be confused with the calendar time. Here zr(t) and zm(t) represent impedance 

for the reference trace and monitor trace. Assume that variations in zr(t) and zm(t) are 

small, then the above two formulas can be approximated as,

r  (t ) ~  A^(*) „  1 d(lnzr(t))
r( ) ~  2zr(t) ~  2 dt ( )

„ n \  ^  1 d(lnzm(t))
m( ) ~  2zm(t) ~  2 dt

The above formulas are valid when the absolute reflectivity is less than 0.3 (e.g. Oldenburg

etal., 1983).

Define the time-lapse mode "reflectivity" as,

r{t) =  rm(t) -  rr(t) = ~ ( l n ( z m(t)/zr(t))) (2.5)

and the time-lapse mode impedance as z(t) =  \ ln(zm(t)/ zT(t)). Then the above formula 

can be written as time derivative,

r(t) = z (t) (2.6)

Since the convolution model can be written as,

d(t) =  w(t) * r(t) (2.7)

33

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.2. THE METHOD TO INVERT "REFLECTIVITY" AND "IMPEDANCE"

where w(t) is the source wavelet, and d(t) is the simple difference between the reference 

and monitor traces. Substituting the formula 2.6 into the formula 2.7, we obtain,

Consequently, if reflectivity change can be correctly deconvolved using equation 2.7, 

then the time lapse impedance z(t) can be estimated by:

Since z(t) may be approximated as z(t) =  \ ln(zm(t)/ zr{t)), then z(t) estimated from 

formula 2.9 can be interpreted as the half impedance ratio between the monitor trace and 

the reference trace in a logarithmic format. Various cases may be considered.

a) If z(t) > 0, then the impedance increases from the reference trace to the monitor 

trace;

b) If z{t) — 0, then there is no change in impedance;

c) If z(t) < 0, the impedance decreases from the reference trace to the monitor trace.

Therefore, the estimated z(t) can be used to indicate the variation in impedance from

the reference trace to the monitor trace.

At this point, it is useful to introduce another velocity structure, here called the trian­

gle structure, which consists of two gradients. This could be a reasonable approximation 

to the impedance within a reservoir in which fluids are removed from the centre leaving 

gradients in pore pressure and saturation, for example, from the centre to both the top 

and bottom. For the three time-lapse mode structures including the unit step structure, 

the unit impulse structure, and the triangle structure, the function z(t) can be expressed in 

a simple format as shown in Table 2.1 (e.g. Sengbush et al, 1961). For the normalized func­

tion, the thick block structure is near the abrupt transition points equivalent to the unit 

step structure; the thin bed structure can be approximated by the unit impulse structure, 

and the ramp structure can be considered as a triangle structure.

w(t) * z (t) =  d(t) (2 .8)

t
(2.9)

o
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Table 2.1: Functions for the time-lapse mode structures.
Unit step z(t) =  u{t)
Unit impulse z(t) =  8(t)
Triangle z(t) =  cotu (t) +  C i(t — A t\)u (t — Afi) +  C2 (f — A t 2 )u(t — At^)

Table 2.2: Laplace transform properties.
Time Domain Complex Domain

(a) Integration division by s
J  f (t )dt  F(s)/s

(b) Differentiation multiplication by s
df(t)/dt sF(s)

(c) Time shift by a unit multiplication by e~as 
/(£ -  a) e~asF(s)

(d) Convolution multiplication of transforms
f  f i ( r ) f 2(t -  r)dr F1(s)F2(s)

Here u(t) is a unit function which can be expressed as,

1 t > 0;
u(t) = <

0 t <  0.

The 8(t) is a unit impulse function which can be written as,

lim£_o 7 < t  <

0
S(t)

2  —  -  -  2 ’ 

otherwise.

(2 .10)

(2.11)

The relevant properties of Laplace transform which will be used in the subsequent 

derivation of "reflectivity" are listed in Table 2.2.

2.2.3 Unit step (thick layer) structure

The Laplace transform of the convolution model of 2.7 in the complex domain can be 
written as,

D(s) =  W{s)R(s)  (2.12)

35

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.2. THE METHOD TO INVERT "REFLECTIVITY" AND "IMPEDANCE"

To differentiate, apply the property (b) listed in Table 2.2 to the equation 2.6 and trans­

form it in the complex domain, it can be written as:

Since for the unit step structure, the "impedance" function can be transformed to the 

complex domain by using Laplace transform,

Therefore, if the source wavelet w(t) and the "reflectivity" r(t) (u (t)) are known, the seis­

mic response can be generated and it has the identical wave shape as the source wavelet. 

Conversely, if the source wavelet w(t) is known, the "reflectivity" which has a single 

spike can be precisely inverted. This is the inverse problem. The procedure to invert 

"reflectivity" and "impedance" for the thick block structure is shown in Figure 2.5.

2.2.4 Unit impulse (thin bed) structure

It is known from Table 2.1 that the unit impulse "impedance" function is defined as,

R{s) =  sZ{s) (2.13)

Substituting formula 2.13 into formula 2.12, we obtain,

D{a) =  sW(s)Z(s) (2.14)

OO
(2.15)

o

Substitute formula 2.15 into formula 2.14, the formula 2.14 becomes,

D(a) =  W(a) (2.16)

Transform the above formula into time domain, it becomes,

d(t) =  w{t) (2.17)

Therefore, the convolutional model 2.8 for the unit step structure becomes,

w(t) =  U)(t) * u (t) (2.18)

z(t) =  S(t) (2.19)
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2.2. THE METHOD TO INVERT "REFLECTIVITY" AND "IMPEDANCE"

The corresponding Laplace transform in complex domain is,

OO
Z{s) = 1 6 ( t ) e~ dt (2.20)

o

Since an impulse function 6(t) has the property,

*2
J  f ( t ) S ( t  -  t o ) d t  =  / ( t o ) ,  h  <  t o  <  t 2 (2.21)

h

Therefore, the formula 2.20 becomes

Z ( s ) = [ e - % =0 =  1 (2.22)

The convolution model 2.14 in complex domain can be written as,

D(s) =  sW(s)  (2.23)

Apply differentiation property (b) listed in Table 2.2 to the above formula and transform 

it into time domain, we get,

d ( t ) = w ( t )  (2.24)

Substitute the formula 2.24 and the formula 2.19 into the formula 2.8, the convolution 

model for the unit impulse structure can be written as,

w (t) — w(t) * d' (t) (2.25)

Since the unit function u(i) and the impulse function S(t) have the relationship 6(t) = 

u (t), conduct derivative on the both sides, we have &'(t) = u"(t). Therefore, the above 

formula 2.25 can be rewritten as,

w(t) *u  (t) =  w (t) (2.26)

Compare with the unit step convolution model which is w(t) * u (t ) =  w(t). Based on the 

previous derivation, for the unit step structure, let rs(t) and ws(t) represent "reflectivity" 

and seismic difference response. They can be expressed as,

rs{ t ) ^ u { t )  (2.27)
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2.2. THE METHOD TO INVERT "REFLECTIVITY" AND "IMPEDANCE"

w8(t) =  w(t) (2.28)

For the unit impulse structure, let ry(t) and wj(t) represent "reflectivity" and seismic 

difference response. Based on formula 2.26, they can be written as,

Obviously, the "reflectivity" and the seismic difference response have the established 

communication between the unit step structure and the unit impulse structure,

Therefore, for the impulse type structure, the "reflectivity" rj(t)  can be indirectly in­

verted by firstly integrating the seismic difference to invert for rs(t) for the unit step 

structure, then perform derivative to rs(t) to obtain ry(t) for the impulse type structure. 

The process to invert "reflectivity" and "impedance" is shown in Figure 2.6. The proce­

dure to modify the seismic difference response and "reflectivity" is called the hybrid data 

transformation.

2,2.5 Triangle structure

A ramp structure is usually defined as a linear increase or decrease in "impedance", a 

definition modified after Sengbush et al. (1961) who used the "velocity" instead of the 

"impedance" as a variable. The double ramps constitute a triangle structure.

For the triangle structure, the "impedance" function listed in Table 2.1 can be written

as,

r/(t) =  u" (t) 

w/(f) = w (t )

(2.29)

(2.30)

»7(t) =  r's{t) 

wi(t) = w's(t) (2.32)

(2.31)

z(t) — Cotu(t) + C\(t -  Ati)u(t  — Ati)  + C2 (t — A t2 )u(t -  At2 ),

0 < Ati < At2 < t  (2.33)

It can also be written as an integral format,

t t

o o 0
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2.2. THE METHOD TO INVERT "REFLECTIVITY" AND "IMPEDANCE"

The above formula can also be written as,

i=2 \
z{t) =  ^  a  I u(t — Ati)dt (2.35)

„• n  J

where it is assumed Ait0 =  0. Apply integral property (a) and time shift property (c) listed 

in Table 2.2 to the formula 2.35, the transformed "impedance" in the complex domain is,

1
Z{s) =  ~U{s) ] T  de~AtiS (2.36)

s ;=o

From the previous derivation, it is known that for the unit step structure, if the assumed 

"impedance" is u(t), the corresponding Laplace transform in complex domain is U(s) =  

j .  Substitute this formula into the above formula, we get,

Z(s) =  (2.37)
s  i=o

Therefore, for the triangle structure, substitute the above formula into the convolution 

model 2.14, we get,
i—2

D(s) =  -W (s) Cie~AtiS (2.38)
s  i=0

Transform the above formula to the time domain, we get,

i= 2 *

d(t) =  5 3  d  /  w(t — AU)dt (2.39)
i= o  0

Now directly substitute z(t) shown in 2.35 into the formula 2.8, we get,

p t
d(t) =  w(t) * (V 'd  I  u ( t -  Ati)dt)' (2.40)

TTn J  oi=0

The above formula can be simplified as,

i=2
d(t) = w(t) * Ciu(t — Ati) (2-41)

i= 0

Compare the formula 2.39 with the formula 2.41, we get,

i—2 i—2 1
w (t) * 5 3  CiÛ t ~  =  5 3  ̂  I  w ~  (2.42)

i=0 - - n •'
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If the transition discontinuities are within seismic resolution, for the ith component, the 

following formula is valid,

t
w(t) * u(t — Ati) =  J  w(t — Ati)dt (2.43)

o

Let rt (t) and wt(t) represent the "reflectivity" and the seismic difference response for the 

triangle structure. They can be written as,

rt (t) = u(t -  Ati) (2.44)

t
M t )  — J  w(t — A  ti)dt (2.45)

o
From the previous analysis, it is known that for the unit step structure, the "reflectivity" 

and the seismic difference response have the form, rs(t) — u (t) and wa(t) =  w(t).

Obviously, the "reflectivity" and the seismic difference response between the unit step 

structure and the triangle structure is communicated via the following formula,

rs(t) =  r't (t) (2.46)

ws(t) =  wt(t) (2.47)

Therefore, for the triangle structure, "reflectivity" can be correctly inverted by choosing 

the appropriate data transformation procedure shown in Figure 2.7.

2.3 Numerical Examples

In this part, numerical examples will be given to illustrate the determination of the in­

verted time-lapse mode "impedance" by selecting the appropriate inversion procedure. 

In the first example, the structure is a thick block. For this type structure, "reflectivity" 

can be inverted by directly using the spike deconvolution algorithm. The "impedance" 

can be further estimated. In the second example, the model is a thin bed structure which 
can be approximated as an impulse structure. In the third example, the model is a triangle 

structure. It consists of double ramps. For these two latter structures, the seismic wave 

shapes should be modified first so that the spike deconvolution can be employed. In the
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Figure 2.8: The Ricker source wavelet with main frequency 30 Hz.

simulation of time-lapse mode seismic scenario, the calendar impedance variations are 

assumed to take place only within the pseudo reservoir area. The selected Ricker source 

wavelet is shown in Figure 2.8. The main frequency is 30 Hz. The synthetic seismic 

sample rate is 2 ms and there are total 104 samples in the synthetic seismic response.

2.3.1 Thick block structure

The first synthetic example simulates a thick block reservoir within which acoustic im­

pedance variations are assumed to occur. The reference trace is shown in Figure 2.9. 

The monitor trace is shown in Figure 2.10 with the +15% impedance disturbance added 

within the range of the two discontinuities. The resultant "reflectivity" values at these 

boundary discontinuities are 0,075 and -0.075.

The inverted "reflectivity" and "impedance" are shown in Figure 2.11. Since the thick-
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Figure 2.9: The synthetic reference trace.
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Figure 2.10: Impedance variation and the synthetic monitor trace.
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Figure 2.11: Inverted thick block "reflectivity" and "impedance" by the direct application 
of spike deconvolution algorithm.

ness of this structure is such that it can be well resolved, the "reflectivity" positions and 

their values can be correctly inverted by directly using the spike deconvolution algo­

rithm. The details of the employed spike deconvolution method are described in Appen­
dix B.

When 20% random Gaussian noise is added to the synthetic response, the inverted 

"reflectivity" and the inverted "impedance" shown in Figure 2.12 still possess very high 

quality. These results are expected as these are the conditions under which the sparse 

spike deconvolution method was designed.
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Figure 2.12: Inverted thick block "reflectivity" and "impedance" with 20% Gaussian 
noise added.
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2.3.2 Thin bed structure

The thin bed structure can be approximated by the impulse function. Three synthetic 

examples will be shown here. The reference traces in all three examples are the same as 

used above and as shown in Figure 2.9. In the first 1-D example, the thin bed thickness 

is about 1/16 wavelength. In the second example, the thin bed thickness is about 1/8 

wavelength. The third example is a 2-D thin bed structure which is based on the East 

Senlac SAGD model generated. The thickness for these three models are below seismic 

resolution limit, but the tuning effect will still produce a detectable response. We delay 

discussion of this aspect of seismic monitoring of thin beds till later.

For the first thin bed structure with about 1/16 wavelength thickness, the impedance 

variations and the generated synthetic response for the monitor trace are shown in Figure 

2.13. For comparison, the "reflectivity" and "impedance" are firstly inverted by directly 

using the existing sparse spike deconvolution method. The results inverted from Figure 

2.14(a) are shown in Figure 2.14(b) and (c). Obviously, the "reflectivity" and "impedance" 

are not correctly recovered. This is because these "reflectivity" positions are too close to 

be resolved individually. The distance between the inverted spikes is wider than the true 

distance. However, when using the recently proposed hybrid inversion procedure, the 

"reflectivity" and the "impedance" are precisely inverted. The inverted results are shown 

in Figure 2.15(b) and (c).

Similar results are obtained when the thin bed thickness increases to about 1 /8  wave­

length. The relevant monitor trace information is shown in Figure 2.16. The Figure 2.17 

shows the inverted "reflectivity" and the inverted "impedance" by the direct applica­

tion of spike deconvolution method. The Figure 2.18 shows the inverted results by the 

application of the hybrid data transformation procedure.

From these two synthetic examples, the hybrid inversion scheme has been proved 

effective for the thin bed structures.

The third example is a 2-D thin bed structure consisting of variations in the impedance 
within the thin layer. This thin bed could simulate the response expected out perpendic­

ular from a central horizontal injection well. The forward seismic modelling is generated 

by using the 2-D finite difference method. The common mid point (CMP) stack fold is
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Figure 2.13: Synthetic monitor trace with 15% impedance increment. The thin bed thick­
ness is about 1/16 wave length.
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Figure 2.14: Inverted "reflectivity" and "impedance" by the direct application of spike 
deconvolution method.
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Figure 2.15: Inverted "reflectivity" and "impedance" by the application of the hybrid 
data transformation procedure.
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Figure 2.17: Inverted "reflectivity" and "impedance" by the direct application of spike 
deconvolution method.
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Figure 2.18: Inverted "reflectivity" and "impedance" by the application of the hybrid 
data transformation procedure.
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Figure 2.19: The 2-D thin bed seismic difference, inverted "impedance", and the compar­
ison between the inverted and the true "impedance".

distributed in a triangle shape. The geometry design is the same as the field data design 

in East Senlac area. The specific structure consists of a 12m thick layer with a maximum 

15% decrease in impedance at the centre (x=1185m) which vanishes at x  — 1135m and 

x  =  1235m. The generated seismic difference is shown in Figure 2.19(a). The inverted 

"impedance" is shown in Figure 2.19(b). The inverted and the true "impedance" are plot­

ted together shown in Figure 2.19(c). The inverted "impedance" is very close to the true 

"impedance". The observed deviations are mainly due to the normal move out (NMO) 

stretch effect during the post-stack seismic data processing. This 2-D thin bed example 

has further demonstrated the effectiveness of this new inversion algorithm.

2.3.3 Triangle structure

This triangle structure consists of two intersecting ramps (Figure 2.20). The "impedance" 

on one side ramp increases linearly until it reaches 15%. Then it begins to decrease lin-
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Figure 2.20: The monitor trace for the triangle structure.

early on the other side ramp until the increment is zero. The pseudo triangle time-lapse 

mode structure might be expected in a case where injected fluids gradually intrude the 

reservoir from a central point of injection - particularly along horizontal well bores. The 

hypothetical variations in impedance and in the generated synthetic monitor trace are 

shown in Figure 2.20. The reference trace is the same as in the thick block structure case.

First, the "reflectivity" and the "impedance" are inverted by the direct application of 

sparse spike deconvolution. The results inverted from Figure 2.21(a) are shown in Figure 

2.21(b) and (c). Clearly, the inverted "reflectivity" positions and the values are incorrect. 
As in the other examples, the sparse spike method appears to average the impedances 
over the zone of interest.

As a comparison, the hybrid data transformation procedure is employed to invert 

"reflectivity" and "impedance". The inverted results are shown in Figure 2.22(b) and (c).
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Figure 2.21: Inverted "reflectivity" and "impedance" by the direct application of the spike 
deconvolution method.

The "reflectivity" and "impedance" are all accurately recovered for this case.

2.4 Summary and conclusions

When the subsurface "reflectivity" is sparse and spiky, the spike deconvolution method 

can be directly employed to invert for the "reflectivity", from which to further estimate 

"impedance". However, for the thin bed and triangle time-lapse mode structures, the 

sparse spike deconvolution fails to correctly locate the "reflectivity" because these struc­
tures consist of subresolution gradient ramps or thin layers. Sparse spike deconvolu­

tion was not designed to handle such cases. Here, the new method called the hybrid 

data transformation should be employed. The process requires some interpretation or 

expectation of the changes in the structure since the first step requires that the seismic
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Figure 2.22: Inverted "reflectivity" and "impedance" by the application of the hybrid 
data transformation procedure.
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difference be either differentiated (for ramp structures) or integrated (for thin beds) ap­

propriately. Once an appropriate selection is made, this new method can be employed 

to invert "reflectivity" which is then converted to "impedance". This technique has been 

successfully tested on the synthetic seismic difference data with the typical thin bed and 

triangle structures. These structures might be encountered in the field time-lapse seismic 

monitoring.

This new method has several advantages. The first advantage is that it has high resis­

tance to noise. The second advantage is that no external constraints are required in the 

inversion itself. The third advantage is that the non-uniqueness of the inverted "reflec­

tivity" is significantly reduced- The fourth advantage is that the inverted "impedance" 

can be directly used to indicate the calendar impedance variations. This inversion proce­

dure has provided a promising method to invert impedance variations from time-lapse 

seismic data acquired over a steam injection zone (e.g. Zhang and Schmitt, 2003a; Schmitt, 

1999).
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Chapter 3

Background to the Senlac case study: 
An assessment of the feasibility of 
time lapse seismic monitoring

3.1 Introduction

In the first part of this chapter, a brief introduction on the local geology and reservoir 

characters in the East Senlac area will be given. In the second part, a feasibility study on 

time-lapse seismic monitoring in the East Senlac area will be systematically investigated. 

It consists of four parts. In the first part, the SAGD scenario with two stages of fluid 

substitution included is simulated. The effective rock properties at these two stages will 

be estimated using Gassmann's equation. The second part is to assess the potential risk 

that might be involved in East Senlac case by using the technical spreadsheet published 

by Lumley et al. (1997). The third part is to predict rock property caused seismic anom­

alies through the generated synthetic seismic data sets by using the 2-D finite difference 

algorithm. The last part is to investigate how to design the optimal seismic acquisition 
system, especially in the East Senlac area.

3.2 Senlac geology history and reservoir characteristics

The Senlac local geology and reservoir features are investigated mainly based on Rokosh 

and Schmitt (2002)'s work. According to Rokosh and Schmitt (2002), production in East 

Senlac pool is from the Dina-Cummings members of the Mannville Group, Cretaceous
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Aptian Age. It is the channels of Aptian Age that incised the Pre-Mannville unconfor­

mity and became part of the McMurray Formation of northern Alberta and the laterally 

equivalent Dina member of the Mannville Group in east-central Saskatchewan (Figure 

3.1). There are two major Dina- Cummings deposits evident in the Senlac area (Figures

3.2 and 3.3), informally named West and East Senlac, respectively. The interval between 

the Cummings coal to the unconformity is much thicker in the West field than the East 

field suggesting a deeper incision of the West valley.

The east Senlac Dina-Cummings field lies in Twp 40-Range 25, 26W3M (Figure 3.2). 

According to the previous operator (CSResourcesLimited, 1995), the semi-consolidated 

sands of the Dina member form the primary reservoir and were deposited in a conti­

nental, fluvial environment. Estuarine and marine shale and siltstones of the Cummings 

member cap and laterally seal the Dina member (Nambudiri, 1984; Groeneveld, 1990; Zaitlin 

and Schultz, 1990). At the top of the Cummings interval is a 2-3 meter thick coal that forms 

a good regional stratigraphic marker (Groeneveld and Stasiuk, 1990). This coal was also 

termed the Lloydminster coal by Groeneveld and Stasiuk (1990). Cummings sandstones in 

the East Senlac area are also oil-bearing, however the upper Cummings sandstones are 

very argillaceous. No gas cap is visible on well logs. The vertical oil leg ceases below 

the overlying Lloydminster sandstone, located about 10 meters above the coal, where 

wet sandstones are evident (Figure 3.4). The oil pool is underlain by 2-5 meters of water, 

from north to south, respectively. The underlying Devonian Duperow Formation is wet. 

Table 3.1 lists some of the reservoir characteristics.

Figure 3.5 shows the location of the SHOC seismic lines relative to the three horizon­

tal well pairs (from north to south Bl, B2 and B3) drilled by Encana during 1998. The 

northern- most horizontal well pair cuts directly through the north-south seismic line. 

The middle and southern well pairs do not cross the north-south seismic line. The water 

disposal well CS 4-18-40-25W3 offsets the north-south seismic lines by about 50 meters 

to the east and is used to tie the geology of the area to the seismic lines.

Figure 3.6 is an isopach of the Dina-Cummings reservoir by the previous operator, CS 

Resources Limited in 1995. We have not updated this map and use it for general reference 

only. The isopach map (Figure 3.6) indicates that the reservoir is essentially divided into 

northern and southern lobes, with the southern lobe onlapping the unconformity. The
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«ss«

Figure 3.1: Isopatch of the Lower Mannville (Dina, Cummings) indicating a highly un­
dulating topography at the beginning of Dina time. Modified after Christopher (1997) and 
Rokosh and Schmitt (2002). Contour interval is 20 meters.
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Figure 3.2: Structure on the PreMannville unconformity in east-central Saskatchewan. 
Modified after Groeneveld and Stasiuk (1990) and Rokosh and Schmitt (2002).
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Figure 3.3: Stratigraphic cross-section comparing the channels at West and East Senlac. 
The datum is the top of the coal (Rokosh and Schmitt, 2002).

Table 3.1: Reservoir properties in East Senlac area (after Chakrabarty et al. (1998)).
Depth to the base of the reservoir 750 m

Initial reservoir temperature 28°C
Initial reservoir pore pressure 5 MPa

Overburden stress 16.5 MPa
Total oil pay thickness 8-12 m

Bottom water thickness 0-15 m
Permeability to air (from core analysis) 5-10 D

Porosity (from core analysis) 32.3%
Oil gravity 13°API(«979 kg/nr*)

Density 980 kg/m ;i
Oil viscosity (at reservoir condition) 5000 mPa-s

Oil saturation So 85%
Water saturation Sw 15%
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Figure 3.4: The East Senlac well log (CS Senlac SWD 04-18-040-25W3) including Gamma, 
spontaneous potential, resistivity, bulk density and sonic velocity logs.
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Figure 3.6: Total Dina-Cummings Net Pay Isopach (Isochron). Modified after CSRe- 
sourcesLimited (1995) and Rokosh and Schmitt (2002).

seismic lines occur on the northeast flank of the southern linear feature where about 10- 

15 meters of net pay is expected.

3.3 Feasibility study

3.3.1 Elastic parameter estim ation based on Gassmann's equation

An important aspect of time lapse surveys is to estimate in advance what the changes in 

the reservoir might be and how these will influence the in situ physical properties and 

the seismic response. Here we assume that the elastic parameters can be predicted on 

the basis of Gassmann's equation. The well log shown in Figure 3.4 is selected as the 

model to guide this prediction. The main purpose of this investigation is to estimate rock 

property variations. There are four major steps involved in this investigation.
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Table 3.2: Brine parameters at the initial reservoir condition.
Pore pressure 5 MPa

Lithostatic pressure 16.5 MPa
Temperature 28°C

Salinity 40,000 ppm
Brine density 1025 kg/m 3

Brine sonic velocity 1521 m /s
Brine bulk modulus 2.37 GPa

Step 1: Estimation of frame modulus

From the well log shown in Figure 3.4, the sonic velocity and the bulk density are found 

roughly constant within sand reservoir in both the water and the oil saturated layers. 

The frame moduli within these two layers are therefore assumed to be uniform. As there 

is a great deal of information on the physical properties of water, it is relatively easier to 

estimate the frame modulus within the water saturated layer. The frame modulus within 

the oil saturated layer can be directly obtained from the value estimated within the water 

saturated layer.

The frame modulus within the water saturated layer will be first estimated. Under 

the initial reservoir condition and the given brine salinity and brine density (Theune and 

Schmitt, 2004), brine compressional velocity Vp can be calculated by using Batzle and 

Wang (1992)'s empirical formulas 27a, 27b, 28, 29. Please refer to the original reference 

from where these come from. Brine bulk modulus can then be further calculated by using 

the formula: K j — Vppj. The relevant brine parameters are listed in Table 3.2.

The greatest problem is estimation of the frame modulus K^. In order to estimate 

frame modulus, Gassmann (1951)'s equation is first assumed valid. It must be noted, 

however, that while we employ this assumption in this case study we must question its 

validity in the context of heavy oil reservoirs. This is because the heavy oils may be 

able to support a viscosity dependent shear stress. Work is currently underway to better 

understand such processes, but our understanding is not yet sufficient to account for this 
problem, and as such this more conventional technique is employed. The frame modulus 

can be estimated by using the knowledge of the fluid and the mineral properties and 

from the observed sonic velocities. From the Gassmann's equation, 1.3, the frame bulk
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modulus K,i can be can be written in the form,

1 +  K eff((<f> — l ) / K s — <j>/Kf)
(1 -  K eff / K s + <f>)/Ks -  ()>/Kf  V ‘ '

The effective bulk modulus K ef f  can be calculated by using the following formula,

K e f f  =  Pe.ff(Vp - \v!) (3.2)

The parameters such as the density pef f ,  the compressional velocity Vp, and the shear 

velocity Vs can be directly measured from well logs. The solid material is assumed to 

consist of quartz, and the fluid is assumed to consist of brine. The porosity (j> is directly 

obtained from the core sample measurement or estimated from other means. Therefore, 

the frame bulk modulus K,i can be calculated from equation 3.1.

The frame shear modulus pd usually can be assumed independent of fluid composi­

tion and can be calculated from the effective medium by using the following formula,

Pd — P e f f  — PeffVg  (3.3)

Within the water saturated layer, the calculated bulk frame modulus Kj, and shear frame 

modulus pd  are respectively 8.93 GPa and 4.58 GPa. The relevant input parameters and 

the estimated frame moduli are listed in Table 3.3. These frame moduli within the water 

saturated layer are assumed to be equal to those frame moduli within the oil saturated

layer on the basis of the relative homogeneity in the reservoir zone. It is recognized

that there may be many difficulties to this assumption, but in the absence of additional 

information more accurate prediction cannot be made.

Step 2: Oil substitution with steam

During SAGD related activities, as the high-temperature steam is continuously injected 

into the reservoir area and the steam chamber will expand until most of the pore space is 

filled with high temperature steam, with the residual oil remaining within the depleted 

reservoir. In this East Senlac SAGD reservoir model, the oil is assumed to be replaced by 

high-temperature steam at the first stage of fluid substitution. During this process, pore 

pressure remains constant at 5 MPa.

At the initial reservoir conditions with temperature at 28°C provided by the operators 

of the reservoir, the oil saturation So is assumed to be 85%, and water saturation Sw
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Table 3.3: Input parameters and the estimated frame moduli within the water saturated 
layer at the initial reservoir conditions.______________________

Porosity <t> 0.323
Bulk modulus K s 36 GPa

K f 2.37 GPa
Effective medium VP 2980 m /s

VS 1470 m /s
Peff 2130 kg/m 3
K ef f 12.6 GPa
Pef f 4.58 GPa

Frame modulus K d 8.93 GPa
Pd 4.58 GPa

Table 3.4: Rock properties within oil saturated layer at the initial reservoir condition.
Temperature 28°
Pore pressure 5 MPa

Saturation So 0.85
Sw 0.15

Velocity Vp 2960 m /s
v s 1460 m /s

Density Peff 2130 kg/m 3
Bulk modulus Ko 2.5 GPa

K w 2.37 GPa
Kf 2.48 GPa

Ke// 10.9 GPa

15%. Once the oil is substituted by steam, the reservoir temperature rises to 263.94°C. Oil 

saturation So decreases to 20%, and water saturation Sw  remains constant at 15%. The 

new component steam occupies 65% of the pore space.

Within the oil saturated layer, the relevant parameters at the initial reservoir condition 

are listed in Table 3.4. After oil substituted by steam, the relevant parameters are listed 

in Table 3.5.

Step 3: Steam substitution with gas (methane) under the constant temperature at 263.94°C 
and pore pressure at 5 MPa

As mentioned before, at the initial SAGD stage, steam is continuously injected into a 

horizontal well so that the communication between the production and injection wells
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Table 3.5: Rock properties estimated during the process of oil substitution by steam.
Temperature 263.94°C
Pore pressure 5 MPa

Oil parameters PO
Ko
So

810 kg/m 3 
0.38 GPa 

0.20
Steam parameters P s t  

Vp 
K st
Ss t

25.35 kg/m 3 
498.04 m /s  
0.0063 GPa 

0.65
Water parameters pw 

Vp  
K w 
Sw

777.37 kg/m 3 
1087.8 m /s  
0.92 GPa 

0.15
Fluid property PS

K /
295 kg/m 5 
0.0096 GPa

Effective medium P e f f  
Ke f f  
Vp 
VS

1891 kg/m 3 
8.95 GPa 
2820 m /s 
1556 m /s

can be established in a short time. Once the economic limit has been reached, steam 

injection ceases and non-condensable gas is injected (Yee and Stroich, 2004). The main 

purpose to inject gas is to reduce production cost, maintain pore pressure and prevent 

heat loss.

At the second stage of fluid substitution, steam is assumed to be completely replaced 

by methane. During this process, reservoir temperature remains at 263.94°C; this con­

sequently locks the temperature to the thermodynamically 263.94°C as there is mixed 

steam-liquid water based on the thermophysical properties of fluid systems from NIST 

Chemistry WebBook at webpage: http : / /webbook.nist.gov/ chemistry/ f lu id / . The pore 

pressure is assumed to remain exactly at 5.000 MPa. Of course, in a realistic situation 

there will be much more variance in these values, but we retain the exact value of 5.000 

MPa of pressure for illustrative purposes. We have retained reporting the temperature to 
5 significant digits only because these are obtained from the well known steam relation­

ships for water. The calculated parameters are listed in Table 3.6.
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Table 3.6; Relevant parameters used during the process of steam substitution with 
methane.

Temperature 263.94°C
Pore pressure 5 MPa

Oil parameters P o
Ko
So

810 kg/m 3 
0.38 GPa 

0.20
Methane parameters PMe

vP
Kj t f e
S M e

17.87 kg/m 3 
588.18 m /s  
0.0062 GPa 

0.65
Water parameters P w

vP
K w
Sw

777.37 kg /m 3 
1087.8 m /s  
0.92 GPa 

0.15
Fluid property P f

Kf
290.22 kg /m 3 

0.0094 GPa
Effective medium P e f f

K e f f
vP
V S

1890 kg/m 3 
8.95 GPa 
2820 m /s  
1560 m /s

Step 4: generation of a summary table

In the previous sections, there are two different stages of fluid substitution included. 

At the first stage, oil is substituted by high temperature steam. At the second stage, 

steam is replaced by methane gas. These relevant parameters are summarized in Table 

3.7. These parameters include fluid bulk modulus K f ,  frame bulk modulus K j ,  effective 

bulk modulus K , . j j ,  density p ef f ,  compressional velocity V p ,  and shear velocity Vs-  

To reiterate, two differing conditions that are expected at different time points in the 

life cycle of a SAGD steam zone have been implemented. The first scenario is to simu­

late the steam chamber at a mature stage. During this process, 65% of the oil is replaced 

by steam, and the steam chamber temperature rises from the initial temperature of 28°C 

to the 263.94°C. Meanwhile, the pore pressure remains constant at 5 MPa. The second 
scenario is to simulate methane injection into steam chamber. At this second stage sim­

ulation, steam is completely replaced by gas, and the temperature remains at 263.94°C 

and the pore pressure at 5 MPa.
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Table 3.7: Summarized rock properties within the oil saturated layer.
Parameters Reservoir condi­

tion
Oil replaced by 
steam

Steam replaced 
by gas

K f [GPa] 2.48 0.0096 0.0094
Kd  [GPa] 8.93 8.93 8.93
K e f f  [GPa] 10.9 8.95 8.95
Peff[kg/m*} 2130 1890 1890
Vp  [m/s] 2960 2820 2820
Vs  [m/s] 1460 1560 1560

The rock property variations are summarized in Table 3.8. During the process of 

oil substitution by steam, the effective fluid bulk modulus K j  is found to decrease sig­

nificantly from the initial 2.48 GPa to the 0.0096 GPa. The relative variation is -99.6%. 

This variation indicates that fluids can be compressed significantly during this thermal 

process. The high temperature steam has directly made this contribution. This can be 

seen from tables 3.4 and 3.5. Heating also causes the oil bulk modulus Ko  to decrease 

from the initial 2.5 GPa to 0.38 GPa and the water bulk modulus K w  from 2.37 GPa to 

0.92 GPa. The new component, steam bulk modulus Kst ,  is 0.0063 GPa. The steam bulk 

modulus is the smallest among the three fluid components, but it occupies 65% of the 

whole fluid volume. It is the existence of this gaseous steam that results in the dramatic 

decrease in fluid bulk modulus K f .  However, the greater contribution to the overall ef­

fective bulk modulus K ej f  is from frame bulk modulus Kd  which accounts for 82.1% at 

the initial reservoir condition and 99.8% after oil is substituted by steam.

In addition to the significant decrease in the fluid bulk modulus, there is also sig­

nificant decrease in the density of -11.1%. The main reason is the existence of the very 

small density in steam which occupies a greater volume of fluid pore space. The varia­

tion in compressional velocity Vp  is relatively small (-4.6%) while the shear wave velocity 

increases by +6.9%.

During the process of steam substituted by gas (methane) under the constant pressure 

at 5 MPa and the constant temperature at 263.94° C, only the fluid bulk modulus K f  has 
changed with minor variations of 2.08% which is too small to be detected from seismic 

signals. Therefore, seismic variations due to gas injection will not be further investigated 

in the subsequent feasibility study.
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Table 3.8: Summarized rock property variations within the oil saturated layer.
Parameters Reservoir condition to 

oil replaced by steam
Steam replaced by gas

Variation in K f  [%] -99.6 2.08
Variation in pef f  [%] -11.1 0.0
Variation in K j  [%] 0.0 0.0
Variation in Kef f  [%] -17.8 0.0
Variation in Vp [%] -4.6 0.0
Variation in Vs [%] +6.9 0.0
Variation in P- 
impedance [%]

-15.4 0.0

Variation in S- 
impedance [%]

-5.2 0.0

It should be mentioned here that in the above simplified fluid substitution, the fac­

tors, such as heat absorption, fracture, subsidence, etc., are not considered. In the field 

time-lapse seismic monitoring, these factors may complicate seismic signals and should 

be considered in both future numerical simulation, in situ measurements, and laboratory 

validations. Further, for purposes of this analysis, we ignored any possible effect of tem­

perature on the rock frame moduli. We recognize that this may be problematic as there 

is evidence to show that the shear moduli of such materials likely decrease with temper­

ature (Winkler, 1985; Wang and Nur, 1988; Zou and Bentley, 2003, e.g.). A more involved 

analysis should include a proper reservoir simulation so that one could determine the 

expected values of the saturation, pore (reservoir) pressure, and temperature.

3.3.2 Technical risk assessm ent

As the second part of the feasibility study, a technical risk assessment on time-lapse seis­

mic monitoring will be evaluated based on the spreadsheet published by Lumley et al. 
(1997). It consists of evaluations of the reservoir features and seismic properties. Each as­

pect can be calculated and evaluated by the given scorecard. When the estimated score is 

equal to or more than 60% of the total score, generally it is considered feasible to conduct 
time-lapse seismic monitoring experiment.

The parameters in the reservoir scorecard consists of the frame bulk modulus Ka, the 

fluid compressibility contrast Kcp, the oil saturation change A So, the porosity 4>, and

72

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.3. FEASIBILITY STUDY

Table 3.9: Standard reservoir scorecard and the assigned marks for East Senlac case. Data 
sources: L - values set by Lumley et al. (1997); E S  - values estimated for East Senlac case.

Score 5l 3L 2L 1L 0L Scare** Value
K d GPa < 3 3 ~  5 5 — 

10
10 ~  
20

20 -  
30

30+ 3 8.93

Kcp % 250+ 150 -  
250

100 -  
150

50 -  
100

25 -  
50

0 — 
25

2 -99.6

A So % 50+ 40 — 
50

30 -  
40

20 -  
30

10 -  
20

0 -  
10

5 65

0 % 35+ 25 -  
35

15 — 
25

10 -  
15

5 -  
10

0 - 5 4 32.3

AIP % 12+ 8 — 
12

4 - 8 2 - 4 1 - 2 0 5 -15.2

the predicted impedance change A Ip. The fluid compressibility contrast is defined as 

fluid bulk modulus percentage change, and the predicted impedance change is defined 

as the relative variation in the product of compressional velocity and density (Lumley 

et al., 1997). The standard reservoir scores and the assigned marks for the East Senlac 

case are listed in Table 3.9.

In the second part, the seismic scorecard considers the seismic image quality, the ver­

tical seismic resolution, fluid contacts, and repeatability. To some degree, these factors 

are subjective and require some experience to properly assess. The standard scores and 

the assigned marks for East Senlac case are listed in Table 3.10.

The reservoir scorecard and the seismic scorecard for the typical published cases and 

East Senlac case are summarized in Table 3.11. The full score for the ideal time-lapse 

seismic monitoring is 45. The passing benchmark should be at least equal to or more 

than 60% of the total mark. Therefore, the base benchmark should be at least 27. For 

the East Senlac case, the total reservoir and seismic score is 30 which barely passes the 

required minimum score. For further reference, the features of the published case studies 

and the East Senlac case are summarized in Table 3.12.

The total reservoir score in East Senlac area is 19, higher than the base benchmark 15 
out of total mark 25 (Lumley et al, 1997). It is slightly higher than that of West Africa. 

As is found from Table 3.12, the reservoirs at these two locations consist of consolidated 

rocks with stiff frame matrix. Refer to Table 3.11, the East Senlac reservoir is expected
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Table 3.10: Standard seismic scorecard and the assigned marks for East Senlac case. Data 
sources: L - set by Lumley et al. (1997); E S  - values estimated for East Senlac case.

Seismic para­
meters

Description Score1" ScoreiA

Image Good S /N  in the stack or migration; 1 1
quality A clear image of reservoir reflection; 1 1

Reliable and meaningful amplitudes in the 
reservoir image;

1 1

No multiples or coherent noise etc. contaminat­
ing the reservoir zone;

1 0

No shallow gas, statics, or velocity anomalies, 
etc. blurring the reservoir image;

1 1

Seismic Reservoir thickness > average resolution 1 0
resolution Reservoir thickness > 1 average resolution; 1 0

Reservoir thickness > 2 average resolution; 1 0
Reservoir thickness > 3 average resolution; 1 0
Reservoir thickness > 4 average resolution; 1 0

Fluid con­
tacts

At least one seismic fluid contact is visible in 
cross section;

1 1

Several seismic fluid contacts are visible in 
cross section;

1 0

One seismic fluid contact can be mapped lo­
cally;

1 1

Several seismic fluid contacts can be mapped 
locally;

1 0

All seismic fluid contacts can be mapped lo­
cally;

1 0

Repeatability The same acquisition method was used for each 
survey;

1 1

Permanent source/receiver array installation 
was used;

1 1

The accuracy of the source/receiver reposition­
ing was verified with time-lapse specs for each 
survey;

1 1

Same shooting direction was used for each sur­
vey;

1 1

The same bin spacing and offset/azimuth dis­
tribution was used for each survey.

1 1
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Table 3.11: Reservoir and seismic scorecard summary. Data sources: L - values set by 
Lumley et al. (1997); P C S  - published case study; E S  - East Senlac.

Ideal7" Indonesia7'0’6 Gulf of 
MexicoPCS

West
AfricaPCS

North
Seap cs

East
Senlac£s

Reservoir

Frame bulk 
modulus

5 5 4 3 2 3

Fluid
compress
contrast

5 5 4 3 4 2

Fluid sat­
uration 
change

5 5 5 4 3 5

Porosity 5 5 4 4 3 4
Predicted
impedance
change

5 5 ‘ 4 3 3 5

Reservoir
total

25 25 21 17 15 19

Seismic

Image
quality

5 4 5 4 3 4

Resolution 5 5 4 3 1 0
Fluid con­
tact

5 4 4 4 2 2

Repeatability 5 5 4 4 2 5
Seismic to­
tal

20 18 17 15 8 11

Total score 45 43 38 32 23 30
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Table 3.12: Fundamental features of published case studies and the East Senlac case. Data 
sources: P C S  - published case study; ES - East Senlac case. ___________________

Case Study Main Characters
Indonesia00'6

• High porosity, highly unconsolidated rock, thick 
reservoir;

•  Permanent source/receiver installation, frequency at 
250Hz using dynamite.

Gulf of Mexico00 6

• High porosity, fairly unconsolidated, good contrast 
between oil and brine;

• Repeatable hydrophone, frequency up to 100Hz, mul­
tiple local reservoir fluid contacts.

West Africa*’0'6

• More consolidated rock;

• Strong non-repeatable acquisition.

North Sea*’06

• More consolidated rock;

• Strong non-repeatable acquisition.

East Senlac06

• High porosity, consolidated rock, thin reservoir;

• Repeatable acquisition, low frequency about 25Hz.
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matchable to these two areas, West Africa and North Sea which are feasible to imple­

ment time-lapse seismic mohitoring project. But great challenges have been encountered 

(Lumley et al., 1997). For the East Senlac case, a similar scenario might be predicted to 

occur.

Referring to Tables 3.10 and 3.11, the seismic score in East Senlac case is 11, lower 

than the required benchmark 12 out of 20. The highest mark is assigned in repeatability 

aspect since the shot and geophone positions are well maintained in each survey by us­

ing differential GPS equipment. Although pumps caused noise, the seismic image which 

has higher CMP stack fold numbers shows high image quality, and therefore, the score 

is set 4. The mark in vertical seismic resolution aspect is set to zero. This is based on the 

approximated calculations. Within the target reservoir area, the seismic main frequency 

is about 25Hz, and the average compressional velocity measured from the nearby well 

log is about 2900m/s. Based on the 1/4 wavelength resolution definition, the resolv­

able thickness is 29m. The actual measured reservoir thickness is known about 10 ~  12 

m which is smaller than the calculated half vertical resolution. However, the problem 

should be looked at not so much in terms of being able to 'resolve' the time lapse anom­

alies, but more to 'detect' them as any variations observed are likely to be more subtle 

amplitude changes as was seen in the previous section.

The total score for East Senlac case is 30, slightly lower than that of West Africa and 

a little higher than that of the North Sea. The reservoir formations in these three ar­

eas all consist of consolidated rocks. However, there exist seismic differences in data 

repeatability and seismic resolution. The East Senlac seismic surveys possess excellent 

repeatability, but relatively lower resolution. In contrast, both West Africa and North 

Sea seismic surveys have relatively higher resolution, but poor repeatability. It is re­

ported that the West Africa offshore 4-D projects have shown very encouraging results; 

the North Sea case study has demonstrated subtle, less confident variations (Lumley et al., 

1997). In those two case studies, there is no obvious time shift between the seismic calen­
dar surveys. The only observed variations are in the seismic amplitude. Similar scenario 

is predicted to occur for East Senlac case. The magnitude of amplitude variations and the 

confidence in these variations should be equivalent to the West Africa case and the North 

Sea case. As for Indonesia case and Gulf of Mexico case, they have excellent reservoir and
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Table 3.13: Seismic parameters used in forward seismic modelling.
Frequency Peak frequency 32 Hz

Maximum frequency 60 Hz
Geometry Grid size 3x3 m

Shot interval 9 m
Geophone interval 3 m
Sample rate 1 ms
Total Shot Number 67
Total Geophone Number 216

Base survey Density 2130 kg/nr*
Compressional velocity 2960 m /s

Monitor survey Density 1890 kg /m 3
Compressional velocity 2820 m /s

seismic conditions, and they have demonstrated great success in field time-lapse seismic 

monitoring experiments.

3.3.3 Forward seismic modelling

Forward seismic modelling is another part of this feasibility study. The main goal of 

this investigation is to predict the possible seismic variations that may occur in the time- 

lapse seismic monitoring. A 2-D finite difference algorithm developed by Seismic Unix 

(Colorado Mines School) is employed in this process. The previously estimated densi­

ties and compressional velocities are adopted to build the impedance model. The same 

geometry designed for the East Senlac field experiment described in chapter 5 are used 

in this forward modelling. Based on the geological structure and the designed geometry 

configuration, two seismic calendar surveys are generated. They individually represent 

the base survey and the monitor survey. The source wavelet frequency is estimated from 

East Senlac seismic reflection data. The relevant parameters used to generate forward 

seismic model are listed in Table 3.13.

The shot and geophone geometry is shown in Figure 3.7. In order to suppress nu­

merical noise, the 67 shots are located at a depth of 3 meters and the 216 geophones at a 

depth of 30 meters. In addition, extra grids are appended on the left, right, and bottom 

sides of the finite difference mesh in order to avoid the numerical complications due to 

the model boundaries (i.e artificial side reflection) at the time windows of interest.
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Figure 3.7: Shot and geophone geometry configuration.
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Figure 3.8: Density distribution as a function of depth and horizontal positions, (a) Base 
density survey;(b) Density variations, (c) Monitor density survey.

The base 2-D density and velocity models are shown in Figure 3.8(a) and 3.9(a). With 

the added small variations shown in Figure 3.8(b) and 3.9(b), the generated monitor den­

sity and velocity models are shown in Figure 3.8(c) and 3.9(c). The added density and 

velocity variations are based on the established SAGD model published by Butler and 

Yee (2002). Bdsed on this SAGD model, as high temperature steam is injected into reser­

voir area, the steam chamber usually can expand laterally as far as 50 meters away from 

the steam injection point. Therefore, for East Senlac SAGD model, if the steam injection 

point is assumed to locate at x-1185 m with the maximum density variation -11.1% and 

the maximum velocity variation -4.6%, the steam chamber will expand laterally until to 
reach x=1134 m and x=1236 m. The density and velocity are assumed to change linearly 

from the centre to the edge of the anomaly.

Based on the density and velocity model generated, the two post-stack seismic pro-
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Figure 3.9: Velocity distribution as a function of depth and horizontal positions, (a) Base 
velocity survey; (b) Velocity variations; (c) Monitor velocity survey.
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Figure 3.10: The post-stack seismic profiles, (a) Base seismic profile; (b) Monitor seismic 
profile; (c) Seismic difference between base survey and monitor survey; (d) The same as 
(c) except shown in grey scale format.

files are shown in Figure 3.10(a) and 3.10(b). The difference between these profiles is 

shown in Figure 3.10(c) from which only seismic amplitude variations can be observed 

with the biggest variation at the steam injection point. This observation is consistent 

with the previous prediction in the technical risk assessment. This modelling highlights 

an important fact that the seismic monitoring of thin reservoirs is possible but that one 

will have to employ variations in amplitude to detect changes. Interpretation of such 

amplitude variations will rely on forward modelling.

In order to illustrate how the pseudo steam chamber grows, a series of forward seis­
mic models are generated. The initial velocity and density distributions are shown in 

Figures 3.11 and 3.12. Suppose within the assumed reservoir zone that there is a maxi­

mum 9% velocity decrease at the mid CMP position. From this point, velocity variation 

increases steadily until at 50m, 100m, 150m, 200m, 250m and 300m away from the injec-
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Figure 3.11: Initial velocity model.

tion point, there is no velocity change any more. Here, density is assumed not to change 

from the reference survey to the monitor survey. The generated initial velocity distrib­

ution and the velocity distributions with disturbances added are shown in Figure 3.13. 

The generated synthetic post stack seismic profiles are shown in Figure 3.14. To compare 

the first profile with the remaining profiles, brighter seismic amplitudes can be observed, 

especially at the pseudo injection point. More salient features can be further observed 

from the calculated seismic difference profiles as shown in Figure 3.15.

3.3.4 Time-lapse seismic survey design

The design of the acquisition geometry is an important component of the feasibility study 

in the time-lapse seismic monitoring. The amplitude variations and time shifts are the 

commonly observed characteristics. A variety of factors, such as the reservoir thickness, 
the seismic wave velocity, and the density, to name a few, directly affect these variations. 

The main goal of this section is to investigate how these factors will affect seismic vari­

ations. Meanwhile, how to design the optimal acquisition geometry for the East Senlac
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Figure 3.12: Initial density model.

case will also be described.

Factors to affect the time-shift

When the shot and geophone are simultaneously located at the reservoir surface, the 

quantified time difference can be directly estimated by using the following formula (Li 
et al., 2004),

d t = toi(l + k)dt0i 
t\

where toi represents the two-way vertical travel time through the reservoir, dtoi is the cor­

responding vertical time variation, t  j is the travel time through reservoir starting from 

shot to geophone, and dt is the corresponding time difference. The parameter k repre­

sents:

k  =  x2/(4/i2) (3.5)

where x  is the offset between the shot and the geophone, and h is reservoir thickness. The 

derivation of formula 3.4 is summarized in Appendix A. Within the reservoir area, if the 

reservoir thickness, the initial velocity, and velocity variation are assumed constant, the
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Figure 3.13: The generated series of velocity distributions (m/s).
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Velocity variation within reservoir(9% velocity reduction at the mid-position)

Figure 3.14: Post stack synthetic seismic profiles.
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Figure 3.15: Seismic difference profiles with the initial seismic as the reference. Horizon­
tal axis represents CMP position (m); vertical axis represents time (ms).

parameters ion dtoi, and h in the formula 3.4 are also constant. Substituting the formula 

t\ — \fAh2 +  x 2/v \  and the formula 3.5 into the equation 3.4, we obtain,

V4 h2 + x2 
“ -----2h-----

The offset x  and time difference dt are the only variables, and the time difference dt 

increases with the offset x. Theoretically, if the offset is large enough, a significant time 

difference can always be obtained, even if the velocity variation within the reservoir area 

is very small. However, in practice this is impossible.

Here, equation 3.6 is used to investigate how the time difference dt changes with 

offset x  for East Senlac case. Based on the previous estimation, the initial velocity is 

2957 m /s  and the velocity after fluid substitution is 2820 m /s. The selected reservoir 
thickness h is 12 m. Offset is set within the range [5,700] m with 18 m offset intervals. The 

calculated time difference which changes with offset is shown in Figure 3.16. The time 

difference is found to increase quasi-linearly with offset. The calculated vertical travel 

time is individually 8.1163ms and 8.5046ms. The calculated time difference is 0.3883ms,
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Figure 3.16: The time difference as a function of offset.

smaller than the 1 ms sample rate. Obviously, the time difference is impossible to be 

directly detected from post-stack seismic difference profile. However, when the offset 

increases to 351 m, the calculated time difference is 5.8 ms; when offset increases to 666 

m, the calculated time difference is 10.9 ms, ten times of seismic sample rate. Therefore, 

a significant time difference can always be obtained by setting a larger offset.

The formula 3.6 is only valid when both the shot and the geophone are set at the 

reservoir surface, a case that is not realistic. For the surface seismic case, the geophone 

and the shots are usually located at the soil surface or buried at very shallow subsurface. 

In order to use the formula 3.6 to calculate the time difference, the shot and geophone 
should be manually extrapolated downward to the reservoir surface. Offsets for these 

two cases are different. For the shallow reservoir, offset deviation is relatively small. 

Therefore, a significant time difference can always be obtained by using a reasonable
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offset. However, for the shallow reservoir case, seismic signals are heavily contaminated 

with noise. On the other hand, for deep buried reservoir, offset deviation calculated at 

the soil surface and at the reservoir surface is relatively bigger. Although obvious time 

differences can be obtained by setting a very large offset value at the soil surface, wide- 

angle reflection distortion (e.g. Knapp and Steeples, 1986; Pullan and Hunter, 1983) will 

be manifested on the seismic profile. These distortions are mainly caused by the non- 

nominal common-depth-point (CDP) fold and NMO stretching. Usually, data with 30 

to 40 percent NMO stretch should be muted (Denham, 1979). The NMO stretch can be 

approximated by the following formula (Knapp and Steeples, 1986),

x2
N M O  stretch — 7T~2-----12 @-7)

N M O  0

where x  represents offset, vnmo represents stacking velocity, and t0 is zero-offset one­

way travel time. For example, if the maximum offset is assumed equal to the reflector 

depth (x = d), and to equals d divided by average velocity which is slightly less than the 

stacking velocity v n m o ,  the calculated N M O  stretch sample is 50%.

Therefore, in the application of formula 3.6 to calculate time difference, some trade 

off has to be made for the shallow reservoir and for the deep buried reservoir. For the 

East Senlac case, the reservoir depth is about 750 meters, and the reservoir thickness is 

about 12 meters. The seismic sample rate is set 1 ms. If the offset at the reservoir surface 

is 96 meters with the calculated 1.6 ms time difference, then the extrapolated offset at the 

soil surface should be 6000 meters. Although this magnitude time difference might be 

detected from prestack time-lapse seismic data, the required large offset, as mentioned 

before, will produce wide angle reflection distortions. As a rule of thumb, the maximum 

offset should be set no more than the reflector depth (Knapp and Steeples, 1986). Therefore, 

for the East Senlac case, the maximum offset should not exceed 750 meters. As such, the 

calculated maximum time difference is less than 1 ms sample rate which is impossible to 

detect from time-lapse seismic difference profiles.

Factors to affect amplitude variations

As analyzed before, the East Senlac reservoir is thin relative to the wavelengths. This 

again emphasize the inferences of the previous modelling that it is amplitude variations
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that are needed in the analysis of thin reservoir. Only amplitude variations are possi­

bly observed in time-lapse seismic surveys. For a thin layer of thickness b, much of its 

amplitude behavior can be captured by the following formula (Widess, 1973),

Ad S i 4nAb/Xb (3.8)

where A  is the average value between the amplitude of the predominate peak and trough 

amplitude when the wavelet crosses the first interface. The Xb is the wavelength of the 

seismic waves passing through the thin bed.

Examination of this formula suggests that the seismic amplitude increases with inter­

face contrast and reservoir thickness, and decreases with seismic wave length. Therefore, 

large seismic amplitude can be obtained by using high frequency seismic wave for the 

reservoir with significant interface contrast.

Since East Senlac reservoir can be considered as a thin-bed structure, the seismic am­

plitude variations for time-lapse scenario can be written as,

A Ad =  4k (A2h2/  Xb2 — A \b i/ Xb\) (3.9)

If we assume the reservoir thickness b\ =  b2 =  b and the seismic wave length Am =  Am = 

Aft, the formula 3.9 can be simplified as,

AAd =  4tt{A2 -  Ai)b/Aft (3.10)

It is obvious that amplitude variation is directly related to the reservoir thickness b, the 

seismic wavelength Xb, and the subsurface dynamic variation (A2 — Ai). Since the reser­

voir thickness and the dynamic variations are beyond control, efforts should be made to­

ward improving seismic frequency so that significant seismic variations can be observed.

3.4 Summary

In this chapter, feasibility study has been systematically investigated. It consists of four 

aspects including elastic parameter estimation, technical risk assessment, forward seis­

mic modelling and seismic data acquisition design. For the East Senlac case, based on 

Gassmann's equation, the estimated compressional velocity after fluid substitution de­

creases 4.6%, and density decreases 11.1%. The generated forward seismic modelling has
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shown that only seismic amplitude variations can be detected from seismic difference 

profile. In the design of seismic data acquisition, the offset is suggested not to exceed 

the target reservoir depth which is about 750 m. Meanwhile, the high frequency and 

high energy source wavelet are recommended to be used during the process of seismic 

data acquisition. Once the steam chamber is mature, continuous injection of gas can only 

produce very small seismic variations, and these seismic variations will be difficult to 

be detected from field seismic experiments. Finally, technical risk assessment has shown 

that it is feasible to conduct time-lapse seismic field experiments in East Senlac area, but 

significant challenges will be encountered.
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Chapter 4

The art of time-lapse seismic data 
processing

4.1 Introduction

Since the discovery made in the laboratory that rock properties change with temperature 

and pressure, Nur (1989) predicted that similar features might be observed from the field 

time-lapse seismic data. This discovery has led to the revolutionary development in the 

subsequent time-lapse seismic monitoring. To compare with regular seismic processing 

which has been developed for more than four decades, time-lapse seismic processing is 

relatively young, and very few public documents have discussed this issue. The main 

goal of this chapter is to investigate the relevant time-lapse seismic processing issues 

with the East Senlac seismic data as input sample data. Since our calendar data sets 

were highly repeatable in the aspect of source signatures, geophone and receiver posi­

tions, etc., we attempt to examine ways to make the processed seismic data as reasonable 

as possible so that the subsequently estimated seismic difference may be reliably high­

lighted.

In the time-lapse seismic data processing, choosing consistent parameters is very im­

portant. For example, if different stacking velocity functions were selected to process 

time-lapse seismic data, the subsurface reflectors would be imaged to different positions 
and artifacts would appear in the difference profiles (e.g. Ross and Altan, 1997). Although 

this problem can be partially solved by applying static time corrections, it will be diffi­

cult to apply the same static functions to correct the lateral mispositions and the dynamic
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time shift which changes with depth. The selected time shift, even if less than one sam­

ple interval, will cause false time-lapse events in the difference profiles. Usually, such 

processing procedures or algorithms are called data dependent processing or noise sen­

sitive processing. Other algorithms, such as deconvolution, refraction statics, surface 

consistent statics, and migration, to name a few, all belong to this processing category. 

These processing algorithms should be used carefully. Otherwise, unexpected noise or 

artifacts will be produced within the supposedly static geology zone of the difference 

seismic profile (Ross and Altan, 1997).

In time-lapse seismic data processing, selecting the appropriate processing strategy 

is also very important. Based on the different features of the acquired time-lapse seis­

mic surveys, it can be roughly divided into three categories, including post-stack XEQ, 

prestack parallel processing (PPP), and prestack simultaneous processing (PSP) (Lumley 

et al, 2003).

• X E Q  is usually applied to legacy data sets which are or were acquired without 

time-lapse data design in mind;

• P P P  emphasizes to apply similar or identical processing flows to two sets of time 

lapse data acquired at different times;

• P SP  is to apply the jointly derived processing operators to the multi-vintage data 

sets.

Usually, time-lapse seismic surveys which are acquired with identical geometry design 

and similar source wavelet and processed with consistent parameters, are always supe­

rior to legacy data which are collected and processed without seismic repeatability in 

mind (Lumley et al, 2003). In other words, better results can always be obtained by using 

PPP and PSP than by using post-stack XEQ processing.

The XEQ is another important component in the time-lapse seismic processing. The 

purpose of XEQ is to calibrate and reduce non-repeatability caused variations. The matched 
filtering method in time domain (MFM) and bandwidth and phase equalization method 

in frequency domain (BPEM) are the commonly employed XEQ methods (e.g. Rickett, 
1997).
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Figure 4.1: Time-lapse seismic processing flow.

In the first part of this chapter, the two processing strategies PPP and PSP will be 

described. Some pitfalls in the PPP will be addressed through the illustrated examples 

in which inconsistent parameters and separately extracted statistical operators will be 

selected. In the second part, the basic principles of the two XEQ methods, the MFM and 

BPEM will be described, and comparison between them will be further attempted. The 

final part is the summary to conclude this chapter. For the convenience of the subsequent 

discussion on time-lapse seismic data processing, the processing procedures adopted in 

this thesis and the final calendar images are shown in Figures 4.1,4.2 and 4.3.

4.2 The art of time-lapse seismic data processing: part 1 - process­
ing strategies

4.2.1 Prestack simultaneous processing (PSP)

To reiterate, the main idea of PSP is to use the identical processing parameters and to 

use the jointly derived operators to process the multi-vintage data sets. Although the 

idea is simple, optimal results can always be obtained by using this processing strategy 

when the time-lapse seismic surveys are designed for the purpose of time-lapse seismic
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Figure 4.2: Time-lapse seismic profiles along the W-E direction, (a) July 2001; (b) October 
2001; (c) June 2002; (d) October 2002.
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Figure 4.3: Time-lapse seismic profiles along the N-S direction, (a) July 2001; (b) October 
2001; (c) June 2002; (d) October 2002.
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Figure 4.4: Time-lapse seismic profiles by using the PSP processing strategy.

monitoring. Examples of two such processed seismic sample profiles from the East Senlac 

site are shown in Figure 4.4.

4.2.2 Prestack parallel processing (PPP)

To reiterate, the central idea of PPP is that similar or identical processing flows are used in 

the time-lapse seismic processing. If slightly different parameters were used in the same 

processing flow or statistical operators were extracted separately, false images would be 

produced and manifested in the time-lapse seismic difference profile. Such a situation 
has occurred to the authors in their initial processing of these data; the reader is referred 

to Zhang and Schmitt (2003b) to see such an example of an incorrect interpretation of such 

data. This issue will be illustrated by the given two examples. In the first example, the
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Table 4.1: Parameters used to estimate refraction statics.
Parameters the 1st set the 2nd set

Weathering velocity 800 m /s
Replacement velocity 1750 m /s

Datum 700 m
Offset range [110,600] m [140,400] m
Time range [120,350] ms [100,300] ms

same seismic survey will be used as the hypothetical time-lapse seismic surveys with 

the zero calendar time interval. Identical processing parameters and identical processing 

flows will be used in the processing except that the two set of slightly different parame­

ters will be used in the refraction static corrections. In the second example, refraction 

static operators will be extracted separately from the two different time-lapse seismic 

surveys. The details of these two examples will be described in the following sections.

Example 1: Inconsistent parameters used to estimate refraction statics

In this example, two different set of parameters, offset range and time range, are 

selected in the estimation of refraction statics. The selected parameters are listed in Table 

4.1. Now apply these two set of parameters to process the same seismic survey. The 

estimated refraction statics at the shot positions and at the geophone positions are shown 

in Figure 4.5(a) and (b). The solid line represents the refraction statics by using the first 

set of parameters and the dashed line represents the refraction statics by using the second 

set of parameters. It is found that up to 4 ms deviation exists between these two refraction 

statics.

Apply these two set of static corrections to the same seismic survey, the processed 

post-stack seismic profiles are shown in Figure 4.6(a) and (b). The only difference be­

tween these two seismic profiles is that two different set of refraction statics are used in 

the time-lapse seismic data processing. The calculated difference profile is shown in Fig­

ure 4.6(c), from which significant residual variations can be found. The observed residual 

variations are in the same level as the post-stack seismic signals. Since these two seismic 

profiles shown in 4.6(a) and 4.6(b) are processed from the same seismic survey, theoret­

ically, there should be no physical variations that can be observed between these two 

seismic profiles. The only source to produce these residual variations shown in Figure

97

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.2. THE ART OF TIME-LAPSE SEISMIC DATA PROCESSING: PART 1 -
PROCESSING STRATEGIES

Statics (1st S e t of Param eters) 
Statics (2nd S e t of Param eters)

(a)

£  -10
-1 5

120 140 160 180 200 300 320

Shot Point Number

—  Statics (1st S e t of Param eters)
—  Statics (2nd S e t of Param eters)

(b)

-1 5

Field Station Number

Figure 4.5: Refraction statics by using two different set of parameters, (a) Statics at the 
shot positions; (b) Statics at the geophone positions.
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Figure 4.6: Post-stack seismic profiles and their difference producing an artificial time 
lapse anomaly.

4.6(c) is the use of two different set of refraction statics. In practice, such noise sensitive 

processing procedure must be avoided.

Example 2: Separately extracted refraction static operators

In the time-lapse seismic processing, some operators can only be determined statis­

tically and they are usually data dependent. The extracted refraction static operator is 

one of them. It will be selected to illustrate this data dependent issue. First, two set of 

first-breaks are picked separately from the two selected time-lapse shot gathers. The two 
selected time-lapse shot gathers together with the picked first-breaks are shown in Fig­

ure 4.7(a) and (b). The selected shot gathers are located at the same position and with 

one year time interval. These two set of first-breaks are plotted in the same frame shown 

in Figure 4.8(a). They are found to overlay each other. The deviations between these
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(a) One shot gather acquired in July 2001
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Figure 4.7: Two time-lapse shot gathers and the picked first-breaks (black line).

two curves can barely be observed. However, when the difference between these two set 

of first-breaks is plotted as shown in Figure 4.8(b), a significant up to -18ms first-break 

deviation is found at the initial offset and as high as +10 ms deviation is observed at 

the far offset. Since the picked first-breaks change with time-lapse seismic shot gath­

ers, the picked first-breaks are therefore data dependent. Two factors, non-repeatability 

and human errors, are the direct reasons. Since non-repeatability is inherent in the ac­

quired seismic data, it can not be completely removed at the seismic data acquisition 
stage. Therefore, efforts should be made to reduce human induced errors as much as 

possible.

The question is when these separately picked first-breaks are applied to process time- 

lapse seismic data, how big an effect they will have on the estimated refraction statics
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Figure 4.8: The two sets of first-breaks (upper panel) and their difference (lower panel).
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Figure 4.9: The two set of time-lapse refraction statics, (a) At the shot positions; (b) At 
the geophone positions.

and how large the artifacts will be produced on the post-stack seismic profiles. In order 

to examine these issues, two set of first-breaks are separately picked from the two time- 

lapse seismic surveys. The estimated refraction statics at the shot positions and at the 

geophone positions are shown in Figure 4.9(a) and (b). There are small and unsystematic 

deviations between these two set of refraction statics that are found at both shot and 

geophone positions. The processed post-stack seismic profiles by using these two set of 

refraction static operators are shown in Figure 4.10(a) and (b).

4.2.3 Comparison of the PPP and the PSP

The two processing strategies, PPP and PSP, are usually employed to process the seis­

mic surveys which are designed for the purpose of time-lapse seismic monitoring. In 

the above illustrated PPP processing examples, it was found that strong artifacts are pro-
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Figure 4.10: The time-lapse post-stack seismic profiles by using the PPP processing strat­
egy-
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duced when two different set of parameters are selected to process the two hypothetical 

time-lapse seismic surveys with the zero calendar time interval. Therefore, choosing con­

sistent parameters is important in PPP processing.

Meanwhile, there are some differences between the post-stack seismic profiles by us­

ing the jointly extracted operators in the PSP and by using the separately extracted op­

erators in the PPP. However, it must be noted that the changes seen are extremely small 

in this case. The quality of processed seismic profiles by using these two processing 

strategies can be compared as shown in Figure 4.11(a) and (b). Slight difference between 

these two frames, for example, within the illustrated arrow positions, can be observed. 

In frame 4.11(a), the seismic event is discontinuous while seismic event in frame 4.11(b) 

is laterally coherent. Obviously, this seismic difference may result in different interpreta­

tion on how rock properties change within the reservoir area. Generally, optimal results 

can be obtained by employing the PSP processing strategy.

4.3 The art of time-lapse seismic data processing: part 2 - XEQ

4.3.1 Introduction

Cross-equalization is applied in time lapse surveys to eliminate the non-repeatability and 

unappropriate processing caused variations. Generally, four optional operations can be 

included in the cross-equalization (XEQ) (Ross et al., 1996),

• Spatial and temporal realignment;

• Energy balancing;

• Bandwidth equalization;

• Phase correction.

The first operation is usually required to regrid or to resample the time-lapse seismic 
surveys to the common grid size or to the common sample rate when the acquisition 

geometry or the sample rate between the seismic surveys are different. This resampling 

is often called the "registration" problem. The second operation is usually required when 

the energy distributed within the static geology area is different between the seismic
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(a) Difference Section by using PPP processing strategy

\
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(b) Difference section by using PSP processing strategy
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Figure 4.11: The two seismic difference profiles by using PPP using data from Figure 
4.10 and PSP (using data from Figure 4.4) processing strategies. The arrow in the upper 
panel indicates discontinuous event; the arrow in the lower panel demonstrate continu­
ous event.
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surveys. The third and the fourth elements are used to calibrate the phase and frequency 

differences existing between the seismic surveys.

Two major steps can be included in the XEQ. The first step is to extract representa­

tive operators within the designed training window area. The second step is to apply 

the extracted operators to the zone of interest. Two inherent assumptions are usually 

involved in XEQ. The first assumption is that within the selected training time win­

dow, there should be no physical variations. The second assumption is that the non­

repeatability caused variations within training window area should be the same as those 

within the zone of interest area. Theoretically, the operators extracted from the training 

window area should contain the same non-repeatability caused variations which should 

be eliminated when such extracted operators are applied to the interest area. Ideally, only 

physical variations can be detected. However, in the field time-lapse seismic monitoring, 

the non-repeatability caused seismic variations change with time. Therefore, even after 

XEQ, artifacts still and will always exist between the seismic surveys, especially when the 

time-lapse seismic surveys are acquired with different geometry, different source signals, 

or different acquisition equipment.

The previously mentioned Matched Filtering Method (MFM) and Bandwidth-Phase 

Equalization Method (BPEM) are methods commonly employed in XEQ (Rickett, 1997). 

The basic principles of these two methods will be described in the following sections.

4.3.2 The first XEQ method - matched filtering method in time domain (MFM)

The MFM (Claerbout, 1991) can simultaneously correct bandwidth differences and phase 

disparities between the seismic surveys in time domain and is intended to minimize the 

differences in the subsequent seismic traces. The time window in which the shaping 

filter A  is developed needs to coincide with the times of reflections above the reservoir, 

i.e. with time that should not be influenced by variations in the reservoir itself. The 

residual between two seismic traces can be written in a matrix form:

D =  AD\ -  I >2  (4.1)

where A  is the shaping filter to be found, D\ is the monitor survey, and D-i is the reference 

survey. The shaping filter A  can be estimated by minimizing the above residual by using
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the least-squares within the static geology zone. The derived shaping filter A  can be 

written as,

A = (D?D1) - 1DTd 2 (4.2)

Once the shaping filter A  is estimated, it can be applied to the monitor trace within the 

interest area. Theoretically, after this XEQ, the monitor survey is comparable to the refer­

ence survey.

4.3.3 The second XEQ method - bandwidth and phase equalization method 
in frequency domain (BPEM)

BPEM is carried out in the frequency domain. Usually, the survey with higher resolu­

tion is used to match the other survey with lower resolution. Otherwise, noise will be 

amplified when bandwidth of the lower resolution survey is raised to match the higher 

resolution survey (Rickett, 1997). The basic principle of BPEM is based on the method 

proposed by Rickett (1997) with minor modifications. In the modified version developed 

here, the operators are estimated trace by trace rather than from the whole seismic survey.

Referring to Figure 4.12, let si (x , t ) and Si (x , oj) represent the reference seismic trace 

in the time domain and its transformed spectrum in the frequency domain. The monitor 

seismic trace consists of two parts. The first part is the portion of the seismic data from 

the static geology represented by s2 _ 1  (x, t ). The second part is the seismic data within the 

interest area before and after cross-equalization represented by s2 _ 2 (a:, t) and s'2_2(x, t). 

The § 2-i(x,u}), S2 - 2 {x,oj), and S2_2(x,ui) are the corresponding transformed spectra in 

frequency domain of these windows. Within the static geology window area, the am­

plitude spectrum ratio between the reference trace and the monitor trace can be written 

as,

B{x,ui) =  |5 i(z ,ia)|/(|5 2 -i(a;,a;)| + e) (4.3)

where the parameter e in the denominator is used to prevent instability in the case that 

§2 - i  (x , cj) is equal to zero. In practice, it can be set to a small value.
Within the same static geology window area, the phase spectrum difference can be 

written as,

$(x,u>) =  arg(«§i(x,a/)) -  arg(S2 _i(a:, w)) (4.4)
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Reference Monitor trace Monitor trace
trace (before XEQ) (after XEQ)

*̂ 2 - 2  ^2 -2  0  ^

Figure 4.12: Illustration of basic principle of Bandwidth Phase Equalization Method 
(BPEM).

Apply the above extracted amplitude scaling factor B(x, u) and phase difference 

4>(x, u>) to the zone of interest and the corrected monitor trace spectrum becomes,

§'2_2(x, w) =  B(x, L0 )S2- 2e -1* ^  (4.5)

After this correction, the S'2_2(x ,w) can be transformed back into time domain to obtain 

the cross-equalized monitor seismic trace.

4.3.4 Discussion on the application of MFM and BPEM

In XEQ, two issues will be addressed in this section by the application of MFM and 

BPEM. The first issue is whether the non-repeatability caused variations can be com-
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pletely removed within the static geology window area. The second issue is whether the 

non-repeatability caused variations are the same within different window areas.

Let's look at the first issue. It will be investigated through illustrated examples. The 

central idea is that within the selected static window area, an operator which should 

contain information about the non-repeatability caused variations is extracted from the 

reference trace and the monitor trace. Then within the same window area, the extracted 

operator is applied to cross-equalize the monitor trace. The result by the application 

of MFM is shown in Figure 4.13. Residual variations are found to exist between the 

reference trace and the cross-equalized monitor trace. The result by the application of 

BPEM is shown in Figure 4.14. The cross-equalized monitor trace is found to be perfectly 

matched to the reference trace. Therefore, the non-repeatability variations within the 

training window area can be eliminated by employing the BPEM.

Next, the second issue will be examined. It will be investigated through the ap­

plication of of the BPEM by extracting operators within different time window, since 

the extracted operator contains the non-repeatability caused variations within the de­

signed window area. The reference trace and the monitor trace within the window [1, 

64] ms and [65,128] ms shown in Figure 4.14 will be used as input data to develop the 

cross-equalization filter. Within these two windows within which physical variations 

are not expected, two operators are estimated. The extracted set of spectrum operators 

are shown in Figure 4.15(a), 4.15(b), and the transformed operators in time domain are 

shown in Figure 4.15(c). Clearly, there are significant difference between these two ex­

tracted operators. This difference has reflected the existence of different non-repeatability 

caused variations within the two static geology zones.

It is known from the above demonstrated example that physical variations are not 
expected. The estimated operators essentially represent the inherent information about 

the difference between the reference trace and monitor trace. If the estimated operators 

from different window area are not the same, the existing differences between the ref­
erence trace and monitor trace are also different for these two different windows. In 

other words, time lapse variation changes with the selected windows and are functions 

of the window area. Therefore, we can say that these variations are caused by the non­

repeatability which is inherent in the different stages of seismic data acquisition. This
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Figure 4.13: The XEQ test by using the MFM. The selected training window is [0,256]ms; 
the same window is used to carry out XEQ.
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Figure 4.14: The XEQ test by using the BPEM. The reference trace and monitor trace 
follow the same curve.
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Figure 4.15: Operators estimated within the window 1 ~  64 ms and 65 ~  128 ms. (a) The 
estimated amplitude spectrum operators; (b) The estimated phase spectrum operators; 
(c) The transformed operators in the time domain.
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will significantly limit the BPEM application to cross-eqUalize the calendar seismic data.

4.3.5 The strategies to cross-equalize East Senlac seismic surveys

The time-lapse seismic surveys acquired in the East Senlac area were designed with data 

repeatability in mind as will be discussed in detail in the next chapter. Therefore, the 

elements involved in XEQ, such as spatial and temporal resampling, bandwidth and 

phase corrections, can be omitted and the XEQ becomes relatively simple. Only the two 

elements, energy balancing and time shifting, are required. As an illustration, a set of 

normalized time-lapse seismic traces are selected. The selected traces are located at the 

same CMP position. The trace acquired in July 2001 is selected as the reference trace and 

all the other traces are used as the monitor traces. The selected original traces and the 

cross-equalized traces are shown in Figure 4.16(a) and (b). Clearly, the wave shapes of 

the cross-equalized traces shown in Figure 4.16(b) have been improved and they are now 

more consistent.

4.4 Summary

When the seismic surveys are acquired for the purpose of time-lapse seismic monitoring, 

the PPP and PSP are usually employed in the processing. The PPP emphasizes the use 

of similar or identical processing flows. The PSP, in addition to the features inherent 

in PPP, emphasizes the use of the extracted operators jointly or simultaneously to the 

multi-vintage surveys. Usually, optimal results can be obtained by using the PSP.

In XEQ, the MFM and BPEM are commonly used to calibrate the non-repeatability 

caused variations. There are two inherent assumptions. The first assumption is that 

the same non-repeatability caused variations should exist between the time-lapse seis­

mic surveys within the static geology area. The second assumption is that the non­

repeatability caused variations should be the same within the static geology zone and 
the zone of interest area. However, these two assumptions are impossible to satisfy in 

the field time-lapse seismic monitoring. Therefore, in the application of the MFM and 

BPEM, artifacts will be produced within the zone of interest area.

For the East Senlac case, the PSP strategy is employed in the time-lapse seismic process-
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Figure 4.16: The time-lapse seismic traces before and after XEQ.
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mg. Since the seismic surveys acquired in this area possess very high repeatability, only 

the two components, energy balancing and time shifting, are implemented in the XEQ.
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Chapter 5

Seismic repeatability study

5.1 Introduction

Seismic repeatability is important in time-lapse seismic monitoring. A variety of factors 

are involved in the seismic repeatability study, such as the depth of buried detectors (e.g. 

MoUoveanu et al, 1996), small variations in water table, tides, currents and temperature 

(e.g. Bertrand and MacBeth, 2003; Vesmver et at, 2003), ambient noise, transition zone, 

subsidence (e.g. Lumley, 2001), source and geophone positions (e.g. Ebrom et al, 1997; 

Curtis et al, 2002; Kragh and Christie, 2001; Archer et al, 1999; Morice et al, 2000; Landro, 

1999a), source signatures (e.g. Eiken et al, 2002; Laws and Kragh, 2000), geometry design 

(e.g. Hughes, 2000; Whitcombe et al, 2001; Thompson and Najjar, 2002), and CMP stack fold 

distribution (e.g. Rennie et al, 1997; Porter-Hirsche and Hirsche, 1998). Some of the non­

repeatability problems can be overcome by the careful deployment of source and receiver 

positions while other problems, such as those caused by annual near surface variations, 

are difficult to solve at the acquisition stage and usually can only be ameliorated in the 

subsequent processing stage. A good deal of literature on time-lapse surveying deals 

with the issues of registration between older and more modem vintage data. This regis­

tration process itself can add substantial uncertainty.

In the first part of this chapter, the repeatability of source and geophone positions 
will be examined. In the second part, repeatability on the recorded source signals will 

be investigated in detail. In the third part, three metrics including Pearson correlation 

(PEAR), normalized root-mean-square (NRMS), and predictability (PRED) will be de­

scribed, compared, and applied to quantify the repeatability of post-stack seismic data.
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Meanwhile, the factors which directly affect seismic repeatability will be investigated. 

Eight 2-D time-lapse seismic surveys along the W-E and the N-S directions in East Senlac 

area will be used in this repeatability study.

5.2 The calendar seismic data acquisition

Two seismic profile lines are set up along different directions shown in Figure 5.1. The 

seismic sample rate was 1ms. One of the receiver lines ran west to east (W-E) direction 

with 240 channels, and the other receiver line runs north to south (N-S) direction with 

216 channels. Together with these two setups, the shot lines were shot parallel to the geo­

phone lines for the reflection surveys. During the process of seismic data acquisition, the 

geophones were covered with soil to attenuate noise. The buried receiver positions can 

be easily located for the subsequent shooting. All receivers and shot locations continue 

to be surveyed with a differential GPS instrument. The same base crew and equipment 

(Figure 5.2(a), 5.2(b), 5.2(c)) have allowed for a high degree of repeatability in both the 

source and receiver positions. The details of the acquisition parameters are listed in Table 

5.1.

5.3 Repeatability study in source and receiver positions

The relative shot and receiver positions along the W-E and N-S directions are shown in 

Figure 5.3(a) and 5.3(b). Along the N-S direction (5.3(a)), the observed deviations in geo­

phone positions are small, and the actual errors are in the order of centimeters. Similar 

observations can be made on shot positions. The maximum deviation is less than 3 me­

ters. The repeatability in geophone positions is better than in source positions because 

the geophone positions are more easily located once they are setup. Along the W-E di­

rection seismic line, similar features on shot and geophone positions shown in Figure 

5.3(b) can be observed. The illustrated high repeatability in source and geophone posi­
tions is important in the improvement of seismic repeatability and in the reduction of 

non-repeatability caused variations.
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Table 5.1: The East Senlac seismic data acquisition parameters.
Date Source Number

of
Channels

Recorder Source
Spacing

(m)

Receiver
Spacing

(m)

Lines

July, minivibe 240 GEODE 9 3 East West
2 0 0 1 (12-150Hz) Reflection

15 sec sweep Line
July, - 216 - - - North South
2 0 0 1 - Reflection

- Line
October, - 240 - - - East West

2 0 0 1 - Reflection
- Line

October, - 216 - - - North South
2 0 0 1 - Reflection

- Line
June, - 240 - - - East West
2 0 0 2 - Reflection

- Line
June, - 216 - - - North South
2 0 0 2 (12-120Hz) Reflection

- Line
October, - 240 - - - East West

2 0 0 2 - Reflection
- Line

October, - 216 - - - North South
2 0 0 2 - Reflection

- Line
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CS Murphy SWD 
4-18-40-25W3

B2

B3,
Wells

Twp. 40

CS Senlac SWD 
13-07-40-25W3

Lsd 13-07-040-25W3

C f = Salt Water Disposal Well 0 meters 400
Source Points----------------------------------- I---------------------------------1
Receiver Points

Figure 5.1: Map of the Senlac plant showing the relative location of the horizontal wells 
(thick solid lines), the two seismic profiles (blue and red lines), and the three wells (cour­
tesy of Theune (2004)).

5.4 Repeatability in source signatures

During the process of data acquisition in East Senlac area, the source signals emitted are 

simultaneously recorded together with the reflection seismic data. Obtaining a determin­

istic source wavelet is very difficult. The source wavelet provided here is a measure of 

the average of two accelerometer sensors that are mounted at different locations on the 

vibrator mass and coupling plate. It comes from the autocorrelation of the response of 

the accelerometers during the process of sweeping and in the "Klauder" wavelet for each 

sweep. The University of Alberta IVI minivibe, a type of mechanical source, is used in 

this recording process. Repeatability on the recorded source signals will be investigated 

in the subsequent sections.

5.4.1 Repeatability of the recorded source signals along the N-S direction

There are four sets of time-lapse source signals recorded along the N-S direction. They 

are individually recorded in July 2001, October 2001, June 2002, and October 2002. These 

normalized source signals are plotted in a 3-D coordinate shown in Figure 5.4.
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(c)

Figure 5.2: Acquisition equipment of geophone and minivibe, (a) Geophone and laptop 
which are used to record data; (b) Minivibe recording room; (c) Vibrator.
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Figure 5.3: The relative shot and receiver coordinates, (a) Along the N-S direction seismic 
line; (b) Along the W-E direction seismic line.
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(a) July 2001 (b) Oct. 2001

Figure 5.4: The recorded source signals along the N-S direction. Each panel displays all 
the source wavelets obtained during each of the monitor surveys with each shot location 
indicated along the index axis.
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Because of the varying surface coupling conditions between the base plate of the vi­

brator and the soil surface, these recorded source signals change with time. They are 

unique and non-repeatable. The source signals, which here are derived from the aver­

aged acceleration of the plate as detected by two accelerometer, recorded in October 2002 

are found to have excellent repeatability. This is because the muddy surface has provided 

better coupling conditions and was indicated also by monitoring the four levels with time 

during the vibrator sweep. These staged flat for Oct. 2002 survey indicate good coupling 

throughout the entire sweep.

More interesting features can be observed by projecting these source signals into the 

polar coordinate system shown in Figure 5.5. Each angle represents one source signal. 

The radius represents the amplitude. Starting from the center, the amplitude increases 

outward until it reaches the maximum value of 1. If all the amplitudes having the same 

sample index have the same values and all the amplitudes are located on the round cir­

cles, the source signals would be considered completely repeatable. Therefore, it can be 

observed from figure 5.5 that except the amplitudes with the normalized maximum val­

ues, the remaining amplitudes with the same sample index are no longer located on the 

round circles, and deviations begin to exist. Similarly to the previous observations, the 

source signals recorded in October 2002 are found to have the best repeatability.

The repeatability of the seismic source may also be analyzed in the frequency domain. 

The transformed amplitude and phase spectra are shown in Figures 5.6 and 5.7 respec­

tively. The color index shown in Figure 5.6 represents amplitude; the horizontal axis 

represents frequency, and the vertical axis represents the index number of source signals. 

The recorded source signals in July 2001, October 2001, and October 2002 are found to 

be distributed within the same frequency range 12~150 Hz while the remaining source 

signals recorded in June 2002 are distributed within the relatively narrower frequency 

range 12~110 Hz due to human recording error that was not immediately detected in the 

field. Similarly to the previous observations, the amplitude spectra from October 2002 
are found to have the best repeatability. Repeatability for the remaining source signals 

decreases in the order from October 2001, July 2001, to June 2002. Similar features can 

also be found from the transformed phase spectra shown in Figure 5.7. More details can 

be observed from the selected calendar source signals and their transformed amplitude
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(a) July 2001

(d) Oct. 2002

Figure 5.5: The source signals along the N-S direction are projected into the polar coordi­
nate system.
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Figure 5.6: The transformed source amplitude spectra along the N-S direction, 

and phase spectra. They are shown in Figure 5.8.

5.4.2 Repeatability of the recorded source signals along the W-E direction

Similarly to the previous signal analysis along the N-S direction, the recorded source sig­

nals along the W-E direction are presented in the 3-D coordinate system shown in Figure 

5.9, projected in the polar coordinate system shown in Figure 5.10, and transformed in the 

frequency domain shown in Figure 5.11 and 5.12. The source signals recorded along the 

W-E direction are distributed within the same frequency range 12~150 Hz. The source 

signals recorded in October 2002 are found to have the best repeatability. This is mostly 
because of the conditions at the immediate surface with good coupling observed during 

wet conditions.
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Figure 5.7: The transformed source phase spectra along the N-S direction in the unit of 
degree.
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Figure 5.8: The time-lapse N-S source signals and the transformed spectra at receiver 
index number 106. (a) Source signals; (b) Amplitude spectra; (c) Phase spectra.
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(a) J u ly  2001 (b) O ct. 2001

(c) J u n e  2 0 0 2  (d) O ct. 2002

Figure 5.9: The source signals recorded along the W-E direction.
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(a) July 2001 (b) Oct 2001
1.  1.

f wavelet

(c) June 2002 (d) Oct 2002

Figure 5.10: The source signals along the W-E direction are projected into the polar coor­
dinate system.
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Figure 5.11: The transformed source amplitude spectra along the W-E direction.
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Figure 5.12: The transformed source phase spectra along the W-E direction in the unit of 
degree.
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5.4.3 Discussion

As shown in the previous section, some recorded source signals have relatively narrower 

frequency range than the other source signals due to improper vibrator setup. In order to 

examine how this frequency difference will affect the reflection seismic signals, two cal­

endar seismic shot gathers located at the same position are selected. The shot sequence 

number is 106. One shot gather is recorded in June 2002 with the source signal distrib­

uted within 12^110 Hz, and the other shot gather is recorded in October 2002 with the 

source signal distributed within 12~150 Hz. The average amplitude spectra are calcu­

lated within the reflection area with time window [640, 850] ms and trace range [145, 

216]. The original shot gathers and the calculated amplitude spectra are shown in Figure 

5.13. The amplitude spectra are found to be mainly distributed below 50 Hz. Within 

the 0~50 Hz, these two amplitude spectra have very similar shapes. Within the higher 

frequency range 60~120 Hz, the amplitude spectra show only small differences. This 

example demonstrates that the differences between these two source signals have small 

effect on the reflection seismic data within the low frequency range within which the 

main seismic energy is distributed.

5.5 Quantitative post-stack seismic repeatability study

"There does not appear to be a standard measure of repeatability, defined as a metric, to 

quantify the likeness of two traces" (Kragh and Christie, 2002). In order to appropriately 

quantify the post-stack seismic repeatability acquired in East Senlac area, three metrics 

including PEAR, NRMS, and PRED are selected in this investigation. First, the basic 

principles of these three metrics will be described. Then these metrics will be applied 

to quantify the East Senlac seismic repeatability along the W-E direction and the N-S 

direction.

5.5.1 Trace sem blance m etrics 

PEAR

The PEAR is named after a famous statistician, Pearson. The PEAR is a well known 

statistical procedure that allows to assess the strength and direction of the relationship
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Figure 5.13: Two time-lapse seismic shot gathers and the calculated average amplitude 
spectra within the defined window area, (a) Shot 106 acquired in June 2002; (b) Shot 106 
acquired in October 2002; (c) Average amplitude spectra.
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between two phenomena. The reader is likely most familiar with this measure under 

another name of correlation coefficient judging the quality of a correlation between two 

phenomena. Here, it is used as a measure of the similarity between the value of a mea­

surement and the corresponding true value. Let a — [ai, a2 , —, ojv] and b =  [6 1 , 6 2 , —, fyv]- 

The PEAR can be formulated as,

P E A R  = ______ 1 ~ ^ = 1 a,: ^ _______  (5 -n

where a and b are the input data sets, and N  is the window length. This value is limited 

within the range [-1, 1]. When a =  b, the PEAR represents the autocorrelation coeffi­

cient; or else the PEAR represents cross-correlation coefficient. The value of P E A R  == ±1 

occurs the only when all the scattering points lie exactly on a straight line; i.e. they are 

perfectly linearly correlated.

The PEAR relies on determination of similarity between two seismic phenomena by 

using a standard statistical correlation test. In the calculation of PEAR, one seismic sur­

vey can be selected as reference survey and the remaining seismic surveys can be used as 

monitor surveys. If there were no change between the reference survey and the monitor 

survey, the calculated PEAR values within the designed window should be close to ±1. If 

there were a significant change, the absolute PEAR value should be near zero. Therefore, 

mapping the PEAR values can provide a measure of repeatability comparison between 

the time-lapse seismic surveys. The PEAR measure is also insensitive to differences in 

the amplitude gain between the two traces and captures only differences in shape.

NRMS

NRMS is also called root mean squares (RMS) difference ratio (e.g. Koster et al., 2000). 

The NRMS of two traces a and b within the designed time window is defined by the 

following formula,
VF?, f o 200% * RM S(a  — b)
N R M S - R M S ( * )  + R M S(b) (5-2)

where the RMS function is defined as the summation of squared samples x over the de­

signed time window divided by the number of samples N,

R M S = J  (5 .3 )
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The NRMS value is limited within the range [0,200]%. The NRMS is very sensitive to 

the smallest change in the data (e.g. Kragh and Christie, 2002). Two identical traces yield 

0% NRMS. Two anti-correlated traces or one zero and one non-zero trace equal 200% 

NRMS. Two traces containing random noise give 141% NRMS.

PRED

The PRED (Kristiansen et ah, 2000) is equivalent to the coherence of White (1980) (e.g. Kragh 

and Christie, 2002). The PRED of two traces a and b is defined within the defined time 

window with the lag r  ( t = [ t i ,  7$ , . . . ,  t m ] ) -  It can be expressed by the following formula,

E i ^ a b , ^ ) ) 2
PRED  =  ------------s ------------  (5.4)

Ei=i(v«a|‘j(n)y>bb|*9(7i))

where the y>ab represents the cross-correlation of the two traces a and b, the y>aa and 

ipy,b represent the autocorrelation of the trace a and b. The PRED is sensitive to noise. 

However, it is insensitive to the time shift and amplitude scalars. For example, one trace 

with half the amplitude of the other one, or anti-correlation traces, yield 100% PRED. 

The calculated PRED value changes with the correlation window and the number of lags 

within that window.

5.5.2 East Senlac quantified  seism ic repea tab ility  s tudy  

PEAR

The PEAR values are calculated from the time-lapse post-stack seismic profiles acquired 

in East Senlac area. In this calculation, mapping the PEAR values is expected to provide 

a quality measurement and to provide a criteria for highlighting the regions that have 

undergone changes within the reservoir area.

The post-stack time-lapse seismic profiles along the W-E direction are shown in Figure 

5.14 and the seismic difference profiles are shown in Figure 5.15 with the first acquired 
seismic survey as the reference survey. The post-stack seismic profiles and the difference 

profiles along the N-S direction are shown in Figure 5.16 and 5.17.

The calculated PEAR profiles are shown in Figure 5.18(a) and 5.18(b). The calculated 

values with higher S /N  ratio are mainly distributed within the range 0.85~1. The se-
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Figure 5.14: Time-lapse seismic profiles along tjie W-E direction, (a) July 2001; (b) October 
2001; (c) June 2002; (d) October 2002.
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Figure 5.15: Time-lapse seismic difference profiles along the W-E direction, (a) Difference 
between October 2001 and July 2001; (b) Difference between June 2002 and July 2001; (c) 
Difference between October 2002 and July 2001.
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Figure 5.16: Time-lapse seismic profiles along the N-S direction, (a) July 2001; (b) October 
2001; (c) June 2002; (d) October 2002.
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Figure 5.17: Time-lapse seismic difference profiles along the N-S direction, (a) Difference 
between October 2001 and July 2001; (b) Difference between June 2002 and July 2001; (c) 
Difference between October 2002 and July 2001.
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lected sliding window size is 100 ms. The red color represents a good correlation which 

is close to 1, and the deep blue color represents a poor correlation. The generally observed 

variations along the W-E direction are smaller than those along the N-S direction. Since 

there are no horizontal well pairs to cross the W-E direction seismic line, any variations 

along this direction can likely be attributed to the non-repeatability during the acquisi­

tion and processing. In contrast, the relatively greater variations along the N-S direction 

seismic line can be considered to be produced under the dynamic geology environment.

The average PEAR values within the sliding window from 633ms to 760ms are shown 

in Figure 5.19(a) and 5.19(b). The left frames represent correlation values at different CMP 

positions. Small, even negative values are observed at the edge of these plots while near 

me central part, me ooservea values are close to l. m e ngnt irames are scatter plot ot me 

PEAR values as a function of CMP stack fold number. Fitted cubic curves are also shown 

together with these scattering points. These PEAR values are found proportional to the 

stack fold number. When the stack fold number is above 40, the calculated PEAR values 

are close to 1 which shows higher repeatability.

PRED and NRMS

The calculated PRED and NRMS values within the designed window 633 ~  760 ms are 

shown in Figure 5.20(a) and 5.20(b). The lags used in PRED are within the range [0, 

16]. Within the relatively higher stack fold area, for example [300,500] m along the W-E 

direction, the calculated NRMS values shown in 5.20(a) are mainly distributed within 

the range [15%, 35%], and the calculated PRED values are close to 100%. The seismic 

data distributed within such area are highly repeatable. On the other hand, at the ends 

of the profile with fewer stack fold numbers, up to 180% NRMS values and close to 

0% PRED values are observed. The seismic data distributed within this area are highly 

unrepeatable. Similar PRED and NRMS features along the N-S direction can be observed 

(5.20(b)).

5.5.3 Discussion

The selected NRMS and PRED values with higher S /N  ratio within 200 ~  500 m along 

the W-E direction and within 50 ~  400 m along the N-S direction are shown in Figure
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Figure 5.18: The PEAR profiles with 100 ms sliding window, (a) Profiles along the W-E 
direction; (b) Profiles along the N-S direction. From top to bottom, each panel represents 
correlation between October 2001 and July 2001, June 2002 and July 2001, October 2002 
and July 2001.
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Figure 5.19: Average PEAR values calculated within the window 633 ~  760 ms. (a) Along 
the W-E direction seismic line; (b) Along the N-S direction seismic line.
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Figure 5.20: The calculated NRMS and PRED values, (a) Along the W-E direction seismic 
line; (b) Along the N-S direction seismic line.
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5.21(a) and 5.21(b). Along the W-E direction, within the range 400 ~  480 m , the first two 

set of NRMS values are found less than 20%, and the third set of NRMS values are within 

18% ~  33%. All the PRED values within the same distance range are found above 98%.

Along the N-S direction, within the range 200 ~  300 m, the first and the third set 

of NRMS values are within 25% ~  40%, and most of these values are above 30%. The 

second set of NRMS values are distributed within the relatively narrow range 20% ~  

30%. The PRED values within the same distance range are mainly distributed within 

92% ~  100%, and most values are around 96%. Generally, there are higher NRMS values 

and lower PRED values along the N-S direction than along the W-E direction. Therefore, 

the seismic repeatability is relatively higher along the W-E direction than along the N-S 

direction.

In the evaluation of seismic repeatability, a PRED threshold value can be set up, for 

example 90%. When the PRED values are above this threshold value, the PRED values 

are generally related to the signals which are considered highly repeatable (Kristiansen 

et ah, 2000). If the same threshold value is selected for East Senlac case, the time-lapse 

seismic profiles are deemed to be highly repeatable.

The factors to affect seismic repeatability are usually dependent case by case con­

ditions, and the NRMS can be employed in this analysis. For example, in the case of 

Gulf Mexico, the NRMS values are directly correlated with CMP deviations due to the 

steamer moving; in the case of North Sea, the NRMS values are directly related to the 

background random noise and nothing about seismic signals (Kragh and Christie, 2002). 

In the East Senlac case, the NRMS values are found directly related to the CMP stack 

fold distribution. The correlation between CMP stack fold and NRMS value is illustrated 

in Figure 5.22(a) and 5.22(b). The NRMS values shown in Figure 5.22(a) for the W-E di­

rection are generally higher in the west than in the east. In contrast, the NRMS values 

shown in 5.22(b) at the north of N-S direction are generally smaller than the values at the 

south and there exists wider gap in between. In summary, the CMP stack fold is the main 
factor to directly affect the calculated NRMS values. However, the presence of different 

NRMS values at the same stack fold position may imply that in addition to the factor 

of nonuniform CMP stack fold distribution, some other unknown factors which actually 

change in the reservoir may also directly affect the calculated NRMS values.
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Figure 5.21: The selected NRMS and PRED values with higher S /N  ratio, (a) Along the 
W-E direction; (b) Along the N-S direction.
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Figure 5.22: Correlation between the CMP stack fold number and the NRMS value, (a) 
Along the W-E direction; (b) Along the N-S direction.
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5.6 Summary

High repeatability on shot and geophone positions is well maintained between the seis­

mic surveys. The observed maximum deviation is less than 3 meters, and most deviations 

are in the order of centimeters. Through the repeatability investigation on the recorded 

source signals and the transformed spectra, it is found that the recorded source signals 

are unique and non-repeatable due to the differing coupling conditions between the vi­

brator base plate and the local soil surface.

In addition, the three metrics including PEAR, NRMS and PRED are employed to 

quantity the post-stack seismic repeatability. The observed higher PEAR values along 

the W-E direction than along the N-S direction may reflect the two different static and 

dynamic geology environments. From the calculated PRED values, it is found that the 

repeatability along the W-E direction is better than along the N-S direction. From the 

calculated NRMS values, it is found that they are directly related to the CMP stack fold 

distribution, and it has directly affected the post-stack seismic repeatability.
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Chapter 6

Time-lapse seismic attribute analysis 
and integrated interpretation

6.1 Introduction

A variety of seismic attributes can be employed to detect time-lapse seismic variations, 

for example, time shift, amplitude variation and spectral variation which have proved 

useful for indicating the steam heated zone features (e.g. Dilay and Eastwood, 1995). The 

selection of seismic attributes employed are usually dependent on the conditions a par­

ticular case is subject to.

In the first part of this chapter, the SAGD scenario occurring in East Senlac area will 

be briefly described. Then a series of time-lapse rock properties will be estimated based 

on Gassmann's equation. In the third part, seismic attributes will be derived from the 

data along both the W-E direction and along the N-S direction. From the estimated seis­

mic attributes, the different geology environment will be further diagnosed. In the fourth 

part, a complementary seismic attribute, the time-lapse seismic "impedance" will be in­

verted by using the recently proposed hybrid data transformation method in chapter 2. 

Integrated interpretation on the inverted "impedance" will be attempted by combining 

the predicted time-lapse rock properties. The final part is the summary to conclude this 
chapter.
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6.2 SAGD scenario and time-lapse rock property simulation

6.2.1 The SAGD scenario

During the SAGD processes, factors such as temperature, pressure, and fluid saturations 

may directly affect the subsurface rock properties. Such rock property variations are 

possibly detected from the recorded seismic data. The recorded history data include the 

injected steam and gas, produced water, gas and oil (Figure 6.1(a), 6.1(b), 6.1(c)), the 

recorded pressure (Figure 6.2) and temperature (Figure 6.3) provided by the operator at 

the time. The relevant history data corresponding to the time when the seismic surveys 

were acquired are listed in Table 6.1. The abnormal significant jumps in temperature 

and pressure should be ignored in practical data analysis as these are likely related to 

changes in the fluids within the injection wellbores. The temperature and the pressure 

responses in the surrounding reservoir will remain more constant. Some production data 

not shown in these figures are not available at present. It must be remembered that these 

values are those measured in the injection (Bl) wellbore. The conditions in the broader 

reservoir, however, will be quite different and would require a full reservoir simulation to 

better understand. Unfortunately, such information was not available or does not exist.

From the data listed in Table 6.1, it is found that the injected steam decreases signif­

icantly from the 7864 m 3 in July 2001 to the 114 m3 in October 2001, and it continues to 

decrease until to zero in June 2002. In contrast, the injected gas increases from the initial

325,000 m3 in July 2001 to the 849,000 m3 in October 2001, but it decreases to the 438,000 

m3 in June 2002. Meanwhile, the water, oil and gas production volume all decrease at 

these calendar dates. The pore pressure decreases from the 5.2 MPa in July 2001 to the

4.9 MPa in October 2001. The other two pressures in June 2002 and in October 2002 are 

not available at present. The temperature decreases from 198 °C  in July 2001 to 166 °C 

in October 2001, then it drops significantly to 81 °C in June 2002. After that, the tem­

perature (85 °C) does not change much in October 2002. However, it is not clear how 
reliable these temperature data are, given the rather large and discontinuous changes 

observed. Unfortunately, this analysis suffers in terms of the lack of appropriate and suf­
ficient information to completely analyze the problem. This problem stems from short 

term economic decisions.
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Figure 6.1: Injection and production data (data is from Saskatchewan government), (a) 
Monthly water injection and water production data; (b) Monthly gas injection and gas 
production; (c) Monthly oil production.
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Table 6.1: Monthly production and injection in East Senlac area (16-12-40-26W3M (Bl)).
July 2001 October 2001 June 2002 October 2002

Steam injection (m3) 7864 114 0 —
Gas injection (1000m3) 325 849 438 —
Water production (m3) 12015 2477 398 —

Gas production (1000m3) 178 126 37 —
Oil production (m3) 3208 2936 557 —

Bottom hole pressure (MPa) 5.2 4.9 — —
Bottom hole temperature(° C) 198 166 81 85

6.2.2 The time-lapse rock property simulation

There is insufficient information to completely and deterministically carry out analysis 

of the steam zone because, as just noted, this would require additional information that 

is not available. Consequently, a series of randomly distributed fluid saturations are 

selected to simulate the time-lapse rock property scenarios which are assumed to occur in 

July 2001, October 2001, and June 2002. The simulated parameters include effective fluid 

bulk modulus, density, compressional velocity, shear velocity and acoustic impedance.

Fluid/gas substitution model

In this simulation, the estimated rock properties are the function of fluid saturation, tem­

perature and pressure. The fluid consists of gas, water, and oil. The gas used here is 

methane.

First, fluid parameters at different temperatures and at different pressures are se­

lected. The compressional velocity and density for methane gas and water can be di­

rectly obtained from the public web page http : / / webbook.nist.gov/chemistry/fluid. 

The compressional velocity and density for oil can be estimated by using Batzle and Wang 

(1992)'s formula (18), (19), and (20a) which can be written as,

Pp  =  Po +  (0.00277P -  1.71 * 10~7P 3)(po -  1.15)2 +  3.49 * 10~4P  (6.1)

p =  pP/[G.972 + 3.81 * 10"4( r  +  17.78)1 175] (6.2)

V  =  2096(— ^ — )V2 -  3.7T  + 4.64P  +  0.0115[4.12(1.08^:1 -  1)1/2 -  1 }TP (6.3)Z.O Pq
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Table 6.2: The relevant parameters vised for time-lapse rock property simulation.
July 2001 October 2001 June 2002

kd [GPa] 8.93
Pd [GPa] 4.58
ks [GPa] 36

Ps [kg/m 3] 2650
4> [%] 32.3
T[°  C] 198 166 81

P  [MPa] 5.2 4.9 4.3
P M e  [kg/m?] 21 22 24

kMe [GPa] 0.0065 0.0063 0.0056
pw [kg/m?] 870 904 973

kw  [GPa] 1.59 1.88 2.34
Po [kg/m?] 831 857 930

ko [GPa] 0.71 0.93 1.70

where po is a reference density measured at 15.6°C and atmospheric pressure, T  repre­

sents temperature, and P  represents pressure. It must be recognized that all of these 

results and particularly those for the oil, are based on rather small empirical examples; 

and it is currently unknown how much this lack of information adds to the uncertainties 

in this analysis. Therefore, these are still only rough estimates of what the properties 

might be.

The parameters, such as porosity, solid material bulk modulus, frame bulk modulus 

and frame shear modulus, can be directly obtained from the previous feasibility study. 

Temperatures and pressures are taken from Table 6.1. The pressure in June 2002 is not 

available at present and it is roughly estimated from the fitted line shown in Figure 6.4. 

All these parameters which will be used in the subsequent rock property simulation are 

summarized in Table 6.2.

It also needs to be noted that the values given here are only those at the wellbore 

itself. A more proper analysis is required to account for the spatial variations in pressure, 

temperature, and saturation away from the wellbore. This requires modelling and is 
beyond the scope of the current study.
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Figure 6.4: The extrapolated pressure based on the available data.

Simulated time-lapse rock properties w ith randomly distributed fluid saturations

Using the parameters listed in Table 6.2, a series of randomly distributed fluid satura­

tions are selected to simulate the time-lapse rock properties. The selected oil saturation 

is limited within [0, 0.85]. This is because the SAGD process occurring in East Senlac 

area tends to decrease oil saturation. Therefore, the maximum oil saturation should not 
exceed the initial oil saturation 0.85.

In the first set of simulations, the pore pressure (i.e. the reservoir pressure in petro­

leum engineering parlance) is 5.2 MPa and the temperature is 198°C. The goal of this 

simulation is to predict rock properties in the immediate vicinity of the wellbore pair in 

July 2001. The calculated rock properties are shown in Figures 6.5(a), 6.5(d), 6.5(g), and 
6.5(j). Frame 6.5(a) represents fluid bulk modulus which decreases with gas saturation 

and increases with water saturation. Frame 6.5(d) represents density. Higher density 

values are found to mostly distribute within the higher oil saturation and the higher wa­

ter saturation area. Frame 6.5(g) and frame 6.5(j) represent compressional velocity and
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shear velocity. Both have similar distributions, but have opposite distribution to density. 

Compressional velocity and shear velocity are found to increase with gas saturations. It
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distribution.

In the second simulation, which represents the October 2001 scenario, the pressure is

4.9 MPa and the temperature is 166°C. The simulated results are shown in Figures 6.5(b) 

6.5(e), 6.5(h), and 6.5(k).

In the third simulation which represents the June 2002 event, the pressure is 4.3 MPa 

and the temperature is 81°C. The simulated results are shown in Figure 6.5(c), 6.5(f), 

top,), ana to p ;, m e overall tenaency aistriDuuons m me latter two simulations are 

similar to those calculated in the first simulation.

Simulated time-lapse rock properties with the constant oil saturation at 20%

For the East Senlac SAGD model, the oil saturation within the mature steam chamber is 

assumed to be 20% after production. Water and gas saturations change within the range 

[0%, 80%]. The simulated rock properties are shown in Figure 6.6(a) ~  6.6(c). Figure 6.6(a) 

shows effective bulk modulus which is found to change significantly with pore pressure 

and temperature when the gas saturation is less than 5%. When the gas saturation is 

more than 5%, the effect of temperature and pressure on effective bulk modulus is hardly 

observed. Panel 6.6(b) represents the density which is found to decrease linearly with gas 

saturation at the constant temperature and pressure, and it decreases with temperature 

and pressure at constant gas saturation.Panel 6.6(c) shows the compressional velocity 

which is found the greatest when the fluids completely consist of water and oil at the 

lowest temperature and pressure. Meanwhile, the compressional velocity increases with 
gas saturation at the constant temperature and pressure. At the constant gas saturation, 

the compressional velocity is anti correlated with the temperature and pressure.

One additional parameter, the acoustic impedance, is calculated (Figure 6.7). It is 
found that the acoustic impedance decreases with gas saturation at constant temperature 

and pressure, and decreases with temperature and pressure at the constant gas satura­

tion. Obviously, the acoustic impedance changes with pressure, temperature, and fluid 

saturation. When any of these parameters is unknown, it will be very difficult to correctly
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Figure 6.5: The simulated rock properties, (a), (b), (c) - Fluid bulk modulus (GPa); (d), 
(e), (f) - Density (kg/m 3); (g), (h), (i) - Compressional velocity (m/s); (j), (k), (1) - Shear 
velocity (m/s). Each column represents the value calculated respectively at pressure 5.2 
MPa, 4.9 MPa and 4.3 MPa and at temperature 198°C, 166°C, and 81°C, respectively.
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Figure 6.6: Time-lapse rock properties with the constant oil saturation at 20%. (a) Effec­
tive bulk modulus; (b) Density; (c) Compressional velocity.
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Figure 6.7: The estimated time-lapse acoustic impedance with oil saturation at 20%.

predict the variations in the acoustic impedance.

It is important to note that we have not here considered any changes in the frame 

modulus due to variations either in pressure or in temperature. We have earlier dis­

cussed a possible decay in the shear modulus with pressure due to increasing tempera­

ture. However, it needs to be remembered here that the declining pore pressure curves of 

Figure 6.4 also mean that the effective confining pressure <re/ /  =  acxmf  — crpm-e is actually 

increasing. That is, the solid frame of the rock is supporting an even larger stress. While 

this factor is expected to increase the frame modulus kd we have ignored this effect.

6.3 Time-lapse seismic attribute analysis

The two horizontal well pairs B1 and B2 which experienced SAGD process crossed the 
N-S direction seismic line. Rock property variations might be observed from time-lapse 

seismic data. Conversely, the observed seismic variations can be considered as rock prop­

erty caused variations under the dynamic geology environment. On the other hand, the 

B1 and B2 did not cross the W-E direction seismic line. The observed seismic variations
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can be considered as non-repeatability caused variations under the static geologic envi­

ronment. In order to detect these different scenarios, one seismic attribute, the power 

spectrum, will be employed in this investigation. We do this under the caveat that in 

this case the time lapse signals are expected to be small particularly as we did not have a 

baseline survey.

6.3.1 The power spectrum along the W-E direction

The time-lapse seismic profiles along the W-E direction are shown in Figure 6.8. Within 

the illustrated window area [633,760] ms, the power spectra are calculated.

The normalized power spectra are shown in Figure 6.9(a) ~  (d). The CMP stack fold 

distribution at different CMP positions is shown in frame (e) which is used as a proxy to 

indicate seismic quality as indicated in the previous chapter. These spectra are similar, 

for example at the illustrated circle positions. Spectra at these two positions are shown in 

Figure 6.10(a) and 6.10(b). The shapes of these time-lapse spectra are very similar except 

that there are very small deviations within the higher frequency range [40,60] Hz. Since 

the acquired seismic surveys have very high repeatability and the rock property caused 

variations were not expected at the time of data acquisition, these very similar power 

spectra should reflect the locally static geology environment. The existing deviations can 

be attributed to the non-repeatability caused variations.

6.3.2 The power spectrum along the N-S direction

The time-lapse seismic profiles along the N-S direction are shown in Figure 6.11. Within 

the selected window [633, 760] ms, the calculated power spectra are shown in Figure 

6.12(a) ~  (d). The CMP stack fold distribution at different CMP positions is shown in 

panel (e). From left to right, the two filled circles respectively represent the locations 

horizontal well pairs B1 and B2. These spectra are very similar, especially around the 

circle positions shown in panel (e) which possesses relatively higher image quality. The 
spectra at these circle positions are shown in Figures 6.13(a) (h).

Panel (a) shows the power spectra for the seismic trace located at 24 meters north 

of the well pair Bl. This set of time-lapse power spectra are found to have the same 

predominate frequencies and to have similar wave shapes. Above 40 Hz, there are small
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Figure 6.8: The W-E direction time-lapse seismic profiles and the designed window 
within which to estimate seismic attribute, (a) July 2001; (b) October 2001; (c) June 2002;
(d) October 2002.
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Distance (m)

Figure 6.9: The time-lapse power spectrum profiles along the W-E direction, (a) July 2001; 
(b) October 2001; (c) June 2002; (d) October 2002; (e) The CMP stack fold distribution at 
different CMP positions.
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Figure 6.10: Time-lapse power spectra at the 418.5 m and at the 463.5 m.
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Figure 6.11: The N-S direction time-lapse seismic profiles and the designed window to 
calculate seismic attribute, (a) July 2001; (b) October 2001; (c) June 2002; (d) October 2002. 
(Left circle represents horizontal well pair Bl; right circle represents horizontal well pair 
B2.)
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Distance (m)

Figure 6.12: The N-S direction time-lapse power spectrum profiles, (a) July 2001; (b) Oc­
tober 2001; (c) June 2002; (d) October 2002; (e) The CMP stack fold distribution at different 
CMP positions. (The left filled circle represents Bl; the right filled circle represents B2.)

deviations. Panel (b) shows the calendar spectra with the seismic traces located at the 

well pair Bl. The main frequencies are found to increase with the calendar time interval 

with the maximum frequency shift being about +2 Hz. Panel (c) shows the power spectra 

with the seismic traces located at about 28.5 meters south of the well pair Bl. Similar 

features but larger predominate frequency shifts are observed. In panel (d), (f), and (g), 

the main frequency shift becomes smaller. The panel (e) shows the almost identical main 

frequencies. The last panel (h) shows the power spectra with the seismic traces located at 

B2. This set of time-lapse power spectra are found to have almost identical shapes. Note 
that B2 terminates to the east of the N-S line and there may not be any variations expected 

at this location. However, we have no production information on pair B2 provided to us.
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Figure 6.13: Time-lapse power spectra at different CMP positions.
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Figure 6.14: Cumulated power spectra at the 418.5 m and at the 463.5 m along the W-E 
direction.

6.3.3 Interpretation

From the previously presented time-lapse power spectra along the W-E direction, they 

are found very consistent except that there are very small deviations within the higher 

frequency range. Since the horizontal well pairs Bl and B2 did not cross the the W-E 

direction seismic line, these deviations can be attributed to the non-repeatability caused 

variations which are produced at the stage of seismic data acquisition. More apparent 

features can be observed from the calculated cumulative power spectra shown in Figure 
6.14.

On the other hand, along the N-S direction seismic line, the main frequencies of these 

calendar spectra are found to increase slightly with the calendar time interval. Since 

the well pair Bl and B2 crossed this direction seismic line, the observed main frequency 

shift might be attributed to the ongoing SAGD related activities. However, some other 

factors, such as geological fracture and nonuniform CMP stack fold distribution, may 

also contribute to the observed seismic variations. The corresponding cumulative power 

spectra are shown in Figure 6.15. It is found that the accumulative power spectra for the
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most recent survey are isolated from the other three calendar spectrum curves, especially 

within the higher frequency range.

Generally, the high frequency energy tends to be attenuated when high temperature 

steam is injected into steam chamber; especially at the initial stage of steam injection, 

the high frequency energy is attenuated significantly (Dilay and Eastwood, 1995). On the 

other hand, during the opposite process, when the temperature within steam chamber 

decreases, the high frequency energy should increase. This feature has been observed 

in East Senlac area that along the N-S direction seismic lines, the high frequency energy 

tends to increase when the temperature within steam chamber decreases. Another inter­

pretation relies on the drop in pore pressure which increases the effective pressure and 

hence the rock velocity.

6.4 Impedance inversion and integrated interpretation along the 
N-S direction seismic lines

6.4.1 Impedance inversion

The recently proposed hybrid data transformation method is employed in this case study 

to invert for the "impedance". The seismic difference profiles along the N-S direction are 

selected in this inversion as they are the ones most likely to have detectable changes 

in the thin reservoir. Several steps can be included in this inversion process. The first 

step is to select initial "reflectivity" seed values. The second step is to choose an appro­

priate source wavelet. The method such as the least-squares described in Appendix C 

can be employed to estimate the source wavelet. Once the initial seed values and the 

initial source wavelet are selected, a new "reflectivity" can be inverted by using the pro­

posed hybrid data transformation method. Several iterations are usually required until 

the optimal source wavelet and the optimal "reflectivity" are obtained. From the inverted 

"reflectivity", "impedance" can be further estimated.

The seismic window from 633 ms to 752 ms is selected in this inversion. Using the hy­

brid data transformation method, the inverted "impedance" profiles are shown m Figure 
6.16.

The circles from left to right represent the horizontal well pair Bl and B2. Negative

167

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6.4. IMPEDANCE INVERSION A N D  INTEGRATED INTERPRETATION ALO NG
THE N-S DIRECTION SEISMIC LINES

JulyOl
Oct.01
June02
Oct.02Q.

? 10

40

—  JulyOl 
  Oct.01
—  June02  
  Oct.02

15

1 10

5

0
20 40 60 800

Frequency (Hz) Frequency (Hz)

—  JulyOl
—  Oct.01
—  June02  
 O ct.02

< 10

40
Frequency (Hz)

0 
o . 
03ul«D
1
CL3oo<

  JulyOl
  Oct.01
—  June02  
 Oct.02

15

10

5

0
20 80

—  JulyOl
—  Oct.01
—  June02  
  Oct.02

?10

Frequency (Hz)

©
Q.COl!©
i0.

—  JulyOl
  Oct.01
— ■ June02  
 O ct.02

15

10

5

0
Frequency (Hz) Frequency (Hz)

JulyOl
Oct.01
June02
O ct.02

? 10

40

—  JulyOl
—  Oct.01
—  Jun e0 2  
  Oct.02

? 10

20 40
Frequency (Hz) Frequency (Hz)

Figure 6.15: Cumulative power spectrum curves at different CMP positions along the 
N-S direction.
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Figure 6.16: Inverted "impedance" profiles along the N-S direction seismic lines.
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value in Figure 6.16 represents impedance decrease, and positive value represents im­

pedance increase relative to the reference survey. The top panel shows the "impedance" 

inverted from July 2001 to October 2001. Above the reservoir, the inverted "impedance" 

doe6 not change. This indicates the local static geology environment that physical varia­

tions are not expected in this area. Below the reservoir, the inverted "impedance" tends 

to increase, especially below the well pair Bl area, there are greater impedance increase. 

The middle panel shows the "impedance" inverted from July 2001 to June 2002. Rela­

tive to the reference survey, impedance decreases slightly. The bottom frame represents 

the "impedance" inverted from July 2001 to October 2002. The overall impedance varia­

tions are similar to those shown m the top panel except that there is a greater impedance 

increase.

6.4.2 Impedance interpretation based on rock physics

Theoretically, the pressure and temperature change will modify the rock property distri­

bution within the reservoir area. But the rock properties above the reservoir area should 

not be affected. In the time domain, the rock property variations will extend below the 

reservoir area. This can be inferred from the "impedance" formula which is defined as 

the "reflectivity" integral. If the "reflectivity" is not zero, the estimated "impedance" at 

that time depth is also not zero, and this non zero "impedance" will accumulate with 

time depth.

In general, if only the temperature and pressure values are available, it is impossible 

to correctly predict how impedance changes without knowing the fluid saturations. For 

example, simply decreasing temperature and pore pressure will increase the acoustic im­

pedance; simply to increase gas saturation will decrease acoustic impedance. These two 

combined opposite factors will eventually determine the overall impedance variations.

The inverted "impedance" shown in Figure 6.16 can be interpreted based on rock 

physics as illustrated in Figure 6.17 which is part of Figure 6.7. The selected gas satura­

tion is within the range [0.2, 0.4]. Assume that the point "A" defines conditions in the 

reservoir with 5jue =  0.25, Sw  = 0.55, and So =  0.2 in July 2001. From the recorded 

history data, it is known that from July 2001 to October 2001, gas injection increases and 

gas production decreases; it is quite possible that the overall gas saturation increases
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during this time period. Obviously, the impedance at any point which falls inside the 

small triangle as shown in 6.17 is larger than the impedance at point "A". If the point 

"B" is assumed to be representative of reservoir conditions in October 2001, the acoustic 

impedance increases from "A" to "B". This estimated impedance based on rock physics 

may be used to interpret that the inverted "impedance" shown in 6.16(a) possibly hap­

pens in the field time-lapse seismic monitoring.

From July 2001 to June 2002, gas injection increases and gas production decreases. 

Therefore, it is reasonable to assume that gas saturation increases during this time period. 

Therefore, for any point which falls inside the big triangle as shown in 6.17, impedance 

decreases. If the point "C" is assumed to represent the event occurring in June 2002, the 

simulated scenario from "A" to "C" can be used in the assistance to interpret the inverted 

"impedance" shown in frame 6.16(b).

Since the pore temperature and pore pressure in October 2002 are not available at 

present, me inverted impedance' snown in b.ib(c) will not be turther interpreted m this 

thesis.

6.5 Summary

In the first part of this chapter, a series of time-lapse rock properties have been calcu­

lated based on Gassmann's equation. Then seismic attribute, the power spectrum and 

the accumulated power spectrum have been estimated from the time-lapse seismic data 

along the W-E direction and the N-S direction. The small energy variations along the N-S 

direction may indicate the local dynamic environment and the barely observed energy 

variations along the W-E direction may reveal the local static environment. Furthermore, 

the acoustic "impedance" along the N-S direction has been reasonably inverted by us­

ing the recently proposed hybrid data transformation method. The inverted acoustic 

"impedance" is found to increase from July 2001 to October 2001, and from July 2001 to 

October 2002, but decrease from July 2001 to June 2002. The estimated impedance based 

on rock physics has shown that the opposite contribution of the increased gas satura­

tion and the simultaneous drop in temperature and pressure have resulted in this mixed 

impedance variations.
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-S -  (P,T)=(5.2MPa, 19fP) 
*- (P,T)=(4.9MPa,16tf) 

(P,T>(4.3MPa, 8 f )

Acoustic impedance (m/s*kg/m )

Figure 6.17: Configuration of the simulated time-lapse impedance as a function of gas 
saturation. Small triangle area represents that impedance increases with gas saturation; 
big triangle area represents that impedance decreases with gas saturation.
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Discussion and Conclusions

Nowadays, exploration of heavy oil has become increasingly important. Due to the spe­

cial physical properties in these hydrocarbons, special recovery techniques, such as ther­

mal recovery, are required to be used in their commercial oil production. During the 

process of oil recovery, the subsurface rock property variations are possibly detected by 

using geophysical methods.

In this case study, several time-lapse seismic surveys were acquired along the W-E 

and N-S directions in East Senlac area. During the process of seismic data acquisition, 

the reservoir area was subject to a rather involved SAGD process. In general, during 

the SAGD process, two horizontal well pairs are drilled close to the bottom of reservoir. 

Through the top borehole, hot steam is injected into the reservoir area. The steam heats 

the oil so that the viscosity of the heavy oil reduces significantly and the oil becomes 

mobile. When the oil density is bigger than the steam density, the viscous oil flows into 

the bottom borehole where it is produced.

Since the SAGD in this study area has already started for about two years when the 

first seismic survey was acquired, the communication between the injection borehole and 

the production borehole should have been completely established. Unfortunately, there 

was also a great deal of uncertainty as to whether the reservoir was. The main goal of 

this thesis is to investigate the following question:

1. What risk will be involved in conducting time-lapse seismic monitoring project in 
East Senlac area?

2. How to evaluate and how to quantify the calendar seismic repeatability?

3. How to process time-lapse seismic signals in a high fidelity manner?
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4. How to diagnose and how to interpret the observed time-lapse seismic variations?

5. How to invert the seismic variations into rock property parameters?

The first question of How big risk will be involved in conducting time-lapse seis­

mic monitoring project in  East Senlac area is mainly related to the subject of feasibility 

study. It has been systematically examined from four aspects including the prediction of 

rock property variations, technical risk assessment, generation of forward seismic mod­

elling, and geometry design of seismic data acquisition. Based on Gassmann's equation, 

the density and the compressional velocity were estimated at different stages of fluid 

substitutions. In the process of oil substitution by steam, the predicted compressional 

velocity decreases from the 2957 m /s  at 28°C to the 2820 m /s  at 263.94 °C. Meanwhile, 

the density decreases from the 2130 kg/m 3 to the 1890 kg/m 3. The relative compres­

sional velocity variation is -4.6%, and the relative density variation is -11.1%. The risk 

assessment has been performed by utilizing the technical spreadsheet. Based on this risk 

analysis, recommendation is made that it is feasible to conduct time-lapse seismic mon­

itoring project in East Senlac area, but great challenge will be encountered due to the 

existence of the relatively stiff rock matrix within the deeply buried thin reservoir area. 

Based on the predicted compressional velocity and density, two sets of synthetic seismic 

data sets were generated by using the 2-D finite difference method. Seismic variations 

were detected from the seismic difference profiles. In selecting seismic acquisition geom­

etry parameters, it is suggested that the maximum offset should not exceed the reservoir 

depth. In the East Senlac case, the reservoir depth is about 750 meters. Therefore, the 

maximum offset should be limited within the 750 meters.

During another process of steam substitution by injected gas with the constant tem­
perature at 263.94 °C and the constant pressure at 5 MPa, the absolute variations in com­

pressional velocity and density are close to zero. In this case, it would be difficult to 

conduct time-lapse seismic monitoring. That is, one shQuld not expect to recognize dif­
ference between water vapor (steam) or methane.

Three metrics were presented to address the second question of How to evaluate 

and how to quantify the calendar seismic repeatability. These metrics include Pearson 

correlation (PEAR), normalized root mean squares (NRMS), and predictability (PRED).
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Better repeatability along the W-E direction than along the N-S direction has been ob­

served from the calculated PEAR profiles. From the further estimated Pear values within 

the designed window area, the relatively higher values along the W-E direction may 

demonstrate the local static geologic environment, and the relatively lower PEAR values 

may indicate the local dynamic geology environment along the N-S direction. The anti­

correlated NRMS and PRED values seem to further support these local geology features. 

The lateral post-stack seismic quality represented by the NRMS values is negatively cor­

related with the CMP stack fold distribution. The lower stack fold number results in the 

higher NRMS values which are mainly related to noise. The higher stack fold number, for 

example, more than 25, corresponds to the lower NRMS values which are mainly related 

to signals.

The third question of How to process time-lapse seismic signals in a high fidelity 

manner has been clarified by employing different processing strategies. Three category 

processing strategies are generally included which are the post-stack cross-equalization 

(XEQ), the prestack parallel processing (PPP), and the prestack simultaneous processing 

(PSP). The first processing strategy is usually used in the legacy data processing. The 

second processing strategy PPP lies in using the similar or identical parameters. The 

third processing strategy PSP is to emphasize the use of identical parameters, and the 

application of the jointly extracted operators simultaneously to the multi-vintage data. 

The latter two processing strategies are commonly used in the time-lapse seismic data 

processing when the calendar surveys are designed for the purpose of time-lapse seis­

mic monitoring. Generally, optimal results can be obtained by using the PSP processing 

strategy.

The XEQ is another important component in the time-lapse seismic data processing. 

The matched filtering method (MFM) and the bandwidth-phase equalization method 

(BPEM) are the two generally used methods. In the application of MFM, small variations 

are easily erased from seismic difference signals. Since the inherent assumption of the 
same systematic error existing within the static geology area and within the dynamic 

geology area may never be satisfied in the real time-lapse seismic monitoring, these two 

XEQ methods should be used very carefully. For the East Senlac calendar surveys, the 

two steps of time shifting and amplitude scaling have been adopted in the XEQ.
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The Power spectrum as one of the seismic attributes is used to monitor the calendar 

energy variations. This seismic attribute is used to answer the question How to diagnose 

and how to interpret the observed time-lapse seismic variations. The estimated power 

spectra along the W-E seismic line direction are found to have very similar shapes. The 

overall variations are trivial. It is inferred that these calendar seismic surveys are pos­

sibly acquired under the static geology environment. In contrast, the main frequencies 

along the N-S calendar seismic surveys shift slightly. The corresponding power spectra 

tend to increase with the calendar time interval. This may indicate that these seismic 

profiles are likely obtained under the dynamic geology environment. The derived accu­

mulated power spectra along these two seismic line directions have further confirmed 

this observation.

The impedance inversion and rock property simulation are used in order to invert 

the seismic variations into rock property parameters. The hybrid data transformation 

method is employed to invert for the calendar "impedance". The possible interpretation 

is assisted by integrating the simulated rock properties. The Gassmann's equation and 

the recorded history data are employed in this simulation. The acoustic impedance is 

found to increase from July 2001 to October 2001, and it decreases slightly from July 2001 

to June 2002. By combining the simulated time-lapse impedance, the possible increase in 

gas saturation and the simultaneous drop in temperature and pressure may have made 

this mixed contribution. Since the history data in October 2002 is not available, the in­

verted "impedance" from July 2001 to October 2002 will not be interpreted in this thesis.

Future research directions

As time-lapse seismic monitoring covers a variety of topics, the analysis and results pre­

sented in this thesis could be extended to accommodate the following aspects:

• Rock property measurement in laboratory. This would provide helpful informa­

tion at the feasibility study stage. The main purpose of this measurement is to 

simulate the fluid substitution scenario which may occur under the in situ reservoir 

conditions. From the measured rock property parameters, the seismic parameters
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including velocity and density can be further estimated. However, these measure* 

ments should move toward forced oscillation techniques.

•  Improvement in the seismic data acquisition design. One relevant aspect is the 

CMP stack fold distribution. In this case study, the CMP stack fold number changes 

with CMP position and is distributed in a quasi-triangle shape. This has directly 

affected the S /N  ratio and the lateral seismic event. When the stack fold number is 

insufficient, the seismic signals will be heavily contaminated with noise. Therefore, 

in the design of seismic acquisition system, it is important to maintain a uniform 

stack fold distribution with a reasonable stack fold number.

Another aspect is in the improvement of seismic resolution. This improvement 

can be accomplished by increasing the emitted source wavelet frequency and the 

emitted source energy. In this case study, the main frequency within the target 

reflection area is about 29 Hz. If higher resolution seismic surveys were acquired, 

more interesting features might be revealed within the thin reservoir area.

• Extension of the recently proposed 1-D inversion algorithm to the 2-D or 3-D.

The main challenging technical aspect lies in the design of a two dimensional or 

three dimensional operator in the deconvolution algorithm.

• Robust estimation of time-difference and amplitude variations. In the feasibility 

study, more robust method such as ray tracing should be adopted in the measure­

ment of the travel time difference at the soil surface. In this case study, the travel 

time difference is calculated at the reservoir surface which is not easy to assess the 

relationship between the offset and the time difference at the soil surface.

Another component is the robust estimation of amplitude variations. In this case 

study, amplitude variations are predicted based on the Widess (1973)'s simple for­

mula. More robust method such as the method based on wave equation should 
be adopted in the prediction of the amplitude variations since such wave equation 

represents a better approximation of the subsurface seismic wave propagation.

• Development of seismic attributes. In this case study, only the power spectra and 

the derived accumulated power spectra have been estimated from the calendar seis-
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mic surveys since the data set used in this case study had at best only very weak 

time lapse signals. For the more regular designed time-lapse seismic surveys, a va­

riety of seismic attributes should be be developed and tested from the time-lapse 

seismic data.
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Appendix A

Derivation of time differences from 
time-lapse pre-stack seismic data

Assume that the earth consists of horizontal layers, travelling time through reservoir 

before and after rock properties change can be written as,

«? =  ^  (A.1)*2 =  —

V'l
and

4 K2 + x24  =  — j -  (A.2)

where h is the reservoir thickness, x  is the offset, v\ and v2 are the travelling velocities

before and after reservoir property changes, and £ 1  and £ 2  are the corresponding travel

times. Equation A.2 minus equation A.1, we get,

£ l - £ 2 - ( 4 h 2 + x 2) ( l - i )  (A.3)
v2 V{

Equation A.3 can also be written as,

v{v$
where A£ =  £ 2  — £ 1  and At; =  V2 — ft- Writing the equation A.4 in a differential form, we 

get,
(4 K2 + x 2)dv 

vfti
Assume that reservoir thickness does not change before and after rock property variation,
reservoir thickness can be written as the following equation,

v \t0i v2(toi + A£o) , .h _  _ _  =     (A.6)
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where %  represents two-way vertical travel time, and A to represents vertical time dif­

ference. Since reservoir thickness does not change and we can set dv = dv\, differentiate

the first part of equation, we get, A.6, we get,

+  o (A.7)

which leads to

( A -8 )

In equation A.8, the negative sign means that as velocity increases, vertical time differ­

ence decreases. From equation A.8, velocity variation dv can be written as,

dv = _ v jp v  (A9)
101

Substitute the formula A.9 into the equation A.5, we obtain,

dt =  M l  +  fc)^ ° i (A.10)
h

where k =  x2/ (4 h2).
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Appendix B

Sparse spike deconvolution by using 
iterated window maximization 
(IWM)

Here, we use the iterated window maximization (IWM) based sparse spike deconvolu­

tion method to invert the time-lapse difference in reflectivity. This method was compared 

with different methods such as SA, and demonstrating that this algorithm is more stable 

and faster than other methods (Kmresen and Taxt, 1998).

In this method, the source wavelet is fixed and the reflectivity model assumes that 

only a limited number of reflection coefficients have non-zero values. Such signals are 

usually called "sparse spike trains". Such models can be found in time-lapse seismic 

monitoring in which case variations only occur within small region. In the derivation, 

maximum a posteriori (MAP) is estimated based on Bayesian theory. The optimization 

can be separated into two subproblems: the detection of the reflector times t and the 

estimation of the reflector amplitudes R  for the given t.

In seismic exploration, the seismic response may be approximated by convolving the 

source signature wavelet with the reflectivity time series in a discrete form:
OO

d ( n ) — w (n  ~~ k ) r ( k )  +  e (n ) (B .l)
k = — o o

where w represents the source wavelet, r the reflectivity, e the additive noise, and d the 

seismic response. Rewriting the above formula in a matrix form,

D=WR+E (B.2)

190

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



If considered in a time-lapse scenario, W represents the source wavelet, R the time-lapse 

reflectivity difference, E the additive time-lapse noise, and D the time-lapse seismic dif­

ference. Assume that a window w which is used to maximize the posterior density has 

been chosen. Partition t into two parts, consisting of those components tw inside the 

window and those components tw outside the window, respectively. Partition a in the 

similar way. Let W w be the columns of W corresponding to reflectors inside the window 

and W wbe the columns corresponding to reflectors outside the window. Let j r =  <Tg/of 

which is the inverse S /N  ratio. Now introduce the matrices:

Su, =  (tF“ ),(W"') +  7rI  (B.3)

and
vw _  Q/ywyH _  (nr»)'w®r® (B.4)

The optimal value of rw, given rw, t, and D, is

f w =  (Sw)~1vw (B.5)

The (tw, rw) pair corresponding to the largest value of the posterior is the one that yields 

the larger value of the criterion

l(t) = (vw)'fw +g{t) (B.6)

In the above formula, the first term measures the fit to the data, and the second term

g{t) is the regularization or penalty term. Under the Bemoulli-Gaussian assumption, this

term can be expressed the particularly simple form

g(i) =  —9MW (B.7)

where M w is the number of reflectors inside the window and the 9 is the sparsity para­

meter which is usually within the range [10,20].

The correlation functions can be computed and stored prior to the iterations. These 

functions can be written as

K

c™  = l L  W (k -  n)w (k)(n  =  0,1,..., K)  (B.8)
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No

1 yes

Convergence?

Choose a window, w.

New reflectivity estimate (r,t).

Compute correlation functions , c,

For each candidate, compute amplitude and l(t).

Update amplitude and reflector 
position yielding the largest l(t) value.

Test a series o f candidate seeds for the 
reflectivity positions within the window.

Figure B.l: The procedure to calculate reflectivity.

and
m in(N ,n+ K )

CWD ~  E W (k - n ) D { k ) ( n  = 0, l , . . . ,N)
k=m ax(l,n)

Using these functions, tire initialization can be written as

srj =cww(\tr~tj\)+'Yr6(i-j)

and

(B.9)

(B.10)

(B .ll)

for i, j  =  1,2,..., M'w. The detailed process to calculate reflectivity is illustrated in Figure 

B.l.
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Appendix C

Wavelet estimation by using the 
least-squares method

Seismic response can be written in a matrix format:

D = R W + E  (C.1)

Here, the D, R, W, and E individually represents seismic response, reflectivity, source 

wavelet, and additive noise.

Based on the Gaussian assumptions on R and E, in this linear model, the maximum a 

posteriori estimator can be written as (see Hartigan (1983)):

W = ( r 'r  +  7wI ) - 1R,D (C.2)

The parameter j w =  is an inverse S /N  ratio {a\ represents variance in error; a2r 

represents variance in signal). When %„ =  0, solution C.2 reduces to the standard least- 

squares estimate; wnen %„ is a constant, solution reduces to tne damped least-squares 

estimate.
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