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Abstract

Neural networks (NNs) are effective machine learning models that require sig-

nificant hardware and energy consumption in the computing process. To im-

plement NNs, stochastic computing (SC) has been considered to seek a trade-

off between hardware efficiency and computation performance. However, most

of the existing implementations are based on pre-training such that the weights

are predetermined for the neurons at different layers; therefore, these imple-

mentations lack the ability to update the values of network parameters.

In this research, we focus on the design and implementation of energy-

efficient SC NNs for both training and inference. Three types of neural net-

works are proposed, including a multi-layer perceptron (MLP), a deep belief

network (DBN), and a recurrent neural network (RNN).

Several circuit designs are proposed to improve the hardware efficiency and

performance of these networks. Using extended stochastic logic (ESL), the

computation range of SC is extended from fractional numbers to real values

determined by a binary representation. Reconfigurable computation units are

designed to implement different types of activation functions such as the tanh

function and the rectifier function. A triple modular redundancy (TMR) tech-

nique is employed for reducing the random fluctuations in SC. An SC divider

based on TMR and a binary search algorithm is proposed with progressive

precision for reducing the required sequence length. SC training components,

such as the gradient computation and layer weight updating circuits, are pro-

posed to implement learning algorithms, including the backward propagation
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in MLPs and the fast greedy learning algorithm in DBNs. An adaptive mo-

ment estimation (ADAM) circuit is designed to further improve the speed of

the training process.

The proposed SC networks are capable of solving the problems of clas-

sification of nonlinearly separable patterns. Incurring only a slight decrease

in accuracy, the proposed designs require significantly smaller area and lower

energy consumption compared to floating- and fixed-point implementations

at a similar processing speed. The proposed SC circuits can be adapted into

different types of NNs, so they are versatile for use in both the training and

inference processes. These results show the potential of SC design techniques

in machine learning applications.
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Preface

This dissertation presents the original work in the field of stochastic computing

(SC) neural networks (NNs) by Yidong Liu.

In Chapter 2, we survey the background and recent developments of SC

circuits that improve the hardware efficiency and computation speed of SC

NNs. This work has been drafted as Y.Liu, S.Liu, Y.Wang, F.Lombardi,

and J.Han, “A survey of stochastic computing neural networks for machine

learning applications.” I composed the article with S. Liu. Dr. J.Han pro-

vided suggestions on the structure of the survey and revised the manuscript.

Dr.Y.Wang assisted with the revision and provided valuable information on

the section of convolutional neural networks. Dr.F.Lombardi participated in

the discussion, provided suggestions to the structure of the survey, and helped

with the revision.

An SC multi-layer perceptron (MLP) is proposed in Chapter 3, by imple-

menting the backward propagation algorithm for updating the layer weights.

This design has been published as Y.Liu, S.Liu, Y.Wang, F.Lombardi, and

J.Han, “A stochastic computational multi-layer perceptron with backward

propagation,” IEEE Transactions on Computers, vol. 67, no. 9 (2018): 1273-

1286. I developed the circuit of the SC-MLP, carried out the simulations

and syntheses, and composed the article with S.Liu. Dr. J.Han provided the

original idea of utilizing SC circuits in the MLP and revised the manuscript.

Dr.F.Lombardi and Dr.Y.Wang participated in the discussion and assisted

with the revision.

Chapter 4 presents the design of an energy-efficient deep belief network

(DBN) with online learning capacity based on SC. This work has been pub-

lished as Y.Liu, Y.Wang, F.Lombardi, and J.Han, “An energy-efficient online-
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learning stochastic computational deep belief network,” IEEE Journal on Emerg-

ing and Selected Topics in Circuits and Systems, vol. 8, no. 3 (2018): 454-465.

I devised the design of the SC-DBN, did the simulation, evaluation and circuit

syntheses, and drafted the manuscript. Dr. J.Han provided suggestions to im-

prove the manuscript. Dr.Y.Wang attended the discussion and revised the

manuscript. Dr.F.Lombardi provided suggestions to the research and helped

revising the manuscript.

Finally, we proposed an energy-efficient and noise-tolerant long short-term

memory (LSTM) based SC recurrent neural network (RNN). This work com-

prises Chapter 5. It has been published as Y.Liu, L.Liu, F.Lombardi, and

J.Han, “An energy-efficient and noise-tolerant recurrent neural network using

stochastic computing.” IEEE Transactions on Very Large Scale Integration

Systems, vol. 27, no. 9 (2019): 2213-2221. I developed the SC-RNN design,

evaluated the hardware efficiency and drafted the manuscript. Dr. J.Han pro-

vided constructive suggestions on improving the quality of the article and

revised the manuscript. Dr.L.Liu and Dr.F.Lombardi participated in the

discussion and assisted with the revision of the manuscript.
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Chapter 1

Introduction

1.1 Motivation

In the early form of artificial neural networks (ANNs) and the more recently

developed deep neural networks (DNNs), neural networks (NNs) have widely

been used in many machine learning applications, such as feature extrac-

tion [74], classification [52], and system control [24]. They possess several

features such as the nonlinear characteristics, flexible configuration ability

and self-adaptability that make them convenient for machine learning applica-

tions [113]. Originally, NNs were inspired by simulating some functions of the

human brain and they modeled the way in which the brain performs a par-

ticular task or functions of interests [40]. A NN is implemented as a parallel

distributed processor consisting of simple processing units represented by neu-

rons. An ANN resembles the human brain by acquiring knowledge through a

training process and storing the knowledge in layer weights that are associated

with the interneuron connections.

There have been multiple types of NNs based on different structures and

learning algorithms. A multi-layer perceptron (MLP) is a type of ANNs in

which neurons are interconnected in several layers [35]. The MLP supports

gradient descent-based supervised learning, such as the backward propaga-

tion (BP) algorithm [35]. It can be used for the classification of nonlinearly

separable patterns which means the classes cannot be seperated by a single

line or hyperplane [103] [36]. A DNN is generally considered to contain more

than two nonlinear layers between the input and output layers [92]. As an
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example, a deep belief network (DBN) is composed of multiple hidden layers,

with connections between neurons in different layers. A DBN dramatically

improves the performance of an MLP. By using a fast greedy learning algo-

rithm [38], a DBN can perform unsupervised learning and solve problems such

as object recognition [76], speech recognition [37] and the recognition of hand-

written characters. Compared to other NNs, convolutional neural networks

(CNNs) achieve a better performance in image-classification applications and

significantly reduce the memory required for storing layer weights by weight

sharing and pooling operations [96]. Recurrent neural networks (RNNs) are

widely used for solving time-related problems such as speech recognition [90].

The long short-term memory (LSTM) structure has been introduced to sig-

nificantly improve the accuracy of RNNs and has become one of the most

widely-used RNN structures [39].

Compared to software implementations, hardware implementations of NNs

offer the advantages of an inherently high degree of parallelism and fast pro-

cessing speed. Unfortunately, complex hardware is required because NNs can

involve thousands of neurons in a single layer, resulting in millions of parame-

ters that need to be adjusted to achieve high classification accuracy [52]. Since

a large NN can easily overfit the dataset, several techniques have been devel-

oped to solve the overfitting problem, including the use of weight noise [27],

Dropout [98], DropConnect [104], binarized neural networks (BNNs) [42], and

quantized neural networks (QNNs) [43] [10]. These techniques add noise to

the activation function or layer weights. Using these methods, large networks

generally achieve higher accuracy compared to small networks. Recently, NNs

have been implemented in FPGAs [79], graphics processing units [52], and

embedded systems [49]; however, it is still imperative to develop efficient de-

signs for implementing NNs with the lowest possible hardware cost and energy

consumption.

In contrast to conventional binary circuits, a stochastic computing (SC)

circuit achieves low hardware cost and power consumption with high fault

tolerance to computation and soft errors [88]. SC reduces the size of many

fundamental arithmetic circuits, such as adders, subtractors [7] [8] and mul-
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tipliers [34] [3]. The sigmoid function, for example, the hyperbolic tangent

(tanh) and exponential functions can all be implemented by finite state ma-

chines (FSMs) [63]. These designs make it possible to implement SC NNs at

a significantly lower hardware cost by moderately sacrificing the computation

accuracy. In addition, SC uses stochastic sequences to encode real values. As

a result, it introduces stochasticity and thus noise into SC NNs. The noise

could potentially be utilized to solve the overfitting problem which improves

the accuracy in inference [81].

However, it is a challenge for an SC NN to achieve a computation latency

and energy consumption comparable with conventional designs due to the long

sequence length and the large number of stochastic number generators (SNGs)

required in the circuit. Additionally, most of the research on SC implementa-

tions has focused on the inference process; thus, the weights at different layers

of the neural networks are predetermined and cannot be updated during the

computation process.

The motivations for this research are summarized as follows.

1. Conventional SC designs require long sequence lengths to achieve ac-

ceptable computation accuracy. Moreover, they require a large number of

sequence generators to convert the binary values into stochastic sequences,

resulting in a large area cost and high energy consumption. Therefore, it is

important to improve the hardware efficiency of SC designs while maintaining

the computation accuracy.

2. The recent development of SC NNs shows that SC designs have been

useful in the implementation of multiple types of NNs. However, there lacks

a general design methodology for SC NNs. In this research, we attempted to

design highly reconfigurable SC components that can be utilized to implement

different types of NNs, thus improving the generality and versatility of SC

designs in NN applications.

3. Most research on SC NNs has focused on the inference process. How-

ever, there is a lack of designs for SC-based online learning. As adaptation is

one of the most important features in machine learning, we propose SC de-

signs that implement the training process, which helps us to gain an in-depth
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understanding of the potential of SC in machine learning.

1.2 Objectives

Based on the above observations, the main objective of this research is to

design SC-based NNs that achieve high hardware efficiency and competitive

computation speed with online-learning abilities. Specifically, the following

research topics are addressed.

1. To improve the hardware efficiency, several SC components are pro-

posed to improve the computation accuracy with reduced sequence length.

SC circuits that are immune to signal correlations are proposed to improve

the sharing rate of SC components. Additionally, reconfigurable structures

are designed that reuse computation components in both the training and

inference processes, thus reducing the hardware cost.

2. Reconfigurable components are proposed to improve the flexibility of

SC NN designs. For example, a reconfigurable SC activation unit (SCAU)

is designed to implement different types of activation functions such as the

tanh and the rectifier function. The designs can also be adapted into different

types of NNs, such as DBNs and RNNs, offering a general solution to the

implementation of activation functions in SC NNs.

3. SC components are proposed to implement different learning algorithms,

including the BP algorithm in MLPs and the fast greedy learning algorithm in

DBNs. Therefore, the proposed SC NNs can perform SC-based online learning,

and achieve both low area cost and high energy efficiency.

The contributions of this work are summarized as follows:

1. Design of an SC MLP

An SC-MLP is proposed by implementing the backward propagation algo-

rithm for updating the layer weights. A triple modular redundancy (TMR)

technique is employed to reduce the random fluctuations in stochastic com-

putation. A probability estimator (PE) and a divider based on TMR and

a binary search algorithm are proposed with progressive precision to reduce
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the required stochastic sequence length. Compared to a fixed point (FxP)

implementation, the SC-MLP consumes a smaller area and a lower energy

consumption with a similar processing speed and a slight drop of accuracy.

2. Design of an SC DBN

The design of an energy-efficient DBN is proposed with an online-learning

capacity based on stochastic computation. A reconfigurable structure is uti-

lized to implement the fast greedy learning algorithm and an adaptive moment

estimation (ADAM) circuit is designed to improve the speed of the training

process. The area cost and energy consumption of the proposed design are

lower than those of a pipelined 32-bit floating point (FP) (or an 8-bit FxP)

implementation.

3. Design of an SC RNN

We propose an energy-efficient and noise-tolerant LSTM-based RNN using SC.

A hybrid structure is developed that utilizes SC designs and binary circuits

to improve the hardware efficiency without a significant loss of accuracy. The

area and energy consumption of this design is significantly lower than those of

a 32-bit FP implementation, with a higher noise tolerance.

1.3 Dissertation Outline

This dissertation is organized as follows. The background and the recent

development of SC NNs are reviewed in Chapter 2. In Chapter 3, the SC-

MLP is proposed and evaluated. Chapter 4 presents the design of the SC-

DBN. In Chapter 5, we discuss the implementation of the SC-RNN. Finally, a

conclusion and discussion are given in Chapter 6.
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Chapter 2

Review

2.1 Background

Neural networks (NNs) consist of neurons as structural constituents. It is

estimated that there are approximately 10 billion neurons in the human brain

[35]. Fig. 2.1 illustrates the typical structure of a neuron. In the neuron, the

cell body receives input signals from the dendrites connected to the synaptic

terminals controlled by other neurons. The signals are converted and encoded

as a series of brief voltage pulses known as spikes, and then passed to other

neurons through the axon. The human brain can be developed to adapt to the

surrounding environment by two mechanisms: the creation of new synaptic

connections between neurons and the modification of existing synapses, both

of which lead to changes in the structure and the parameters of the NN.

Based on the biological structure, the neuron in a NN is designed as an

information processing unit and is utilized as the fundamental unit in the

network. The function of the neuron is shown in Fig. 2.2. Assume that one of

Figure 2.1: The typical structure of a neuron in the human brain [102].
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Figure 2.2: The function of a neuron in ANNs [35].

the m input signals of the neuron is denoted by xi, i = 1, 2, ..., m, and the

parameter of the neuron (given as a layer weight) is wi, i = 1, 2, ..., m. The

output of the neuron is generated by

y = φ(
m∑
i=1

wixi). (2.1)

where φ is the activation function. In stochastic computing (SC) NNs, there

are different types of widely used activation functions, including the tanh

function, sigmoid function and rectified linear unit (ReLU) function. Assuming

the input of the activation function is v, the activation functions are given by

φ(v) =


tanh(2v), tanh

1
1+exp(−v) , sigmoid

max(0, v). ReLU

(2.2)

Each of the functions can be used to solve nonlinear classification prob-

lems [7]. The ReLU is the dominant type of activation function in the state-

of-the-art NNs. Compared with the tanh and the sigmoid functions, the ReLU

function allows a network to obtain sparse representations by eliminating ran-

dom fluctuations.

2.2 Stochastic Computing Neurons

2.2.1 Overall structure

In stochastic computation [1] [5] [34], the presence of p 1’s in a random binary

bit stream of length q encodes the value p/q in the unipolar representation, or

the value (2p− q)/q in the bipolar representation. Thus, a stochastic sequence
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encodes a real number in the closed interval [0, 1] in the unipolar represen-

tation, or a number in the closed interval [−1,+1] in the bipolar represen-

tation. Stochastic computation is generally executed on a bit-wise basis for

both combinational and sequential circuits. This can significantly reduce the

complexity of an arithmetic circuit. In generally, SC circuits reduce the area

cost of arithmetic circuits by sacrificing the computation speed, compared to

binary designs. SC has been widely used in a variety of applications, such as

low-density parity check (LDPC) decoding [29], image processing [61] [106],

digital filter design [12] [82] [105], and circuit reliability evaluation [30] [114].

A digital-to-probability converter (DPC), also referred to as a stochastic

number generator (SNG), is commonly used to convert a real number into a

stochastic sequence [105] [83]. It consists of a linear-feedback shift register

(LFSR) and a comparator (Fig. 2.3 (a)). Another important component used

in SC is the probability estimator (PE); the PE determines the probability

encoded by a specific stochastic sequence. A conventional PE (Fig. 2.3 (b))

consists of a counter and a DPC [7]. It first generates a stochastic sequence

using the DPC and then uses an up/down counter to compare the probabilities

(a) (b)

(c) (d)

Figure 2.3: (a) A DPC, (b) a conventional PE [7], (c) a PE using flip-flops,
and (d) a conventional bipolar stochastic divider [7].
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encoded in the generated and input sequences. Subsequently, the PE adjusts

the probability encoded in the generated sequence by increasing (or decreasing)

the value in the counter if the probability encoded in the generated sequence

is smaller (or larger) than the value encoded in the input sequence. When

the same probability is obtained for the input and generated sequences, the

probability estimator records the binary value in the counter to estimate the

probability (Pest) that is encoded in the input sequence.

A different implementation of a PE using flip-flops is introduced in [80]. In

Fig. 2.3 (c), Nsto is the number of clock cycles (equal to the sequence length)

required for stochastic computation. In each cycle, the flip-flop-based PE

counts the number of 1’s in the input sequence to estimate the probability.

This PE requires less hardware than a conventional PE. However, it needs a

total of Nsto cycles for computation.

Fig. 2.3 (d) shows the implementation of a conventional bipolar stochastic

divider. This design is based on the same gradient descent algorithm used

in a conventional PE. In general, a conventional PE incurs a high latency

when the input probability is substantially different from the initial probability

of the generated sequence; this feature significantly decreases the speed of

computation. A stepped velocity algorithm is introduced in [7] to address

this problem. In the stepped velocity algorithm, the value of the counter is

processed in multiple steps, starting with 2N−1 and 2N−2 as the step size,

where N is the bit width of the counter. Each time, the step size is decreased

by half until it reaches 1. This binary search based algorithm significantly

reduces the sequence length; however, the errors due to random fluctuations

in the stochastic sequences may lead to an incorrect search direction. If an

incorrect direction occurs in an early step, it will result in a considerable loss of

accuracy. Therefore, in our research, a new design that uses TMR and a binary

search-based PE is proposed to shorten the sequence length and overcome the

accuracy loss in the stepped velocity algorithm.

As the fundamental unit in NNs, most SC neurons share a similar struc-

ture, as shown in Fig. 2.4. It consists of an array of SNGs, an SC arithmetic

circuit, and a PE. Consisting of an random number generator (RNG) and a
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Figure 2.4: A typical structure of the SC neuron.

comparator, an SNG is used to convert a binary input into a stochastic se-

quence. The SC arithmetic circuit implements the function of the neuron.

According to (2.1) and (2.2), the SC neuron can be implemented by multipli-

ers, adders and activation circuits. These arithmetic circuits are required in

different types of NNs for inference [7] and can be implemented by different

SC designs, as introduced in the remainder of this section.

2.2.2 Multipliers

The multiplier is a fundamental computation circuit in neural networks. The

SC multiplier is implemented by an AND gate in the unipolar representation

and an XNOR gate in the bipolar representation, as shown in Fig. 2.5 [7]. The

SC multiplier significantly reduces the area by increasing the computation

time, compared to the conventional binary multipliers.

(a) (b)

Figure 2.5: (a) An SC multiplier for the unipolar representation. (b) An SC
multiplier for the bipolar representation [7].
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2.2.3 Adders

The original SC adder is implemented by a 2-input multiplexer (MUX) with

the probability of the select signal set to 0.5, as shown in Fig. 2.6 (a) [88] [7].

The probability of the output signal is not affected by any correlation between

the input signals. So, the RNGs can be shared among the input signals to

reduce the hardware cost and energy consumption. However, the select signal

must be uncorrelated with the input signals, so additional RNGs are still

required. An SC adder tree can be implemented for multiple input signals.

The output of the SC adder is scaled by 0.5, thus reducing the resolution by

half. As a result, the output signals need to be re-normalized before the next

step of processing, therefore increasing the hardware of the adder tree.

An accumulate parallel counter (APC) based SC adder is introduced to

improve the performance and to circumvent the scaling problem (Fig. 2.6

(b)) [101]. In the APC-based SC adder, the 1’s in the D-dimensional in-

put sequences (Si, i = 1, 2, ..., D) are simply added up. The probability of

the output signal is only determined by the sum of the probabilities of the

input signals, thus the RNGs can be shared among the input signals without

losing the computation accuracy. Because no SNGs are required to generate

the select signals, the total cost of the design is lower than that of the original

SC adders for the same number of input signals. The processing speed of the

APC-based adder is higher than the original SC design because the computa-

tion is in parallel without the use of an adder tree. Note that the output of the

APC-based adder is in binary. The area of the design can further be reduced

by replacing the APC with an approximate parallel counter (AxPC), as shown

in Fig. 2.7. Compared to the APC, the first layer of the full adders (FAs) are

replaced by pairs of OR and AND gates to reduce the hardware cost.

A T flip-flop (TFF) based SC adder is introduced in [55], as shown in

Fig. 2.6 (c). Assume that the values encoded in the input and output sequences

in the unipolar representation are px, py, and pz. One can show that

pz =
px + py

2
. (2.3)

11



(a) (b)

(c)

Figure 2.6: (a) An Original SC adder [7]. (b) An APC based SC adder. (c) A
TFF-based SC adder with pz = (px + py)/2 [55].

Figure 2.7: Design of an AxPC with 8-bit input signals. In the full adders
(FAs), a and b are the input bits, ci is the carry-in bit, s is the sum and co is
the carry-out bit [60].

Compared to the conventional SC adder, this adder requires no additional

stochastic sequences for the select signal to the MUX, thus reducing the area

of the design.
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2.2.4 Activation circuits

The activation functions in (2.2) are typically implemented using two different

methods: one is based on FSMs and the other using SC polynomial arithmetic

circuits.

FSM-based computational elements are introduced to implement multiple

activation functions with different state transition settings [7]. The design

includes a saturating counter with the state of the counter controlled in a

closed loop. The state transitions of the tanh and exponentiation circuits are

shown in Fig. 2.8.

A Btanh circuit is proposed in [6] [47] to improve the computation speed of

SC activation functions. The design of the Btanh circuit is shown in Fig. 2.9.

Instead of updating the state of every single bit in the input sequence, the

Btanh circuit adds up multiple bits from the input signals with an APC and

(a)

(b)

Figure 2.8: State transition diagram of (a) a tanh circuit and (b) an expo-
nentiation circuit [7]. X indicates that the input bit is ‘1’ and X̄ indicates
that the input bit is ‘0’. Y is the output bit. Assume that the probabilities
that are encoded in the input and output sequences are x and y, and that the
state number is N . One can show that the circuits implement the functions
y = tanh(N

2
x) and y = e−2Gx, respectively, when N >> G.
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Figure 2.9: Design of the Btanh circuit [6] [47]. Si, i = 1, 2, ..., D is the input
sequence, with a dimension of D.

changes the state of the up/down-counter-based FSM in multiple steps within

each computation cycle [6] [47]. The algorithm significantly improves the com-

putation speed and obtains accurate results even when the sum of the proba-

bilities of input signals goes beyond [−1,+1].

An SC ReLU circuit is proposed in [65], as shown in Fig. 2.10. The input

to the circuit is accumulated and compared with half of the passed clock

cycles. The comparator output is used as the input and the control signal

of the multiplexer at the same time. If the accumulation result is smaller

than the reference number, the comparator outputs a ‘1’ and is selected by

the multiplexer as the output. Otherwise, the output is determined by the

Btanh circuit implemented by an up-down counter. The circuit ensures that

the value encoded in the output sequence is no less than 0.5 in the unipolar

representation or 0 in the bipolar representation. Therefore, assuming that

the values encoded in the input sequence and the output sequence are x and

y in the bipolar representation, the function of the circuit is given by

y = max(0, tanh(2x)). (2.4)

SC polynomial arithmetic circuits are also commonly used to implement

activation functions. The nonlinear activation functions are first expanded by

using a Taylor series or Bernstein polynomials [22]. A finite number of terms

are then computed by SC polynomial circuits [84].

Compared to the FSM method, an SC polynomial activation circuit is easier

to be reconfigured but with larger area. In a recent implementation [59], the
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Figure 2.10: Design of the SC ReLU circuit [65]. CMP represents a compara-
tor. x and y are the values encoded in the input and output sequence in the
bipolar representation.

activation function is approximated by linear functions. The AxPC is utilized

in SC adders to reduce the area and power consumption.

2.3 SC Neural Networks

A typical NN includes one input layer, at least one hidden layer, and one

output layer (Fig. 2.11). Each layer consists of multiple neurons as the basic

computation units. One of the most widely-used learning algorithms is the

BP algorithm. This algorithm proceeds in two phases: forward propagation

and backward propagation [35]. The forward propagation phase generates

output signals based on the current inputs and layer weights. In the backward

propagation phase, error signals are first obtained from the output signals;

then the layer weights are updated using the error signals.

The BP algorithm is performed in multiple stages called epochs. In each

epoch, the NN is trained on the training dataset. Let ylj(n) be the output

signal of neuron j in layer l at epoch n, and let wlji(n) be the layer weight

between the neuron j at layer l and the neuron i in the previous layer l−1. In

the forward propagation phase, the output signal of the neuron is computed

as

ylj(n) = φ(vlj(n)), (2.5)

where φ is the activation function and vlj(n) is defined as

vlj(n) =
m∑
i=1

wljiy
l−1
i (n). (2.6)
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In the BP phase, the layer weight wlji(n) is updated as

wlji(n+ 1) = wlji(n) + η∆wlji(n), (2.7)

where

∆wlji(n) = δlj(n) · yl−1i (n), (2.8)

η is the learning rate, and δlj(n) is the local gradient, defined as

δlj(n) =

{
(tj(n)− olj)φ′(vlj(n)), output layer;

φ′(vlj(n))
∑p

i=1 δ
l+1
i wl+1

ij (n), hidden layer.
(2.9)

In (2.9), tj(n) is the jth variable in the class label of a training sample. For

the neurons in the output layer, the local gradient is determined by the error

signal generated by tj(n)− olj. For the neurons in the hidden layers, the local

gradient is determined by the sum of δl+1
i wl+1

ij . In both cases, φ′(vlj(n)) is the

derivative of the activation function with respect to vlj(n).

After updating the layer weights in the backward propagation phase, the

forward propagation phase is repeated to generate the new error signals for

Figure 2.11: Structure of an MLP. Ii is the ith neuron in the input layer, Hp
j is

the jth neuron in the pth hidden layer and Ok is the kth neuron in the output
layer.
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the next loop and the error signals are expected to be reduced at each itera-

tion. The forward and backward propagation processes are repeated until the

maximum allowed number of epochs is reached, or an early stopping criterion

is met [28].

Batch normalization has been used to accelerate the convergence by fix-

ing the means and variances of the layer inputs [44]. For a layer with a d-

dimensional input x = (x(1), x(2)...x(d)), each dimension is normalized inde-

pendently by

x̂(k) =
x(k) − E[x(k)]√

var[x(k)]
, k = 1, 2, ..., d. (2.10)

As per (2.10), the mean of the inputs is normalized to zero and the variance

is normalized to 1.

2.3.1 Forward propagation circuits

There are two types of SC neurons for the forward propagation: the APC- and

MUX-based neurons [60]. The structure of an APC-based neuron is shown

in Fig. 2.12 (a). It can be seen that the structure is similar to the Btanh

circuit. Simulation results show that the computation error of the APC-based

neuron slowly decreases while the area, power, and energy of the circuit linearly

increases as the input size grows [86]. The MUX-based neuron is introduced

in [60], as shown in Fig. 2.12 (b). This design achieves smaller area cost and

lower power consumption compared to the APC-based neuron. However, the

accuracy degradation is more significant as the size of the input signal increases

and longer bit streams are required for accuracy compensation.

2.3.2 BP circuits

The BP components are required for the training process. The arithmetic SC

circuits for the BP in MLPs are introduced in [8] and [19]. It is shown that

the BP circuit can be implemented using subtractors and multipliers.

In [19], the BP components implement the backward propagation phase in

four steps: the computation of the error signals in the output layer (Fig. 2.13

(a)); error signals in the hidden layer (Fig. 2.13 (b)); the local gradient (Fig. 2.13
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(a)

(b)

Figure 2.12: (a) An APC-based neuron. (b) A MUX-based neuron [60]. The
dimension of the input sequences is n. The multipliers are implemented in SC.

(c)) and updated layer weights (Fig. 2.13 (d)). For the nth epoch, first, the

error signal in the output layer is generated by tj(n) − olj as in (2.9). The

error signal in the hidden layer is then computed by
∑p

i=1 δ
l+1
i wl+1

ij (n) and the

gradient is generated following (2.9). Finally, the layer weights are updated

following (2.7) and (2.8). The unipolar representation is usually considered

in the implementation, so it requires two output signals of the layer weight

updater to indicate if the value of the layer weight has increased or decreased.

Additionally, it requires four stochastic sequences to encode each gradient sig-

nal in the computation. In our research, the SC BP circuits are proposed to

simplify the computation process and expand the computation range using

extended stochastic logic (ESL) in the bipolar representation.

To reduce the sequence length in training, the implementation of the SC BP

circuits is further discussed in [70]. The training of a NN can be considered

to be an optimization problem for the weights in a NN, and the gradient

descent strategy is a simple but efficient method for the optimization by an

iterative addition of the gradients. In [70], the gradients of the training samples

are computed and accumulated by an SC gradient descent circuit (GDC).

Due to the cancelation of random deviations in the accumulation process, the
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(a) (b)

(c) (d)

Figure 2.13: The computation circuits for the BP in MLPs [19]. (a) The error
signal generator, (b) the circuit computing the error in the BP, (c) the gradient
generator, and (d) the layer weight updater. o is the output signal generated
by the forward propagation. t is the target label. ξ is the error signal. η is
the intermediate signal generated by the layers in the forward propagation. δ
is the gradient. w is the layer weight and weight is the difference between the
values of the previous and updated layer weights. i and j are the indexes of
the two neurons connected by the layer weight.

sequence length used in the design can be aggressively reduced to achieve high

performance and high energy efficiency. The experimental results show that

with a stochastic “sequence” as short as one bit for each sample, the circuit

produces a training accuracy similar to its floating-point (FP) and fixed-point

(FxP) counterparts.

2.3.3 Neuron circuits for CNNs

A CNN consists of four types of layers: convolutional (CONV) layers, pooling

layers, fully connected layers and a softmax-based output layer (Fig. 2.14).

CONV layers consist of multiple sessions of feature maps, within which all

the neurons share the same set of weights. The computation in the CONV

layer is inner-product based [96]. Therefore, it can be implemented using SC

multipliers and adders. Similarly, the fully connected layers can be imple-
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mented using SC forward propagation circuits.

The pooling layers are implemented for sub-sampling to reduce the com-

plexity of the computation. The most common strategies are average pooling

and max pooling.

In average pooling, the neuron computes the average probability of the

input sequences. It can be implemented by conventional SC adders because

the value encoded in the output sequence is the average of the values encoded

in the two input sequences. So, the average pooling circuit can be implemented

by an SC adder tree with each adder implemented by a MUX with the select

signal encoding a value of 0.5 in the unipolar representation, as shown in

Fig. 2.15 (a) [60].

Figure 2.14: Structure of a CNN, consisting of convolutional layers, pooling
layers, fully connected layers, and an output layer [96].

a1

a2

a3

a4

½ 

½ 

aout

MUX

MUX

MUX

(a) (b)

(c)

Figure 2.15: Design of (a) An average pooling circuit, implementing aout =
1
4

∑4
i=1 ai [60], (b) a counter-based max pooling circuit [86], and (c) a tanh-

based max pooling circuit, both implementing vmax = max(v1, v2) [108].
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In the max pooling operation, the neuron computes the maximum proba-

bility of the input sequences. The design of a max pooling neuron is introduced

in [86], as shown in Fig. 2.15 (b). It assumes that the bit-stream encoding the

globally highest probability also has the highest probability for a certain seg-

ment of the stream because all 1’s are randomly distributed in the stochastic

bit-streams. So, instead of computing the number of 1’s in the entire bit-

streams, the circuit counts 1’s in a segment of the streams every time and

makes the comparison, thereby reducing the computation time. A tanh-based

max pooling circuit is proposed in [108], as shown in Fig. 2.15 (c). The tanh

circuit is implemented by an FSM following the state transition diagram in

Fig. 2.8 (a) with an enable (En) input. Assume that the input bits of v1 and

v2 are different, the state increases with v1 being ‘1’ and decreases with v1

being ‘0’. When the probability of v1 is higher than v2, the output of the tanh

circuit tends to be ‘1’ so v1 is selected as the vmax; otherwise v2 is selected.

2.4 Advances in SC Techniques in NNs

Several advances of SC techniques have been made with the development of SC

NNs, including improvements in expanding the computation range and efficient

encoding. Note that many of these designs are concurrent developments with

our project.

2.4.1 Computation range expansion

ESL

The computation range of the conventional SC is limited in [0, 1] in the unipo-

lar representation and [−1,+1] in the bipolar representation, which restricts

the usage of the SC circuits in certain NN applications. ESL is one of the

methods to overcome this drawback [11]. In ESL, a real number is encoded

as the ratio of two stochastic sequences using the bipolar representation. As-

sume that the two sequences encode the values of ph and pl in the bipolar

representation. Then a real number x is approximately given by the following
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(a) (b)

Figure 2.16: (a) An ESL multiplier, and (b) an ESL adder [11].

quotient [11]:

x =
ph
pl
. (2.11)

By doing so, the computation range of SC is expanded to (−2N−1, 2N−1)

for a binary representation in N bits. Based on the definition of ESL, a mul-

tiplier in the bipolar representation can be implemented by two XNOR gates

(Fig. 2.16 (a)). To implement the ESL adder, assume that the addends (s1, s2)

are represented by sequences {S1h, S1l} and {S2h, S2l}, and the values encoded

in the sequences are {s1h, s1l} and {s2h, s2l} in the bipolar representation,

respectively. We then have

s1 + s2 =
s1h
s1l

+
s2h
s2l

=
s1h · s2l + s1l · s2h

s1l · s2l + 0
. (2.12)

Therefore, the ESL adder in the bipolar representation can be implemented

by three XNOR gates and two MUXes, as shown in Fig. 2.16 (b). An SC

divider is utilized to convert the ESL sequences into conventional SC sequences.

Note that in ESL, the random fluctuations in the divisor (i.e., pl in (2.11))

significantly reduce the accuracy of the value of x, so, it requires a relatively

long sequence length to achieve an acceptable computation accuracy.

Integral SC

The integral SC is another method to extend the computation range [6]. In

the integral SC, the real value is represented as the summation of the values

encoded by multiple binary stochastic sequences when it is beyond the range
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Stochastic Stream X1: 1 0 1 0 1 1 1 1 (0.75)

Stochastic Stream X2: 1 1 1 0 1 0 1 1 (0.75)

(a)

+
X1

X2

Integral stochastic stream

S: 2 1 2 0 2 1 2 2 (12/8 = 1.50)

(b)

Figure 2.17: (a) 0.75 in the unipolar representation and (b) an integral stochas-
tic representation of 1.5.

of [−1,+1]. Fig. 2.17 shows an example of representing the value of 1.5 in the

integral SC in the unipolar representation. Compared to the ESL with the

fluctuations in the divisor, the integral SC requires a shorter sequence length,

thus achieving higher computation performance. However, it incurs a larger

area due to the more complex arithmetic circuits.

A simplified integral SC is introduced in [41]. The main idea is to generate

an integral sequence S∗ = s/n, where s is the target value and n is a positive

integer, and then set S = S∗×n for regenerating a sequence for computation.

Because the value encoded in the integral sequence is reduced by n times, this

method reduce the area of the circuit.

2.4.2 Efficient encoding

To maintain a high accuracy and reduce the sequence length, two types of

low-discrepancy (LD) sequences, Halton and Sobol sequences, have been used

to generate the stochastic bit streams [2] [69]. The use of LD sequences in

SC enables more accurate computation with a reduced sequence length com-

pared to the use of conventional LFSR-generated pseudo-random sequences.

Also, a stochastic multiplier using Sobol sequences takes roughly half of the se-

quence length required by Halton sequences to achieve a similar accuracy [68].

In [21], the Sobol sequence is used for the computation of the convolutional

layers of a CNN and, especially, the multiplications. In the neuron design in

Fig. 2.18, two Sobol sequence generators are used to produce random numbers

for stochastic sequence generation. For a better accuracy, the multiplications

are implemented using the unipolar stochastic circuit (i.e., the AND gates)

instead of the bipolar circuit. The products are then divided into the posi-

tives (+) and negatives (-) and set as the input signals for the APCs. The
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Figure 2.18: A hybrid neuron in the convolutional layer, using Sobol sequences
for multiplication [21]. The ‘>’ symbols represent comparators.

accumulations are implemented using binary circuits for the positive and neg-

ative products, followed by a binary activation function circuit. This design is

tested for handwritten digit recognition, based on the LeNet-5 topology [54].

It shows that with a reduced sequence length, a similar or better classification

accuracy is obtained using this hybrid design with a higher energy efficiency,

compared to conventional SC implementations.

An improved SC encoding method is proposed in [94], as shown in Fig. 2.19.

Assume that a value x in [0, 1] is encoded in 4-bit FxP representation with

each bit being xi, i = 0, 1, 2, 3 . In this method, the weights (or probabilities)

of xi are set to {1/16, 1/8, 1/4, 1/2} by a 16-state FSM to generate a sequence

encoding x in the unipolar representation. Compared to the pseudo-random

sequences generated by conventional SNGs, the probability of this sequence is

more accurate because it is determined by the weights of the bits in the binary

representation.

A low-latency multiplication for the binary-interfaced stochastic computing
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Figure 2.19: An SNG based on FSM-MUX circuits [94].
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Figure 2.20: The principle of the BISC multiplication. (a) Reordering the bits
for the sequence w, (b) BISC multiplication, using a down counter to cut off
bits in sequence x [94]. Assume that the sequence length is 16 bits, the down
counter is initialized to an integer for 16 × p(w). p(w) is the probability of w
and the width of p(w) is 4-bit in the binary representation.

(BISC) is proposed to improve the performance of the SC multiplier [95]. The

BISC multiplier uses counters to cut down the required number of bits in

stochastic sequences [94]. The principle of the design is shown in Fig. 2.20.

Note that in (a), compared with conventional SC sequences, the sequence

of w is reordered so that the 1’s are placed continuously at the beginning

of the bit stream (from the right to the left in Fig. 2.20 (a)). However, the

result of the multiplication is unchanged when the stochastic bit streams are

statistically uncorrelated after the reordering. It can be seen that the 0’s in

the stochastic sequence w and the corresponding bits in sequence x make no

contribution in the final outcome. Therefore, these bits can be skipped by

using a down counter, as shown in (b). The BISC multiplier significantly

reduces the sequence length with increased area, compared to conventional

25



1111 0000 0000 0000

1111 1111 0000 0000

1111 1111 1111 0000

1111 1111 1111 1111

1001 0101 1100 0101

P1

P2

P3

P4

X
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1001 0101 0000 0000

1001 0101 1100 0000

1001 0101 1100 0101

Figure 2.21: Multiplication in SQ encoding [58]. The sequences Pi (i =
1, 2, 3, 4.) encodes the values of {1/4, 1/2, 3/4, 1} in the unipolar represen-
tation. X is a Bernoulli sequence.

SC designs.

The randomness of a stochastic sequence is further reduced by the stochas-

tic quantized (SQ) encoding in [58]. This method also uses continuous 1’s in

a sequence. Fig. 2.21 gives an example of SC multiplier using the SQ encod-

ing. The value encoded in the SQ sequence Pi, i = 1, 2, 3, 4, in the unipolar

representation is quantized to one value in {1/4, 1/2, 3/4, 1} using 2-bit quan-

tization. Assume the value encoded in the sequence X is x, it can be seen that

the values encoded in the output sequences are exactly {1/4x, 1/2x, 3/4x, x}.

The SQ sequences can be generated without using conventional SNGs. There-

fore, this method achieves higher computation accuracy and higher hardware

efficiency, compared to conventional SC designs. However, it is required that

X is a Bernoulli sequence; otherwise the computation accuracy can be signif-

icantly decreased. Nevertheless, the output sequences are no longer Bernoulli

sequences, which may influence the computations in the following stages.

In [55], a sequence generator is proposed based on analog circuits (Fig. 2.22).

This design utilizes an analog-to-stochastic converter [23] to replace the SNG

used in conventional SC circuits. A ramp-voltage signal is compared to an ana-

log signal from sensors to generate stochastic sequences. It shows the potential

of a hybrid design consisting of SC, binary and analog circuits.
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Figure 2.22: Design of an analog-to-stochastic converter [55].

2.5 Accuracy and Hardware Efficiency of SC

NNs

Recently, SC designs have been proposed to implement multiple types of

NNs, including radial basis function NNs [46], MLPs [89] [47] [6], CNNs [66],

DBNs [91] and RNNs [112]. Note that most of these projects are concurrent

developments with our project.

2.5.1 Accuracy

Accuracies for inference in different SC NNs are reported in Table 2.1 for the

Modified National Institute of Standards and Technology (MNIST) dataset

[54]. If multiple configurations of a network are available in the technical

literature, the structure and the sequence length are selected such that they

achieve the highest inference accuracy for the MNIST dataset. The missing

information is represented by ‘–’ in the table.

Most of the SC NNs incur less than 1% degradation in the inference ac-

curacy for the MNIST dataset, compared to 32-bit FP implementations. The

SC CNNs utilize the most complex network structure and achieve the highest

inference accuracy (> 98%). The SC-DBNs and SC-MLPs produce similar

inference accuracy, between 94% and 99%, with a similar size of networks to

each other. Most of the SC NNs require no less than a 256-bit sequence length

to achieve an acceptable inference accuracy. However, the Sobol CNN [21], the

integral stochastic NN [6], and sign-magnitude SC (SM-SC) CNN [112] require
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Table 2.1: Accuracy Comparison of SC Networks

Network Reference
Structure

Seq. length (bit)

Inference accuracy
for MNIST (%)

SC 32-bit FP

MLP
SC Btanh NN [47]

784-100-200-10
1024

97.59 97.77

SC-GDC [70]
784-128-128-10
1 (per gradient)

97.03 97.47

DBN

FPGA-DBN [91]
–

4096
94.1 94.2

Integral stochastic NN [6]
784-300-600-10

16
97.73 97.7

SC-RBM [57]
784-100-200-10

4096
97.86 98.0

FPGA-RBM [56]
784-100-200-10

1024
94.28 –

CNN

Budget-Driven
DCNN [60]

LeNet-5
256

98.00 –

HEIF [65]
LeNet-5

–
99.07 99.17

Sobol CNN [21]
LeNet-5

8
99.20 99.19

SC learning
system [87]

LeNet-5
32768

98.49 98.46

SC CNN [111]
LeNet-5

–
99.19 99.23

BISC CNN [94]
–
–

>99 >99

DPS CNN [93]
–
–

98.26 99.04

SM-SC
CNN [112]

–
32

98.9 98.9

Hybrid
SC-binary NN [55]

LeNet-5
256

99.06 99.11 (8-bit)

RNN
SM-SC

RNN [112]
–

1024
99 99

significantly shorter sequence lengths: 8 bits, 16 bits and 32 bits, respectively.

It indicates the advantages of Sobol sequences and the use of improved encod-

ing in SC NNs.

Implemented in Convolutional Architecture for Fast Feature Embedding

(Caffe), the design in [94] is evaluated on the Canadian Institute for Advanced
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Research (CIFAR)-10 dataset [51] and attains an inference accuracy of ap-

proximately 80%. In [111], an SC-CNN is implemented based on a stochastic

ReLU function and tanh-based max pooling circuits. This network is tested

on the MNIST and CIFAR-10 datasets. For the MNIST dataset, it achieves

a similar inference accuracy as the FP design, based on the LeNet-5 struc-

ture. For the CIFAR-10 dataset, however, the inference accuracy is between

76.6% − 83.6%, or 1.0% − 7.2% lower than the FP implementation with the

same network structure. Most of the NNs in Table 2.1 do not include the SC

training components, except for the designs of [70] and [87]. These designs

achieve higher hardware efficiency in the training process.

2.5.2 Hardware efficiency

SC-MLPs

MLPs are among the earliest applications of SC NNs. In [8], based on the SC

arithmetic circuits, an SC-MLP is implemented to solve the problem of MICR

(Magnetic Ink Character Recognition) [75]. The computation is performed in

the bipolar representation so the circuits are simplified compared to the designs

in Fig. 2.13 [19]. The stochastic implementation achieves similar accuracy

compared to a deterministic FP system with a higher hardware efficiency.

An ESL based SC-MLP is introduced in [11]. This SC-MLP endures higher

noise levels compared to the binary design, showing the noise tolerance capac-

ity in SC designs.

In the SC NN in [47], the elimination of near-zero layer weights is used

to reduce the computation time. Additionally, an energy-efficient RNG [48]

is utilized to reduce the hardware cost of RNGs. Compared with a 9-bit

FxP design, the SC NN with SNGs increases energy consumption by 3.0×.

However, the SC NN without SNGs decreases the energy by 70.0%, compared

with the same FxP design. It suggests that the SNGs take a significant part of

the energy consumption of the SC circuits. Compared with a FxP design, the

SC-DNN without considering SNGs is 4.61× faster while the network including

SNGs is 1.53× slower.
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In [6], an SC NN is implemented using integral SC designs. The FPGA

based design achieves negligible inference accuracy loss, or 2.3% higher mis-

classification error rate with 21.3% less energy and 33.9% less area compared

to an FP design.

The new integral SC (NISC)-based NN achieves 6%−64% smaller area for

different parameters in the tanh function [15]. The computation accuracy of

the activation function is similar to a conventional SC design when the input

is no larger than 0.6. Otherwise, it suffers a significantly higher accuracy loss.

In [70], the RNGs in the SC-GDC array can be shared so that only two

RNGs are used for the circuit implementing the gradient descent algorithm.

Due to the simple SC circuit and short sequence lengths, the signed SC-GDC

array consumes about 10% of the energy and 25% of the time of the 16-bit

FxP circuit and achieves about 55× of the throughput per area of the FxP

circuit.

SC-DBNs

DBNs are based on the fast greedy learning algorithm [38]. The design of

the SC-DBNs incorporates several improvements compared with SC-MLPs,

including the implementation of the reconfigurable network structure based

on the restricted Boltzmann machine (RBM) in SC.

Conventional SC adder/multipliers and an FSM-based tanh circuit are

utilized to implement an RBM based DNN in [57]. Based on this design, an

FPGA implementation classifies a standard handwritten input image about

700× faster than a software-based MATLAB implementation.

SC-CNNs

Recently, SC-CNNs have been proposed using different types of neurons in

the convolutional layers [60], including the APC- and MUX-based neurons.

By comparing the performances of these two implementations (based on the

LeNet-5 CNN), it is shown that the SC CNN using MUX-based neurons re-

quires a smaller hardware footprints but a longer sequence length, thus higher

energy consumption to achieve a similar inference accuracy, compared to the
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APC-based counterpart. Therefore, the MUX-based design shows advantages

in area-constraint embedded systems while the APC-based design is more suit-

able for energy-constraint designs. Overall, this design achieves 33.48% higher

accuracy compared to conventional optimized designs and is 59.57% more ac-

curate than a non-optimized design.

The design is further optimized in [65]. The SC ReLU circuit (Fig. 2.10) is

utilized to implement the ReLU activation function. The hardware efficiency

of APC-based neurons is improved by replacing APCs with AxPCs (Fig. 2.7).

For the LeNet-5 network, this design achieves 99.07% in inference accuracy, a

0.1% degradation, but with 4.1×, 6.5× and 5.5× improvements in throughput,

area efficiency and energy efficiency compared to a previous design [86]. For the

AlexNet [52] implementation, the SC-CNN achieves a top-5 accuracy of 80.48%

on the ImageNet dataset [18] with significant improvement in throughput,

area, and energy, compared to other existing NN platforms [32] [14] [13].

An SC LeNet-5 network is implemented and tested on the MNIST dataset

in [21]. The Sobol sequence is utilized to improve the computation speed of SC

multipliers. This design achieves 19×−30× area reduction and energy saving,

compared to FxP designs in the convolutional layers. The design achieves

higher inference accuracy with significantly shorter computation cycles (3.1%−

12.5%) compared to the use of conventional stochastic sequences.

In another SC-CNN design [87], an XNOR-based inner product is utilized

to implement the convolutional layer. The multipliers are implemented by

XNOR gates and the adders are implemented by MUXes. The SC average

pooling circuits (Fig. 2.15 (a)) is utilized in the pooling layers and the acti-

vation function is set to tanh and is implemented by FSM circuits in CONV

layers and fully-connected layers. In [111], the SNGs are shared, so the energy

efficiency is improved by 5.3×−9.2×.

A BISC-based SC-CNN is implemented in [94]. The structure is similar to

the binary design introduced in [85]. It achieves 29 − 44% reduction in area-

delay product (ADP) compared to a FxP design. This design is also slightly

more energy-efficient (by 23− 29% for CIFAR-10 and 10% for MNIST).

An SC-CNN is implemented based on the improved SC encoding method
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(Fig. 2.19) and BISC multipliers (Fig 2.20) in [94]. The down counters are

shared among different multipliers to achieve higher hardware efficiency with-

out accuracy degradation. With a similar structure to the binary design in-

troduced in [85], the proposed SC-CNN achieves 29 − 44% reduction in ADP

and higher energy efficiency (by 23−29% for CIFAR-10 and 10% for MNIST),

compared to an FxP design. In [93], the complexity of the network structure

is further increased to implement the AlexNet and GoogLeNet. The sequence

lengths (or precisions) are set differently depending on applications to achieve

high performances in ADPs. Overall, the SC-CNN achieves 34%−46% reduc-

tion in ADP, or 52%− 85% increase in operations-per-area with less than 1%

accuracy loss, compared to FP designs.

The SM-SC is introduced to improve the efficiency of the SC NN designs

[112]. An SC multiply-accumulate (SC-MAC) unit is proposed as the basic

computation circuit of the SC-CNN and LSTM. This design achieves 10×

improvement in accuracy in the MAC computation, and 32× improvement in

inference accuracy for the MNIST dataset, compared to conventional SC NNs.

The stochastic-binary neural network (SB-NN) proposed in [55] is based

on the LeNet-5 topology. The TFF-based adder (Fig. 2.6 (c)) is introduced to

improve computation accuracy as well as ignoring the auto-correlation in the

input sequences. The analog input data is converted into stochastic sequences

by the analog-to-stochastic converter (Fig. 2.22). The first CONV layer is

implemented by SC while other layers are implemented by binary designs,

forming an analog-SC-binary hybrid structure. In the simulations, the binary

part of the NN is retrained to compensate for the precision losses caused by

the SC circuits. As a result, the NN achieves a high inference accuracy, with

1.04% and 0.94% misclassification rates for 4-bit and 8-bit precisions. The area

of this design is similar to the binary design at 8-bit precision but is 2× larger

than the binary design at 4-bit precision. However, the energy consumption

of this SC NN is 81% and 10.2% of that of the 8-bit and 4-bit binary designs

due to the lower power consumption.

In [59], several types of NNs are implemented, including MLPs, DBNs, and

CNNs. The proposed SC-MLP achieves 50× area reduction and about 45×
32



power reduction compared to a binary design. These figures of merits are 31×

and 30× for the SC-CNN. However, with a 128-bit length, the design requires

higher energy than conventional binary implementations.

SC-RNNs

Recently, an SC LSTM-RNN is implemented in [112]. For the MNIST dataset,

this network achieves the same inference accuracy using 32-bit sequences (with

no parallelization) as the conventional SC design with 1024-bit sequences, thus

achieving 32× improvement in efficiency.
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Chapter 3

A Stochastic Computing
Multi-layer Perceptron

A multi-layer perceptron (MLP) is a type of neural network (NN) in which

neurons are interconnected in several layers. It can solve problems such as

the approximation (or fitting) of functions and the classification of nonlinearly

separable patterns. Compared to a traditional software implementation, the

hardware implementation of an NN offers the advantages of an inherently high

degree of parallelization and faster training speed. Unfortunately, complex

hardware is likely required in an MLP system because thousands of neurons

are typically involved in solving problems such as classification [35] [103] [36].

In contrast to a conventional binary circuit design, a SC circuit requires a

low hardware complexity with a high fault tolerance to computation and soft

errors [88]. Such features make it feasible to implement a robust MLP at a

lower hardware cost.

Stochastic computing (SC) circuits have been used to implement the for-

ward propagation in deep neural networks for character recognition [47] [86]

[91]. However, the weights at different layers of the neural networks are pre-

determined and cannot be updated during the computation process. In this

chapter, a SC-MLP is proposed to overcome the above limitations. The pro-

posed design utilizes an SC activation unit (SCAU) based on accumulate par-

allel counters (APCs) and finite state machines (FSMs). Albeit using extended

stochastic logic (ESL), a hybrid SC network structure is introduced for an ef-

ficient implementation. To further reduce energy consumption, the designs of
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a probability estimator (PE) and a stochastic divider are proposed using a

triple modular redundancy (TMR) and a binary search based algorithm with

progressive precision. This chapter makes the following contributions:

• A hybrid SC network structure: In this hybrid SC-MLP structure, ESL is

employed in the computation of the neurons within the input layer during

the forward propagation phase, as well as in the gradient computation

and layer weight updating during the backward propagation phase. The

other computations are implemented by using conventional SC to reduce

area and energy consumption without sacrificing classification accuracy.

• Reconfigurable activation functions: The SCAU can be reconfigured to

implement different types of activation functions such as the tanh and

the rectifier function. The adders and subtractors in the SCAU can be

replaced with shift registers and comparators to further reduce circuit

area and energy consumption.

• TMR-based probability estimator and divider: By utilizing a TMR vot-

ing structure in the PE and divider, the error due to stochastic fluctu-

ations in the binary search process is significantly reduced. Therefore,

the latency and energy consumption are also reduced. To the best of our

knowledge as well as our co-authors in [72], this is the first application

of TMR and a binary search algorithm in a stochastic circuit design.

• Efficient utilization of progressive precision in SC: The operation of the

perceptron is divided into a computation phase and a stabilized phase.

The initial part of the stochastic sequences that carry inaccurate statis-

tics during the computation phase is ignored, and only the latter part of

the sequences that carry more accurate statistics is used in the stabilized

phase. Therefore, the accuracy of the proposed design is significantly im-

proved with a higher energy efficiency.

• Implementation of the backward propagation algorithm: A backward

propagation module is designed to implement the learning algorithm in
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the perceptron made of hybrid SC circuits using ESL and conventional

SC.

The proposed design is evaluated on the Modified National Institute of

Standards and Technology (MNIST) [54] and the Street View House Num-

bers (SVHN) [78] datasets. It achieves similar accuracy with lower area and

energy consumption compared to conventional floating point (FP) and fixed

point (FxP) implementations. These results show that the proposed design is

advantageous for implementations of machine learning algorithms in resource-

limited systems such as mobile and embedded systems.

The remainder of this chapter is organized as follows. Section 3.1 introduces

the proposed design. Section 3.2 shows the applications and simulation results.

Section 3.3 gives the conclusion. This part of work has been published in [72].

3.1 SC-MLP Design

3.1.1 Overall design

The proposed design of the SC-MLP circuit consists of five components: the

data RAM, the forward propagation component, the backward propagation

component, the layer weight register and the output register (Fig. 3.1).

xData RAM

tData RAM

Forward propagation component

Layer weight 
reg

Y O

Output reg

Backward propagation component

Figure 3.1: The SC-MLP network. The xData RAM stores the input data,
the tData RAM stores the class labels, the layer weight reg stores the weights
and the output reg stores the classification results generated by the forward
propagation component.

36



The xData and tData RAMs store the input dataset and the class labels,

respectively. The forward propagation component generates output signals

based on the current datasets and layer weights in the training and inference

processes. The backward propagation component generates the error signals

by comparing the output signals with the desired class labels, then it adjusts

the layer weights in the training process. The layer weight register stores

the updated values of the layer weights and loads the values into the forward

and backward propagation components in the next epoch. The classification

results are stored in the output register for accuracy evaluation.

3.1.2 Training algorithm

The pseudo code of the SC-MLP training process is listed as follows.

Code 1: Training of an SC-MLP. φ(·) is the SC activation function, η

is the learning rate and L is the number of layers. The function ToESL(·)

specifies how to generate ESL sequences based on binary or conventional SC

sequences. ToConv(·) specifies how to generate the conventional SC sequences.

clamp(k, a, b) specifies how to restrict the parameter k into the given range

[a, b]. Grad(·) specifies how to compute the gradient and Update(·) specifies

how to update the layer weights. ToBinary(·) specifies how to convert ESL

sequences into conventional SC sequences then binary values.

Inputs: the input data a and the label d, the layer weight W t at epoch t

and the learning rate η.

Outputs: updated weights W t+1 at epoch t+ 1.

{1. Forward propagation}

for i = 1 to L

if i == 1

vi = ToConv(sum(ToESL(a) · ToESL(W t
i )));

yi = φ(vi);

else

yi = φ(sum(yi−1 · ToConv(W t
i )));
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end for

{2. Backward propagation}

{2.1 Compute gradient}

for i = L downto 1

ysi = ToESL(yi);

vsi = ToESL(vi);

if i == L

gi = Grad(ToESL(d), ysi ,
∂φ
∂vsi

);

else

gi = Grad(gi+1, T oESL(W t
i+1),

∂φ
∂vsi

);

end for

{2.2 Update the layer weights}

for i = L downto 1

W t+1
i = Update(ToESL(W t

i ), gi, ysi−1, η);

W t+1
i = clamp(ToBinary(W t+1

i ), −1, 1);

end for

During the forward propagation, as the range of input data is not limited in

[−1,+1] after the batch normalization, the input data and the layer weights

are converted into ESL sequences to compute the sum-of-products in (2.6).

Then the results are converted to conventional SC sequences and sent to the

activation circuit. Because the output signals are restricted to the interval

[−1,+1] by tanh or [0,+1] by the clamped rectified linear unit (ReLU), con-

ventional SC sequences are used in the other layers. The batch normalization

is only used for the input dataset, because the outputs of the activation func-

tions can be shifted out of the conventional SC range due to small variances,

causing a loss of accuracy in the next step of the computation.

During the backward propagation, the SC-MLP uses ESL sequences to

ensure that the gradients are not limited by the range. The layer weights are

updated by the ESL sequences to increase accuracy. Once updated, the layer

weights are first converted into conventional SC sequences and then into binary
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values. By this conversion, the layer weights are brought back to the interval

[−1,+1] in the bipolar representation and at the same time, a weight noise is

introduced into the network. It has been shown that by adding noise into the

weights of a network, overfitting could be reduced for improving accuracy [28].

No additional circuit is required for injecting noise into the network in this

way.

Only forward propagation is performed in inference. The backward prop-

agation component is disabled and the forward propagation component uses

the unaltered layer weights to compute the classification results.

3.1.3 Forward propagation component

In the forward propagation component, the neurons in the input layer use ESL

while the neurons in the other layers use conventional SC. The block diagrams

of the two types of neurons are shown in Fig. 3.2 and Fig. 3.3.

Stochastic computational activation unit (SCAU)

The proposed SCAU is based on the linear finite-state machine (LFSM) in-

troduced in [62] [4] [106]. The SCAU can approximate both tanh and the

clamped ReLU by changing the configuration of the FSM to meet different

learning requirements.

Figure 3.2: The ESL based neuron j in layer l in the forward propagation.
yl−1i is the input signal with dimension m, wlji is the layer weight as in (2.6).
ESL mul represents the ESL multiplier.
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Figure 3.3: The conventional SC-based neuron. The circuit consists of an SC
multiplier array (XNOR gates), an APC and an up/down counter implement-
ing the FSM.

A design of the stochastic tanh (Stanh) function generator has been intro-

duced in [7] [106] [77]. The SC absolute function has been introduced in [62].

In [6] [47], a bounded random walking based tanh (Btanh) circuit has been

proposed as an improvement of the conventional Stanh circuit. The Btanh

circuit consists of an APC and a counter to implement the FSM for parallel

input sequences. Based on these designs, an SCAU is proposed to implement

different types of activations functions. The pseudo code for implementing the

clamped ReLU and the tanh function in SCAU is shown as following.

Code 2: Computation process of the SCAU. not(·) indicates the inverse

operation. SeqGen(p) indicates how to generate a stochastic sequence based on

the given probability p. clamp(k, a, b) specifies how to restrict the parameter

k into the given range [a, b].

Inputs: the sequence length m, the dimension of the input signals n, the

ith computation result of the APC Pc(i) and the state number of the FSM in

the SCAU Smax (Smax = 2, 4, 6...).

Outputs: updated state of FSM S and output sequence Y .

{1. State initialization}

Shalf = Smax/2;

S = Shalf ;

{2. State transition and output sequence generation}

40



for i = 1 to m

∆S = sign(2× Pc(i)− n);

S = clamp(S + ∆S, 1, Smax);

if implement the clamped ReLU function

if S ≥ Shalf

Y (i) = not(mod(S, 2));

else

Y (i) = SeqGen(0.5);

else if implement the tanh function

if S ≥ Shalf

Y (i) = 1;

else

Y (i) = 0;

end for

The proposed SCAU takes the input signals in parallel by using an APC

and an up/down counter. Without changing the structure of the circuit, the

SCAU can implement the clamped ReLU or the tanh function by reconfiguring

the output of the FSM. In the SCAU, SeqGen(·) is used to generate a sequence

for encoding the value as the lower bound of the clamped ReLU function. In

the simulation, the probability encoded in this sequence is set to 0.5, which

restricts the output to lie within [0, 1] in the bipolar representation.

In the SCAU, the SC multipliers compute the products of the input data

and the layer weights. The APC then counts the number of 1’s in the stochastic

sequences generated by the SC multipliers in parallel. In this way, the APC

converts the stochastic sequences into binary values, such that the SCAU

correctly obtains the computation results even if the sum-of-product exceeds

the range of [−1, +1] in (2.6). The simulation results are shown in Fig. 3.4.

In the SCAU, the current state S is determined by the sign function. The

mod function in the algorithm is implemented by checking the least significant

bit of S (Code 2). Therefore, all computations in the SCAU are implemented
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(a) (b)

Figure 3.4: Simulation result of the SCAU, with the sequence length set to 1024
bits and the maximum state number Smax set to 64. (a) The tanh function;
(b) The clamped ReLU function.

by shifts and comparators without using adders or multipliers.

Binary search based PE

The conversion between binary numbers and stochastic sequences significantly

affects the accuracy and performance of an SC design. The conversion is usu-

ally done by a conventional PE (Fig. 2.3 (b)); however, the simulation results

show that a conventional design requires a rather long sequence to overcome

the accuracy loss when the probability of the input sequence is substantially

different from that encoded in the initial value of the counter, as presented

later in this section. This is mainly due to the fact that a conventional PE is

based on a linear search algorithm.

To accelerate the processing speed of a PE circuit, a binary search algo-

rithm is utilized to reduce the computational complexity from O(2N) in a

linear search algorithm to O(N) for a binary value of N bits. The design of

the new PE is shown in Fig. 3.5. The circuit is divided into two parts.

Part A consists of a base register, an increment value register and one

adder/subtractor module. It is designed to update and save the variable val-

ues in the binary search algorithm. The base value stored in the base register

represents the currently estimated probability of the input stochastic sequence,

while the increment value represents the difference between the currently es-

timated probability and the updated probability value.

Part B consists of three modules of DPCs, counters, comparators and a

voter in a TMR structure. Its function is to compare the currently estimated
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Figure 3.5: Design of the TMR binary search based PE. Three counters
are used to compute the probabilities encoded in the stochastic sequences
generated by the three DPCs, i.e., DPC A, DPC B and DPC C; COMP A,
COMP B and COMP C are comparators.

probability and the observed probability of the input sequence and then decide

whether to increase or decrease the base value in Part A of the circuit.

For an N bit binary number, the initial base value is 2N−1 and the initial

increment is 2N−2. At the beginning of each binary search, the base value is

set for the DPCs (i.e. DPC A, DPC B and DPC C) and is converted into

three different stochastic sequences with the same probability. The probabil-

ity of the three stochastic sequences (as the currently estimated probability)

and the probability of the input sequence X are compared by the comparators

COMP A, COMP B and COMP C. Since the stochastic sequences are inde-

pendently generated, the TMR structure reduces fluctuation errors and im-

proves the decision accuracy, thereby reducing the required sequence length.

After comparison, the three comparators vote either to increase the base value

if the currently estimated probability is smaller than the observed probability,

or to decrease the base value if the currently estimated probability is larger

than the observed probability of the input sequence. If the two probabilities

are equal, then the base value remains unchanged. Finally, the increment value

is decreased by a factor of two, until it reaches 1.

The required sequence lengths for reaching the same computation accuracy

are compared for the proposed PE, the conventional PE and the flip-flop-

43



based PE. The simulation results are shown in Fig. 3.6 for 20-bits PEs. The

estimation stops when the error between the PE output and the expected

probability falls below 1 percent (the initial values of the conventional PE and

the proposed PE are set to 0.5). It can be seen that the required sequence

length for the conventional PE ranges from 400000 bits when the probability

is set to 0.5 (for the initial value of the counter in Fig. 2.3 (b)), to 7200000 bits

when the probability of the input sequence is set to 1.0 and 5300100 bits when

the probability is set to 0.1. These results indicate that the conventional PE

design requires relatively long sequences when the probability is substantially

different from the initial value encoded in the counter. As for the flip-flop based

PE, it requires Nsto cycles to convert the probability; therefore the sequence

length remains unchanged at 220 = 1048576 bits regardless of the probability

of the input sequences.

In contrast, the sequence length required by the proposed PE is stable

when the probability of the input sequences changes from 0.1 to 1.0, with

the smallest value of 91100 bits and the largest value of 108104 bits. The

average sequence length required by a conventional PE is 3958900 bits, while

Figure 3.6: Comparison of required sequence length for different PE designs
vs. probability values ranging from 0.01 to 1.00.

44



the average sequence length required by the proposed PE is 96939 bits. Thus,

the newly designed PE only requires 2.45 percent of the sequence length of a

conventional PE and 9.24 percent of that of the flip-flop based PE.

Binary search based stochastic divider

A divider is required to convert the ESL sequences into conventional stochastic

sequences as inputs to the activation circuit. Since a conventional stochastic

divider relies on similar principles as the PE, the TMR and binary search

based method is also applicable to the divider design, as shown in Fig. 3.7.

For an N -bit binary number, the initial base values of the counters are 2N−1

and the initial increments are 2N−2. The binary search continues with the

increment decreasing by a factor of 2 until reaching 1. The operation of the

stochastic divider is divided into two phases: a computation phase and a sta-

bilized phase. The divider is initialized at the beginning of the computation

phase and progressive precision is obtained during the computation. To evalu-

ate the progressive precision, the mean squared error (MSE) is independently

computed for each increment of 128 bits in the stochastic sequences. The

simulation results of different divider implementations are shown in Fig. 3.8

(a).

Compared to the stepped velocity divider, the proposed design has a faster

convergence speed and a higher accuracy. It shows that the TMR structure in

the proposed design effectively reduces fluctuation errors and improves the de-

cision accuracy of the binary search process. On average the proposed design

requires 2.1 percent of the sequence length for the conventional SC divider to

Figure 3.7: Design of the TMR and binary search based divider.
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achieve the same accuracy. Hence, the proposed binary search based stochastic

divider incurs a significantly lower latency to reach a stabilized MSE. More-

over, it also achieves a higher accuracy during the stabilized phase. Since

the output value of the divider converges to the true quotient, the values in

the counters (in Fig. 3.7) change rather rapidly with a decreasing MSE dur-

ing the computation phase. The stabilized phase starts upon the convergence

of the divider’s output. Due to the convergence, the counter values remain

unchanged with a stable MSE during the stabilized phase.

Table 3.1 reports the MSEs at different phases for the three considered im-

plementations. Only the sequences used for the stabilized phase are considered

in the MSE computation. The proposed divider has the lowest MSE among

(a)

4096 bits

2048 bits 2048 bits

Computation phase Stabilized phase
41014.00MSE  410844.MSE 

(b)

Figure 3.8: (a) Convergence of the TMR and binary search based divider,
conventional divider and the stepped velocity divider. The arrows indicate
the 2048-2048 phase configuration of the TMR and binary search divider. (b)
MSE comparison of the computation and stabilized phase with the 2048-2048
phase configuration.
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the three designs at each phase configuration. The simulation results sug-

gest that the proposed divider requires at least 2048 bits for the computation

phase because an insufficient sequence length in the computation phase leads

to accuracy loss during the stabilized phase. Hence, the MSE of SC dividers

in the stabilized phase with the 1024-2048 phase configuration is higher than

the 2048-1024 phase configuration even though the total lengths of the two

sequences are the same. A longer sequence length in the stabilized phase does

not guarantee a higher accuracy due to the fluctuation errors in SC. The MSE

of the proposed divider reaches the smallest value when the sequence length

is set to 2560 bits, i.e. 2048 bits in the computation phase and 512 bits in the

stabilized phase.

Table 3.1: MSE of Stochastic Dividers in the Stabilized Phase

Computation
phase (bits)

Stabilized
phase
(bits)

Binary
Search

(×10−4)

Stepped
Velocity
(×10−4)

Conventional
(×10−4)

512 512 5.06 36.86 1755.74
1024 1024 5.22 18.37 1024.25
1024 2048 5.27 16.91 827.54
2048 512 4.09 11.59 517.84
2048 1024 4.62 13.52 534.82
2048 2048 4.84 14.51 476.84
4096 1024 4.18 12.87 269.16

Considering the classification accuracy, however, the 2048-2048 and 4096-

4096 (without parallelization) are chosen as the phase configuration for the

MNIST and SVHN. The MSE of the stepped velocity design is approximately

3× of that of the proposed design at the same phase configuration. A con-

ventional stochastic divider does not attain the same MSE value even when

utilizing 5× of the same sequence length.

The 2048-2048 phase configuration is shown in Fig. 3.8 (b). With this con-

figuration, 2048 bits are required in the computation phase and an additional

2048 bits are utilized in the stabilized phase. The MSE of the computation

phase is 289.3 percent of that of the stabilized phase. Hence, to improve ac-

curacy and energy efficiency, the sequences of 2048 bits in the computation
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phase are ignored and only the additional 2048 bits in the stabilized phase are

used as the input signals to the activation circuit. To this end, the function

of the activation circuit is suspended during the computation phase and then

activated at the start of the stabilized phase. Therefore, the sequence length

of the ESL divider is 4096 bits in total, but the sequence length used for the

activation function is only 50 percent of it, i.e., 2048 bits, thereby improving

the accuracy of the SC-MLP.

In summary, with the proposed binary search algorithm, the newly designed

divider achieves a higher accuracy by utilizing a progressive precision with a

lower latency than the other stochastic designs in the literature.

3.1.4 Backward propagation component

In the backward propagation component, the circuit to compute the deriva-

tive of the activation functions, as in (2.9), and two different neurons for the

gradient calculation are implemented by ESL. As per (2.9), when the tanh

function is set as the activation function, we have

φ′(vlj(n)) = 2(1− tanh2(2 · vlj(n))),

= 2(1 + ylj(n))(1− ylj(n)).
(3.1)

It shows that the derivative of tanh can be implemented by one ESL sub-

tractor, one ESL adder and two ESL multipliers. In comparison, the derivative

of the clamped ReLU function yields 0 or 1 for the current input values.

According to (2.9), there are two different backward propagation neurons,

including neurons at output layers and neurons at hidden layers. The former

implements the function (dj(n)− olj)φ′(vlj(n)), while the latter implements the

function φ′(vlj(n))
∑

i δ
l+1
i wl+1

ij (n). Both neurons can be implemented by using

ESL subtractors, adders, multipliers and the derivative of activation functions.

The designs of the two types of neurons are shown in Fig. 3.9. The signals in

the designs are ESL sequences.

3.1.5 LFSR sharing structure

A structure using shared LFSRs is utilized to further reduce the circuit area

and power consumption. Within a neuron in the input layer, the sequences
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(a)

(b)

Figure 3.9: The backward propagation circuits for (a) a neuron at the output
layer and (b) a neuron at a hidden layer. The signals follow the same definitions
in (2.7) (2.8) (2.9) using ESL.

for each ESL dividend and divisor are generated from different LFSRs in the

sequence generator. For the neurons in the input and hidden layers, input

sequences for each stochastic multiplier are generated from different LFSRs,

and so the computational accuracy is not compromised.

To reduce the hardware overhead, however, the LFSRs in the DPCs for
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the input signals and the layer weights are all shared among different neurons

in the same layer. The design using shared LFSRs is also implemented in the

forward propagation circuit.

Because multipliers are one of the major components in the SC-MLP, the

effect of sharing LFSRs is estimated by considering the multiplier. The area

of a 32-bit floating-point multiplier (FPmul) is 2791 µm2, synthesized by the

Synopsys Design Compiler in an industrial 28-nm technology library. The area

of a conventional SC bipolar multiplier (SCmul), essentially an XNOR gate,

is 0.8 µm2 and the area of a 16-bit LFSR is 47 µm2. Assume that the FPmul

is combinational and the energy of the circuit linearly increases with the area,

the energy consumption of the FPmul is approximately proportional to 2791.

Assume that the sequence length for the SCmul is initially 4096 bits, it

is then decreased by 50 percent due to the use of progressive precision in the

divider design. Since each SCmul requires 2 LFSRs for generating the input

stochastic sequences, the energy consumption of the SCmul without sharing

the LFSRs is estimated to be proportional to

(0.8 + 2× 47)× (4096 cycles× 50%) = 1.94× 105, (3.2)

which is 69.6× of the energy consumption of the FPmul. In the LFSR sharing

structure, an LFSR is shared among all the neurons in the same layer. For a

5-layer network with the structure of 704-2048-2048-2048-10, the sharing ratio

is

r = (704 + 2048× 3 + 10)/5 = 1.37× 103. (3.3)

The energy consumption is estimated to be proportional to

(0.8 + 2× 47/r)× (4096 cycles× 50%) = 1778.8, (3.4)

which is only 63.7 percent of the energy consumption of the FPmul.

This analysis indicates that when the size of the network is large, the energy

consumption of the LFSR is negligible because of a large sharing ratio. This

resource sharing scheme reduces considerable area and power consumption of a

stochastic circuit without significantly affecting the accuracy of the computed

result.
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3.2 Experiments

Two datasets, MNIST [54] and SVHN [78], are used to compare the perfor-

mance of the SC-MLP, a binarized neural network (BNN), and FxP and FP

MLPs with respect to accuracy, area and energy consumption.

MNIST consists of a training set with 60K samples and a testing set with

10K samples of 28 × 28 grayscale handwritten images labeled as ‘0’ to ‘9’.

In our experiment, the pixel values are scaled to [0, 1]. The neural network

structure for MNIST is set to 784-200-100-10, i.e. one input layer with 784

neurons, two hidden layers with 200 and 100 neurons and one output layer

with 10 neurons.

SVHN is a real-world image dataset consisting of 604K training samples

and 26K testing samples of 32×32 RGB images. The dataset contains pictures

of house numbers (from ‘0’ to ‘9’) from Google Street View images. In the

experiment, the dataset is first processed by edge detection and then converted

into grayscale images. Five pixels are removed from the left and right sides of

each image to reduce the distraction, so the size of the images is changed to

32 × 22. The pixel values of the images are also scaled to [0, 1]. The neural

network for SVHN is set to 704-2048-2048-2048-10 for all MLP models.

The modules of the SC-MLPs are implemented in both MATLAB and

VHSIC Hardware Description Language (VHDL). The results are compared

to ensure that both implementations generate the same or very similar results.

To speed up the simulation, the parallelization of the SC-MLP is set to 16×

with the sequence length varying from 32 to 2048 bits. A BNN, a FxP and a

FP network is implemented and compared to the proposed design with respect

to different metrics such as accuracy, area and energy consumption. The bit

width of the accurate layer weights in the BNN and the FxP MLP is set to 8

and the bit width of the FP implementation is 32.

3.2.1 Accuracy comparison

In each experiment, the neural network is trained by a 10-fold validation on

the training datasets. The last fold of the training data is used to compute the
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validation error to check the early stopping condition if the current validation

error is at least 3.0 percent higher than the minimum validation error in history.

At the beginning of each experiment, the datasets are randomly divided into

10 folds and the layer weights are randomly initialized. Each experiment is

repeated for 10 times. The learning curve of the SC-MLP application on

MNIST is shown in Fig. 3.10, with a 16× parallelization and the sequence

length set to 256 bits. The accuracy of the SC-MLP is given by the average

of the testing accuracy at epoch 200 unless an early stop occurs. No early

stopping has been reported with a learning rate initialized to 0.01.

Fig. 3.11 shows the average testing error rates of the SC-MLP (with tanh

as the activation function) for different sequence lengths with a 16× paral-

lelization. The classification accuracy of MNIST improves rapidly from 73.54

to 97.95 percent when the sequence length increases from 32 bits to 256 bits

(before parallelization). However, it is not efficient to further improve the

accuracy by simply using longer sequences. The increase from 0.02 to 0.12

percent in accuracy by doubling the sequence length from 256 bits is in fact

rather modest. A similar pattern is also found for the classification accuracy

of SVHN, with a sequence length varying from 32 bits to 512 bits. Therefore,

256 bits for MNIST and 512 bits for SVHN are selected for comparison with

the other models. The comparison results for accuracy are listed in Table 3.2.

The SC-MLP with the batch normalization only for the input dataset is de-

Figure 3.10: Learning curve of the SC-MLP application on MNIST, with a
16× parallelization and the sequence length set to 256 bits.
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Figure 3.11: Inference error rate of the SC-MLP (with tanh as the activation
function) with sequence length changing from 32 bits to 2048 bits.

noted as SC-MLP-A while the implementation with the batch normalization

for all layers is denoted as SC-MLP-B.

Table 3.2: Accuracy of Network Models

Model MNIST SVHN
SC-MLP-A (tanh) 97.95% 96.13%

SC-MLP-A (clamped ReLU) 97.92% 95.86%
SC-MLP-B (tanh) 93.67% 91.38%

SC-MLP-B (clamped ReLU) 93.32% 91.10%
BNN 97.55% 95.62%

FxP NN 98.10% 96.46%
FP NN 99.27% 97.47%

Integral stochastic NN [6] 97.73% -
SC Btanh NN [47] 97.59% -

As per the simulation results, the SC-MLP-A achieves a higher accuracy on

average compared to the BNN implementation and previous SC results. For

MNIST, the accuracy of the SC-MLP-A is lower than the FP implementation

by 1.32 percent and the FxP implementation by approximately 0.15 percent.

This difference is 1.34 and 0.33 percent for SVHN. There is no significant

difference between using tanh or the clamped ReLU as the activation function

in the SC-MLP. The tanh function achieves a slightly higher accuracy on

average, 0.03 percent higher for MNIST and 0.27 percent higher for SVHN.
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The accuracy of the SC-MLP-A is 4.28-4.75 percent higher than the SC-

MLP-B. This occurs because in the SC-MLP-B, the outputs of the activation

functions are shifted out of the conventional SC range by the batch normaliza-

tion, which causes an inaccuracy in the computation of the SC-MLP. There-

fore, the batch normalization is eliminated in the hidden layers of the SC-MLP

to reduce this accuracy loss.

3.2.2 Hardware efficiency

The application-specific integrated circuit (ASIC) implementations for the dif-

ferent models are assessed with respect to area and energy consumption. The

models are implemented in VHDL and synthesized by the Synopsys Design

Compiler in ST’s 28-nm technology library. The results are shown in Fig. 3.12.

The synthesis results indicate that the SC-MLP requires the lowest area

and energy consumption for processing each data sample among the different

models. The area of the SC-MLP is from 80.7-87.1 percent of the BNN, from

40.7-45.5 percent of the FxP implementation and from 28.5-30.1 percent of

the FP implementation. The energy of the SC-MLP is from 71.9-93.1 percent

of the BNN, from 38.0-51.0 percent of the FxP implementation and from 18.9-

23.9 percent of the FP implementation.

As discussed, the batch normalization is eliminated in the hidden layers

in the SC-MLP. However, in the BNN, the batch normalization is included

and the layer weights are updated and then stored with full precision (8 bits)

at the end of the backward propagation. Therefore, the SC-MLP achieves a

slightly lower area and energy consumption compared to the BNN.

It is interesting to note that the area and energy consumption of the SC-

MLP for SVHN is even slightly lower than those of the FP implementation for

MNIST. As SVHN is a more complex dataset than MNIST, it indicates that

with similar hardware resources, the SC-MLP can potentially handle more

difficult classification problems than a FP implementation with appropriate

data pre-processing.

Table 3.3 shows the latency of the designs for the applications. For the

MNIST application, the sequence length of the SC-MLP for processing each
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data sample is set to 256 bits after applying a 16× parallelization. By contrast,

the FxP and FP implementations require 262 and 392 clock cycles for process-

ing each sample. The latency of the SC-MLP for processing each sample is

2.27 µs when operating at the maximum frequency. It is 104.8 percent of that

of the FxP design (2.17 µs) and 66.6 percent of that of the FP design (3.42 µs).

For the SVHN application, the sequence length of the SC-MLP is set to 512

bits. The latency of the SC-MLP is 135.2 percent of that of the FxP imple-

mentation and 84.5 percent of that of the FP implementation. Although the

computation speed is in general a challenge for SC [34], the proposed design

shows no significant disadvantage in performance compared to binary designs.

(a)

(b)

Figure 3.12: (a) Area and (b) energy consumption of different network appli-
cations on MNIST and SVHN. The sequence length of SC-MLP is set to 256
bits for MNIST and 512 bits for SVHN; the bit-width of the BNN and FxP
network is set to 8; the bit-width of the FP implementation is set to 32.

55



Table 3.3: Latency of Alternative Network Designs

Network
Frequency

(MHz)
Cycle

(/sample)
Latency

(µs/sample)

MNIST
SC-MLP 112.4 256 2.27

FxP 120.5 262 2.17
FP 114.7 392 3.42

SVHN
SC-MLP 104.4 512 4.90

FxP 112.3 407 3.62
FP 108.7 630 5.80

3.3 Conclusion

In this chapter, an SC neural network is proposed as a novel design of an MLP.

A binary search based SC divider and a reconfigurable SCAU are proposed for

the forward and backward propagation components. Using a hybrid network

structure consisting of conventional SC and ESL circuits, the SC-MLP circuit

efficiently performs the complete backward propagation algorithm.

Compared to a fully-implemented ESL network, the hybrid network struc-

ture reduces the circuit area and energy consumption without loss in the

classification accuracy. An LFSR sharing scheme is utilized to improve the

energy efficiency of the stochastic circuit. By using the binary search based

PEs and dividers, the SC-MLP requires significantly shorter sequences than

conventional SC designs by achieving a progressive precision. The SCAU is

reconfigurable to perform different activation functions. It can process input

sequences in parallel, thus improving the flexibility and performance of the

design.

The simulation results show that the SC-MLP can solve classification prob-

lems by adjusting the network structure, implementing different activation

functions and modifying the layer weights. With a similar accuracy, the pro-

posed design achieves lower area and energy consumption compared to a BNN.

By incurring a slight decrease in accuracy, the SC-MLP offers considerable ad-

vantages in circuit area and energy consumption compared to FP and FxP

implementations with a similar performance.
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Chapter 4

A Stochastic Computing Deep
Belief Network

As a type of deep neural network (DNN), a deep belief network (DBN) substan-

tially improves upon the performance of conventional artificial neural networks

(ANNs) such as an MLP [38]. A DBN can perform unsupervised learning and

solve nonlinearly separable pattern recognition problems such as the classi-

fication of objects [99], speech [17] and handwritten characters [16]. In the

training process of DBNs, the fast greedy learning algorithm is used to at-

tain a faster computation than the commonly-used gradient descent algorithm

and a higher network depth can be achieved in DBNs than in conventional

MLPs. The DBN can also process unlabeled samples in a dataset. However,

the size of a DBN and the number of parameters increase rapidly with the

complexity of a problem. A DBN requires a large memory for the weights due

to its low weight sharing rate. Therefore, it results in a lower performance for

image classification than deep convolutional neural networks (DCNNs) [45].

Recently, the depth of DBNs has been exceeded by long short-term memory

recurrent neural networks (LSTM-RNNs) which show significant advantages in

time-related problems, such as speech recognition and prediction [39]. Never-

theless, a DBN is useful due to its unsupervised learning ability. The relatively

easy-to-implement structure also makes it suitable as a platform to evaluate

the performance of new design techniques such as approximate computing

and stochastic computing (SC). On the other hand, an implementation of

large DBNs requires much hardware and a high energy consumption. Hence,
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it is difficult to implement a machine learning algorithm using a DBN on a

resource-limited system such as a mobile device or an embedded system. It has

thus become imperative to develop efficient hardware design for implementing

a DBN at a small circuit area and low power consumption.

The recent resurgence of SC provides such an opportunity [88] [1]. How-

ever, the neural networks proposed in the literature are pre-trained to perform

the nonlinear classification in hardware. As a result, these networks are not

applicable to problems that require real-time or online learning.

In spite of the simple SC circuits, stochastic number generators (SNGs),

consisting of random number generators (RNGs) and comparators, incur rel-

atively large area and high power consumption [47] [6], thus reducing the

energy efficiency of an SC design. Moreover, because different types of activa-

tion functions are needed for various requirements in the training process, the

performance of SC-based DNNs is limited as it is difficult to reconfigure the

activation function without re-implementing the design.

In this chapter, an SC-DBN is proposed to overcome the above limitations.

An approximate SC activation unit (A-SCAU) is proposed to implement dif-

ferent types of activation functions such as the sigmoid, the rectified linear

unit (ReLU) and the pure line functions. In the SC-DBN, the use of RNGs is

shared among all neurons in the same layer. Therefore, the circuit area and

energy consumption are significantly reduced. The Modified National Insti-

tute of Standards and Technology (MNIST) dataset is used for the evaluation

of the proposed design. The SC-DBN is also presented with online learning

capacity. It makes the following novel contributions:

• A reconfigurable structure of the SC-DBN is proposed to implement the

fast greedy learning algorithm. The layer weights are adaptively updated

according to the learning samples, thus it is capable of performing real-

time online learning.

• The adaptive moment estimation (ADAM) algorithm is implemented in

SC circuits. The energy consumption and latency of the training process

are reduced by 74.8% and 65.2% compared to the SC-DBN without the
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ADAM circuit.

• For both pre-trained and online learning implementations, the SC-DBN

achieves a smaller area, lower power and energy consumption with a sim-

ilar accuracy and computation speed compared to conventional pipelined

floating point (FP) and fixed-point (FxP) implementations.

The remainder of this chapter is organized as follows. Section 4.1 introduces

the background for the learning algorithms used in a DBN. Section 4.2 presents

the proposed design. Section 4.3 shows the application and simulation results.

Section 4.4 concludes the chapter. The work in this chapter has been published

in [73].

4.1 Review

4.1.1 The structure of DBNs

A DBN consists of one input layer, multiple hidden layers and one output

layer (Fig. 4.1). One of the most widely-used learning algorithms for a DBN is

the fast greedy learning algorithm [38]. In this algorithm, the training process

is divided into unsupervised and supervised phases. During the unsupervised

phase, each pair of layers in the network forms an encoder-decoder pair. The

layers are trained as restricted Boltzmann machines (RBMs) [100]. The neu-

rons in the encoder encode the input data, whereas the neurons in the decoder

decode the computed results. By comparing the decoded result with the orig-

inal input, the RBM adjusts the layer weights for each training process.

In the encoding process, assume that the input data are given by a row

vector X with D dimensions and the encoder in the current layer consists of E

neurons; xj is then the jth dimensional value inX, andW is the matrix of layer

weights with wij denoting the weight for xj and the ith neuron (i = 1, 2, ..., E).

Assume the output of the encoder is a row vector YE with E dimensions, the

computed result of the ith neuron in the encoder is given by

yei = ϕ(
D∑
j=1

xj · wij), i = 1, 2, ..., E, (4.1)
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Figure 4.1: A DBN consisting of one input layer with D neurons, L hidden
layers with each layer consisting of Ei neurons (i = 1, 2, ..., L) and one
output layer with K neurons.

where ϕ(·) is the activation function [38].

The encoder computes the positive part of the difference in the updated

layer weight, as

δP = XTYE, (4.2)

where XT is the transpose of X.

The decoder is used to convert the output of the encoder YE back to a

D-dimensional signal, so it consists of D neurons. The output of the decoder

YD is computed from YE and the layer weight W T , the computed result of

the ith neuron in the decoder is given by

ydi = ϕ(
E∑
j=1

yej · wTij), (4.3)

where i = 1, 2, ..., D is the index to each neuron in the decoder and j =

1, 2, ..., E is the index to YE. Note that the layer weights W T are from the

transpose ofW . The decoded result YD is sent back to the encoder to generate
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an encoded signal YE2 . The computed result of the kth signal in YE2 is given

by

ye2k = ϕ(
D∑
j=1

ydj · wkj), (4.4)

where k = 1, 2, ..., E. The decoder computes the negative part of the differ-

ence in the updated layer weight as

δN = Y T
DYE2 , (4.5)

where Y T
D is the transpose of YD. At the completion of this process, the layer

weights at epoch t are updated on the basis of the positive and negative parts

of the difference, i.e.

W (t) = µW (t− 1) + ε(δP − δN), (4.6)

where µ and ε are the learning rates, µ, ε ∈ (0, 1) [38]. This process is known

as the one-time Gibbs sampling. The Gibbs sampling is repeated until either

the maximum allowed number of samplings is reached, or the value of δP −δN
is lower than a pre-determined threshold [38].

After the unsupervised phase, the supervised phase is implemented to ad-

just the layer weights based on the backward propagation algorithm [35].

For inference, assume that the number of neurons in layer l − 1 and l are

M and E, wlij denotes the weight between neuron j in layer l − 1 and neuron

i in layer l. The output signal of neuron i in layer l at epoch t, yli(t), is given

by

yli(t) = ϕ(
M∑
j=1

yl−1j (t) · wlij), i = 1, 2, ..., E. (4.7)

4.1.2 Adaptive moment estimation (ADAM)

In a DBN, the backward propagation algorithm is performed in multiple

epochs. In each epoch, the network is trained on the training dataset. The

backward propagation requires multiple epochs for convergence, resulting in

high latency and energy consumption.

Recent research has shown that the stochastic optimization methods, (in-

cluding the adaptive subgradient method (AdaGrad) [20] and ADAM [50]) can
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significantly reduce the number of epochs in the training process by adjust-

ing the learning rates, thereby improving the energy efficiency of the neural

networks.

Considering the computational complexity and overall performance, ADAM

is considered to be an improved stochastic optimization method. In ADAM,

assume α is a pre-determined step size, β1 ∈ [0, 1) and β2 ∈ [0, 1) are the

exponential decay rates and f(θ) is the loss function with parameter θ and gt

is the gradient. Let the moment vector mt, vt and the computation time step

t be initialized to 0. For each time step, the parameter θ is updated by:

t = t+ 1,
gt = 5θft(θt−1),
mt = β1 ·mt−1 + (1− β1) · gt,
vt = β2 · vt−1 + (1− β2) · g2t ,
m̂t = mt/(1− βt1),
v̂t = vt/(1− βt2),
θt = θt−1 − α · m̂t/(

√
v̂t + ε).

(4.8)

The typical parameter values are given by α = 0.001, β1 = 0.9, β2 = 0.999

and ε = 10−8 as recommended in [50].

4.2 Design of the SC-DBN

4.2.1 Overall structure

An SC-DBN structure is proposed to implement the learning and inference

processes. The number of neurons in each layer and the values of weights are

both reconfigurable in the proposed structure.

The proposed SC-DBN structure consists of six components: an encoder-

decoder pair, a layer weight updater, output converters, input converters,

weight buffers and data buffers (Fig. 4.2). The layer weights and internal

data are stored in buffers as binary values. The encoder-decoder pair and the

layer weight updater are based on SC designs. Every time a training process

begins, the binary values are converted into stochastic sequences by the out-

put converters. Then, the encoder-decoder pair reconfigures the structure of

the current layer and performs the fast greedy learning algorithm in SC cir-

cuits. Following the training process, the layer weights are updated by the
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layer weight updater. As per (4.6), the layer weight updater is implemented

by SC adders, subtractors and multipliers. The updated layer weights are

then converted into binary values by the input converters and stored in the

weight buffers. At each epoch, the encoder processes all samples and stores

the intermediate results in the data buffers. For inference, the data buffers

store the output signals of the neurons in each layer. The SC-DBN computes

the output signals layer-by-layer based on the stored data.

In the Gibbs sampling process, the computation in the next encoder-

decoder pair pauses until the computation in the current pair is completed;

therefore, only one RBM is active and all the other RBMs are inactive dur-

ing the training process. It is highly inefficient to implement this process

layer-by-layer in hardware; so, the encoder-decoder pairs in the reconfigurable

SC-DBN structure are reused to implement each layer in the SC-DBN. There-

fore, it must be able to implement the largest layer in the network. That is,

the number of neurons in the encoder-decoder pair is the same as the num-

ber of neurons in the largest layer of the network. For example, 784 neurons

are needed in the encoder-decoder pair for the DBN with the configuration of

784-400-200-10; it would require 1394 neurons in a conventional structure.

Figure 4.2: Design of the reconfigurable SC-DBN structure, with signals fol-
lowing the same definitions in (4.2) to (4.7).
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4.2.2 Encoder-decoder design

The designs of the encoder and decoder are shown in Fig. 4.3. An encoder

includes five components: two SNG arrays, two SC multiplier arrays and an

A-SCAU array (Fig. 4.3 (a)). The SNG arrays convert the binary input signals

and the layer weights to stochastic sequences.

(4.1) is implemented by an SC multiplier array and an A-SCAU array.

Another multiplier array is used to compute the positive part of the difference

in the updated layer weights as per (4.2). The MUX is used to select the input

signals to the SC multiplier array between the input data X and the output

signal YD of the decoder.

As per (4.3), (4.4) and (4.5), the structure of the decoder (Fig. 4.3 (b)) is

similar to that of the encoder. The transpose of the layer weight matrix is

computed by the decoder.

After the positive and negative parts of the difference are obtained, the

(a)

(b)

Figure 4.3: The system diagram of (a) an encoder; and (b) a decoder. The
signal definitions are the same as for (4.1) to (4.6).
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Figure 4.4: Design of the A-SCAU, including an APC, an LAU, an RNG and
a comparator. The circuits in gray are implemented by or for SC.

layer weights are updated by the layer weight updater as per (4.6).

4.2.3 Design of the reconfigurable A-SCAU

The A-SCAU consists of an accumulative parallel counter (APC), a linear

approximation unit (LAU), an RNG and a comparator (Fig. 4.4). The D-

dimensional input sequences of the A-SCAU (Ki, i = 1, 2, ...D) are generated

by the SC multiplier arrays in Fig. 4.3. The A-SCAU first computes the sum

of the values encoded in the sequence Ki in the bipolar representation (ki),

following

x =
D∑
i=1

ki, i = 1, 2, ..., D. (4.9)

Sum x is given by the output of the APC and serves as the input to the

LAU. The LAU then computes different activation functions such as (2.2). An

activation function implemented by the LAU has the generalized form of

ψ(x) = min(1, max(p,
1

r
x+ s)), (4.10)

where p, r and s are parameters that can be configured to implement different

functions.

For the sigmoid function, for example, the output range is [0,+1]. If x = 0,

ψ(x) = ϕ(x) = 1/2. Therefore, p and s are set to 0 and 1/2, respectively, and

a search is conducted to find the optimal value of r. Fig. 4.5 shows the MSE

between the computed results by the sigmoid function and (4.10) when r varies

in [+2,+10] with a step size of 0.01. As can be seen, r = 5.27 leads to the

minimum MSE, 6.16 × 10−4, between ψ(x) and ϕ(x). The value of r is set
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Figure 4.5: Search result of optimal approximation parameters for the sigmoid
function. The MSE is between the sigmoid and the output of the LAU.

to 4 to simplify the hardware implementation. Hence, the sigmoid function is

approximated by

ψ(x) = min(1, max(0,
1

4
x+

1

2
)). (4.11)

As a result, the sigmoid function is approximated by using the configuration

p = 0, r = 4 and s = 1/2 in the LAU.

The ReLU function can be directly implemented by the LAU with the

configuration p = 0, r = 1 and s = 0. The pure line function is implemented

by the configuration p = −1, r = 1 and s = 0.

Note that the LAU implements an approximate model of the sigmoid func-

tion but accurate models of the ReLU and pure line functions. Fig. 4.6 shows

the simulation results of the A-SCAU with different configurations of the LAU.

The range of the signal x in (4.9) is set to [−10,+10]. With a sequence length

of 4096 bits, the MSEs are 1.1 × 10−3, 6.1 × 10−4 and 8.9 × 10−4; the max-

imum errors are 0.076, 0.051 and 0.087 for the sigmoid, ReLU and pure line

functions. Table 4.1 shows the MSEs of the A-SCAU with different sequence

lengths and activation functions.

Table 4.1: MSEs of the A-SCAU (×10−3)

Sequence length
(bits)

512 1024 2048 4096

Sigmoid 7.41 2.81 2.08 1.10
ReLU 3.33 1.69 1.12 0.61

Pure line 4.58 1.41 1.32 0.89
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(a)

(b)

(c)

Figure 4.6: The simulation results of the A-SCAU for (a) the sigmoid function,
(b) the ReLU function and (c) the pure line function.

4.2.4 Immune-to-correlation feature

As the core component in the A-SCAU, the LAU is implemented using a binary

circuit (Fig. 4.4). As a result, the accuracy of the LAU is not affected by the

correlations in the stochastic sequences.

In the A-SCAU, each input is implemented by a parallelization of q levels.

For D-dimensional input sequences Ki (i = 1, 2, ..., D), the APC converts every

qD-bit input combination into a binary vector of m bits as inputs to the LAU.

For the n-bit stochastic sequences, the APC outputs n m-bit binary integers

in series. Then, the LAU accumulates n cycles of the output from the APC

and updates the output. Let the jth binary integer generated by the APC be
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cj and let ki and ki
′ be the ith values encoded in the sequence Ki in the bipolar

and unipolar representations (Fig. 4.4). Following the definition in (4.9), x can

be approximated by the output of the APC, as

x =
D∑
i=1

ki =
D∑
i=1

(2ki
′ − 1) ≈ 2

n∑
j=1

cj
n
−D. (4.12)

The range of ψ(x) is [0, 1] for the sigmoid and ReLU functions, and [−1, 1]

for the pure line function, encoded in the bipolar representation. Because

the SNG in the A-SCAU requires unsigned integers to generate stochastic

sequences, the LAU needs to produce an integer output for the value of ψ(x)

interpreted as the unipolar representation. This value is given by

ψ′(x) =
1

2
(ψ(x) + 1). (4.13)

For an m-bit LAU, the integer output, Ψ(x), is given by

Ψ(x) = (2m − 1)× ψ′(x) = (2m − 1)× (
ψ(x) + 1

2
). (4.14)

A stochastic sequence is then generated for Ψ(x) by the RNG and comparator

as the output of the A-SCAU.

Applying (4.10), (4.12) to (4.14), the output of the LAU is given by

Ψ(x) = (2m − 1)×

min(1, max(
p+ 1

2
,

2
∑n

j=1 cj + nr(s+ 1)− nD
2nr

)).
(4.15)

Define an internal signal T as

T = 2
n∑
j=1

cj + nr(s+ 1)− nD, (4.16)

(4.15) can be approximated by

Ψ(x) = (2m − 1)×min(1, max(
p+ 1

2
,
T

2nr
))

= min(2m − 1, max(
2m − 1

2
· (p+ 1),

2m − 1

2nr
· T )

≈ min(2m − 1, max(2m−1 · (p+ 1),
2m−1

nr
· T )).

(4.17)
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Figure 4.7: An algorithmic flowchart for the LAU. T: a temporary variable
used to store the intermediate result in the computation. The definitions of
other signals are the same as for (4.15) and (4.17).

From (4.17), it can be seen that the output of the LAU can be one of the

three 3 different values: 2m − 1, 2m−1 · (p + 1) and 2m−1 · T/nr. The circuit

can be implemented by accumulators, subtractors, multipliers and dividers.

An algorithmic flowchart is shown in Fig. 4.7 and a circuit design is shown in

Fig. 4.8. In the SC implementation, the n is set to 16 and the parameter r is

set to a value in a power of 2 in both the SC and binary implementations, so

the multipliers and dividers are implemented by using shift registers. As the

internal signals encode unsigned integers, an additional comparator is used to

prevent the overflow in subtractions as well as to determine the final output.

Note that T in (4.16) is implemented by an accumulator, an adder, a subtractor

and shift registers, as shown in Fig. 4.8.

As per (4.15), the output of the LAU is only determined by the number of

1’s computed by the APC in the input sequences, regardless of the bit corre-

lations. Therefore, the computation accuracy of the A-SCAU is not affected

by the correlations due to the sharing of RNGs in the circuit.
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Figure 4.8: Circuit design of the LAU. CMP: comparator. <<: shift register.
The width of the output signal is set to m. The definitions of the signals are
the same as for (4.15) and (4.17).

Figure 4.9: Test circuit for the A-SCAU and the Btanh based sigmoid func-
tions.

This immune-to-correlation feature makes it possible to dramatically re-

duce the number of RNGs in the circuit. Fig. 4.9 shows the test circuit for

comparing the proposed A-SCAU with the Btanh based sigmoid design. In

the simulation, sequences for D-dimensional input signals are generated by
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Figure 4.10: Simulation results of the A-SCAU and the Btanh based sigmoid
circuit. Both use shared RNGs.

shared RNGs but different comparators. The parallelization is set to 16× and

sequence length is set to 256 bits, so in total 256 × 16 = 4096 bits for each

input. The simulation results of the A-SCAU and the Btanh based circuit are

shown in Fig. 4.10. As can be seen, the Btanh circuit does not produce correct

results, whereas the A-SCAU achieves a good accuracy.

4.2.5 RNG sharing

The SNG array in Fig. 4.3 is utilized for a parallel operation to reduce the

computation latency. The design also reduces the area and energy cost of the

encoder-decoder pair by sharing the RNGs. In the SNG array, each signal

in a D-dimensional input is converted into q parallel stochastic sequences to

reduce latency, see Fig. 4.11. As the A-SCAU is immune to the correlations

among input stochastic sequences, the RNGs are shared among parallel A-

SCAU components without loss of computation accuracy. The RNGs can not

only be shared among the signals in a single neuron, but also among all neurons

in the same layer. Therefore, the number of RNGs is changed to 1/D of those

required in a conventional design with the same level of parallelization but no

sharing structure. The RNGs are implemented using different initial seeds and

feedback polynomials to avoid generating correlated sequences, thus reducing

the autocorrelation in the output sequences.
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Figure 4.11: An SNG array in the encoder-decoder pair with an input dimen-
sion D and parallelization level q. CMP: comparator. Bi (i = 1, 2, ..., D) is
the ith binary value of the input signal. sij is the jth parallel stochastic output
sequence of Bi (i = 1, 2, ..., D; j = 1, 2, ..., q).

Consider a 2-layer network with 784 neurons in the input layer and 100

neurons in the output layer; the dimension of the input signals, the output

signals and the layer weights are 784, 100, and 78400. Without considering

the parallelization, 79284 RNGs are required in a conventional design with no

sharing structure. In the proposed design, however, because the RNGs can be

shared among neurons, it only requires 3 RNGs to generate the input, output

and layer weight sequences, resulting in significant savings in area and energy

consumption.

4.2.6 Design of ADAM circuits

As per (4.8), the ADAM algorithm can be implemented by SC circuits, includ-

ing adders/subtractors, multipliers/dividers, square root and power function

circuits. The ADAM circuits are shown in Fig. 4.12.

The circuit in Fig. 4.12 (a) updates the moment vector mt. The updater for

mt is implemented by SC adders, subtractors and multipliers. Note that the

output is 0.25mt because two SC adders are connected in series. Therefore,

the scaling factor 0.25 is eliminated prior to the computation of m̂t in (4.8).

The updater for vt has a similar structure as for mt, with the computation of

g2t implemented by an XNOR gate and a D-flipflop (dashed in Fig. 4.12 (a)).

Fig. 4.12 (b) shows the power function circuit to compute βt. Assume the

sequence length is set to k bits and the value encoded in the input sequence is

set to β in the bipolar representation for each computation step t. The k-bit
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(a)

(b)

(c)

Figure 4.12: Design of the ADAM circuits. (a) Moment vector updater, (b)
Power function circuit for computing βt1 and βt2. (c) The circuit to compute
pτ + (1 − p)

√
v̂t, τ = ε/p. All signals are encoded in stochastic sequences in

the bipolar representation, following the same definitions as in (4.8).

shift register is initialized to be all ones when t = 0. During computation, each

bit of the XNOR gate is stored in the LSB of the register and the register is

left-shifted. At the end of the computation in step t, the k-bit output sequence

is stored in the shift register and then is used to multiply the input sequence

encoding β in step t + 1. It can be seen that for each t, the value encoded

in the output sequence follows f(β) = βt in the bipolar representation. The

result is then used to update the value of m̂t and v̂t by following (4.8), using

an SC subtractor and a divider. For each computation with a sequence length

of 4096 bits and 16× parallelization, an array of 16 power function circuits is
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implemented with k set to 256 bits.

Fig. 4.12 (c) shows the circuit computing the value of
√
v̂t+ε. It consists of

an SC square root circuit and an adder. The binary search algorithm [88] [72]

is utilized in the SC square root circuit to reduce the computation latency.

Assume that the values encoded in the input sequences are τ and v̂t in the

bipolar representation, the probability of the select signal in the MUX is p and

the value encoded in the output signal in the bipolar representation follows

h(v̂t, τ) = (1− p)
√
v̂t + pτ, p, τ > 0. (4.18)

When p is set to a small value close to 0, there exists

lim
p→0

h(v̂t, τ) =
√
v̂t + pτ, τ > 0. (4.19)

The value of pτ has the same role as ε in (4.8), leading to ε = pτ . For an

N -bit sequence, τmin = 2/N for the bipolar representation and the resolution

of the select signal is pmin = 1/N . As a result,

εmin =
2

N2
, (4.20)

which determines the minimum value of ε that can be implemented by using

N -bit sequences. For N = 4096 bits, εmin = 1.19 × 10−7 is used in the

design. With a shorter sequence length, the value of εmin is increased and the

performance of ADAM is reduced.

The MSEs of the ADAM circuits are listed in Table 4.2. In the simulation

of the power function, the value of β is set to 0.9 and the value of t is set to

31, which are the same as used in the SC-DBNs for the MNIST dataset. The

power function circuit has the highest MSE among the components, and the

change in the sequence length has no significant effect on the accuracy. The

MSEs of the square root and divider circuits are low because of the binary

search algorithm which improves both the computation accuracy and speed.
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Table 4.2: MSEs of the ADAM Circuits (×10−4)

Sequence length
(bits)

256 512 1024 2048 4096

Moment vector
updater

0.18 0.20 0.35 0.06 0.06

Power function 8.74 8.51 8.26 8.35 7.90
Square root 38.0 11.1 4.1 1.7 1.3

Binary search
divider [72]

11.7 7.0 5.1 5.2 4.8

4.3 Evaluation

4.3.1 Accuracy

The SC-DBN is evaluated on the MNIST dataset [54] using the sigmoid func-

tion as the activation function. The samples are grayscale images with 28×28

pixels of 10 different handwritten characters labeled as ‘0’ to ‘9’. The structure

of the network is optimized by the pruning algorithm [33], consisting of one

input layer with 784 neurons, two hidden layers with 100 and 200 neurons, and

one output layer with 10 neurons. An 8-bit FxP and 32-bit FP implementation

with the same configuration are also evaluated on the dataset.

The SC-DBN is implemented with both pre-trained weights and online

learning. For the pre-trained networks, Table 4.3 shows the classification error

rates of the different implementations for inference. It can be seen that for

the SC-DBN, the classification accuracy improves rapidly when the sequence

length is under 256 bits, increasing from 89.9% (by 32 bits) to 98.9% (by

128 bits). Using 64-bit sequences (×16 parallelization), the proposed design

achieves a higher accuracy than the results in the literature [91] [47] [6] [56].

Note that most of the designs in the literature require a larger latency than the

proposed design (from 1024 bits to 4096 bits) except for the integral stochastic

implementation [6] and the hybrid stochastic-binary network [55]. The network

in [55] is based on SC CNN, so different from the other networks in Table 4.3.

Moreover, with a sequence no less than 128-bit, the SC-DBN achieves a higher

classification accuracy than an 8-bit FxP implementation, which is only 0.12%

to 0.37% lower than a 32-bit FP implementation.
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Table 4.3: Pre-trained Networks Accuracy Comparison

Network Sequence length (bit) Accuracy (%)

SC-DBN
(16× parallelization)

32 89.90
64 97.78

128 98.90
256 99.15

8-bit FxP – 98.10
32-bit FP – 99.27

Integral stochastic NN [6] 16 97.73
Hybrid SC-binary NN [55] 256 99.06

SC Btanh NN [47] 1024 97.59
FPGA-RBM [56] 1024 94.28
FPGA-DBN [91] 4096 94.10

For the SC-DBN with online learning, the number of learning epochs is

initially set to 200. The sequence length varies from 64 to 256 bits for learning

and from 32 to 256 bits for inference, both with 16× parallelization. The

classification accuracy of the different implementations is shown in Fig. 4.13.

The classification accuracy rapidly improves by increasing the sequence

length for learning. For example, with a 32-bit sequence for inference, the

classification accuracy is improved from 51.50% to 78.60% when the sequence

length increases from 128 to 256 bits in the training process. Similarly, with

a 256-bit sequence for inference, the accuracy is improved from 83.46% to

98.55%. With 256-bit sequences for both learning and inference, the SC-DBN

achieves a higher accuracy than the 8-bit FxP implementation (98.10%), and

it is only 0.60% and 0.72% lower than the pre-trained SC-DBN and the FP

implementation results. This suggests that a 256-bit sequence for learning

is sufficient for this application. With this configuration, the online learn-

ing SC-DBN achieves an accuracy similar to the pre-trained implementations.

However, with a 64-bit sequence in training, the computation of the SC-DBN

fails and the accuracy for inference is around 10.00% (not shown in Fig. 4.13).
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Figure 4.13: Classification accuracy of different implementations of the DBN.
SC-DBN cfg1: the pre-trained SC-DBN; cfg2: SC-DBN with 256-bit sequences
for learning; cfg3: SC-DBN with 128-bit sequences for learning.

4.3.2 Hardware efficiency for pre-trained implementa-
tions

ASIC implementations of the DBNs are assessed in area, power and energy

consumption using VHDL synthesized by the Synopsys Design Compiler with

ST’s 28-nm technology library. The sequence length of the SC-DBN is set to

128 and 256 bits with 16× parallelization. The conventional FP design is im-

plemented with and without pipelining. In the non-pipelined implementation,

it requires 1 clock cycle for the computation in each layer, resulting in 4 cycles

to process each sample. In the pipelined FP DBN, 6 clock cycles are required

for an adder, 4 cycles for a multiplier and 24 cycles for an activation function.

These numbers are 4, 4 and 10 for the pipelined FxP design.

In Table 4.4, the simulation results indicate that the SC-DBN requires the

smallest area and lowest power among the different implementations. With

256-bit sequences, the SC circuit takes 5.3%, 4.5%, 3.3% and 73.6% of the area,

power, energy consumption and latency (per sample) of the pipelined 32-bit FP

implementation. These figures of merit are 26.9%, 27.8%, 29.9% and 107.3%

when compared to the 8-bit FxP implementation. With 128-bit sequences, the

latency and energy cost of the SC-DBN is approximately reduced by 50%, while

incurring a loss of accuracy by only 0.25%. The proposed circuit takes 6.5%

and 6.1% of the area and power of the non-pipelined 32-bit FP implementation,
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Table 4.4: Hardware Efficiency (Inference)

SC-DBN
8-bit
FxP

circuit

32-bit FP
circuit

(pipelined, non-pipelined)
Area

(µm2)
23345 86875 (437767, 357548)

Power
(mW)

1.12 4.01 (24.86, 18.32)

Frequency
(MHz)

134.7 167.3 (159.7, 90.2)

Cycle
(/sample)

128/256 296 (412, 4)

Latency
(µs/sample)

0.94/1.90 1.77 (2.580, 0.044)

Energy
(nJ/sample)

1.05/2.12 7.10 (64.14, 0.81)

with a 1.3× energy consumption and 21× latency. The high latency is a general

challenge for SC designs [1] [106].

Note that although the number of cycles to process a single sample is

significantly increased by pipelining (from 4 to 412), the total computation

latency is decreased because of the lower throughput. With a dataset of 10000

samples in the MNIST, the total computation latency of the pipelined FP

implementation is approximately 14.7% of that of the non-pipelined design.

To compare the proposed SC-DBN with other types of SC NN designs, we

considered an SC-DCNN [86] and performed simulation using the 28-nm tech-

nology library. With 256-bit sequences, the classification accuracy is 98.26%

on the MNIST dataset and the energy consumption is 281 nJ/sample, much

higher than that of the SC-DBN. The main reason for the higher energy con-

sumption in the SC-DCNN is the inherently higher computation complexity

of the DCNN required to achieve a high accuracy. However, the neurons in

the fully connected layers of the SC-DBN have more inputs than the neu-

rons in the convolutional layers of the SC-DCNN, so the inaccuracy in the SC

computation can be better mitigated inside the neurons, resulting in a better

performance in the SC-DBN.
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4.3.3 Hardware efficiency for online learning

The area and energy consumption of the SC-DBN for online learning are re-

ported in Table 4.5. All the binary implementations are based on pipelined

circuits for their higher efficiency in total computation time. The proposed

encoder-decoder pair is reused in both the training and inference processes.

The back-propagation and learning control unit are implemented to perform

the backward propagation in the training process. Note that due to the com-

plex timing control of SC circuits and the conversion between stochastic se-

quences and binary integers, the learning control unit of the SC-DBN is twice

as large as that of the FxP and FP implementations.

The SC-DBN with online learning achieves the lowest area, which is only

29.3% and 5.5% of the FxP and FP implementations. The energy consumption

of the online learning is significantly increased from that for inference. In the

training process with 200 epochs, the SC-DBN takes 4.37 µJ to process each

sample. However, the SC-DBN still achieves the lowest energy consumption

among different implementations, which is 33.3% and 3.7% of the FxP and

FP implementations. The latency of the SC-DBN is 1.52 ms, approximately

110% and 80.9% of that of the FxP and FP implementation. Similar as for

the pre-trained implementations, the proposed design shows no significant dis-

advantage in performance compared to conventional binary designs.

Table 4.5: Hardware Efficiency (Online Learning)

SC-DBN
8-bit
FxP

circuit

32-bit
FP

circuit
Back-propagation circuit

area (µm2)
33150 116413 656651

Learning control unit
area (µm2)

3525 1785 1829

Total area (µm2) 60019 205072 1096247
Latency per epoch (µs) 7.60 6.92 9.43

Total latency
(200 epochs) (ms)

1.52 1.38 1.88

Energy per sample (µJ) 4.37 13.11 117.40
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Table 4.6: Hardware Efficiency of the SC-DBN with the ADAM Circuit

ADAM area (µm2) 27181
Total area (µm2) 87200

Total latency
(31 epochs) (µs)

529.1

Energy per sample (µJ) 1.10

4.3.4 SC-DBN with the ADAM circuit

The ADAM improves the convergence speed of the backward propagation dur-

ing the training process [50], thus decreasing the energy consumption and la-

tency. With the ADAM circuit, the number of epochs in the training process

can be reduced from 200 to 31 without losing inference accuracy on the MNIST

dataset. However, the SC implementation of ADAM significantly increases the

area and power consumption of the backward propagation circuit and requires

extra computation cycles to update the learning rates. The total area and

energy consumption of the SC-DBN with the ADAM circuit is shown in Table

4.6.

Compared to Table 4.5, the area of the ADAM is comparable to that of

the back-propagation circuit in the SC-DBN. Therefore, the total area of the

SC-DBN is increased by 45.5%, from 60019 µm2 to 87200 µm2. The latency

in each epoch is increased by 8.53 µs due to the ADAM circuit. However, the

number of learning epochs is reduced by 84.5% (from 200 to 31), so the energy

consumption of processing each sample is reduced by 74.8%, i.e. from 4.37

µJ to 1.10 µJ per sample. The total latency of processing each sample is also

reduced by 65.2%, from 1.52 ms to 529.1 µs. Although the latency in a single

epoch and the area are increased, the SC-DBN with the ADAM circuit achieves

significant advantages in overall energy consumption and computation speed.

4.4 Conclusion

In this chapter, an SC-DBN is proposed to reduce the area and energy con-

sumption of DNNs. A reconfigurable structure is proposed to implement the

fast greedy learning algorithm and enable the sharing of hardware by reusing
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the encoder-decoder pair. An ADAM circuit is utilized to improve the en-

ergy efficiency by significantly reducing the number of epochs in the training

process. An A-SCAU is reconfigurable to implement different activation func-

tions; it also leverages the shared use of RNGs among neurons in the same

layer, so significantly smaller area and lower energy consumption are required

for the proposed design. For both inference and training, the classification ac-

curacy of the SC-DBN is higher than that of a FxP design and slightly lower

than that of a FP design. Compared to the conventional binary implementa-

tions, the proposed design requires significantly smaller area and lower power.

The energy consumption of the SC-DBN is significantly lower than that of the

pipelined 32-bit FP design and slightly higher than the non-pipelined design.

81



Chapter 5

A Stochastic Computing
Recurrent Neural Network

Recurrent neural networks (RNNs) are widely used for solving prediction, ma-

chine translation, and speech recognition problems [90]. The long short-term

memory (LSTM) structure has been introduced to avoid catastrophic errors

in the computation process, so it leads to significant accuracy improvements

for RNNs [39]. Thus, it has become one of the most useful RNNs.

Recently, there have been multiple designs for improving the hardware

efficiency of an LSTM-RNN. A balance aware pruning algorithm has been in-

troduced to improve the parallel processing efficiency [31]. The Fast Fourier

Transform (FFT) and inverse FFT have also been utilized to reduce the com-

plexity of matrix multiplication in the LSTM [67]. A structured compression

technique has been utilized to compress the weight matrices [107]. However,

it still remains a challenge to implement an LSTM-RNN on resource-limited

systems, such as a mobile device or an embedded system due to the high

computational complexity, area cost, and power consumption.

In this chapter, an energy-efficient LSTM-RNN is proposed by leveraging

the hardware efficiency of SC circuits. A hybrid structure utilizing SC and

binary circuits are designed to improve the hardware efficiency and retain the

accuracy in inference. The LSTM memory block is implemented by binary

circuits and approximate parallel counter (AxPC) based SC circuits. To re-

duce the memory requirement, internal stochastic sequences are converted into

binary values for storage. Three datasets are used for the evaluation of the
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RNN design: the Reder grammar [97], Japanese vowels [53] and Texas In-

struments, Massachusetts Institute of Technology (TIMIT) [25]. Simulation

results show that the proposed SC-RNN requires a significantly smaller area,

lower energy consumption in most cases, and at the same time, achieves a com-

parable accuracy and higher noise tolerance compared to conventional binary

implementations.

The remainder of this chapter is organized as follows. Section 5.1 introduces

the background for RNNs and LSTM. Section 5.2 presents the proposed design.

Section 5.3 shows the application and simulation results. Section 5.4 concludes

the chapter. The content of this chapter has been accepted as article [71].

5.1 Background

5.1.1 Recurrent neural networks (RNNs)

The structure of a typical fully-connected recurrent neural network (FCRNN)

is shown in Fig. 5.1 [109]. The FCRNN consists of two layers: a concate-

nated input-feedback layer (C-layer) and a processing layer (P-layer). If the

longest delay of an input is set to p and each delayed external signal is as-

signed to a neuron, p neurons results in total. Assume that the P-layer con-

sists of N neurons, the inputs of each neuron in the P-layer consist of N

dimensional feedback signals yq(t − 1), q = 1, 2, ..., N , p dimensional delayed

external signals s(t − j), j = 1, 2, ..., p and a bias. For the nth neuron in

the P-layer, the layer weights form a (N + p + 1) dimensional weight vector

Wn = [wn,1, wn,2, ..., wn,N+p+1].

The real-time recurrent learning (RTRL) algorithm is one of the most

widely used learning algorithms for RNNs [109]. In the RTRL, the inference

process is similar to that in a conventional multilayer perceptron. For the nth

neuron, the output is given by

yn(t) = Φ(vn(t)), n = 1, 2, ..., N, (5.1)
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and

vn(t) =

N+p+1∑
l=1

wn,l(t) · ul(t), (5.2)

where Φ(·) is the activation function and ul(t) ∈ {y1(t−1), y2(t−1), ..., yN(t−

1), 1, s(t− 1), s(t− 2), ..., s(t− p)}, l = 1, 2, ..., N + p+ 1 [109].

5.1.2 Long-short term memory (LSTM)

The LSTM is one of the most widely-used learning algorithms for RNNs. Dif-

ferent from the FCRNN, it utilizes gate units to constrain the feedback signals,

so the gradient does not either quickly reduce or increase during the feedback

process [39], so the entire process is rather stable. It has been reported that the

LSTM achieves higher performance compared to conventional RNN learning

algorithms [39] [26].

In the LSTM-RNN, the neurons are implemented by memory blocks. A

single-cell memory block stores the current internal state and includes three

types of gate units: an input gate (in), an output gate (out) and a forget gate

(ϕ) (Fig. 5.2). We follow the algorithm introduced in [39] and [26]. The gate

Figure 5.1: Structure of an FCRNN, with the C nodes denoting neurons in the
concatenated input-feedback layer (C-layer) and the P nodes denoting neurons
in the processing layer (P-layer).
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Figure 5.2: Functions of a memory cell for LSTM-RNNs [26]. f is the activa-
tion function implementing the gates defined by (5.3). g and h are activation
functions defined by (5.8) and (5.10), respectively. Il (l ∈ {cell, in, out, ϕ}) are
the input signals of the cell and gates. yin, yout and yϕ are the output signals
generated by the gate units. Ocell is the output signal of the cell. s represents
the internal state of the cell. The cell kernel is introduced in the following
section.

units implement the same activation function as

f(x) =
1

1 + e−x
, f(x) ∈ [0, 1]. (5.3)

Assume that k is the index of memory blocks, v is the index of cells in the

kth block, cvk is the vth cell in the kth block. wl (l ∈ {out, in, ϕ}) is the layer

weight. Il(t) (l ∈ {out, in, ϕ}) represents all the input signals connected to

the gates at time t, including the outputs from other cells and the feedback

signals from the gates in the cell. The gating signals of the input, output and

forget gates at time t are given by

yl(t) = f(zl(t)), l ∈ {out, in, ϕ}, (5.4)

where

zl(t) =
∑

wl · Il(t), l ∈ {out, in, ϕ}. (5.5)
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The input signals of the cell are defined as Icell(t) and the layer weights are

defined as wcell, so

zcvk(t) =
∑

wcell · Icell(t). (5.6)

The internal state of the cell Scvk is determined by the input signals of the

cell, the input gate, the forget gate and the previous internal states:

Scvk(t) =

{
0 t = 0,

yϕk
(t) · Scvk(t− 1) + yink

(t) · g(zcvk(t)) t > 0,
(5.7)

where g(·) is defined as

g(x) =
4

1 + e−x
− 2 = 2 · tanh(

x

2
), g(x) ∈ [−2, 2]. (5.8)

The output signal of the cell Ocell in the hidden layer is computed through

the memory cell to the output gate. It is defined as Ocvk
(t) for cell cvk at time

t, and computed as

Ocvk
(t) = youtj(t) · h(Scvk(t)), (5.9)

where h(·) is the activation function defined as

h(x) = tanh(
x

2
), h(x) ∈ [−1, 1]. (5.10)

In Fig. 5.2, the function h, the internal state of the cell s and the mul-

tiplication are considered as the cell kernel for the convenience of hardware

implementation. The design of the cell kernel is introduced in the following

section.

5.2 SC-RNN Design

5.2.1 Overall design

In the proposed design, the computational components are implemented by a

hybrid structure consisting of SC and binary circuits. The inference data and

the network structure (weights) are stored in external memory elements. The

training is performed by utilizing MATLAB functions and the resulting layer

weights are saved in the memories. The inference process is implemented by

SC and binary circuits with the computed layer weights.
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5.2.2 Hybrid structure of the memory block

The SC-RNN design is based on a multi-cell memory block [26]. The output

of the memory block is defined as the sum of the output of each memory cell

in the block. The structure of a multi-cell memory block is shown in Fig. 5.3.

The block includes p cells. The outputs of the input gates (yin) and forget

gates (yϕ) are shared among the cells in the same memory block, as shown in

Fig. 5.3. The input signals of different cells (Ikcell, k ∈ 1, 2, ..., p) are separated.

The gate units are implemented by the approximate SC activation unit (A-

SCAU) [73]. The activation function g in (5.8) is implemented by the Btanh

circuit [6] [47]. The values of the signals of the gates and the layer weights are

encoded by stochastic sequences in the bipolar representation. Note that the

probabilities encoded in the sequences for the input vectors (Iin, Iout, Iϕ, and

Ikcell, k ∈ 1, 2, ..., p) are the same as per the LSTM definition [26]. However,

the sequences are generated separately to reduce the correlation.

The cell kernel is utilized to update the value of the internal state Scvk in

(5.7) and compute the output signal of the cell following (5.9) and (5.10).

The probability estimator (PE) is utilized to convert the stochastic sequences

into binary values [72]. In the memory cell, the PE, the A-SCAU, the Btanh

function and the multiplication are implemented by SC circuits while the cell

kernel is designed using binary and SC methods. The variable q shown in

Fig. 5.3 is computed using binary adders. The register storing the value of q is

also used as the memory element of the intermediate computation result [95].

Thus, the system stores intermediate computation results in the binary for-

mat to reduce the required memory overhead instead of storing the stochastic

sequences. The binary results are then re-converted to stochastic sequences

by SNGs. The output signals of the memory block are used as inputs to the

other memory blocks, thus interacting with the internal states of the cells in

the other memory blocks.

87



wcell

wφ

yin

yφ

Icell

wcell wcell

…...

…...

…...

1 2 pIcell Icell

Iφ
A-SCAU

Cell 
kernel

Cell 
kernel

Cell 
kernel

wout

yout

Ocell

Iout

q

+

…...

SNG

PE PE PE

Btanh Btanh Btanh

A-SCAU

A-SCAU
Iin

win

Memory cell

Input gate

forget gate

output gate

Figure 5.3: Structure of a multi-cell memory block in the SC RNN. The mul-
tipliers are implemented by SC circuits. The A-SCAU implements the gate
units. The Btanh circuit implements the activation function g defined by
(5.8). The cell kernel updates the internal state and computes the output of
a cell. PE is the probability estimator that converts stochastic sequences into
binary values. SNG is the stochastic number generator. The circuits in gray
are implemented by or for SC. The cell kernel is implemented by both SC and
binary circuits.

Gate units

As per (5.3), the gate units (including the input, output and forget gates) can

be implemented by an SC circuit for the sigmoid activation function. The

gate units are implemented by the A-SCAU in [73] (Fig. 5.3). The A-SCAU

is utilized to implement multiple types of activation functions and reduce at

the same time the hardware overhead. The design of the A-SCAU is shown in

Fig. 4.4. The linear approximation unit (LAU) implements multiple activation

functions with the generalized form of (4.10), where p, r and s are configurable
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parameters. The sigmoid function (5.3) can be approximated by setting the

configuration to {p = 0, r = 4, s = 1/2}; the ReLU function can be imple-

mented by setting the configuration to {p = 0, r = 1, s = 0}. Because the

output of the LAU is determined by the sum of the probabilities of the input

stochastic sequences, the circuit is immune to correlations between the input

sequences. Therefore, the RNGs for generating the input sequences can be

shared among different neurons with no loss in computation accuracy. Be-

cause the RNGs are one of the most costly units in SC circuits [1], the sharing

strategy significantly reduces the hardware cost.

Cell kernel

The cell kernel in Fig. 5.3 updates the internal state and the output signal of

the cell. The SNG and multiplication are implemented for SC. The FSM is

utilized to implement SC Btanh function and generates the SC sequence as the

output signal. The accumulate parallel counter (APC) and state processing

unit (SPU) are based on binary circuits. According to (5.7), when t 6= 0, there

exists

Scvk(t) = yϕk
(t) · Scvk(t− 1) + yink

(t) · g(zcvk(t))

= yϕk
(t) · Scvk(t− 1) + yink

(t) · 2 · tanh(
zcvk(t)

2
)

= yϕk
(t) · Scvk(t− 1) + yink

(t) · tanh(
zcvk(t)

2
)

+ yink
(t) · tanh(

zcvk(t)

2
).

(5.11)

It shows that the internal state Scvk(t) can be computed by SC circuits with

the value of each addend in (5.11) restricted within [−1,+1]. The design for

the cell kernel is shown in Fig. 5.4.

In Fig. 5.4, to update Scvk(t), the signal y encodes the value of yϕk
(t) and is

multiplied with the signal encoding the value of Scvk(t−1) by the SC multiplier,

resulting in a signal x encoding the value of yϕk
(t)·Scvk(t−1) in the bipolar rep-

resentation. The signals z and z′ encode the same value of yink
(t) · tanh(

zcv
k
(t)

2
)

in the bipolar representation but they are independently generated. All the

signals are set as inputs of the APC.
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The SPU is designed to compute the value of Scvk(t) at each step of the

updating process. It is implemented by binary circuits. The design of the SPU

is explained as follows. According to (5.11), the value of Scvk(t) is computed

by the sum of the values encoded by the signal x, z, and z′ shown in Fig. 5.4

in the bipolar representation. Assume that the number of the input signals is

D (here, D = 3) and that each input signal is parallelized to α folds, which

means that each input signal is generated by α synchronized SNGs with the

same probability. Assume that the number of 1’s in the jth sequence for the ith

signal is Qi,j after parallelization, the number of 1’s in the input sequences is

computed by the APC as
∑D

i=1

∑α
j=1Qi,j. For n-bit sequences and due to the

bipolar representation, the value of Scvk computed by the APC, S, is expected

to be

S =
1

α

D∑
i=1

α∑
j=1

(2
Qi,j

n
− 1). (5.12)

Note that the range of S is [−D,+D]. In the SPU design, the value of S

is considered to be clamped into [−1,+1] for the bipolar representation in SC.

Figure 5.4: Design of the cell kernel, including an SC multiplier, an APC,
an SNG, an FSM for implementing the SC Btanh function and an SPU for
updating the internal state. Cout is the output sequence, encoding the value
of h(Scvk(t)). The circuits in gray are implemented by or for SC. The internal
design of the SPU is shown in Fig. 5.6.
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Figure 5.5: Algorithmic flowchart for the SPU. T, T’: temporary variables
used to store the intermediate results in the computation. The definitions of
other signals are the same as those in (5.16) and (5.17).

The clamped value, Sc, is given by

Sc =


−1, S 6 −1,
+1, S > +1,
S, others,

(5.13)

However, according to (5.9), the output of the network is not affected be-

cause it is only determined by the activation function h(Scvk(t)), which produces

a similar output value for the clamped input. Taking (5.12) into (5.13) gives

us

Sc =


−1, 2

∑D
i=1

∑α
j=1Qi,j + nα 6 nαD,

+1, 2
∑D

i=1

∑α
j=1Qi,j − nαD > nα.

S, others,

(5.14)

Let T = 2
∑D

i=1

∑α
j=1Qi,j + nα and T ′ = T − nαD, by scaling the value of

1
2
(Sc + 1) into an m-bit binary vector, the output of the SPU, SB, is obtained

as

SB =


0, T 6 nαD,

2m − 1, T ′ > 2nα,
SB
′, others,

(5.15)
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where SB
′ is given by

SB
′ =
⌊
(2m − 1) · S+1

2

⌋
=
⌊
(2m−1)
2nα

(2
∑D

i=1

∑α
j=1Qi,j + nα(1−D))

⌋
.

(5.16)

SB is the integer approximation of Scvk(t), as shown in Fig. 5.4, and SB
′ is

approximated by

SB
′ =

⌊
(2m − 1) · 1

2nα
· T ′
⌋
≈
⌊

2m−1 · 1

nα
· T ′
⌋
. (5.17)

The algorithmic flowchart of the SPU is shown in Fig. 5.5. When n and

α are set to values in a power of 2, the multipliers and dividers in the SPU

can be implemented by shift registers. The computation circuit of T and T ′

is implemented by an accumulator, an adder, a subtractor and shift registers.

The circuit design is shown in Fig. 5.6.

The output of the cell (Cout in Fig. 5.4) is implemented by the Btanh

circuit [6] [47], which consists of an APC and an FSM in Fig. 5.4. The output

signal encodes the value of h(Scvk(t)) in the bipolar representation. The FSM

is implemented by an up-down counter following the algorithm in [6] [47]. The

Figure 5.6: Circuit design of the SPU. CMP: comparator. <<: left-shift
register. APC out is the output signal of the APC. The definitions of the
signals are the same as those in (5.16) and (5.17).
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Figure 5.7: Design of the AxPC with nine input sequences. HA represents the
half adder and FA represents the full adder.

APC is reused between the SPU and the Btanh circuit, thus reducing the

hardware cost.

The APC can be replaced by an AxPC using a similar design method

in [86] to further reduce the hardware cost. Assume that there are nine input

sequences for the APC, the design of the AxPC is shown in Fig. 5.7.

Table 5.1 gives the detailed area breakdown of the cell kernel, including

three parallelization configurations: 1-fold (no parallelization), 4-fold, and 8-

fold parallelization. It means that each input signal is generated by 1, 4, and 8

synchronized SNGs with the same probability. By an 8-fold parallelization, for

example, a 256-bit sequence is implemented by eight 32-bit sequences (gener-

ated by independent SNGs) in parallel. The areas of the FSM, the accumulator

in the SPU, and the control unit of the cell kernel are listed separately, while

the areas of the other parts of the SPU are divided into combinational and

sequential circuits. The second column in the table represents the percentage

of the area of each component in the cell kernel. Note that the control unit of

the cell kernel requires 27.7% of the total area when there is no parallelization

due to the complex operations in the cell kernel and the SPU. This drops to

19.0% and 12.8% with 4-fold and 8-fold parallelization, respectively. As the

core of the LSTM, the cell kernel can be adjusted and utilized to implement

different types of LSTM models such as the convolutional LSTM network [110],

combined with the SC components in CNNs [66].
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Table 5.1: Area Breakdown of the Cell Kernel (µm2)

Paral.
FSM
(%)

Accum.
(%)

Contr.
(%)

Combi.
(%)

Seque.
(%)

Total

1
214.3

(19.7%)
392.9

(36.1%)
301.6

(27.7%)
59.5

(5.5%)
119.1

(11.0%)
1087.4

4
357.2

(17.9%)
654.9

(33.1%)
377.0

(19.0%)
198.4

(10.0%)
396.9

(20.0%)
1984.4

8
535.8

(18.1%)
851.3

(28.8%)
377.0

(12.8%)
396.9
(13.4)

793.8
(26.9%)

2954.8

5.3 Experiments

The SC-RNN is utilized for the prediction of symbol generation using the Reder

grammar dataset [97], and speech recognition using the Japanese vowels [53]

and TIMIT datasets [25]. The performances of the SC-RNN and binary LSTM

RNNs are assessed with respect to accuracy, area, and energy consumption.

5.3.1 Reder grammar problems

The symbol generating rules for the Reder grammar is shown in Fig. 5.8. The

Reder grammar sequentially generates symbol strings from the left node by

following the edges and appending the associated symbols to the current string

until the right-most node is reached. Edges are randomly chosen by the prob-

ability of 50%. In inference, the networks read strings, one symbol at a time

to predict the next symbol.

Similarly to [26], 256 strings are randomly generated with an average length

of 16 as the testing dataset. The training of the RNN is implemented in binary

circuits by 10-fold validation, with each fold including 105 randomly generated

strings as training datasets. The LSTM is set into two different structures,

which, respectively, consist of three and four memory blocks with two and one

memory cells within each block. The inference circuits are implemented by

32-bit floating point (FP), 8-bit fixed point (FxP) and SC designs. Noise is

added in the computation process as soft errors (or flipping faults) with the

signal-to-noise ratio (SNR) computed by
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Table 5.2: Inference Accuracy Comparison for Reder Grammar Networks

Method
Structure

(block, cell)
Length
(bits)

Acc (%)
(no noise)

Acc (%)
(10 dB
noise)

SC RNN

(3, 2)
32 21 0
64 73 30
128 100 85

(4, 1)
32 20 0
64 73 25
128 100 83

8-bit FxP (3, 2), (4, 1) n/a 100 60
32-bit FP (3, 2), (4, 1) n/a 100 60

SNR (dB) = 10 · log10(
Ps
Pn

), (5.18)

where Ps is the power of the signal and Pn is the power of noise. The inference

accuracy is shown in Table 5.2.

With no noise in the computation process, both the 8-bit FxP design and

the 32-bit FP design achieve 100% in inference accuracy for the (3, 2) and (4,

1) structures, respectively. For the SC design, a longer sequence length leads

to a higher precision, thus improving the computation accuracy. Therefore,

the inference accuracy of the SC-RNN increases with sequence length, from

21% to 100% when the sequence length varies from 32 to 128 bits. With 128

Figure 5.8: Symbol generating rules for the Reder grammar.
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bits, the SC RNN achieves the same accuracy as any of the binary implemen-

tations in both considered structures. However, with an SNR of 10 dB in the

computation process, the inference accuracy of the SC-RNN is 85%, whereas

the accuracy of the binary designs is reduced to 60%. This result indicates

that the SC-RNN achieves a higher noise tolerance.

Table 5.3: Hardware Efficiency for the Reder Grammar Networks

Area
(µm2)

Power
(mW)

Latency
(µs/sample)

Energy
(nJ/sample)

SC-RNN
(4, 1)

513.0 0.025 1.34 0.034

SC-RNN
(3, 2)

568.0 0.031 1.45 0.045

FxP RNN
(4, 1)

1844.1 0.085 0.47 0.039

FxP RNN
(3, 2)

2011.1 0.093 0.53 0.049

FP RNN
(4, 1)

7380.1 0.419 1.12 0.47

FP RNN
(3, 2)

8662.7 0.491 1.17 0.57

5.3.2 Voice recognition: Japanese vowels

The Japanese vowels dataset includes nine male speakers uttering the Japanese

vowel /ae/ successively. Each instance consists of 12 features with the length

of 14 − 26 in time series. The training dataset includes 270 instances (30

utterances by nine speakers) and the testing dataset includes 370 instances

(24 − 88 utterances by the same nine speakers). In inference, each testing

sample is classified to the correct speaker, resulting in nine labels in total.

The network has a 12-120-9 structure, i.e., with 12 neurons in the input

layer, 120 LSTM neurons in the hidden layer, and nine neurons in the output

layer. The training process is performed by utilizing MATLAB functions, and

the inference process is performed in SC, 8-bit FxP, and 32-bit FP circuits,

respectively, for comparison. The sequence length of the SC implementation

for the Japanese vowel dataset is 256 bits prior to parallelization.
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In inference, Gaussian white noise is added to the datasets and the com-

putation process to evaluate the noise tolerance of different implementations.

The inference accuracy is shown in Fig. 5.9. The simulation results with no

noise are plotted at an SNR of 20 dB for easier illustration and readability.

Two cases are considered in the experiment. For SC1 and Binary1 in the

first case, the Gaussian white noise is added in the computation process, but

no noise in the dataset. For the same SNR, the inference accuracy of the SC-

RNN is higher than that of the FP implementation, except for the noise-free

result. With no noise, the SC-RNN achieves a lower accuracy (93.8%) than

the FP design (94.9%). For an SNR of 5 dB, the accuracy of the FP design is

73.4%, whereas the accuracy of the SC-RNN is 86.6%.

For SC2 and Binary2 in the second case, a 5-dB noise is added to the

dataset, in addition to the noise in the computation process. The average

accuracy of Binary2 is higher than that of Binary1, indicating that the noise in

the training dataset improves the inference accuracy in the FP implementation

due to regularization [27] [98] [104]. The inference accuracy for SC2 (89.3 −

93.8%) is slightly higher than that for SC1. The inference accuracy for SC2

exceeds that for Binary2 when the SNR is lower than 12 dB. In both cases,

the noise in the computation process significantly affects the accuracy of the

FP circuit; therefore, the SC design achieves a higher noise tolerance than the

Figure 5.9: Inference accuracy of networks for the Japanese vowels dataset
with noise at different SNRs.
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binary designs.

5.3.3 Voice recognition: TIMIT

The TIMIT dataset has been designed for the development and evaluation

of automatic speech recognition systems. TIMIT contains a total of 6300

sentences, ten sentences spoken by each of 630 speakers from eight major

dialect regions of the United States.

The training process of the network is performed by utilizing MATLAB

functions. For inference, both the SC and the binary circuits (32-bit FP and

8-bit FxP) are implemented for this network. The sequence length of the

SC-RNN is given by 256 bits prior to parallelization. The structure of the

network is given by 12-(250, 250)-(250, 250)-48, that is, the network consists

of one 12-neuron input layer, one 48-neuron output layer and 2 hidden layers

with 250 memory blocks and each memory block including eight cells.

Gaussian white noise is added to the computation process, with the SNR

varying from 5 to 15 dB. The results are shown in Fig. 5.10. The simulation

results with no noise are plotted at an SNR of 15 dB for easier illustration and

readability. With no noise, the highest accuracy of the FP implementation is

81.9%, similar to those in [31], [67], [28], and [64], while the accuracy of the

SC design is 10% lower. However, the SC design achieves a higher accuracy

Figure 5.10: The inference accuracy of networks for the TIMIT dataset with
noise at different SNRs.
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when the SNR is lower than 12 dB. For an SNR of 5 dB, the accuracy of the

SC-RNN is 57%, which is more than 10% higher than the FP implementation

with the same SNR. The simulation results show that the SC design achieves a

significantly higher noise tolerance than the conventional FP implementation.

5.3.4 Hardware efficiency

ASIC designs of the SC-RNNs and binary Reder grammar networks were as-

sessed with respect to area and energy consumption for inference. All designs

use VHDL models synthesized by the Synopsys Design Compiler in ST’s 28-

nm technology library. The power consumption of the circuit is measured

by the synthesis tool. The computation time is computed by the working

frequency and computation cycles, and the energy is computed based on the

power and computation time. For the networks solving the Reder grammar

prediction problem, the sequence length of the SC-RNN is given by 128 bits,

with no accuracy loss compared to the binary designs. The results are given

in Table 5.3. The latency and energy consumption are obtained for processing

one sample through the network.

The synthesis results indicate that the proposed design requires lower area

and energy consumption compared to the 32-bit FP circuits. The (4, 1) net-

work achieves lower area and energy consumption than the (3, 2) network.

The area, power, and energy of the SC-RNN are, respectively, 6.6% − 7.0%,

6.0%−6.3% and 7.2%−7.9% of the FP design for different network configura-

tions. The computation latency of the SC-RNN is similar to the FP circuit due

to the parallelization. The area of the proposed design is 27.9%−28.2% of the

FxP design, with a longer computation latency (ranging between 2.7×−2.9×).

Overall, the energy of the SC-RNN is slightly lower at 87%− 92% of the 8-bit

FxP design.

The hardware requirement of the networks for the Japanese vowel and

TIMIT dataset is also found for inference and is given in Table 5.4 to 5.6. The

sequence length of the SC-RNN is given by 256 bits prior to parallelization.

The structure of the Japanese vowel is set as 12-120-9. The structures of the

TIMIT network are set as 12-(250, 250)-48, 12-(500, 500)-48, and 12-(250,
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250)-(250, 250)-48. The SC networks are implemented with 4-fold and 8-fold

parallelization, represented by SC (4-fold) and SC (8-fold) in Table 5.4 to 5.4.

The SC RNNs operate at 200 MHz while the operating frequency of the FP

and FxP circuit is 100 MHz. The binary circuits are not pipelined.

Table 5.4: Area Cost for the Japanese Vowel and TIMIT Networks

Area
(×106 µm2)

Structure
SC

(4-fold)
SC

(8-fold)
FP FxP

12-120-9 0.35 0.56 16.6 4.68
12-(250, 250)-48 1.46 2.32 65.9 17.8
12-(500, 500)-48 3.52 5.80 212.8 59.6
12-(250, 250)-
(250, 250)-48

2.93 4.64 124.7 37.4

Table 5.5: Energy Consumption for the Japanese Vowel and TIMIT Networks

Energy
(µJ)

Structure
SC

(4-fold)
SC

(8-fold)
FP FxP

12-120-9 0.03 0.03 0.25 0.02
12-(250, 250)-48 0.12 0.13 1.23 0.12
12-(500, 500)-48 0.46 0.48 7.08 0.61
12-(250, 250)-
(250, 250)-48

0.31 0.34 3.48 0.28

Table 5.6: Latency for the Japanese Vowel and TIMIT Networks

Latency
(µs)

Structure
SC

(4-fold)
SC

(8-fold)
FP FxP

12-120-9 0.51 0.33 0.46 0.15
12-(250, 250)-48 1.03 0.65 0.58 0.17
12-(500, 500)-48 1.24 0.75 0.75 0.20
12-(250, 250)-
(250, 250)-48

1.67 1.05 0.86 0.25

The latency and energy consumption in Table 5.4 to 5.6 are obtained on
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average for processing one sample through one neuron. The synthesis re-

sults indicate that with 4-fold parallelization, the SC-RNN incurs a lower area

(1.6%−2.3%) and smaller energy consumption (6.5%−11.2%) than the FP cir-

cuit for different network structures. These figures of merits are 5.9%− 8.2%

and 75.4% − 128.5% of that of the 8-bit FxP designs. The latency of the

proposed design is 2× of the FP implementation and 5× of the FxP imple-

mentation due to the long stochastic sequences. The proposed design achieves

significantly lower power consumption, but at a lower number of frames per

second due to the slower computation speed, compared to the designs in [107]

and [64]. However, the latency of the SC design can be further reduced by us-

ing a higher level of parallelization. For example, with an 8-fold parallelization

in the SC network, the energy consumption is almost identical but the com-

putation speed of the SC RNN is improved by 35.0%−39.5% with an increase

in area, compared to that of the SC network with a 4-fold parallelization.

5.4 Conclusion

In this chapter, an SC design is proposed to reduce the area and energy con-

sumption of RNNs. The circuits are implemented using SC for inference.

The proposed design requires significantly smaller area and lower energy con-

sumption in most cases at the cost of a higher latency compared to conven-

tional binary implementations. The SC-RNN shows significant advantages in

noise tolerance by achieving higher accuracy than binary designs when noise

is present in the computation process.
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Chapter 6

Conclusion and Discussion

6.1 Conclusion

In this dissertation, multiple types of SC NNs have been proposed using ad-

vanced SC design techniques. The proposed SC NNs are capable of implement-

ing inference and different learning algorithms by reconfiguring the network

structures and the values of layer weights. The research shows the generality

and versatility of various SC circuit designs.

In general, compared to FP and FxP implementations, the SC NNs offer

considerable advantages in circuit area and energy consumption with compa-

rable accuracy and higher noise tolerance. With a higher degree of paralleliza-

tion, SC designs can achieve a similar performance as compared to conventional

binary designs. SC provides an alternative solution to NN implementations

with clear advantages in machine learning applications.

6.2 Comparison with Binarized/Quantized Neu-

ral Networks

Albeit with a different origin, SC NNs share the same design objectives with

some other types of NNs proposed to improve the hardware and energy ef-

ficiency. For example, binarized neural networks (BNNs) [42] and quantized

neural networks (QNNs) [43] have been proposed to obtain a tradeoff between

accuracy and energy consumption. In a BNN, the layer weights and the inter-

mediate computation results are converted from real values to +1 or −1. By
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doing so, the multiplications can be eliminated and replaced with XNOR op-

erations. Moreover, the outputs of neurons are binarized and multiplied with

the binarized layer weights during the forward propagation. These signals

are also used to compute the local gradient, whereas the original real-valued

parameters are used for updating the layer weights [42].

Reference [108] shows that an SC NN and a BNN can be transformed into

each other without changing the computation accuracy. Moreover, the energy

consumptions of SC NNs and BNNs similarly increase (in the same order) with

the growth of the network size.

In our work [72], an SC-MLP and a BNN are implemented with the same

network structure and compared with respect to accuracy, area and energy

consumption. The SC-MLP achieves slightly higher inference accuracy. In

the BNN, batch normalization is performed and the layer weights are updated

and stored with full precision (i.e., 8 bits) at the end of the BP. The SC-MLP

consumes smaller area (80.7% − 87.1%) and lower energy (by approximately

20%) compared to the BNN.

Both SC NNs and BNNs achieve low hardware and power consumption

because of the simpler arithmetic circuits compared to FP NNs. SC NNs share

the use of hardware and adopt several sequence length reduction methods to

achieve low energy consumption. A higher degree of parallelism is also required

to achieve a low latency in SC designs. SC implementations achieve relatively

high noise tolerance compared to BNNs and FP NNs, whereas BNNs are better

optimized in the literature. Table 6.1 summarizes the performance comparison

between SC NNs, BNNs, and FP NNs.

Binarization, or in general, quantization, can be integrated with SC to

obtain a higher hardware efficiency. In the SC-quantized NN (SC-QNN) [58],

the layer weights are quantized into 2-bit to 4-bit representations and encoded

by stochastic quantized (SQ) bit-streams (Fig. 2.21). The SC-QNN achieves a

similar inference accuracy with 69×, 119×, and 10× smaller area, power, and

energy, respectively, compared to binary implementations. It shows that BNNs

and QNNs can be viewed as highly optimized SC NNs with 1-bit sequences or

sequences encoding quantized probabilities in the computation process. These
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Table 6.1: Performance Comparison of Neural Networks

SC NNs BNNs FP NNs
Hardware

cost
low low high

Power
consumption

low low high

Energy
consumption

low
in most cases

low high

Latency high low high
Noise

tolerance
high low low

implementations expand the usage of SC techniques in hardware and energy

efficient NN designs.

6.3 Future Work

The proposed circuits could be integrated with designs in the literature to

implement SC CNNs in future research. For example, the A-SCAU could be

utilized to implement activation functions in convolutional layers and fully-

connected layers while average pooling layers could be implemented by MUX-

based SC adders. Additionally, ESL components could be used in SC CNNs

to improve the computation accuracy.

To further improve the energy efficiency and performance of the SC NNs,

low-discrepancy sequences [2] [69] could be used with the proposed designs

without reducing the computation accuracy. Concurrently, an SC gradient de-

scent circuit (GDC) has been developed to implement the learning algorithm

using single-bit sequences in so-called dynamic stochastic computing [70]. The

hardware and energy efficiency of SC circuits can be significantly improved by

the recently developed Adiabatic Quantum-Flux-Parametron (AQFP) technol-

ogy [9]. These new developments, when combined with the circuits presented

in this dissertation, could lead to very efficient NN designs for both training

and inference. Finally, a general design platform for NNs could be developed

based on SC circuits. This platform will include fundamental arithmetic cir-

cuits, such as the SC adders and the activation circuits for general neuron
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design, and special circuits for various NN implementations, such as the max

and average pooling circuits used in the pooling layers of CNNs.
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