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ABSTRACT

This thesis is concerned with the study of Collision-Avoidance Star Local Area Net-
works (CASLANs). CASLANS are a class of random access star local area networks in
which packet collisions are avoided by using a number of hardware switches. The study
is divided into three parts. The first is an indepth analysis of the behavior and perfor-
mance of CASLANSs. The second part involves analysis of CASLANSs in a time-
constrained environment. In the third part, prioritized CASLAN:S for data, and integrated
voice/data applications are studied.

During the course of this study several contributions to the understanding of the
behavior and performance of CASLANS are made:

It is shown that decreasing the propag: tion delay between the nodes and the central node
does not always mean better performance. Indeed, it is shown that increasing the propa-
gation delay may result in a much improved performance. Also, it is proven that by
choosing the right network parameters, packets could be guaranteed transmission rights.

It is shown that CASLANS, under very heavy load, operate in a round robin fashion, and
that the delay is bounded.

A study of CASLANSs for real-time applications is conducted, in which it is shown that
CASLANSs perform very well in a time-constrained environment. As well, the perfor-
mance of CASLANSs in a prioritized environment is explored. It is shown that CASLANs
are very good candidates for voice and data integration.

Also, several other contributions to modeling the performance of CASLANSs are
made:

An exact, heavy load, performance model of a class of CASLANs is introduced. This
model is used to show that the delay of CASLANS, under heavy load conditions, is
bounded.

A new performance mode! for CASLANS is introduced. The model follows a tagged user
in an exact analysis, while the rest of the users’ behavior is approximated by mimicking
that of the tagge: nser at steady state. This model is more accurate than all earlier
CASLANSs performance models.

A hard real-time performance model of CASLANS is presented. In this model, packet
laxities are assumed to be exponentially distributed and packets that exceed their laxities
are removed from the system.

A prioritized CASLANs model for moderately loaded systems is intrnduced.
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sion time and is given by (N XTI xA).
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acquisitions.
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Chapter 1

Introduction

A computer network is an interconnection of several entities that allows these entities
to successfully exchange information amongst them. The entities can be any combination
of host computers, terminals, communication equipment, or even another subnetwork.
Because of the diversity of such entities, many different terms are comraonly uséd to refer

to them among which are hosts, nodes, sites, sources, and users.

Computer networks are often classified according to their geographic distribution. Two
major classes of communication networks exist: Wide Area Networks (WANSs) and Local
Area Networks (LANs). WANS, which are sometimes referred to as long haul networks,
are those networks that span more than a few kilometers, usually in the order of tens, hun-
dreds, and sometimes thousands of kilometers and could span continents. On the other
hand, LANS usually span a distance of just a few kilometers. Other than spanned distance,

LANS differ from WANS in the following,
(1) Ownership by a single organization, €.g., a university or a company.

(2) Higher transmission rates, on the order of several to hundreds of Mbps (Mega bits
per second).
(3) Routing techniques are usually not employed, since there is a unique, known a

priori, path between any pair of nodes.

Another major advantage of LANs over WANS is the ability of each node to sense the

state of a common broadcast channel before attempting to use it. This gave rise to a class



of local area network protocols called multiple access protocols.

1.1. Multiple Access Protocols

Multiple access communication networks are those networks in which users (nodes)
share a common communication channel. Multiple access protocols fall into two major
classes: random access protocols and controlled access protocols [1-4]. (See Figure 1.1).
In random access protocols, all users (or at least a subset of users) may be given transmis-
sion rights at the same time. This gives rise to packet collisions, and consequently packet
retransmissions. Controlled access protocols avoid collisions by coordinating channel

access such that only one station attempts to transmit at a time.

1.1.1. Controlled Access Protocols

In controlled access protocols channel assignment to stations is either fixed or made
upon demand. In fixed assignment, the channel is allocated to stations in a static manner.
Time Division Multiplexing (TDM), Frequency Division Multiplexing (FDM) and Space

Division Multiplexing are well known fixed assignment channel access schemes.

In demand assignment access schemes, stations do not assume transmission rights
unless they have a packet to transmit. The access order could be implemented via token
passing or by some predetermined order. Token passing covld be explicit or implicit. In
explicit token passing schemes such as the 1oken ring [5] and the token bus [6], a station is
allowed to transmit its packet only after receiving an explicit token. The token is released

upon transmission completion. Implicit toker: passing schemes include BRAM (Broadcast
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Figure 1.1: Multiple access protocols classes



Recognition Access Method) [7), MSAP (Mini-Slotted Alternating Priorities) [8] and L-
Express-net [9]. In such protocols, the order in which channel access is granted is deter-
mined by a logical order of stations, which may or may not correspond to their physical

order on the transmission medium.

Another demand assignment scheme is the attempt and defer mechanism which is
suited for the unidirectional bus systems. In such a scheme, a station transmits if it finds
the channel to be idle. However, if in the middle of its transmission, the station detects a
transmission from an upstream station, it aborts its transmission, deferring to the upstream
station. Access protocols employing the above scheme include protocols of Express-net

[10], D-Net [11], Fasnet [12], U-net [13] and tokenless protocols [14].

1.1.2. Random Access Protocols

The second class of multiple access protocols is random access protocols. Most ran-
dom access protocols employ two algorithms: a channel access algorithm and a collision
resolution algorithm (CRA). The former algorithm is used to assign stations transmissions

rights, while the latter is responsible for resolving collisions once they occur.

Random access protocols could be characterized according to the way stations are
granted transmission rights. Three categories have been identified in [3): probabilistic,
address-based and time-based partitioning.

Probabilistic partitioning:

In probabilistic partitioning schemes, a station transmits its pack~t with some probabil-



ity P or defers its transmission until some future time with probability 1-P.

An example of such schemes is the ALOHA protocol [15] in which stations are
allowed to transmit whenever they wish without listening to the medium, i.e., P=1 (no par-
titioning). Improvements to the ALOHA protocol 1zd to the evolution of a family of carrier

sense multiple access protocols (CSMA) [16-18].

In the p-persistent CSMA [16], a station senses the channel before transmission. If the
channel is sensed idle, the station transmits its packet with probability p or defers its
transmission for a fixed amount of time (usually referred to as a slot) with probability 1-p,
and reattempts transmission at that latter titae. If, however, the channel is sensed busy, the
packet transmission is rescheduledd until a later time.! If two or more stations decide to
transmit on the channel at the same time?, a collision occurs. All the packe!'s involved in

the collision are rescheduledd after the collision is detected.

CSMA/CD protocols save some of the bandwidth wasted in collisions by requiring sta-
tions to listen before and during packet transmissions, as opposed to just before transmis-
sion in the CSMA case. Detection of a collision causes a station involved in the collision

to abort its packet transmission. Ethernet {17] employs a 1-persistent CSMA/CD protocol.

The reschedulingg process differs from one protocol to another. For instance, in
ALOHA packet reschedulingg is taken from the same uniform disiribution every time a
collision occurs. In Ethernet, a probabilistic scheme called the binary backoff algorithm is

used. The binary backoff scheme is similar to the one employed in ALOHA, except that

1. In l-persistent CSMA, the stagiowt Yersists until the channel is idle.
2. "At the same time" means within a time interval which is referred to as the collision window.



the mean of the uniform distribution doubles with every collision.

Molle and Kleinrock [18] suggested VT-CSMA (Virtual Time CSMA) for multiple
access communication. In VT-CSMA, each station has two clocks, a real time clock and a
virtual tizne clock. The virtual clock stops :wunning when the channel is busy, and runs
when the channel is idle. When it runs, the virtual clock runs at a rate higher than the real
one if it is behind the real clock. A packet is transmitted only when its arrival time is equal

to the time on the virtual clock.

Another probabilistic collision resolution algorithm is the one used in the URN proto-
col [19]. Assuming that the multiplicity of a collision could be known and is given by n
out of N stations, the Urn protocol enables a set of K stations such that the probability of

exactly one station is ready (has a packet to send) is maximized. K is given by N/n.

Address partitioning:

The first address partitioning random access protocols *zre proposed independently by
Capetanakis [20] and Hayes [21]. In their protocols #me is slotted. Assuming that a
number of stations become ready in an otherwise ifi¢ system, those stations attempt to
transmit. If a collision occurs, stations are split int two halves, an enabled half and a dis-
abled one. Stations of the enabled half a~¢ ziivwed to contend for the channel. If further
collisions occur, the enabled set is contin:::!ly halved until eventually no collisions occur.
If at some point the enabled sct had no ready packets, an empty slot occurs and the dis-
abled set becomes enabled. Because of the binary nature of the protocol, it is often referred

to as the Binary tree algorithm, and is similar to the binary tree search algorithm.



Massey [22] and Tsybakov and Mikhailov [23] independently proposed a modification
to the basic tree algorithm above, known as the level-skipping tree algorithm. In the level
skipping tree algorithm, if a slot containing a collision is followed by an empty slot, then,
rather than have the users get involved in a sure collision, they are immediately halved into

two subsets, thus saving one slot.

Recently Greenberg [24] and Cidon and Sidi [25] have shown that by estimating the
conflict multiplicity before invoking the CRA, a smaller number of slots would be required
to resolve a collision. Indeed, it is shown in [25] that higher throughputs are achievable by

estimating the conflict multiplicity, before invoking the CRA.

Time partitioning:

Protocols in this group are known as window protocols, after Gallager’s window proto-
col [26]. In [26], packet transmission is conducted in cycles, where the i** transmission
eycle is used o transmit packets that arrived in the i* arival interval (window). If A is the
window size, then the i* window is the interval (i -A, i -A+A]. The splitting is based on
arrival times of packets, by halving the window, and allowing the packets that arrived in
the first half to be transmitted and so on. The resulting algorithm is, thus, a first-come-

first-served (FCFS) algorithm.

Gallager [26] also observed that if a collision is followed immediately by another, then
no new information is known about the other half of the inferval corresponding to the
former collision. Thus, those packets are returned to the unexamined portion of the arrival

axis. By applying this observation, a higher throughput was achieved.



Mosely and Humblet [27] devised a window algorithm for the Poisson arrival model
based on optimizing the window size at each step using dynamic programming techniques
with the cost function being the throughput. Panwar ct al [28] introduced a similar algo-
rithm but for the Bemouilli arrival model. Several other variatiuns of the window protocol

exist in the literature.

1.2 Alternative Approaches

Random access protocols perform very well at light load. However, as was discussed
above, some of the channel capacity is wasted on collisions, as well as collision resolution.
On the other hand, controlled access protocols perform very well at heavy load (round
robin fashion) but suffer unnecessary delays at Light load, since stations have to wait until

they acquire transmission rights.

Solutions to this problem fall into two categories: Hybrid access protocols and

collision-avoidance switches.

1.2.1. Hybrid Access Protocols

This group of protocols are referred to as Hybrid since they interchangeably employ
two modes of operation: a contention mode at light load and a controlled access one at
heavy load. Examples of such protocols are CSMA/CD with dynamic priorities and low
collision probablhty (CSMA/CD-DP) [29], CSMA/CD with deterministic collision resolu-
tion (CSMA/CD-DCR) [30], PRENET [31], Buzz-net [32], Z-net [33], X-net [34], and the
protocols in [35] and [36].



All of the above protocols operate in a random access fashion at light load. At higher
loads, some sort of controlled access scheme is employed. For instance, in [29] and [30] a
deterministic collision resolution scheme is employed using a reservation method. In [29],

however, a clustered station 2ccess scheme is used, thus reducing contention.

In PRENET [31], a pre-emptive scheme is used to avoid collisions, with the lefi-most
station having the highest priority. (This, iiowever, is performed under both light and

heavy traffic conditions, i.. the protocol will result in no collisions).

In Buzz-net [32] and Z-net [33], the controlled access mode is done in a round robin
fashion starting from the same end station. A similar scheme is conducted in [34] except
that the cycle begins from opposite ends each time (hence the name X-net). In [35], when
collisions occur, stations operate in a round robin fashion, starting from the left-most sta-

tion, with new arrivals allowed to be transmitted.

1.2.2. Collision-Avoidance Switches

This approach uses hardware collision avoidance switches, in a star shaped network, to
prevent collision. The collision-avoidance circuit (a collection of single-bit arbiter circuits)
is placed at the center of the star network. The purpose of the switches is to arbitrate ran-
dom access to a common communication channel. The circuit would have N incoming
links (corresponding to an N -node system) and a single common outcoming link. This link
is hence referred 1o as the channel. The channel, then, branches in N different directions
(corresponding to the number of nodes). These links are known as the outgoing links.

While the channel is busy, the switches block traffic from all nodes, except the one
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cariently transmitting.

Coilision-Avoidance Star Local Area Networks (CASLANS), see Figure 1.2, were
discovered independently by Lee and Boulton [37], Closs and Lee [38], and Albanese [39].
The access protocol for CASLANS is based on repeated attempts by nodes to acquire the

hub (central node). The protocol consists of two components, one executed by the nodes,

and the other by the hub.

e

nodes

~@
retry time

= propagation delay on link

Figure 1.2 : The topology of CASLANSs
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Nodes are either idle (have no packets to transmit) or ready (have packets that have not
yet acquired the hub, or are acquiring the hub). The node protocol is as follows. As soon
as an idle node receives a packet, it forwards that packet to the hub. A packet transmitted
by a node acquires the hub if the hub is free upon the packet arrival at the hub. Otherwise,
the packet is blocked. If a node does not sense its own packet after the round trip propaga-
tion delay between the node and the hub, it retries transmission immediately until success-
ful. (The round trip propagation delay between a node and the hub is thus called its retry
time). A node acquiring the hub cannot transmit a new packet until the last bit of its on

going transmission has propagated back to the node.

The hub protocol is as follows. If a packet arrives at the hub and the hub is free, the
packet acquires the hub instantaneously. Once a Packet acquires the hub, the packet is
transmitted on all outgoing links. If two or more packets arrive at the hub at the same
time, one of them is chosen at random and the other packets are blocked. Thus, collisions

never occur in such networks, and valuable bandwidth is saved.

1.3. Thesis Qutline

This thesis is concerned with the study of the behavior and performance of CASLAN:Ss.
Several mathematical, as well as simulation models are proposed to evaluate the perfor-

mance of CASLAN:S.

Wherever possible exact performance models are sought. In many cases, however,
such models are either mathematically intractable and/or computationally expensive. In

such cases, assumptions and approximations are unavoidable. In cases where approximate
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analysis is used, the results of the system analysis must be complemented with those of an
exact simulation model that does not bear any of the restricting assumptions of the
mathematical model and, therefore, providing an accurate basis for evaluating the validity
and the effect of the simplifying assumptions and approximations used in the mathematical
analysis. In the event that a valid and useful mathematical model cannot be devised, per-
formance evaluation would then rely on simulation models. The trouble with simulation

models, however, is that they are expensive to develop, debug and run.

The performance measures sought are dependent on the applications that CASLANSs
can be used to support. For instance, in applications where only data packets are available,
the network utilization and average packet delays are the performance measures to seek.
Whereas, for real-time applications, e.g., voice traffic, the primary performance measure
would be the percentage of packets received before their delivery deadlines expires. In
such cases the packet delay distribution, and no longer its mean value, is the primary per-

formance measure.

The network utilization 1s the fraction of time the channel is uséd. Another term com-
monly used to describe the use of the channel is the system throughput, which is the frac-
tion of time the channel is used for the transmission of useful information, i.e., excluding
all overhead bits. In the course of this thesis, both terms are used interchangeably to refer
to the network utilization since one could be easily computed from another. The maximum
achievable utilization of a network is often referedd to as its capacity. It is intuitively clear
that the capacity of collision-free LANS, e.g., CASLANS, is generally higher than those

that exhibit collisions.
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The packet delay, also often referedd to as the transfer delay, is defined as the elapsed
time from the instant that a message arrives at a node to its successful reception at its desti-
nation node. This delay includes several components, namely, queueing delay due to mes-
sages queued at their source nodes, access delay, which is the time a packet spends trying
to access the channel, packet transmission time and propagation delay from source to des-
tination. The term packet delay used in this thesis only includes the latter three com-
ponents above. Since transfer delay is measurable by the user, e.g., interactive user appli-
cations, it is a more important performance measure in LANS than the network capacity.

Therefore, in this thesis, more emphasis is put on average delay performance results.

As mentioned earlier, the focus of this thesis is on CASLANS. Such focus can be

justified by the attractive performance and practical features of CASLANS:

(1) The node interconnection in CASLANS is point-to-point. That is, the network
interface could be active, therefore, making CASLANS very well suited for use in

optical fiber communication [37].

(2) CASLANSs were shown to be workable at very high transmission speeds, e.g., 100
Mbps, without any degradation in performance.

(3) ‘The capacity of CASLANS is very high. It was shown [45] that CASLANS can
operate at a 98% utilization. Morcover, it was shown [44, 45, and 47] that such a
high a capacity is achievable while maintaining very reasonable average delay

values.
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(4) The simplicity of the hub and node protocols. As mentioned earlier, the node pro-
tocol is simply based on repeated attempts to acquire the hub and the hub role is

simply to arbitrate between the different nodes.
In studying CASLANS, research in this thesis branches in three directions:

(1) The first is an indepth study of the performance and behavior of CASLANSs. The
effect of several network and traffic parameters are studied, most visible of which

is the effect of the retry time. This part is the topic of chapters 2 and 3.

(2) The second involves an investigation of the performance of CASLANS in a time-
constrained environment. Both soft and hard real-time applications are con-

sidered. This part is presented in chapter 4; and

(3) The third involves studying and analyzing the performance of prioritized
CASLANS. Both data only and integrated voice and data applications are con-

sidered. This is contained in chapter 5.

Chapter 2 starts with a simulation study of CASLANS exploring the effect of node retry
time values on average performance measures. An inherent and interesting relation

between the packet length and retry time, for fixed-packet-length CASLANS, is
discovered.

It is shown that, depending on network parameters, increasing the retry time does not
always result in an increased average packet delay. Indeed, at retry time values that are fac-

tors® of the packet length a local minima is observed for average delay results®. Also, it is

3. A retry time value T is a factor of a packet length T if T'modt =0.

-
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shown that, in contrast to what was belicved earlier, packets transmitted with a retry time
that is a factor of the packet length are guaranteed transmission rights. A heavy lead
analysis of CASLANS is presented. The analysis shows that, under heavy load conditions,

packet transmission in CASLANS is round robin and that the delay is bounded.

In view of the performance results presented in chapter 2, a new CASLANSs perfor-
mance model that is capable of capturing the inherent relation between the packet length

and the retry time, becomes a necessity. In chapter 3, such a model is introduced.

The model is based on following a tagged user in an exact analysis and approximating
the behavior of the rest of the users by that of the tagged user at steady state using an itera-
tive approach. A polling system is used to represent CASLANSs where the hub chooses at
random one of the idle or ready users. Results show that the model is very accurate com-
pared to simulation results, and is more accurate than all earlier CASLANs models [39-

45].

Chapter 4 deals with CASLANS in a real-time environment. For soft real time systems,
a simulation model is developed from which the packet survival functions are extracted
and subsequently the probability of packet loss for any desired deadline. For hard real-time
systems, a performance model for exponentially distributed packet laxities is introduced.
In this model, packets that exceed their laxities are removed from the system. This model
is an extension of the model in chapter 3 with the added complexity of the possibility of
packet loss. Results of the model show that it is an accurate representation of CASLANS in

a hard real-time environment. Gene:ally speaking, the work in this chapter shows that

4. Thatis, they show some form of performance superiority.
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CASLANSs perform very well under real-time constraints. The results also show that factor

retry time values seem to extend their superiority to real-time applications.

In chapter 5, a study of prioritized CASLANS is presented. The chapter begins by the
analysis of the behavior of a CASLAN with two priority classes. Retry times are used for
priority assignment. It is, again, shown that a lower retry time does not always mean
higher priority. Indeed, and as in the single class case, a class with a retry time that is a
factor of the packet length could have a higher priority than a class of users with a lower,
non-factor, retry time value. Because of the extreme complexity and computational
expense of a two-class CASLANs model that follows tagged users exactly is not sought.
However, another simpler more restrictive model is presented. The model assumes
independence between a packet retry attempts at the hub. Such a model, however, proved
to be accurate only for moderately loaded system. In the final part of the chapter, a study of
integrated voice and data applications on CASLANS is presented. The study is based on a
simulation model. Results show that, even for large systems and under heavy data load
conditions, CASLANS network parameters could be set such that no packet loss is experi-

enced.
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Chapter 2

Behavioral Analysis of CASLANs

The purpose of this chapter is to explore the effect of node retry time values on the per-
formance and behavior of CASLANS. Such an effect has, indeed, been left out in previous
CASLANSs performance studies [37-48]. The general consensus in all these studies is that
as the retry time increases so does the delay. In this chapter, it is shown that the above
belief is not true. That is, the average packet delay does not necessarily increase with the
retry time. An inherent relation between the retry time and the packet length is discovered
(section 2.1) and explained (section 2.2). Also, an exact analysis of CASLANS, under

heavy load conditions, is presented (section 2.3).

2.1 Simulation Results

In this section, a simulation model for studying and analyzing the performance of sym-
metric CASLANS is introduced. By symmetric it is meant that all nodes have the same

packet generation process, retry time and mean packet length.

The simulation model incorporates all the features of the CASLANs protocol under the

following conditions:

1- All transmitting nodes are equipped with single buffers. That is, once a packet occu-
pies the buffer, no new packets are generated by a node unless the packet currently

in the buffer has been successfully transmitted.
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2- No packet loss due to network failure or buffer overflow at the receiving end is con-
sidered.
3- The transmission medium is noiseless and error free.

4- Two packet length characteristics are considered: variable-length and fixed length
packets. Variable-length packets were chosen to be exponentially distributed. Such
a choice was merely done to study the effect of the retry time on variable-packet-
length CASLANS. It is assumed that conclusions drawn under this assumption gen-

erally hold for other distributions (but not for the deterministic one).

5- The round trip propagation delay between any node and the hub is the same for all

nodes, and is equéal to the retry time.

6- The delay of a packet is measured from the time the packet is generated until the

time of the complete packet reception by the destination.

The rationale behind using the single buffer assumption is that the emphasis of this
thesis is on the channel access and transmission delays and not on queueing delays. Since
such an assumption does not affect performance results of channel access and transmission

delays, it is used to simplify the simulation model.

In the simulation runs in this section, and throughout the thesis, 95% confidence inter-
vals were obtained. Since the confidence intervals were always too small, they are not
shown in the plots. The number of packets transmitted during a simulation experiment

was chosen such that a stable performance of the system is reached.’

5. This number was usually 50,000 packets.
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Let N, T, A, and t be the number of aodes, average pasket "ziig, packet arrival rate
per time unit and retry time of the CASLAN to be somliott, L& th. wr.n offered load
represent the number of packe:s arriving during an average pasist trunsmission time. The
offered load is, then, given by N xT xA. Because of the single buffer assumpssn, high to
heavy carried load (system utilization) may require offercd load values grester that. i, €.g.,
offered l0ad=9.6 in Figures 2.1 and 2.2. 'n ke examples to follow, and i» fact in the
remainder of this thesis, the it transmission rat:: 1% chosen to be 50 Mbps. Such a bit
transmission rate was chosen since it is used in Hubnet, 2 50 Mbps commercial CASLAN.
In the results in Figures 2.1 and 2.2, N is chosen to be 20 nodes. Even though such a
number may seem smaller than that in many practical systems, it is the system behavior
that we are interested in at this stage. Indeed, in chapter 5, CASLANs with more than
1000 nodes are examined. The average packet length was randomly chosento be 480 bits.
Such a choice, however, is irrelevant because the interest in this chapter is to study the
effect ¢ { the retry time on the performance of CASLANS. As will be shown, changing the
retry time while fixing the packet length should be equivalent to varying the packet length

while fixing the retry time.

Figure 2.1 shows the average delay versus the retry time of a symmetric CASLAN
(with N = 20 nodes and a variable packet length with mean 480 bits) at different values of
the packet arrival rate per node, A. As expected, and as has been reported in previous stu-

dies, as the retry time increases the average delay increases.

Figure 2.2 shows the average delay versus the retry time for a symmetric CASLAN

with N=20, with a fixed packet length (T = 480) at different values of A. At light load
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(e.g., A = 1075, offered load = 0.096) the greater the retry time, the greater the delay. This
result does not always hold at higher loads. For example, at A = 0.001 (offered load = 9.6),
the average delay at t = 100 (bits) is 179 s, whereas at T = 120 the average delay is
173us. That is, the delay at a higher value of retry time (120) is less than the one at a
lower reiry time (100). This result, which defies intuition at first glance, is due to the fac:
that 480 (packet length) is a multiple of 120 (retry time). The same phenomenon is
observed for every T which is a factor of T (such as 160, 240 and 480 bits). At all of these
f values, a drop in the mean packet delay is observed, which results in a local minimum of
the average delay at these values. Similar results were observed for other values of the

number of nodes and packet !ength values.

In the remainder of this chapter, the case where the reiry time is less than or equal to
the packet length is emphasized. To show why such a case is a practical one, consider the
following example. For an instance of CASLANS, viz. Hubnet [37], where the minimum
packet length is 88 bits, and with a bit rate of 50 Mbps, it means that we are considering a
network with a diameter of about 530 meters (for local networks distributed within a build-
ing or some adjacent buildings, this distance seems very reasonable). The study is ~onfined

to the case where the packet length is fixed. This is due to the following

(1) Many applications, such as voice communication and uncompressed video com-

munication employ fixed-packet-length transmission.

(2) For the variable packet length case, the average packet delay increases with the

retry time. Therefore, studying the effect of the retry time on the performance in
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such a case does not provide any new insight into the behavior of the network.

We begin our study of the effect of the retry time on the performance of CASLANS, by

making the following observation from the simulation results.

Proposition 21:

For the fixed-packet length (T) symmetric CASLANS, for every T, that is a factor of T,
there exists a period [1:,-—8,«) in which D(tf) <€ D(t), where T € [1:,-—8. o) and D(X)

denotes the average delay at retry time X. The period [t/ —J,00) is called the range of ;.

O

That is to say, if the retry time is a factor of T, then the mean packet delay at that retry
time is better than every higher reiry time and some lower retry times subject to its range.
This proposition is based on observations from simulation results. We do not provide a
proof for it nor do we provide a general expression for the range of a factor retry time
value. However, an expression for the range is provided for the heavy load case (see sec-
tion Z.4).

The width of that range, and in particular 3, is dependent on the load and the number of
nodes. For instance, at very light load & = 0 (see Figure 2.2, at A = 1075), since the delay
always increases with ©. At heavy load, however, 8 > 0. For instance, at A = 0.001 (offered

load = 9.6), the range of 240 is approximately {170, o).

A direct consequence of proposition 2.I is that if ¢, and T, are two factors of T and
1,<%,, then D(t;) £ D(t,). This follows from the non-existence of an upper bound on the

range of t,. This fact is confirmed by the results in Figure 2.2, D(120) < D(160) < D(240),



and is proven in the following section.

In view of the above results, it is appropriate that the following modes of operation of
CASLAN:S are studied.

1) CASLANSs with retry time that is a factor of the packet length. The objective here is

to find why such retry times are special.

2) Since the above phenomenon is more apparent at higher loads, a heavy load

analysis of CASLANS is conducted.

2.2. CASLANSs with a Retry Tini2 That is a Factor of Packet Length

In this section, the behavior of CASL. .Ns in which the retry time .- a factor of the
packet length is studied and analyzed. Let t (the retry time) be a factor of T (the packet

length) such that T is constant, and T = K-t, where K > 0 is an integer number.

We begin by making the following definitions. Recall that the CASLANs protocol is
based on repeated attempts by the nodes to acquire the hub. Assume that a node makes
two successive attempts to acquire the hub, and both attempts are unsuccessful. Then if
the second one arrives at the hub during the same hub acquisition period as the first one,
the second one is called an intrapacket arrival. Otherwise, i.c., if it arrives during a new
acquisition period, it is called an interpacket. Therefore, for any node, and during any hub
acquisition period, there is exactly one interpacket arrival and zero or more intrapacket
arrivals. The remainder of the hub acquisition time on the /* interpacket arrival of a cer-

tain packet is denoted by X;, and the time from the start of the hub acquisition by Z;. The
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latter is called the !** interpacket arrival time. Obviously, Z; =T - X;. The remainder of
the hub acquisition time at the point of the last intrapacket arrival is denoted by Y;. The
overhead period between hub acquisitions is denoted by t, see Figure 2.3. It should be
noted that the values of X ; and Z, are not very meaningful. This is because a packet may
arrive randomly during the hub acquisition on its first interpacket arrival, see X ; in Figure

24.

Theorem 2.1:

If X;_;, X;, Z;, and Z; are as defined above and Tis a factor of T, then for every packet

being transmitted
1) X; 2X,_,
and

2) 2,7,

|- X1 e B I AR -T ,.l
|~<'Zl..1">| |<Yl-1-| at taw

~~~~~~~~~~~~~~~~~~~~~ A 5 i
-/ /7
|"—(K"1)" e | et g ——— < e Eee \( PRETDN— |

Figure 2.3: Relation between the /—1* and the I® interpacket arrivals of a packet
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Proof:

1) From Figure 2.3, with T = K -1, it is easy to see that

X, =T+t+Y;~%

But
Y =X, -K-1)t
Hence,

X; =T+t +X;,—(K-1)t—-1
=T +t+X;_ ,~Kt
=t+X;,

Since t, the overhead between transmissions is 2 0, then

X 2X,,

2) Since Z; =T - X, then it follows from part (1) that Z; <Z,_;.

O

The above theorem implies that the interpacket arrival time of a transmitted packet
keeps getting smaller® with the number of interpacket retry attempts. An interpacket arrival

time of Z; = 0 means that the packet has acquired the hub and will be transmitted.

Using theorem 2.1 above, it is next proven that if ) and t, are both factors of T, and if
1) < T, then the average value of the second interpacket arrival time in the case of 1, is no

more than the average value of the second interpacket arrival time in the case of T,. Let

6. An exception would be the case where the hub is never idle. In this case the interpacket arrival does not decrease
and will never reach O (successful transmission). Such a situation, however, is almost practical! v impossible
since it implies that the processing time at the hub is always zero, and that packet trr..smissions are
synchronized.
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X, (), Y;(1) and Z;(7) denote the values of X;, Y; and Z; in a CASLAN with retry time T,

respectively.
Theorem 22:

Let 1, and 7, be both factors of T'. If 7; < Ty, then

E(Zy(t)] SE[Zy(w)],
if the following hold:

1- The packet generation process is Poisson.

2- The length of the overhead period, ¢, has the same distribution whether the retry
time of the tagged user is 7, or T,.”

Proof:

Let W denote the time of arrival of a tagged packet on its second interpacket arrival,

measured from the last hub release. Thus, W =Z,+1¢, see Figure 2.4.

Iq—— T ’l I—’.Dz

| e X | vt | e W=e|

jay) ol to] Zy|e—

Figure 2.4 : Relation between Xy, Z, ard W

7. We assume that the tagged users behavior is distinct from that of other users.
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Let fw(u, ©) denote the pdf of W in a system with retry time <, and is given by

k
Tw@,v)=Yfx@t~u) .1)
i=1
where, fx (v) is the pdf of the remainder of the hub acquisition time upon a packet arrival
from an idle node and is given by
Ae~ M)
fx,@)= Ry O<vsT (22)
Therefore,
k ) g~ MI-itiu)
u, )=y ———sr
fW( ) ‘§1 1 e_u
e~ ™
= Pyt 2.3)

Now, let W(t) and ¢ (%) respectively denote the values of W anc t in a system with

retry time . Hence,

T
EW(®)] =£ wfyw (. Vdu

1 T

X :ﬁ:i- 24)

Now if T; <7y, then it is not hard to see that
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T 173
2 .
Mol eM
From (2.4) and (2.5)
) 1 T
EW(l=+ -~ Py S+ - :{.,;:"-E[W(@]-

Since

W (1) =t(7)+Z(0),
then

EWW@l=E[t(®)]+E[Z,()]

Substituting in (2.6) above, then

E[t(t)] +E[Zy ()] SEt ()] + E[Z25(%)]

(2.5)

(2.6)

2.7)

Since, according to assumption 2, the overhead period, t, has the same distribution with

retry times T, and T, then E[t (7)) =E[t (t))). Thus

E

[Z5(t)]1 S E[Z5(0)]

Let D, denote the remainder of the packet delay at the hub starting from the second

interpacket arrival of a tagged packet (see Figure 2.4). In the following, we show that

E[Dz|Z,] is proportional to the value of Z,.

Theorem 2.3:

E[Do |Z,) increases with the value of Z,.

Proof:
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Let n be the number of interpacket transmissions before a user acquires the channel.

That is, the packet acquires the channel on its (n+1)* interpacket arrival, i.e. Z,,; =0.

ED;1Z;0= ¥ [~] T =Zy+ ug+us+ - +u)x

n=2t

f(l:,l;. b |f,)(u2’u3’ e un In ).duz vt du. (2.8)
Where, f s, - 11,) {8243, * * * Uy In) is the probability of having overhead periods of

length £4,t5....f, given n, interpacket attempts by the tagged node. Now, recall from

theorem 2.1 that Z;_y=Z; +#_;. That is, Z,=Z3+¢,. Using this relation recursively,

then

n n
Zy=Zyn+ 3= (2.9)
i=2 i=2

Substituting in (2.8), we have

ED;1Z= Y [~ (0T 23+ Z)xf 1y, ..., (ugits, - UinYdy, -~ dy,

n=21 I

=T-i I'"I"xft,.:,.---.:.(uz-usa"‘“n;”)'duz"'du. ’

n=2¢ 2

=TE[n|Z,] (2.10)
From equation (2.9) above, it is not hard to see that E [n |Z,] increases with Z,. Hence
E[Dz12,) increases with Z,.
.
An interesting observation here is that the above result is independent of the retry time.

That is, if 7, and <, are both factors of T and Z,(ty) S Z,(ty), then D (ty) S Dz (%y.

Lemma 2.1:
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Let t; and T, be both factors of T. If T, < %, and if the overhead periods are statistically

independent of each other, then

E[Dz(t)] SE[Dz(t)]

Proof:

Let ¢ be the average length of an overhead period. Thus

Z,
E[n |Z7J = -?- *
that is
E[Z
Eln]= [t.’J . (2.11)

Now, consider equation (2.10) above. By unconditionning on Z,, we get
E[Dz]=T Eln]
EZ

t

Thus,

E[Z,(
E[Dz(t)]=T-—-—[—-t3L?]— .

From theorem 2.2, we know that if T, < T and T, and 7, are both factors of T, then

E[Zy(t))] SE[Z4(T)]

Therefore,

E[Dz(t)IS E[Dz()]
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Now, D®=EX (0] +EW®]+E[Dz(D]+T +1 (2.12)

If it is assumed that E [X 1(t)] is independent of t, then from Theorem 2.2 and Lemma 2.1
above, for T, and T, both factors of T, and T; < Ty, D (%)) <D (%p). That is, theorems 2.2
and 2.3 along with lemma 2.1 above imply that the range of a factor retry time value can-

not extend to include the greatest lower factor retry time. For instance, referring to Figure

2.2, it can be noticed that

D (120) €D (160) < D (240) < D (480),
where D (1) is the average delay at retry time (%).

The following theorem proves that if T is a factor of T, then every packet transmitted
over the channel will eventually be successfully transmitted. That is, no packet could face

a busy hub indefinitely.

Theorem 2.4:
Let T be a factor of T and let Q be a packet transmitted over the channel using t. Q will
acquire the hub with probability 1.

Proo_fB:

Let € be the smallest time unit distinguishable by the hub, such that € is very close to
zero. Note that the range of X; is (0, T']. Let the range of X; be divided into m mini-
periods each of length €. It can be seen that the remainder of a packet transmission time

evolves according to the Markovian property on a state space consisting of integer

8. The proof of this theorem uses a discrete, yet infinitesimal approach. The continuous case, however, can be
treated by considering the limit as m —ee,
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numbers between 0 and m. Note that X;=m corresponds to a sure acquisition of the hub.
Let P; ; represent the transition probability from state i to state j ( this means that

Xg —X1_1=(j -i)'E).

Using Theorem 2.1, it can be concluded that P; ; = 0if j <i. Thus,

m
=1
=
Nex, it is shown that state m is an absorbing state and that the probability that leaving any

state i, i <m, state m is eventually reached is equal to 1. Mathematical induction is

employed in the proof.

The first passage probability to state m given that the system was in state i, Sims 18

given by

m-1
fim=Pim+ X Pijfim (2.13)
J=
Now

fm-l.m =lm-1m +Pm-l.m—l'fm-l.m

P, m=-1m

= — =1 (2.14)
1-Ppy_ 1 m

Let us assume that f; , = 1, for j2k. The,

m-1
Team=Piim+ X Pr1jfim
jok-1



m-1

Ppam+ T Pirifim
j=*

1=-Pp_ 1411

m
Y Pi1
ik

= ———=1 2.15)
1-Pr

From (2.14) and (2.15) above, the theorem follows.

O

Thus f; ,, =1, fori =0, 1, ..., m-1. Since state m represents a successful transmission,
this proves that, regardless of the point of arrival of a packet at the hub, it is guaranteed

successful transmission if T is a factor of T".

Even though it is conjectured that a retry time value that is not a factor of the packet
length does not necessarily guarantee successful transmission for packets, a formal proof is
not provided. Such a proof would require knowledge of the distribution of packet arrivals
and the offered load. However, the following lemma is introduced and proven, to help in

supporting such a claim.

Lemma2.2:

Let T and © be the packet length and retry time of a packet transmitted in a CASLAN, such
that T =kt + A, where k21 is an integer number and 0<A<t. For any /22, there exists an
infinite sequence of non-zero overhead periods (#_y4j,j=1" - - e}, at the hub, such that
Z,;=2Z) forj=1 " co

Proof:
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Consider the case where Z;_;<A. From Figure 2.5a, we see that

T - zl—l +1 +Zl =(k+1)t (2.16)
ForZ; =Z;_,, then

tl_l=(k+1)‘t -T=1t-A
Similarly by substituting #_;,; =t—Afor j=1--co, then Zj,; =2, for any j21.

Now consider the case where Z;_;>A. From Figure 2.5b, we see that

T \"Zl-l +ha+ Z, =k 2.17)
By substituting T = kT + A and rearranging the terms, then
Zy=Z;—A-1,
If Z, is chosen such that Z;<A, then, as above, a sequence of f_14j=T—A4, for
j=1-+-00, would make Z;,; =Z; for any j21. Thus it only suffices to prove that there

exists a value for 7;_; that makes Z;<A.

For 0<Z,; <A, then

0<Zj1-A-14 <A (2.18)
Therefore,

Zi =284y, <Zj,4~ A
Thus, Z; <A if #_, is chosen such that £, € [max(0, Z;_; —24), Z;; ~ A]. This com-

pletes the proof.
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| —— Xl-l - | |- T - I
I~z ety y == Z;
lr / bt e i / ;.= : / Jl

fen kT | T - |

(a) zl-l < A, tl-—l = T-A, ie. Z[ = Z,_l.

|~ X, | | T

fa ZH-—.I "'Z[l‘—

e (k=1)C —t}m T -|

(b) Z;_, > A, t;_; chosen such that Z; SA.

Figure 2.5 : Relation betwewn Z;_, and Z; for T a non-factor of T.
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It should be noted that the sequence of overhead values, in the above lemma, is by no
means unique. However, it suffices to show that any such sequence exists to prove the
lemma. It should be also noted, for retry time values that are factors of the packet length,

no such sequence exists. (This follows from theorem 2.1.)

Lemma 2.2 proved the possibility of a never decreasing sequence of interpacket arrival
times, for packets that are transmitted with a non-factor retry time value. Under such a
situation, packets may never be successfully transmitted. Thus, it is appropriate to suggest

the following proposition.

Proposition 2 1I:

In CASLANS, a packet transmission with a retry time that is not a factor of the packet
length may never acquire the hub. That is, such a packet is not guaranteed successful
transmission.

O

Before concluding this section, the following comments are emphasized.

A retry time value that is a factor of the packet length was shown to provide some superior
performance results. Indeed, not only does a retry time that is a factor of the packet length
provide packets with always decreasing interpacket arrival times, but it also guarantees
these packets an eventual transmission. Such advantages were reflected in the simulation

results provided earlier, see section 2.1.

The relations and facts proved in this section apply regardless of the retry times with which
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other packets in the system are transmitted by. In fact, in chapter 5, it is shown that
improved performance, of retry time values that are factors of the packet length, holds for

the two-class and subsequently for the multi-class CASLANS.

2.3. Heavy Load Analysis

In this section, an exact analysis of fixed-packet length CASLANS operating under
heavy load is presented. It is shown that if the system always operates under extremely
heavy load, the delay is bounded. By extremely heavy load it is meant that the interarrival
time between packets is very small and practically zero. That is, as soon as a packet is suc-
cessfully transmitted, its originating node generates a new packet immediately. This may

also correspond to nodes with long queues of packets to be transmitted.

Two cases are analyzed. First, the case in which the system is started under heavy load
conditions is considered. This may not be a very practical situation, but it provides some
sxgmﬁcant insight into the system behavior. Secondly, the case where the system is started
under light to medium load conditions, and then the load is increased until the system is

saturated.

2.3.1. Heavy Load Startup

Lett, T, and N respectively denote the retry time, packet length and number of nodes
in a CASLAN operating under heavy load. Since the system starts heavily loaded, it is
expected that all nodes would have packets transmitted to the hub at the same time. This is

equivalent to synchronized packet transmission.
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Theorem 2.5:
Let T =kt + A, where A =T mod 7. Then the packet delay of CASLANSs under heavy load
conditions is exactly given by

D =NT +(N-1)(r-A)+7

=(N-1y

{-]ﬁr +t 2.19)

Proof:

Since the system is synchronized, all N nodes would have their packets arrive at the
hub at almost the same time. Out of the N arriving packets, one of which would acquire
the hub, the remaining N—1 packets would have their next interpacket arrival after time

(k+1)-t, see Figure 2.6.

One of the N—1 packets will acquire the hub. The node that has last released the hub
would have a new packet arrive at the hub at time A after the hub acquisition. Next, it is
shown that packet transmission proceeds in cycles and according to a first-come-first-
served discipline. Also, during a cycle packets aiways pile into two batches, separated by
time A from each other, one decreasing ir size and other increasing, such that the sum of
the sizes of the two batches is N. This process ends with e latter batch becoming of size

N, ending the packet transmission cycle. This is proven by mathematical induction.

Assume that the cycle starts with all N' packets arriving at the hub at the same time. Let
the number of hub acquisitions, thus far, in the cycle be represented by i. For i=1, i.e. the
first packet transmitted in the cycle, the size of batch #1 = N and the size of batch #2 = 0.

As mentioned earlier, this leads to a state in which the size of bar.h #1 =N-1 and the size
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of batch #2 = 1, see Figure 2.6a.

Now assume that the i packet is being transmitted, i.c. the size of batch #1 = N—i+1
and the size of batch #2 = i—1. Since packet i acquired the hub, the size of batch #1 will
decrease by 1. The remaining N—i packets in the batch would have their next interpacket
arrival after time (k+1)t. The packets of batch #2 would have their last intrapacket arrival
after time kt. Since T=kt+A, these packets would arrive exactly at the end of the current
transmission and would not acquire the hub. In fact, the (i+1)* hub acquisition would be

from one of the N—i packets in batch #1, see Figure 2.6b.

During the (i +1)* packet transmission, batch #2 would be composed of all the packcis
of batch #2 that were present dur.ing.the i** packet transmission, as well as a newly gen-
eratsd packet by the originator of packet i (i.c. the node that has last released the hub).
That is, batch #2 is of size i—1+1=i. It should be noted that the latter packet would arrive
just after the arrival of (i~1) older packets. This is due to the non-zero interarrival time.

Therefore, the packets of batch #2 are ordered in a first-come basis.

For the N* pack}:: transmission, the size of batch #1 =1 and the size of batch #2
=N-1. Tha is, the sizes of batches #1 and 2 on the next transmission is 0 and N respec-
tively. Since all N packets are in batch #2 one of them would acquire the hub. Thus, the
hub will remain idle for time © before the beginning of the next cycle (marked with all N

packets arriving at the hub at the same time).

The cycle time is of length
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D =NT + (N-1)(t-A)+7T
At steady state and during this cycle, packets are transmitted on a first-come-first-served
basis. Since N packets are transmitted during the cycle, the cycle time represents the
packet delay. This proves ihat the packet delay in a heavily loaded CASLAN is given by
(2.19) above.

a

Note that the heavy load startup, or equivalently synchronized operation under heavy
toad results in a fixed and bounded packet delay. This is an important aspect in real-time
applications, and will be dealt with later in this thesis. Lemmas 2.3 through 2.6 follow

from theorem 2.5 above.

Lemma2.3:

Let 7, be a factor of T, and define €= 0*. Then, in a symmetric N-node CASLAN under

heavy load conditions
D@y + €)=NT + T (2.20)
and
D(t; —€)=N«(T +7) (2.21)
Proof:

Recall that A = T mod 1. From the delay expression, equation (2.19), it can be easily
seen that as A increases the delay decreases. For t=1; +&, A=1T; —¢&. Since € =0, then

D =NT +1;, which proves (2.20) above.



43
Now, fort=1, —¢g, A=¢. Thatis,

D =NT + N-1)t+t=N-T +7)

Since £ =0, then D =N (T +1;), which proves (2.21).
O

Lemma 2.3 above shows that there exists a discontinuity in the delay function of
CASLANS at heavy load and synchronized operation at retry time values that are factors of
the packet length. Thus, it is more advantageous to operate CASLANSs with a retry time
that is slightly greater than a factor retry time value, viz., (t; +¢€). For the remainder of
this section, The term 7 is used to denote (t; +€). In the following lemma, the range of

such retry time is shown.

Lemma 2.4:
Let 1, be the retry time (a factor of T, such that T =kt)in a symmetric N -node CASLAN
operating under heavy load conditions. The range of 7 is given by

7 + (N-1)T

N + V-1
T

Proof:

From theorem 2.5, D (v) =N T + N-1)(t~A) + <. For 1 within the range of 1, it fol-

lows that D (1, )SD (t). This is clear for t>1, . For t<t, D (%, )<D (7) implies that:
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NT + 5 SMNT + 1+ (N-1)(t-4)

T SNt+(N-1DA (2.22)
Recall that

A=T-k=
For © > T,_;, where T;_, is the greatest factor of T less than 1, A is given by

T
A=T(1-—)
Tk

substituting in (2.22) above, it follows

T, SNt+(N—l)T(l—f—) (2.23)
k

Rearranging the terms; (2.23) could be rewritten as

% +(N-1)T

N + (N—l)—T;
T

Thus the range of T; is given by

T+ (N:—I)T

»o0)

N +(N-1)-L
T

O

The above is an expression for the range of a factor retry time value under synchron-
ized heavy load conditions. It is conjectured that the range is widest under heavy load and

narrowest under very light ioad, [t;,e¢). For intermediate loads, the range would be some-



45

where between these two extremes. It is interesting to note the effect of the number of
nodes in CASLANs on the range of a factor retry time value, under heavy load conditions.
For N = 1, the range is given by [T¢,>), which should be expected, since the packet delay

is given by D (D) =T +*. On the other end of the spectrum (N —>e0), the range is given by

(__ °°) (tk—l' °°)

That is, the range of T, extends to, but does not surpass, Tg—1-

Lemma25:

Let T and Ty be two successive factors of T. Then, under heavy load conditions, the

delay is linearly increasing with the retry time in the yeriod [t7_1,%r ).
Proof:
From equation (2.19) above, D (1) could written as

D(®)= T+(N+(N—-1)‘ l)"t

For T € [Tr_1, %) \{-l is fixed. Thus in an N node CASLAN, the delay is of the

form

D=a+bt

Hence the delay is linearly increasing with T.

Lemma 2.6:
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The utilization of an N -node CASLAN operating under hea;ry load conditions is given by:

N-T

U= N T+ Db 7

(2.26)
Proof:
The proof follows directly from the fact ¢*.- - the cycle time of CASLANs (as was

shown earlier) is given by:

C=NT+N-1)(t-A)+=
Siiice, N packets each of length T are successfully transmitted during a cycle, then

equation (2.26) above is true.
O

From lemma 2.6 above, it can be seen that the utilization as a function of T has local

maxima when 7 is a factor of T.

Corollary 2.1:
If 1 is a factor of T, then the capacity of CASLANs is 1.

Proof:

For 1, a factor of T, the utilization is given by

NT
NT +%
For N —eo, U, ~>1. That is, the capacity of CASLANS at such retry times is unity.

O

U=
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Next, somé purnerical results from the above analysis are shown. Figure 2.7 shows the
delay versus the reary time for = 4, 10 and 20 nude ~ystems. Note that the delay is linearly
increasing between cvery two factuc. v {120,160), (160,240) bits, etc.). Also note the
sudden decrease in delay at retry times wiich are factors = % . [ instance, for the 20 node
system at = 240 bits. the delay dropped from 288 to 196.3, a 31.7% decrease. Note that
the range of a factor retry time value increases with the number of nodes in the system. For
example, at T=240 bits, the range is given by [168 bits, =), [162.9 bits, o) and
[161.4 bits, o) for N = 4, 10 and 20, respectively. It should be also noted that, since the
delay is proportional to the packet length and the number of users, it is bounded if both of

these parameters are finite.
Before leaving this section, the following observations are in order.

1- The order of packet transmission is kept because newly generated packets arrive at
the hub just after ready packets. If this was not the case (due to any delays in the
retry attempt of any ready packet) this order would not be kept and packet delays

could become unbounded.

2- Recall from the proof of theorem 2.5, that during a cycle, two batches of packets
exist. The second batch is the batch of newly generated packets ordered in a first-
come basis. If any of the packets of this batch is transmitted® before the oider pack-
ets of the first batch, the order of transmission will be disrupted and packet delays

could again become unbounded. This again could be caused be any minor delay of

9. That is, have their last intrapacket arrival (which is just before the end of the current hub acquisition) become
their next interpacket arrival, i.e., one of these packets would acquire the hub.
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Figure 2.7: Response time at different values of © (heavy load case)
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any retry attempt. Such a deviation can be also caused by using different retry times

for different nodes.
The implication of the above discussion is that timing is very critical in guaranteeing
bounded delay in CASLANSs. Hence, it is essential for the hub and the transmitting nodes

to keep their timing constraints satisfied.

2.3.2. Light Load Startup

In this section, the behavior of CASLANSs under heavy load conditions are analyzed
with the assumption that the system was lightly loaded on startup and then the load is
increased. This is the more practical case, since most systems do not startup very heavily
loaded. The consequence of this mode of operation is that nodes will no longer be syn-
chronized as in the case of section 4.1. First, the case where the retry time is a factor of the

packet length is studied.

Theorem 2.6:
In a symmetric N -node CASLAN with retry time (t,) that is a factor of the packet length

T, if the system becomes very heavily loaded, the packet delay is exactly given by

D=NT+7% (2.27)

Proof:
Let the system be moderately loaded, and let n out of N nodes be ready. If the system
suddenly, or even gradually, becomes heavily loaded, then during the current packet

transmission, all idle nodes would become ready, i.e., N—1 nodes would be ready.
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One of N—1 packets would acquire the hub next, the remaining N—2 packets would
have their next interpacket arrival within time ¢ from the start of the hub acquisition. The
node that last released the hub would have its new packet arrive after time € from the hub
release. Since there was a non-zero overhead period, the arrival of the new packet is still

within time T from the start of the current hub acquisition, sec Figure (2.8z).

Since all nodes are ready, the overhead period is equal to 8, where & is the arrival time
of the first packet after the huk acquisition. From theorem 2.1, it is known that the inter-
packet arrival time decreases by the overhead period (8). This would imply that packets
would be transmitted according to their order from the start of the hub acquisition. Since,
new packets arrive at the hub after the ready ones, the packet transmission is on a first-
come-first-served basis. In an N -node CASLAN, the cycle time in which all N packets are
transmitted is given by

NT+ ﬁsi (2.28)

i=1

Where 8; is the overhead after transmission of the i* packet within the cycle.

Let the cycle staft with the arrival of N-1 ready packets after the hub acquisition as
shown in Figure (2.8b). It is not difficult to see that §, is given by the difference in arrival
time between the first and the second packet, 8, is given by the difference in arrival time
between the second and the third packets, and in general §;, where i =1,2,....N—1, is the
difference between the arrival of the i** and the (i +1)® packets. Sy is given by < - the

arrival time of the N*® packet. This means that
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N
T8 =1 (2.29)

i=1
Thus, the cycle time is given by N-T +1. Since N packets are transmitted during the
cycle on a first-come first-served basis, the cycle time represents the packet delay. Hence,

the packet delay is given by (2.27) ahove.
O

From the above theorem and theorem 2.5, it can be seen that, regardless of the system

load on startup, if < is a factor of T', then under heavy load conditions, the delay is given

by NT +1.

It is interesting to note that, under heavy load conditions, the delay expressions in
(2.27) above and (2.12) are the same. Under heavy load, where nodes are always ready, a
packet from a station arrives at the hub T units of time after the station releases the hub.

For such a packet, and assuming a uniform distribution for retry attempts, the following is

true
E[X,] =T —t (Approximate point of arrival of tagged packet)
E[W] =t,and
Elt) === (uniform distribusion)
Thus,

= —E[t]=t—- ——
E[Z5) =EW1-E[]=t- 5=

and,
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EWD,] =T - S22 vy T
[Dz] = E0] =(NN-2)

Substituting in (2.12), then
D =T-t+t+(N-2)T+T +7

=NT +1

Note that, under heavy load conditions, Dz is independent of . That is, the time spent
attempting to acquire the hub is the same for all retry time values tuat are factors of the

packet length, and is given by (N-1)T).

Unfortunately, the result in theorem 2.6 above cannot be extended to the case where T
is not a factor of T. Recall that the proof of theorem 2.6, and for 1 being a factor of T,
depended on the fact that the interpacket arrival time for all packets decrease by the length
of the overhead period, i.c., the order of arrival of packets is preserved. Since this is not the
case for © a-non-factor of T, the packet transmission is not on a first-come-first-served
basis, and the packet delay could be unbounded. This was demonstrated in Lemma 2.2, and
indeed, simulation results show that. Even though the average delay is reasonable, the
delay can be unbounded. For real-time applications, however, where the probability of
packets received before their deadlines is more important than maintaining a low average

delay, bounding the delay is of extreme importance.

It might be worthwhile then to consider modifications to the original CASLANS proto-
col to bound the delay. One alternative is to synchronize the operation of CASLANS such
that all packets are transmitted to the hub at the same time. Another alternative is to

increase the retry time to the smallest possible factor of the packet length. Such
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modifications to the operation of CASLAN:S, along with othe:= for variable packet lesigth
CASLAN:s, are described in [95] and [96).

2.3.3. CASLANs With Large Retry Time Values

In this section, the case in which the retry time is greater than the packet length is con-
sidered. Such a situation exists when the separation between nodes and the hub is large
(i.e. CASLANS with a large radius), packets are very short, or both. It is shown that the

delay could also be bounded in this case.

Theorem 2.7:

Let T, T be the retry time and packet length in a symmetric N-node CASLAN. If t> T,
then, under heavy load and synchronized CASLANS operation, the packet delay is exactly

given by

D =T +N<z (2.30)
Proof:

Under synchronized operation, all N nodes would become ready and have packets
arrive at the hub at the same time. One of these N packets acquires the hub, while the other
N~1 packets would have their next interpacket arrival after time 7. One of the N~1 packets
would acquire the hub (after time T- T from the hub release). The node that has released
the hub last would have a new packet arrive at the hub after time t from the hub release,

i.e., just before the end of the current transmission, see Figure 2.9.

As in the proof of theorem 2.5, mathematical induction is used to prove the cyclic
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nature ;% acket transmission. Again, the existence of two hub packet batches (during a
zycle) is established, one decreasing in size and the other increasing, such that the sum of
the sizes of these two batches is N. It is shown that, during a cycle packets are transmitted

in a first-come-first-served basis.

Assume that the cycle starts with all N packets arriving at the hub at the same time. Let
the number of hub acquisitions, thus far, in the cycle be represented by i. For i=1 (first
hub acquisition), the size of batch #1 = N and the size of batch #2 = 0. As described above,
this statéleadstoastateinwhichthe size of baich #1 = N~1 and the size of batch #2 = 1.

Thus, the condition holds fori=1.

Now for the i*® hub acquisition, let the size of batch #1 = N—-i+1 and the size of batch
#2 = i—1, see Figure 2.9b. In a fashion similar to that in the proof of theorem 2.5, it could
be shown, that this leads to a state in which the size of batch #1 = N—i and the size of

batch #2 = i , where the packeis of batch #2 are ordered in a first-come basis.

For the N** packet transmission, the size of batch #1=1 and the size of batch #2=N-1.
That is, the sizes of batch 1 and 2 on the next transmission is 0 and N' respectively. Since
all N packets are in batch 2 one of them: wonld acquire the hub. Thus, the hub will remain
idle for time t before the beginning of the next cycle (marked with all N packets arriving

at the hub at the same time).

The cycle consists of N transmissions separated by (N —1)-(1~T') periods, and followed

by a time ¢ in which the hub is free. The cycle length is equal to
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NT + N-1)(+-T)+1t=T +N<t
Since all N packets are transmitted during this cycle in a first-come first-served basis, the
cycle time represents the packet delay. This proves that the delay is as given by (2.30)
O

It should be noted that the delay linearly increases with the retry time and the number
of users, and is bounded if these parameters are finite. Thus, by synchronizing the opera-
tion of CASLANS, bounded delay is achieved for all retty cme values. Interestingly, and
as should be expected, we note that if T =1, then equations (2.19) and (2.30) reduce to the

same thing.
24. Summary

Ya this hapter an in-depth study on the effect of the retry time on the behavior of
CASLANS has been conducted. Also, an exact analysis of CASLANS, under heavy load

conditions, has been introduced.

Simulation results show that, in contrast to what was believed earlier, increasing the
retry time does not always mean an increase in delay. In fact, the results show that increas-
ing the retry time to a value which is a factor of the packet transmission time could result

in a much better performance in terms of the average delay and throughput.

By analyzing the behavior of CASLANs in which the retry time is a factor of the

packet length, the following have been shown:
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(1) ‘The delay at a retry time that is a factor of the packet length, is better than every
higher retry time, and some lower retry time values subject to its range.

(2) A packet in a CASLAN ‘with a retry time that is a factor of the packet length, is

guaranteed transmission.

(3) Under heavy load conditions, a symmetric CASLAN with a retry time that is a

factor of the packet length will have a bounded delay.
Heavy-load analysis of symmetric CASLANSs with fixed-packet length show that

(1) Under synchronized operation, the delay is bounded and is exactly given by

(N-1) [1]t+T +1
T tsT

T+N=z ©>T

\
(2) For retry time values that are factors of the packet length the packet delay is given

by (NT-+1) and behaves as a local minima.

(3) The capacity of symmetric CASLANS, with a retry time that is a factor of the packet

length, approaches unity.
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Chapter 3

Performance Modeling of CASLANs

The purpose of this chapter is to introduce a new performance model for CASLANS.
The difference between this model arid earlier models for CASLANS is that this model is
capable of capturing the phenomenon described in chapter 2, nanely, the dependence
between message transmission and retry times. Moreover, the model proves to be more

accurate than all previously devised models reviewed in the following section.

3.1. Previous Work

Several attempts have been made to study the performance of CASLANS. The attenipts
fall into three categories: mathematical analysis [39-45], simulation [46_ 7}, and experi-

mental measurements [48].

In [40] and [41] a geometric process was used to model the access protocol of
CASLANS. The blocking probability was taken as the system utilization. If T_', and t; are
the average packet length and the retry time of node i, respectively, then the average delay

of node i, 5;, is given by:

T

By ==+,
1-p
Where 0sp<1, is the channel utilization.

The model in [39] is very similar, except that the author used the packet transmission

time instead of the retry time as the minimum time to acquire the channel. The average



delay expression in this case is given by:

T+t
1-p
Suda and Goto [42] modified the above approach by estimating the average number of

D=

retry attempts, /7. In their approach, they assumed a slotted system in which the slot length
is equal to the packet length. The retry time t was taken as R slots. Idle users were

modeled to arrive via a geometric process and ready users were assumed to access one of

R+1 slots with a uniform probability, T!%-T With this model the average delay is given by

D =i (R+1)+R +1

A different approach was adopted by Kamal and Hamacher [44] and later improved by
Kamal [45). In [44] and [45], CASLANs are modeled as polling systems where the hub
chooses a node at random from the idle or ready nodes. Two service times are separated by
an overhead period whose length is dependent on the number of ready nodes and the
offered load. The system was modeled using an embedded Markovian chain, in which the
states correspond to the number of ready users in the system. By making use of the regen-
erative nature of Markovian chains, the throughput, X, is obtained. The average delay, D,

is then given by

D=

|z

-1
A
The underlying assumptions behind the model in [44] were:

(1) Packets from ready nodes are given priority over packets f:om idle ones. That is,
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given that at least one node is ready at the end of the current hub acquisition, the
hub will next be acquired by one of these rcady nodes. This assumption is not
necessarily true, since, and as was noted in [44], a packet arrival from an idle node

may acquire the hub, despite the presence of other ready nodes.

t‘+‘2=1

distance |

hab

time

., Blocked attempt Echoed back transmission

Retry to acquire the hub "‘

Figure 3.1: Dependence between retry instants and the packet length for T a multiple of T
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(2) The retry instants are independent of cach other and of the packet length. In Fig-
ure 3.1, the retry instants of a packet transmission, in a CASLAN in which the
retry time is a factor of the packet length, are shown. Note that ¢y +¢,=1, as

4 1+‘2+T=3T.

The model in [45] relaxed assumption (1) above, by allowing packets from idle nodes
to contend for the hub in the presence of ready nodes. The model was shown to be more

accurate than that in [44] and, in fact, than all previous models [39-43].

In [46], a simulation model for CASLANs was introduced and discussed. However, no
results were reported. Another simulation study was conducted in [47]. This was a com-
parative study between a 100 Mbps Hubnet'® and FDDI'! [49). Different values of the
number of nodes, packet lengths, packet length distriﬁutions, network dimensions and
offered loads were tested. The authors showed that Hubnet always outperforms FDDI

under light to high offered load conditions (the heavy load case was not considered).

An experimental study of CASLANSs was conducted in [48]. Actual performance meas-
urements of Hubnet were observed. The effect of the offered load and the distribution of

packet length were extensively studied. The study lacked the following:

(1) Resuits of a very heavily loaded (congested) network, (the maximum system utili-

zation observed was 0.875).

10. Hubnet [37] is a CASLAN that was developed at the University of Toronto in Canada, in cooperation with
CANSTAR corporation. Hubnet uses glass fiber as its transmission medium and is operated at a data rate of S0
Mbps, that was recently upgraded to 100 Mbps.

11. Fiber Distributed Data Interface.
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(2) A study of the effect of the retry time on the performance of CASLANS.

In chapter 2, the behavior of fixed-packet-length CASLANs was analyzed. The above
two points, in particular, were extensively studied. It v as shown that the average delay in
CASLANS does not alw. /s increase with increasingr 7 time. For retry time values that
are factors of the packet length, the average delay is less .han that at some lower retry time
values that fall within the retry time’s range. This range was shown, through simulation, to

be mainly dependent on the offered load and, indeed, increases with the load.

Figure 3.2 shows the average delay versus the retry time of CASLANS, with N=20
nodes and T=480 bits, at different offered loads. The results are compared to those in [45].
From the results in the figure, it can be observed that the phenomenon above is not cap-
tured by any of the previous performance models {39-45). This, as will be shown, is

mainly due to assumption 2 above.

In this part of the thesis, a new CASLANSs performance model is devised. The model
should be more accurate than previous models and capable of capturing the phenomenon

discovered in the previous chapter.

3.2 The Model

The model presented in this section is a 3-dimensional Markovian chain, and is based
on following a tagged user in an exact analytical approach, while the treatment of the rest

of the users is through an approach that involves some simplifying approximations.

To be able to see why such approximations are necessary, one has to study the feasibil-
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ity of an exact CASLANSs analytical model. For an exact CASLANSs analysis, a model
which keeps track of interpacket arrival times for all nodes must be devised. This means
that using a Markovian chain approach, a dimension must be added to the state space for
every node in the system. For any reasonable number of nodes, such a model is computa-

tionally expensive, let alone its extreme complexity.

Having demonstrated the complexity of an exact analytical model, we next outline our

assumptions.

Assumptions used:

(1) Except for the tagged user, the retry instants for packets of all nodes are indepen-
dent of each other and of the packet length, and are identically distributed accord-

ing to a general, unknown distribution.

(2) All nodes are equipped with single packet occupancy buffers. That is, no new
packets arc generated at a node unless the packet currently in the buffer has been

successfully transmitted.

(3) Identical and independent packet generation processes at all nodes. The packet

generation time is exponentially distributed with rate A.
(4) Fixed and equal packet length (T') for all nodes.

(5) The round trip propagation delay between any node and the hub is the saine for all

nodes, and is equal to the retry time (t).
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The model in this chapter is based on a discrete time approach. The retry time is
divided into a number of slots, g, which is referred to as the grid size. COf course, the larger
the grid size, or g, the closer the operation to that of an unslotted system, and the more
accurate the model. This, however, is done at the expense of increasing the state space. An
embedded Markovian chain model is used with the embedding points being at the start of
hub acquisitions. This model evolved from a continuous time model, which is described in
Appendix 3.A. The latter, however, involves dealing with a continuous time Markovian
chain for which obtaining steady state measures is much harder and requires the numerical

w27 - integral equations.
i ez OIINANCE measures are
(1) the system utilization defined as the percentage of the time the hub is utilized, and

(2) the average packet delay, which is measured from the time the packet is generated

until the time the packet arrives at the destination.

Let¢,Z,Xand Y be as defined in section 2.2. In this model, the overhead period, ¢, as

well as the values of Z, X and Y are given in terms of slots. Given the grid size, g, the slot

size in bits, {, is given by

_ T (bits)
: 8

The grid siz¢: would then represent the retry time in slots. The packet length, T, is also

given in slots, and is equal to Xt + A, where,



and

A=T mod 1.

An idle user may generate a packet in a slot with probability o, where

c=1-e%,
where A is the packet arrival rate per bit time. Thus, instead of the exponential distribution,
anc because of the discrete nature of the model, a geometric distribution for packet arrival
results. Packets arriving at the hub during a slot are delayed to the beginning of the next

slot. That is, packets contending to acquire the hub are those arriving during the last slot of

the overhes:§ veriod.

In this model, the system is represented as a polling one. Since this model is a discrete
one, the hub, which is the server in the system, randomly selects one of the packets that
arrive in the first empty slot after it has been released. If no packets arrive in this slot, the
hub inspects the next slot. This inspection and selection operation is repeated until the hub
is finally acquired. This means that the overhead period is at least one slot. To facilitate the

analysis, users who may acquire the hub are divided into four groups (see Figure 3.3):

« Idle users. These are the users with no packets to transmit at the end of the hub acquisi-
tion. They may then generate a packet in an idle slot before the next hub acquisition. If
they do, they may only acquire the hub at the beginning of the following slot. Idle

users are modeled exactly.
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» First-time ready users. Those are the users which became ready during the last hub
acquisition, and are modeled exactly.

o Carry-over ready users. Those are the ready users that were ready before the start of

the last hub acquisition. This is the only class of users that is modeled approximately.

« The tagged user, which may or may not be ready and is modeled exactly.

Hub I"-_"'— ................................. ______l ‘.____ ____._-|

i carry-gver A
ready users / / /
m first-time Contending for the hub
ready users

« k idie users
» 1 out of m first-time ready users
* h out of i carry-over ready users

- tagged user

Figure 3.3 : Illustration of the different classes of users contending for the hub
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Idle users may generate packets according to a geometric process with parameter o, and
4re modeled exactly. Carry-over ready users are initially'? modeled to obey a uniform dis-
tribution, where the arrival instant at the hub of the start of a packet transmission is chosen
randomly from the period (0,1}, following the end of a transmission. First-time ready users

are modeled exactly by making use of the retry nature of CASLAN:S, see Appetidix 3.B.

Note that the last user to release the hub must wait for a time < before it may generate a
new packet (-;- from the hub release to the node, and -;- before the hub acquisition from

the node to the hub). If the last user that released the hub becomes ready during the follow-
ing hub acquisition, it joins the carry-over ready users. That is, it is not treated as a new!>
arrival. Finally, the tagged user is modeled exactly by using the ¥4 values as a reference

of interpackei arrival times. (Refer to Figure 23)

A three-dimensional embedded Markovian chain is used to represent the polling sys-
tem, where the embedding points are at the start of hub acquisitions. Note that this is a fun-
damental and necessary difference from all the other models that embed the chain at the

end of the hub acquisition. The d’mensions of the chain are as follows:

1. ‘The first dimension is the state in which the tagged user is in. We consider three

different states for the tagged user; namely: R (not ready), A (Acquiring the hub)

12. In section 3.3, a better approximation for carry-over ready users is presented using the steady state behavior of
meuggedusa.ﬂowever.aniniﬁaldistﬁbuﬁonmustbeusedmmpresmtthweusus.Asweshaﬂsee,this

initial distribution has little effect on the final resuits of the model.

13.Infact.ifitisdwitedtotreatsuchauﬁerasanewaxﬁval.infonnaﬁonmgardingmelmgd\ofmeoverhead
puiodduringmelastmsiﬁmwouldbemquimd.ThisinfotmationcamotbeincorporatedinomMarkovian

chain model.
14. The Z values could have been used alternatively.
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and R (ready).
2. The second dimension is the number of carry-over ready nodes.

3. The third dimension is the remainder of the hub acquisition time at the instant of
the last arrival of the tagged users packet (Y), if the tagged user is ready. If the

tagged user is not ready, we arbitrarily set Y to zero.

In such a representation, P(new, j,y; 10ld i ;) is the transition probability from state

(old, i, y;;) to state (new, j,y;), where

old (new) is the old (or new) state of the tagged user.

i () is the number of carry-over ready users before (and after) the tran-
sition.

Y1 On) is the value of Y of the tagged user’s packet before (and after) the

transition. In the sequel, y,_, and y; are referred to as y,s and y,,
corresponding to the values of ¥ before and after the transition,

respectively.

Note that the vaiue of Y is relevant only when tue tagged user is ready, and set to zero
otherwise. Also note that, since the first state variable assumes only ore of three states

(R, A, R), it does not change the order of the state space.

Before introducing the transition probabilities, we make the following definitions.

* P,(u)=1<(1-0)*
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This is the probability that a packet is generated from an idle node during time u.

[ | M
[,, ]P,(rr (1-P,(T)M™ 0snsM

¢ Uy (n M ’T) =
0 otherwise

\

This is the probability of n packet generations from M idle nodes during the transmis-
sion time, 1°.

P, (t+T ) O<rst
Il () Moo B

This is the probability that the last node to release the hub will transmit during the fol-

lowing hub acquisition that occurs after an overhead period of length .

« Pp(t)=1-PL()

¢

[I:] ot (1—oM** OsksMm

o Py (kM t)=
0 otherwise

|
This is the probability that & packets out of M idle users arrive at the hub exactly in

slot z.
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* Preaty(R M) =

This is the probability that 4 packets out of M carry-over ready users arrive at the hub
exactly in slot ¢. This expression is based on using a uniform distribution to represent
the arrival point at the hub of carry-over ready users. In section 3.3, another expression

fOr P, a4y (ti - i ; i8 derived, using a more elaborate approximation for carry-over ready

users.
M
} | PaC®) A-Py e
OsIsM & t<t
* Pm(RM)t)= Pa(t)u : I=sM & 1=t
0 otherwise

This is the probability that ! packets out of M new (first-time ready users) arrive at the
hub at exactly time ¢. P,(¢) is the probability that a new user’s packet arrives at the
hub exactly in slot ¢ after the hub release. An expression for P,(¢) is given in Appen-
dix 3.B. P,(t) is the piobability that a packet from a new user arrives at the hub during

time ¢, and is given by
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Py()= T2, ()

iwl

The above probabilities are all functions of z, the overhead period. Since ¢ is dependent
on the number of ready users in the system, as well as the interarrival times of the tagged
user, the joint transition probabilities P®) (new .j ysp 10ld i ) must be defined first, then
summed over all values of ¢. Depending on the state of the tagged user, 9 different cases

exist. Table 3.1 gives the number of first-time ready (new) users involved in a transition.

Hub acquired by one of ]
k out of N-i-m houtofi loutof m tagged user
idle users carry-over ready users | new arrivals
(R i) last will jeirk+1 jik+1 jokei+1 ok
not become ready
(R i); last will ki jk- jk-i jok-i-1
become ready
(A,Q) j-i-k+1 j-i-k+1 jk-i+1 0
conditions k21 i21 m21 ? -9A
transition

An R —? i3 similar tc an R —? transition.

Table 3.1 : Number of new arrivals (m) during the current transmission (given i carry-over ready

users and k packets from idle users contend for the hub)

I. Tagged user is initially not ready:

Li Case R—R :
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The tagged user is not ready and will not become ready during the transition. Two
ranges of ¢ are distinguished.

o 1St

O ; - Ji4l jok~i¥l i
P (R 3] 'yaﬁ IR ok ,)’bcf) = (I—Px(‘+T))' E) ’§) Eo

[ Pr(ty Py (N—i=1,j k=i +1.TYP g, (k N=j+k—2,)"Pragty (1 i £ Prgs (1 j—k =i +1.8)

+Py (8) P (N—i=1,j~k=i TP g (k N =tk =1, YP ooy (1 £ )Py (1 =i .z)] (3.1)

The term outside the summation in equation (3.1) above is the probability that the
tagged user does not generate a packet during the transition. The term inside the curly
bracket is the jrobability that & idle, & carry-over ready and I new users have their
packets arrive at the hub exactly in slot ¢ after the hub release. N.ote that only one of
these users would acquire the hub. The rest, if any, will become carry-over ready users

at the next einbedding point.
. >t

For ¢>7, there should be no carry-over ready users (i=0), nor should there be any
first-time ready users’S. Also, the last user to release the hub is allowed to contend for

it.

15. Because of retry nature of CASLANS, and as mentioned earlier, packets from ready users cannot arrive at the
hub at a time later than the retry time, T.
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POXR j yop \R Opep) = (1=Po (¢ 4T P (N-10.TY

[o(l-o)’*"-?u,u.u-l,:) +PL(YPa G N-12) +p,;-ru.q+uv-1,:)] (G2)
The two terms outside the square brackets are the probabilities that the tagged user

does not become ready and the probability of no new arrivals, respectively. The term
inside the square Hrackets is the probability that j+1 users contend for the hub exactly ¢
slots after the hub release. This probability takes into account whether the last user to

release the hub is one of these j+1 users (the first term), or not (the last two terms).

Lii Case R A

The tagged user acquires the hub during : :ransition. The transition probability is

given by

POA g Rdgpg) =00y 83 —L—
Vet 75k Yoo & & & ke h+l

Pp(tyP,(N —i=1,j—k =i T )P (k N=jH=1.YPragty (B i 1Y Prgsy (1 ,j—k =i ,t)

+PL, (t) P (N=i=1,j=k=1T }Pige (k N =j+k ot Y P ey (B i £ Y Prgw (Lo ~k—~i-1,) } (3.3)

The term outside the summation in equation (3.3) above is the probability that the
tagged user packet arrives exactly in slot ¢. The summation is over all possible combina-
tions of having k idle, & carry-over ready and I new users schedule their pecket arrivals at
the hub, exactly ¢ slots after the hub release. Again, the probability accounts for both cases

in which the user that last released the hub is involved or not.
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Liii Case R 5R

The tagged user becomes ready. Let Z be the first interrrival time of the packet from

the tagged user. Now X =7"--Z, see Figure 3.4. Two distinct ranges of X can be identified.
a) 1sX<T:

This is the normal case where the tagged user’s packet arrival finds a busy hub,

see Figure 3.4a. The transition probability is given by

- Juitl jok=i+l @
PEIR j yap | R Yy ) = 0(1-0)*T X" 3
k) |=0 k=0

[p,:(r)-P,,(N-i-1,j-k-i+1,T)-Pw,(k.N—j+k-2,:)-P,,,,,,<h dot)P o (Lj~k=i+1,8)

+PL (¢) Py (N=i=1,j~k=i TPy (k N =j+k =18 YPregiy (B i ;) P (1 .j—k—i 1) ] (3.5)

The term outside the summation is the probability that the tagged user becomes
ready at exactly slot #+7—X. The terms inside the curly brackets are the same as

those in (3.1).

b) Case X=T+1

This case is different from that in a) because the tagged user will contend for the
hub, see Figure 3.4b. The transition probability is given by

- =+l jk4l § ik
PR j yar |R i ypp) =0(1-0) 1 —_—
* bef Eo E;, Eo kH+h+1
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M
First interpacket amval
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fom | —ei T -]
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Y, ' stot

First interpacket arrival
|tmeee—ee KT e}

T ', % P |

X =T+1

Figure 3.4 : Arrival of the tagged user’s packet in an R >R transition
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Pr(t) Py (N=i=1,j—k =i +1,T}Pigy (k N=j+k=2)Praaty (1 4 8)Prugy (L =k =i +1.1)

+PL (0P o (N =i=1,j k=i ;TP gy Ok N=j k=18 )P ropy (£ £) Py (1 j—k=i o) (3.6)

Equation (3.6) differs from equation (3.5) in one term only, which is the quotient
outside the curly brackets, since this accounts for the total number of users contend-

ing for the hub, which, in this case, includes the tagged user.

Now, recalling that X =n1+y,, and summing over all values of X, then

X (RT+ya ) . D ;

EP R.jYoef R A Yoef)  0Sy<A

N - e n

POR.j g \R Yoer) = | k=t <X))

. ’Eop(nﬂy’” R, Yapt IE" ’ybe) Asyaﬁ <7

3

II. Tagged user is initially acquiring the hub

ILi Case A—R:

Op , J=i4l j=k=i+l i
POR yup |Ad ) =(-P,(t+T-D)) 3 ¥ X
k=) I=0 A=0

Py (N~ \jok=i+1,T ) Piggy (k N ~j+k=1) Py (i )Py (1,j—k—i+1,2) (3.8)

The term outside the summation in equation (3.8) represents the probability of no
packet arrival from the tagged user. The term inside the summation is the probability that
k, h and ! packets from the idle, carry-over ready and first-time ready users, respectively,
aﬁ'ive at exactly slot ¢.

ILii Case A—A
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Jor the tagged user to reacquire the hub on the very next hub acquisition, ¢ must be

greater than <. Thus, there should be no ready users at the first embedding point. The tran-

sition probability is given by

POA j 3op VA d Ypap) = 010 ™V Pige G N 2P (N .O,T)-TI;J: 3.9)

In (3.9) above, the first term is the probability of a packet arrival from the tagged user
at exactly slot ¢, the second term is the probability of the arrival of j packets out of N idle
users, while the third is the probability of no new arrivals during the tagged user first
transmission. The last term is the probability that the hub randomly chooses the packet
from the tagged user over the other j packets that arrived in slot .

ILiii Case A R

This case is similar to the R—R case, except for two differences. First, the tagged user
must wait for a time equal to t before being able to generate its next packet. This is
because the tagged user is the last to release the hub. Second, two cases must be dis-

tinguished. Namely, the cases in which r<t and ¢>7.
. IstsT

Referring to Figure 3.5, it is not hard to see that 1SX<T+¢—. The transition proba-

bility is given by

ey Joitl jokeivl i
PEDR j Y 1A d Yoe)= o107 X" 3
kaO (=0 &=0
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PN i, jokmit1,TY-P oy, (k N=i tk~1)Pragy (1 4 £)-Prgy, (1 j=k=i+1,2) (3.10)

* I>T

Here again a distinction between the case where 1<X<T and the case where X=T+1
is made. The latter represents the case where the tagged user contends for the hub. Note

that because of the limit: on X, this case was non-existent with ¢<t.

a) 1<X<T

The transition probability is exactly same as (3.10) above except for the limits on X .

b) X=T+1
The tagged user contends for the hub. The transition probability is given by

, R i Vi S AN X NV )
PR, 1A, Y=o(1-c) - —_—

Py (N=i ,jok =i +1,T)-P gy (kN =j+h=1)Progygy (i )-Prgy, (L j—=i+1,8) (3.11)

tagged user’s packet

—_—— ]

- T - TH T et |

Figure 3.5 : Limits on X in an A =R transition
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As in the R—R transition

(X atoras)

PETOR S yap 1Ak Vor) Oy <A

n=l

P(')(RJJaﬁlA.i-)’uf)‘—' K- (3.12)

R

.

IIL. The tagged user is initially ready:

ILi Case R—R

This case is ~.on-exijstent, since for the tagged user to become idle (R) it must acquire
the hub first. That is, the tagged user must go through an R—A, then an A —R transition.

Therefore,

PR.jygp 1R i Youp) =0 (3.13)

IILii Case R—4

Since the model keeps track of the ¥ values of the tagged user, the value of the over-

head period ¢ is deterministic and given by r=t—y,,,, see Figure 3.6.

f Yo oi=t ] T

A

4 } |
1
Tast interpacket arival / / tagged user packet transmission

- T —e]

Figure 3.6 : Arrival of the tagged user’s packet in an R —A transition
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i ki i i
P(AjYap |RJ0’».;)=E,° Eo Eo PITYTY

Pr(e) Py (N=i~1,j~k =i T)P gy (k N~ k=18 Y Proagy (B i £ Y Prgus (L~ =i £)

+PL (8) Py (N—i~1,j—k=1,T )Py (k N =j+e £ )Pregsy (h ,i,:)-P,,,,,a,j-k_i—l,z)] (3.14)

This is the same as the R—A transition except for the term outside the summation,

where it is dropped here, since the tagged user is already in the ready state.

IIl.iii Case R —R

For a transition from y,,, t0 y,, the overhead period ¢ is deterministic, see Figure 3.7,

and is given by
t= 'l:—y,,,f+X ~T
where
Yoef
] ;] T - |
—,'. )L-'»s k_
|< 1 - I ——ly X TS, I

Figure 3.7 : Arrival of the tagged user’s packet in an R »R transition
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K 1:+y¢ OSy,ﬁSA
X = [(K i~ (3.15)
- Yapt ASy,ﬁ <t
Therefore,
J=i+l jk=i+l i
PR.jyop R ypr)= 3,
k= s h=0
{Pi(t)-P“(N-i—l,j—k-i-{-l.T)-Pw, (kN —j+k =2, Y Py (i 8) P, (1 j—k ¢ +1,1)
+PL (t) Py (N=i—1, k=i ,T)'P i (k N =18} P gty (8 i £) Py (L o~k =i 2) } (3.16)

This is the same as the R—R transition except that the first term in (3.1) is dropped

here.

To solve for the steady state probabilities, a transformation from the three-dimensional
state space to a one dimensional state space has to be employed. One such transformation

may result in a transition probability matrix that has the form shown below.

The mapping operator, ® {-}, is employed in such a transformation such that

¢[(E.i,0) =i

w
0[(A,i.0) =N +i

)

0[(R,i,Y)l'=2~N +1+ig+Y

L

The state space consists of 2N+1+g-N states, which is O(N-g).



Yoo =0 i=0
i=

i=N-1
Yoer =0 i=0

1=

i=N
Yoef =0 =0
i=

i=N-1

ybq'=1 i=0

i=N-1

ybef =T—l.i=0

1=

i=N-1

3.3. Model Analysis:

3.3.1 Elementary Analysis:

-
R >R
A—-R
R —R

It is a simple matter to show that the above system is ergodic. Therefore, there exists a

unique solution to the steady state equations in (3.17) below




85

R=2P and ¥1=1 3.17)
where,

P is the transition probability matrix given in the previous section.
% is a row vector containing the sieady state probabilities.

T is a column vector of 1 elements.
Having obtained the steady state probabilities, they can be used in obtaining the system
utilization and average packet delay. The system utilization U is given by

T

U=s—=— 3.18
O+T (3.18)

where, O is the average overhead period.

Define P(A) as the steady state probability that the hub is acquired by the tagged user.
Note that this is exactly equal to the proportion of hub acquisitions b the tagged user.

Then, the utilization of the hub by the tagged user U,,, can be obtained and is given by

U =PA)U (3.19)
where,
N
PA)=3 %, 4.0) (3.20)
iw(

and % ; q) is the steady state probability that the tagged user acquires the hub when there
are { carry-over ready users at the start of the hub acquisiiion period. Notice that under
steady operation, and in a symmetric system with N+1 users (including the tagged user),
P(A) could be also given by
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i
PA=FA

The average delay of the tagged user is then given by:

p=—L _1
D=3 (3.21)

All that remains now is to find the average overhead period, 0, which can be obtained
straightforwardly from the steady state probability distribution, and the transition pro-

babilities as follows

0= Z"mm

N -l 1:
[ T [P(‘)(R JOIR i 0)+POAjOIRI0)+PR,jyzp R ,0)]
Ju0 ygul i=1
-1 -
z T ¥ [P(‘)(R,J QIR ,i,0)+ PO(A j,01R i 0) + POR j yoq 1R i 0)]
i=0

+ Z"w.o) X
(L]

N =l ¢« -
{ T Y z:-[p"’(n.j,om.m)+P<'>(A.j.om.i,0)+P('>(R,j.y,,, IA,i,O)]
jﬂy’d’l-l

N 1l e-
> [P(‘)(R.j 014,1,0)+ PYXA j,014.i 0) + PORj 3,0 m,...,)]
J-Oy,-m-t-c-l

N-1 ¢-1

+Z Z"(R.n.m)xz Zl é‘x

=0 yau0 t=i

[POXRS D1R L 3oy + PO DIR S Yy * PORJyp Ring)| 32D



87

3.3.2 Enhanced Analysis:

The main approximation in the model described in section 3.2 is the treatment of
carry-over ready users. A uniform distribuiion was used to approximate the distribution of
the arrival instants of their transmission attempts at the hub. In this section, a better

approximaticn for the distribution of carry-over ready users is presented.

Define P,,, (¢ IR) as the probability that the tagged user arrives at the hub exactly in slot
¢ after the hub release given that the tagged user was ready. The tagged user is ready if

cither an R—A or an R —R transition takes place. Therefore, Pq (t1R) is given by

1 N-1 N =1

P, (tIR)= P,,,,(R)' 2 X T ®Ring

im0 jm0 ypm0

[P(A i OIR i Ypr ) + PR oj Yo IR d Ypup )] (3.23)
where,

Yoo =T

and, P, (R) is the steady state probability thai the tagged use is ready and is given by

N-1 1-1

PuR)= 3 I ®riy,) (3.29)

in0 y,=0

Since the tagged user is modeled exactly, a better approximation in modeling carry-
over ready users is to use ¥ ,, (t |R) rather than the uniform distribution used earlier. The
model is therefore modified to employ an iterative method in which Py, (¢ IR) values are
collected and fed back to the model to represent the distribution of carry-over ready us:ss.
As will be shown in the following section, such a method indeed yields more accurate

results.
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We can now redefine P,y.q, (h M 2) as

[ (M
Py (¢ 'R)* (1=PF (¢ IR)M
h tag (1 1RY ¢ s » OSh<M & t<t
Preagy (B M £)= { Piog (1R h=M & t=t
0 otherwise

where, P, (¢ |R) is as defined above and PF,,, (¢ IR) is the probability that a packet from a
carry-over ready user arrives at the hub during time ¢ fiom the hub release, and is given by

PFug(t1R)= TPy i IR)

iml
In the remainder of this section, the obvious differences between the distribution of the

tagged user packet arrival time and the uniform distribution is shown and discussed.

Figure 3.8 shows the probability distribution function of the tagged user packet arrival,
as obtained from the model described, for different retry time values (with g=20 and
T=480 (bits)). Note how the distribution at values that are not factors of the packet length
(100, 218) is very close to the uniform distribution. For the case of retry times that are fac-
tors of the packet length (120, 240), the distribution function is completely different and
gives more mass to lower values of arrival times. The probability that the packet of the
tagged user arrives at the hub at the 10 slot or earlier is 0.71, 0.47 and 0.5 for t=120,
=100 and the uniform distribution, respectively. Based on this, one might suspect that the

average delay at =120 is lower than the average delay at t©=100. This, as was shown in



0.9

0.8

0.7

0.6

0.5

04

0.3

0.2

0.1

89

PDF
I 1] | [ I ] I | ] I
e
P
P
— N=20 ..7/
) o
T =480 (bits) //
Grid = 20 // 7/
Offered load = 9.6 7
Bit rate = 50 Mbps

=100 (bits) ___
T = 120 (bits) ...oue.es
T=218 (bits) __
T =240 (bits) _ _ _

Uniform Distribution __ . __

Figure 3.8: Distribution of tagged user packet arrival at different values of :




90

Figure 3.2, is true, and as will be shown in the following section, is captured by ti:e modet.

The distribution of the tagged user’s packet arrival is also depe.:dent o the offered sys-
tem load. Figure 3.9 shows the distribution of the tagged user packet anivui at different
values of the offered load, at (7=480 bits, T=80 bits -which is a factor of the packet length-
and g=20). Note that only at light load is the distribution close to the uniform distribution.
The results in Figure 3.9 suggest that the number of iterations required for steady state per-

formance 16 increases with the offered load.

Finally, in Figure 3.10, the tagged user packet arrival distribution function is shown at
different iterations of the model, at (T=480 bits, t=120 bits -again a factor of the packet
length- and g=20). Note that, after the first iteration, th: distribution does not change
significantly from one iteration to the next. This would iniply that only a few iterations are
required for convergence. Indeed, as will be shown in the following section, in most cases,

four or less iterations are needed to obtain convergent and accurate results.

3.4. Numerical Results:

The delay throughput characteristics of CASLANS have been extensively studied in
[42-45, 47-48]. In this section, emphasis is made on the effect of the retry time on the per-
formance of CASL ANS, which has been overlooked in all of these studies.

In Figure 3.11, analytical results after 6 iterations of the model versus the retry time are
shown (with T=480 bits and N =20) at different offered loads. The results are compared to

16. The resuits of the mode! at iteration { are said to be at steady state if the results of iteration i+1 do not differ
from those at iteration i .
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those from simulation, as well as results of the model in [45]. The following observations

can be made:

(1) At light load, results of the model conform to simulation results, and the higher
the retry time the higher the delay.

(2) The phenomenon discovered in this thesis, and described in chapter 2, is captured
by the model. That is, the results of the model show that the average delay at a
retry time value that is a factor of the packet length, is better than at every higher
retry time, and some lower retry time values. This is an exclusive merit of the

model used here and is not present in any of the previous models {39-45].

(3) The accuracy of the model is very high. For instance, in Figure 3.11 at offered

load=9.6, the error does not exceed 4.4%.

(4) Even though not shown here, the model still yields good results at higher retry
time values. The accuracy at such retry time values, however, is not as good, but

error psrcentages never exceed 10%.
The accuracy of the model is dependent on two main factors, namely:
1. The number of iterations used to obtain the results,.and
2. the size of the grid, g.

As should be obvious to the reader, the larger the number of iterations and/or the grid

size used, the more accurate is the model.
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Figure 3.12 shows the average packet delay obtained from the model versus the retry
time at different iterations (with N=20 nodes, 7=480 and the offered load=9.6). As can be
seen from Figure 3.12, the accuracy of the model increases with the number of iterations
used. To better demonstrate this, in Table 3.2 average delay results of iterations 1 and 6 are
listed along with simulation results, and the error percentages. The accuracy of the results
at each and every point is improved with the use of the iterative method. Of special
interest, are retry time values that are factors of the packet length. Note how at these retry
time values the error almost vanish on the sixth iteration after being close to 12% on the
first iteration. Also note that after the sixth iteration and at all retry time values other than

218 (bits), the error percentage is less than 2%. Even at this odd value, the error is about

4.4%.
Retry Simulation Results of Error Results of Error
time results iteration 1 percentage iteration 6 percantage
75 178.7 170 -4.9% 182.0 +1.8%
80 173.3 151 -12.9% 173.3 0%
87 1789 160.5 -10.6% 182.5 +2%
96 173.8 151.6 -12.8% 173.7 +0%
100 179.9 169 -6.1% 182.8 +1.6%
120 174 152.2 -12.5% 174.3 +0%
137 179.8 162 -9.9% 183.2 +1.9%
160 174.3 153.3 -12% 175.2 +0.1%
177 183.5 172 -6.3% 184.6 +0.1%
200 183.9 175 -4.8% 186.0 +1.1%
218 180 176 -1.7% 188.0 +4.4%
240 175 155 -11.4% 177.0 +1.1%
252 184.4 201 +9% 188.0 +1.9%
274 189 171 9.5% 187.0 -1.1%
300 186.6 178 -10.5% 187.0 +0%

T =480 bits; N = 20; Offered load =9.6

Tble 3.2: Average delay in (s) at different retry time values versus simulation results.
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The other factor affecting the accuracy of the model is the grid size. In Figure 3.13,
average delay obtained after six iterations of the model is showh versus the retry time, at
different grid sizes (with N=10 nodes, T=480 bits and variable offered loads). Simulation
results are also presented for the sake of comparison. Note that the results are always more
accurate with g=20, than with g=10. Increasiag the grid size to values greater than 20 only
increases the state space and does not increase the accuracy of the obtained results. There-

fore, a grid size of 20 is sufficient to obtain reasonably accurate results.

The effect of the original distribution of carry-over ready users on the performance of
the model are studied next. Recall that a uniform distribution was used as the initial distri-
bution for carry-over ready users. In the following, it is shown that this initial distribution
has little impact on the final results (obtained through the iterative method described
above).

In Table 3.3, the probability density function of the arrival instant at the hub of the
tagged user packet after different numbers of iterations is shown, using both the uniform
and the truncated geometric as the original distribution of the carry-over ready users (with
T=480 bits, t=120 bits, N=20 and offered load=9.6). Note that regardless of the starting
distributions, results after 6 iterations almost match. This was reflected in the final results,
sec Table 3.4. It is obvious from the results in Table 3.4 that regardless of the original dis-

tribution of carry-over ready users, the use of the iterative method yields similar results.
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. Uniform distribution truncated geomeuic
t(slots) | iteration | iteration | iteration | iteration | iteration | iteration | iteration | iteration
#1 2 #3 #6 #1 " #3 #6

0.037530 | 0.045812 | 0.042593 | 0.043885 | 0.036708 | 0.046167 | 0.042453 | 0.043941
0.093918 | 0.094712 | 0.095090 | 0.094953 | 0.094178 | 0.094678 | 0.09510S | 0.094947
0.088945 | 0.089600 | 0.089954 | 0.089825 | 0.089180 | 0.089568 | 0.089968 | 0.089820
0.084001 | 0.084519 | 0.084849 | 0.084728 | 0.084212 | 0.084489 | 0.084862 | 0.0¥4723
X 0.079774 | 0.079662 | 0.079273 | 0.079440 | 0.079786 | 0.079657
0.074202 | 0.074448 | 0.074730 | 0.074625 | 0.074364 | 0.074421 | 0.074741 | 0.074621
0.069347 | 0.069458 | 0.069716 | 0.069619 | 0.069485 | 0.069433 | 0.069726 | 0.069615
£.064520 | 0.064497 | 0.064732 | 0.064643 | 0.064634 | 0.064474 | 0.064741 | 0.064339
0.059723 | 0.059566 | 0.059777 | 0.059696 | 0.059813 | 0.059545 | 0.059786 | 0.059692
10 0.054953 | 0.054665 | 0.054853 | 0.054779 | 0.055020 | 0.054645 | 0.054861 | 0.054776
11 0.050213 | 0.049793 | 0.049958 | 0.049891 | 0.050256 | 0.049775 | 0.049965 | 0.049889
12 0.045500 | 0.044950 | 0.045092 | 0.045033 | 0.045520 | 0.044933 | 0.045098 | 0.045030
13 0.040815 | 0.040136 | 0.040255 | 0.040203 | 0.040812 | 0.040121 | 0.040260 | 0.040201
14 0.036158 | 0.035350 | 0.035446 | 0.035403 | 0.036132 | 0.035337 | 0.035451 | 0.035401
15 0.031527 | 0.030592 | 0.030666 | 0.030630 | 0.031478 | 0.030581 | 0.030670 | 0.030629
16 | 0.026922 | 0.025863 | 0.025914 | 0.025885 | 0.026851 | 0.025853 ; 0.025917 | 0.025884
17 0.022344 | 0.021160 | 0.021189 | 0.021168 | 0.022250 | 0.021151 | 0.021192 | 0.021167
18 0.017793 | 0.016482 | 0.016490 | 0.016476 | 0.017677 | 0.016476 | 0.016492 | 0.016475
19 0.013278 | 0.011828 | 0.011814 | 0.011807 { 0.013135 | 0.011823 | 0.011815 | 0.011807
20 0.009222 | 0.007101 | 0.007108 | 0.007089 { 0.009021 | 0.007092 | 0.007110 | 0.007088

DO~ H WA=
§

N =20; T =430 (bits); T= 120 (bits); offered load = 9.6

Table 3.3: The pdf of the arrival instant of the tagged user’s packet with the original
distribution of carry-over ready users being uniform or truncated geometric

iteration Uniform Tmcatcggcomeﬁc
retry time number P(A) U D (us) P(A) U D (us)
1 0516 985 169.1 0508 985 171.8
2 0476 985 184.5 0487 985 180
3 0480 984 183.1 0482 984 182.3
4 .0480 984 183.1 .0480 984 183
100 5 0480 | 984 | 1831 | .0480 | .984 183
) 6 0480 984 183.1 0480 984 183
1 .0568 981 152.2 0533 982 163
2 0543 981 159.9 0550 981 158
3 0481 962 184 0478 982 184
120 4 0501 982 174.2 0504 983 173.8
5 0501 982 | 1743 0498 983 1749
6 0501 982 174.3 0501 983 174

N =20; T =480 (bits); offered load =9.6

Table 3.4 : Average delay in (us) at different retry time values with the original distribution of

carry-over ready users being uniform or truncated geometric
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Finally, heavy load performance results are compared to those obtained exactly in sec-
tion 2.3 (for retry time values that are factors of the packet length). Table 3.5 shows results
of the model at (W =10, T=480 bits and offered load=500) at different retry time value, that
are factors of the packet length and compares them to the results in section 2.3. As noted
from the table, the average delay results obtained using the model are very accurate as they

almost match those results obtained in the exact analysis in section 2.3. -

Mode! r.sults Results of
retry time at offered load=500 Exact model in section 2.3
D (us) U D (iis) U
60 97 983 97.2 987
80 974 979 97.6 983
96 976 | 974 97.6 980
120 98.2 970 98.4 975
160 99.5 957 992 . 967
240 101.2 941 100.8 952

Table 3.5: Model results at heavy load versus those in section 2.3.
3.5. Summary

In this chapter, a new CASLANS performance model was presented and analyzed. The
model is based on following a tagged user in an exact analysis and approximating the
behavior of the rest of the users by substituting the steady state behavior of the tagged user

that is obtained through an iterative approach.

The model proved to provide very accurate results. As well, the modct was able to cap-
ture the phenomenon described in chapter 2, namely that the average delay of CASLANSs
does not always increase by increasing the retry time. Retry time values that are factors of

the packet length seem to yield local minima of the average delay. The excellent perfor-
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mance of the model is mainly attributed to the following:

(1) It does not assume independence between overhead periods, retry times and

packet lengths, since it mimicks the exact behavior of the tagged user.

(2) The interpacket arrival times of packets form the tagged user are not dependent on
the interpacket arrival times of other packets in particular. Indeed, it is only the
length of the overhead period that affects the interpacket arrival times of packets

from the tagged user.
(3) The mode! provides a better representation for ready users, since:
a) first-time ready users are modeled exactly, and

b) carry-over ready users are approximated through the use of the iterative

approach.

The two major factors affecting the accuracy of the model are the grid size and the
number of iterations used. It was shown that only a few iterations (typically four) are
required to obtain steady state performance. It was also shown that a grid size of no more

than 20 is sufficient to obtain very accurate results.

Heavy load results at retry times that are factors of the packet length were shown to be
very accurate. In fact, the results almost matched those results obtained using the exact
analysis in section 2.3. The latter analysis, however, is only restricted to the case where the

refry time is a factor of the packet length.
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Appendix 3.A

A Continuous-Time Performance Model For CASLANSs

In this appendix, a continuous time CASLANSs model is presented. This model is simi-
lar to the model in section 3.2 except that this one is continuous time. Hence, the model

description is not repeated here. First, the following definitions are made.

M
[n ](H'" ) (™ OsnsM
" PaM.nT)= 19 otherwise

This is the probability of » transmissions from M idle nodes during the transmission

time (T).
e MI+T-) 0st<t
*Pr={,r t>1T

This is the probability that the last node to release the hub will transmit during the next

hub acquisition given that it occurred at time ¢.
» PL(t)=1-P(t)

i(t—t)!
v

¢ fd(it‘)=
This is the probability that the first of i carry-over ready users arrives at the hub at
exactly time ¢. Since ¢, the overhead period, is defined once the hub is acquired, such a
transmission would then be the first t5 arrive at the hub from any of the user groups

(idle, first-time ready, carry-over ready or the tagged user). Subsequently, the packet

-
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would acquire the hub. In other words, this is the probability that one of i carry-over

ready nodes would acquire the hub at exactly time ¢.

. _ @y
1-F, ()=

This is the probability that none of i carry-over ready nodes have a packet arrive at the
‘hub before time ¢. Using the uniform distribution assumption for the remainder of the

retry time after the release of the hub.

m-ag Ae ™ (1-gg (1) | 0<rsA
* frlm)= m by e ™M (1-ag (1-eMTKDN)_py (¢~ MT-KD)_g-Hayym-t A<tst

This is the probability that one out of m first-time ready nodes would acquire the hub at

exactly time ¢, where
@ = MR+
x (1~ M -1)
and
b KT
K =M1
(1-ag(1-e¥)" O<e<A
* I=Fpma)= “AT-K< S MT KT~
(l—ax(l-e ))-bx(e g ¥ A<t

This is the probabiiity that none of m first-time ready nodes have packets arriving at
the hub during time ¢. Expressions for f,(m.t) and F,{(m,) were obtained in a fashion

similar to that of appendix 3.B.
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o P,(M t)=2AMe ™Mt
This is the probability that ore out of M idle nodes acquires the hub at exactly time ¢.

* ;(MJ)=¢-H“

This is the probability that none of the M idle users acquires the hub during time ¢.

Also, the following are defined
Py(M-1,) o<tst
. ,‘(Mu‘) = P,(M—l.t)'e"w-‘)'l-P;(M—l.t)‘k-w-‘) >t

&

P;M-1¢) . O<r<t

« PM.0)= P(M-1,)e-A(-1) t>1

Expressions for the transition probabilities joint with the value of ¢,
P®Xnew j 3.4 V0ld i ype), are obtained first. Then an integration over ¢ is performed.

Please refer to section 3.2 for definitions of the dimensions of the Markovian chain.

Transition Probability Expressions

The transition probabilities provided here are similar to those in section 3.2 except that
time is continuous. Explanation of the transition probability expressions is, therefore, not

provided. The reader is encouraged to refer to section 3.2 for such an explanation.

L Tagged user is initially not ready
L1 Case RR :




105

The tagged user is not ready and will not become ready during the transition.

POR j yop \R 4 Jpe) = e 204D).

{P,:(:)x [P., (N=i=1,j=1 TYXP AN =] =14 I<(1F o (| £ )5(1=F , (i 1))
+Pyp (N=i=1,j=i+1,TYPAN = -2,8)%f 4 (i £ WX(1=F, (j=i+1.1))

+Pp (N—i=1,j=i+1,TYXPAN=j~22)x(1~F 4 (i $ )X(1-F, (j=i+1, ))]

AL (0 [P Vi1 i1 T X N =] £ DC1-F L OCF, G—i-10))

Py (N =i~1,j=i TP (N —j-1.)%f (i £)3%(1=F  (j=i .1))

+PB(N-i-1.f-i.nxrfw-j-l.:)xcl-r.(i.r»xf,,(i—i.:»]] G.A.1)

Lii Case R—A

The tagged user acquires the hub during the transition.

PUXAj Yap IR i yser) = Ao x

[Pz(t WP (N =i=1,j~i TYPHN =j—=1,£)x(1=F, (i £ )X(1-F , (j=i ,t))

+Py (¢)XP (N =i =1 j~i 1T XPAN—j £)X(1-F, (i,t))x(l-F,,(i-i—l.t))] (3.A.2)

Liii Case R R

The tagged user becomes ready during the transition. Please refer to Figure 3.4.

P“J)(RJy¢|EJJM)=k-M‘+T'x)x
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[P,;(:)x [P,,(N-i-u-i TP (N =j=1)X(1=F 4 (¢ 2 ))¥(1-F (j~i ,2))

+P oy (N—i—1,j—d+1,TIXP AN =j~22)Xf o (£ IX(1=F  (j=i+1,1))

1
+Py (N—=i=1,j=i+1,TIXPAN =j -2, )x{1-F, (i.t))x(l-F,,(j—iH.t))J

+PL (£)% [P,(N-i—l,j—i—l.TW,(H—j £IX(1=F (£ )X—~F, G~i~1,8))

+Py (N=i=1,j—i TYXPAN=j~1,2)Xf 4 (i £ ))X(1=F  (j=i 1))

+Py (N=i=1,j=i TYXPN—=j=12)X(1-F ¢ (0 £))%f p G~ .t))] ] (3.A3)
Recall that X =nt+y,4. Summing over all values of X, then

4

K ; D
=0

K-1
(nTy0.) =3
EOP" R Yap 1R Yoo A<y <t

POR j yap \R i Ypur) = (3.A4)

IL Tagged user is initially acquiring the hub
IL i Case AR

The tagged would release the hub and does not become ready during the transition.
POR J Yap 1A ypep) = € M0 [P,, (N—=i =i TP, (N~j 1)X=F 4 (i £ DX(1=F (j~i 1))

Py (N~ J~i+1,TIPg(N~] 1,8 )%f o (§ £ )X(1=F, —i+1,t))
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+Pp (N =i ,j~i+1,T)XP (N =j=1,8)(1=F, (i £ ))Xf s (j—i +lJ))] (3.A.5)
IL ii Case A 94

For the tagged user to reacquire the hub, ¢ must be greater than . Thus, there should be
no ready users at the first embedding point.

POXA j yap 10,0 Ypep) = Ae M IP, (N 0.T)XP,(ON 1) (3.A.6)
ILiii Case AR

This case is similar to the R—R case, except that the tagged user must wait for a time

equal to 1 before being able to contend for the hub.
PEOR j yap VA i ) = he M2 [P,, (N =i =L TYXP, (N =j £)X(1=F 4 (§ £ )X(1~F y (=i ,£))

Py (N=i ,j~i+1, T PP (N=j =18 )Xf , ({ £ )IX(1=Fy (j=i +1,1))

+Ppy (N j—i +1,T)XP (N =16 X(1=F , (i £ )X (j-i+l.t))] (B.A7)

As in the R—R case, and summing over all values of X, then

[k
T POWed)R j Vap VA Yper) O<yan <A
asd

POR j yap VA Ypr) = (3.A.8)

K~1
EP("“'WO")(R ’j,y¢ 1A |i 9yb¢f) A<y¢ <t
n

\

e 8,0

ITI. Tagged user is initially ready
IILi Case ROR

This case is non-existent, since for the tagged user to become idle it must acquire the

hub first. That is, go through on R—4, then A->R transitions. Therefore,
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PR.jyg R Yoe)=0 (3.A9)
II. ii Case R oA

In this case, the overhead period is deterministic and is given t=t-y,,, . (Refer to figure
3.6)

P(A ] Yap 'R i Ypep) = Pp(OIXP o (N=i=1,j=i TYXPL(N = ~1,6 IX(1—F 4 (i £ )X(1—~F , G =i 1))

+PL (O)XP o (N—i=1,j—i~1,T P AN =] )X(1=F 4 (i £ )X(1=F, (=i =1,8)) (3.A.10)
ILiii Case R—9R

Refer to figure 3.7. The overhead period ¢ is deterministic and is given by

t= t‘)’bcf +X~-T
where,
K T+yap 0<y,p<A
X= &y, Acypst
Therefore,

P(R.j Yop IR i Ypep) = P (£)X [P,,(N-i-l, =i TP, (N=j=1,8)X(1~F , (i £ )X(1—F , (j=i 1))
+P o (N—=i=1,j=i+1,TYXP AN =j =28 Xf 4 (i £ )X(1—F, (=i +1,2))
+Py (N=i=1,j=i +1,TIXPL(N = =2, X(1=F , (i # X(1=F, (j—i+1,2 ))]
+Pp (£)x [Pu(N ~i=1,j=i=1T P (N=j 2 )x(1~F (i £ DX(1=F (=i =1,2))

+Py (N=i—1,j=i T YXP(N=j =1, 3Xf 5 ({ £ IX(1—F, (j—i ;)

#P o (N—i=1,j—i TIXP (N =j =1, IX(1=F , G £ )5F 5 (=i .:))] 3.A.11)

After obtaining the transition probabilities and the steady state probabilities, the aver-
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age delay could be obtained through solving the set of integral equations in (3.A.12)

below. Refer to Figure 3.14.

. _ - N-1 - _
D=Pr(AIR)xP[R)x(T+1) +¥ [ [ %, PrR X,1R i OxPr (R i ,0).d%
i=0 | X,li

N-1 . -
+3 [dy prr(R.j,xm,i,O)xPr(R.i.O).dx] (3.A.12a)
jei-1 Xl
Where,
- N-1 N~}
dej=tX)+T+ ¥ [ds,}PrRESIR,jX).d5+F [Pr(Ak.TIR,jX).dS (3.A.12b)
kmj~1 g1} k=j §

and P(R) = Probability of not ready

[~ dy j — |

I<—Xl—-—| I‘ dS.k )I
R R R
J k

Figure 3:14: Delay in CASLANS.
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Appendix 3.B

Derivation of 7, ()

In this appendix, the probability that a first-time ready user contends for the hub at

exactly slot ¢ is derived.
Refer to Figure 3.15, let P, (Z,) be the probability that the first interpacket arrival time
of a packet is Z,. P,,,(Z,) is given by

P,,(Z;)=o(1-0)"" (3B.1)

The second interpacket arrival time would be at a time which is i - later, where 1<i<K,
and is dependent on the overhead period, ¢. Let W be the time of arrival of the packet,
measured from the last hub release, of the packet on its second interarrival. Thus W=Z,+1,

see Figure 3.15. We make a distinction between two cases,
1) 0<Wst-A: In this case, Z, = W+A+i1, where 0<i <K -1 (Figure 3.15a).
2) 1-A<W<st: In this case, Z, = W-t+A+it, where 0si<K (Figure 3.15b).

Define P,(W) as the probability that a packet from a new user arrives at or after time W

from the last hub release. P,(W) is given by
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(x-1 o(1-g)V+e+-1
EO 1 _( 1 -O)T O<W<t-A

P,(W)=1{g O(1=0)V+A+i-1y-1 (3.B.2)
= 1 —(I—C)T T-A<W<t

Replacing the parameter W by ¢ and simplifying the sum in (B.2) above, the following

expression is obtained.
'c(l—o)‘““ﬂ-(l—o)‘ p)
(1-(1-0)" }(1~(1~0)") O<est-A
Pa (t) = o.(l_o)l'l»A-‘!—l,(l_(l_c)(K-H)!) (3'B'3)
1010y TAIE
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Figure 3.15: The second interpacket arrival of a new user



113

Chapter 4

CASLANSs in a Real-Time Environment

In chapters 2 and 3, new performance and behavioral characteristics of CASLANSs
were shown, analyzed and modeled. Some of these characteristics seem to suggest that
CASLANs might perform very well under time constraints. Specificallv, the guaranteed
packet delivery and the bounded delay, at heavy load, at retry times that are factors of the
packet length, are useful in this respect. This chapter studies the performance of
CASLAN:S in real-time (time constrained) environments. Both soft and hard real-time sys-
tems are considered. For soft real-time systems, a simulation model is developed from
which performance results are obtained. For hard real-time CASLANS, a performance

model, that is an extension of the model presented in chapter 3, is introduced and analyzed.

4.1. Background

In real-time applications [S0], time is the most important resource to manage. Tasks
must be assigned and scheduled in such a way that they can be completed before their
‘corresponding deadlines expire. A task which is not completed before its deadlinc..is con-
sidered useless. Applications of this nature include: on-board flight controllers, process

control systems and automated manufacturing plants.

Recently, there has been an increasing interest in supporting real-time communication
applications such as packetized voice [51-54] and real-time control [55]. A real-time com-

munication system is said to be hard if packets that are known to have exceeded their Jaxi-



114

ties'’” are removed from the system. Otherwise, it is a soft real-time communication sys-
tem.

The communication requirements of such real-time applications differ from those of

traditional non-real-time multiple access communication in that:
(1) A certain amount of packet loss is usually tolerable, see section 5.5.

(2) A packet which is not successfully transmitted before its deadline is considered

lost, regardless of whether or not it is eventually delivered at the receiving end.

(3) Reliability is crucial, since failures would result in delayed successful packet

transmissions.

(4) The primary performance objective is no loager to minimize average delays, but
rather to maximize the percentage of successfully transmitted packets (within

their allowable deadlines).

(5) The distribution of packet delay, and no longer its mean value, is the principal

performance measure.

(6) In many real-time multiple access protocols scheduling is usually employed to

reduce the probability of packets lost.
Classical real-time scheduling techniques [56-58] include:

(1) Shortest length packet first: The rationale here is that by sending the shortest

packets first, more packets could be sent (as short packets do not use much of the

17. The laxity of a packet is defined as the maximum allowable time before sending the packet without having that
packet exceed its deadline.
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channel bandwidth). This technique is the same as shortest job first.

(2) Minimum laxity first: In this scheme, packets with the least laxity are given prior-

ity. The rationale here is to prevent such packets from being lost.

(3) Minimum deadline first: Where the deadline is the packet transmission time plus

the packet laxity.

(4) Random order: Packets are transmitted at random. In the literal sense, this is

equivalent to "no scheduling"”.

(5) Fixed priority: Some packets are assumed more important than others, and are

thus transmitted first.
(6) First-Come-First-Served (FCFS): This method is mostly preferred for its fairness.

(7) Last-Come-First-Served (LCFS): That is, the last packet to arrive at a station is
transmitted first. The rationale here is that, rather than lose the last arriving packet
by trying to transmit older packets, where they may be lost themselves, transmit it

to guarantee its success.
In multiple access communications channels, two scheduling problems exist:

(1) Scheduling must be performed in a distributed fashion. A global scheduling pol-
icy must be adopted by all stations. Therefore, a scheduling policy must be
employed using mostly local information, or information extracted from the chan-

nel that may be already too old when extracted.
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(2) Since no station has knowledge of other packets in the systera, &+ swhedolis = pol-

icy would guzrantee all packets to be successfully transmitees.

4.2. Previous Work

There is no published work on the use of CASLAN: {or any variation of CASLANS) in
a real-time environment. However, many muitiple access pratocols have been studied and

others proposed for real-time applications.

(a) Controlled access protocols:

Fixed assignment schemes have not received much consideration for use in real-time
communication. This is because in fixed assignment schemes, channel bandwidth is wasted
by stations with no packets to transmit, while other stations that have packets with dead-
lines are waiting their turn, thus resulting in packet loss. However, variations of TDMA

exist for integrated voice and data communicztions {59, 60].
Two characteristics of demand assignment protocols make them more attractive for
real time applications.
(1) As in fixed assignment protocols, a guaranteed amount of the channel capacity is
provided for every station (upon request.)

(2) Token passing or reservation posting times are usually small compared to the
packet transmission time. Therefore, unlike fixed assignment protocols, channel

bandwidth is not wasted by stations with nothing to transmit.
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Santos et'al [61] performed a comparative evaluation of round robin and minimum-
laxity first scheduling on the token ring [5] and the token bus [6] networks. The results
showed that if packet laxities exceed NT (N is the number of stations and T is the packet

transmission time), then round robin scheduling results in a lower loss probability.

Earlier, Kim [62] showed that by just discarding packets that exceeded their laxities in

the token ring protocol, lower probabilities of loss could be achieved.

Ramamrithan [63] studied the problem of computing bounds on packet delays in hard
real-time demand assignment protocols. Based on the developed model, Ramamrithan
computed the minimum packet interarrival times needed to guarantee a certain maximum

delay.

(b) Random access protocols:

By far, random access protocols are the most explored multiple access communication
class for real-time communication. Advantages of random access protocols for real-time

communication include:

(1) No bandwidth is wasted by a station with nothing to transmit (as in fixed assign-
ment protocols) or in token passing and reservation posting (as in demand assign-

ment protocois).

(2) The packet delays are more dependent on the offered load than the number of sta-

tions connected to the channel.

The major disadvantage of random access protocols, however, is the variable packet
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delay which, in many protocols, is unbounded.

Many random access protocols were studied for real-time applications [64-74]. In [64]
and [65], the performance of Ethernet [17] for real time applications was studied. It was
found that for values of channel utilization less than 1/2, the probability of loss is very
small. Variations of the CSMA/CD protocol for voice or combined voice and data

transmission were suggested [66-72] and are reported in section 5.1.

Kurose et al [73] proposed a generalization of the window protocol using three
scheduling policies: FCFS, LCFS, and random. This was easily done by selecting the first
half, second half or a half at random when a collision occurs, respectively. It was found
that a LCFS policy is better than FCFS and random service order in terms of the probabil-
ity of loss. The authors also proposed a hard real-time protocol, with a FCFS scheduling,
where a packet is discarded if its waiting time exceeded its laxity. The results showed that

such a protocol outperforms all three soft real-time protocols above.

Zhao and Ramamrithan [74], in a simulation study, proposed four modifications to the
VT-CSMA protocol [18]. This was achieved by using different packet parameters in con-
junction with the virtual clock to transmit packets. These parameters, which were reflected
into scheduling policies, were: the packet arrival time, the packet length and the packet
laxity. The results show that, a shortest-packet first and a minimum-deadline first policy
outperforms the FCFS and the minimum-laxity first policies in terms of percentage packet

loss. This is because the former policies are biased towards short packets.
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4.3. Performance Evaluation of Time-Constrained CASLANs

In this section the performance of CASLANS in real-time environment is studied and
analyzed. Both soft and hard real time systems are considered (see section 4.3.1 and 4.3.2,
respectively). Because of the interesting behavioral characteristics of fixed-packet-length
CASLANSs, demonstrated in chapter 2, emphasis will be on such a case.

In any real-time, error-free, communication network, packet loss is attributed to two
sources: blocking loss and channel access loss. The blocking loss is due to packets arriving
at a node with full buffers and are, therefor=, blocked. On the other ‘and, channel access
loss is due to packets exceeding their laxities while waiting to access the channel. In this
chapter, only channel access loss is considered. It is, therefore, assumed that the packet
laxity and packet deadline are defined from the moment a packet reaches the top of the
queue, and is waiting to access the channel. For single buffer systems, such times start

from the moment of the packet arrival at a node.

For soft real-time systems, the packet survival function, defined as the percentage of
packets with delays exceeding a certain given delay value, is used as the performance
measure. For hard real-time systems, the probability of packet lost, defined as the percen-
tage of packets that are not transmitted before their laxities expire, is used as the perfor-

mance measure,

4.3.1. Soft Real-Time CASLANSs

For soft real-time systems, the probabilities of loss can be computed analytically by

use of the packet delay distribution. For instance, if the deadline to receive a packet is DL,
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the probability of loss is given by Pr(D >DL), where D is the packet delay.

For CASLAN:S, deriving the delay distribution seems to be an extremely complex and
involved process. Indeed, such a process would involve finding the inverse Laplace
transform of the moment generating function of the delay expression given by the set of
equations in 3.A.12. Therefore, simulation is used to study the performance of soft real-

time CASLANS.

The simulation model used here has the same assumptions as the one described in sec-

tion 2.1. The packet survival function is used as the performance measure.

Figures 4.1-4.4 show the packet survival function for CASLANs with different retry
time values at different offered load values (with N =20 nodes, T:=480 bits and a bit rate of

50 Mbps). The following observations are made:

(1) The pack:t survival rate of CASLANS is acceptable over all offered load ranges.
For instance, at light load, an average of 96% of packets survive a deadline of 20
s (an average of only two retry attempts). At higher loads, the performance is
still very reasonable. For example, at heavy loﬂ (offered load = 9.6) and with the

given parameters, a deadline of 1 ms almost guarantees no packet loss.®

(2) In most cases, the packet survival rate decreases with increasing the retry time

(see (3) below) and/or the offered load.

(3) At high to heavy loads increasing the retry time does not always mean a decrease

18. Such a performance far exceeds the requirements for voice packet transmission, see section 5.5.
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in packet survival. For instance, at an offered load = 0.96, the probability of loss at
=120 (bits) is always lower than that at ©=100 (bits), seec Figure 4.2. This
phenomenon, of superior performance of factor retry time values, was earlier

reported for average performance values, see section 2.1.

(4) At heavy load, figure 4.3, another interesting phenomenon arises. Factor retry
time values seem to have a different shape of the probability density function
(pdf), for packet delay, than non-factor retry time values. Indeed, at factor retry
time velues the pdf shape is narrower. This shape is reflected in the packet sur-
vival function in that factor retry time values seem to be worse than non-factor
retry time values at low deadline values. At higher deadline values, this is com-
pletely reversed. For instance, at T=120 and 160 (bits), the probability of packet
loss is higher than that at other retry time values for packet deadlines less than 230
Hs, see Figure 4.3. On the other hand, at a deadline of 400 ps, the probability of

loss at =160 (bits) is only 4% as opposed to 12% at T=100 (bits).

(5) The above phenomenon is much more apparent in a congested CASLAN, where
the pdf at retry time values that are factors of the packet length reduces to the
impulse function at D = NT + . (This was earlier demonstrated in section 2.3) In
other words, the probability of loss at such retry time values is 1 for deadline

values less than NT + T and 0 otherwise, see Figure 4.4.

The variable Packet length case is much more straight forward and the higher the retry

time and/or the offered load the lower the packet survival rate. Performance values are
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very close to those in the fixed packet length case and are , hence, not shown.

4.3.2 Hard Real-Time CASLANSs

Recall that in section 2.3, it was shown that Congested CASLANs with retry time
values that are factors of the packet length operate in a round robin fashion with bounded

delay. The delay is given by

D=NT+<

In real-time terms, the above implies that in a congested CASLAN with a retry time that is
a factor of the packet length, a packet laxity that is no less than N-T+t would resuit in no
packet loss. This, however, only applies to congested CASLANSs where, as was shown, the
packet transmission order is maintained. A more general hard real-time performance
model of CASLANS is presented here. In this model, packet laxities are exponentially dis-
tributed. Packets that exceed their laxities are removed from the system. Although
exponentially distributed laxities are not representative of most applications, the inclusion
of any other distribution of laxities makes the analysis intractable. Therefore, for those
applications that use a different distribution of laxity, the exponential distribution can be at

least regarded as an approximation.

The model is an extension of the model described in section 3.2. That is, a tagged user
is modeled exactly and the behavior of the rest of the users is approximated to follow the
steady state behavior of that tagged user in an iterative approach. This model is described

in the following section.
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'4.32.1. The Model

In general, modeling a hard real-time system is not a simple task. This is mainly due to
the fact that such models must keep track of packet delays. Packets whose delays exceed
the application imposed deadline are discarded. Hence, the evolution of the system state
may be dependent on too many involved factors. In most cases, the mathematical models
are intractable. However, by the use of some simplifying assumptions, and in the case of
some special systems, the complexity of the problem can be reduced significantly, or at

least the analysis can be made tractable.

For the single scrver queue, the hard real-time problem has been studied by several
researchers. For instance, the M/M/1 queue [75-77), the M/G/1 queue [78-80] and the
Geom/G/1 queue [81].

In [77] and [78], the probability that the unfinished work in the queue (W) exceeds a
certain value (L) was computed. Now, by noting that the unfinished work in the queue
corresponds to the waiting time an arriving packet would experience under FCFS schedul-
ing, any packet facing an unfinished work greater than its laxity (L), on its arrival, would
not join the queue. Kurose et al [73] implemented such a scheme on a FCFS window pro-

tocol and the results of the model were very accurate,

Rubin and Ouaily [80, 81] derived two hard real-time models for the M/G/1 and the
Geom/G/1 queues. In the first model, a packet is always admitted to the queue, and if it
exceeds its laxity, it is removed from the queue. In the second model, a packet is not

admitted to the queue unless it is determined that it will be eventually transmitted. As
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expected, it was shown that the second approach yields better performance results.

Neither the latter model above nor the unfinished work model used in [73] can be used
in modeling CASLANS. This is because:

(1) In CASLANS, as in many other distributed LAN protocols, stations have no

knowledge of other packets in the system.

(2) Because of the retry nature of CASLANS, packets are served in random order.

Therefore, a FCFS queue model is no longer applicable.

The model presented here is based on following a tagged user (in an exact analytical
approach), while the treatment of the rest of the users is through an approach that involves
some simplifying approximations. All packets are admxtted to the system regardless of
whether they are to be successful or not. Packets exit the system if they are successfully

transmitted or if their waiting times exceed their corresponding laxities.

Assumptions used:

(1) Except for the tagged user, the retry instants for packets of all nodes are indepen-
dent of each other and of the packet length. They are identically distributed and
are taken from a general, unknown distribution that is later taken from the steady

state behavior of the tagged user.

(2) All nodes are equipped with single-packet occupancy buffers. That is, once a
packet occupies the buffer, no new packets are generated at a node unless the

packet currently in the buffer has been successfully transmitted.
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(3) Identical and independent packet generation process at all nodes. The packet gen-

eration time is exponentially distributed with rate A.
(4) Packet laxities are expenentially distributed with rate p.
(5) Fixed and equal packet length (T') for all nodes.

(6) The round trip propagation delay between any node and the hub is the same for all

nodes, and is equal to the retry time ().

(7) The packet transmission time is at least equal to the retry time. That is,

T27

As in the model of chapter 3, the model used in this section is based on a discrete time
approach. The retry time is divided into a number of slots, g, which is referred to as the
grid size. An embedded Markovian chain model is used with the embedding points being

at the start of hub acquisitions.

Let §, K, A and o be as defined in section 3.2. We also define c as the probability of

loss in a slot. ais given by

o=1-eg ¥
Because of the discrete nature of the model, it is assumed that packets that arrive at the
hub during a slot are delayed until the beginning of the next slot. This implies that the
packets that contend for the acquisition of the hub at the beginning of a slot are those that

arrived at the hub during the preceding slot.
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In this model, and as the model in chapter 3, the system is represented as a polling one.

The hub chooses at random one of the following four groups (see Figure 4.5):

« Idle users. These are the users with no packets to transmit at the end of the hub acquisi-
tion. They may then generate a packet in an idle slot before the next hub acquisition. If
they do, they may only acquire the hub at the beginning of the slot following the packet

generation slot.

« First-time ready users. Those are the users which became ready during the last hub
acquisition.
» Carry-over ready users. Those are the ready users that were ready before the start of

the last hub acquisition.
« The tagged user, which may or may not be ready.

Only packets from i carry-over ready users are subject to loss. The remainder of the
carry-over ready users are inspected twice during a transition. COnce at the end of the hub
acquisition (i) and the other at the end of the following overhead period (i"), see Figure

4.5. In the sequel, these would correspond 10 Py, () and P,,u4 55, (), T€spectively.

A three-dimensional embedded Markovian chain is used to represent the polling sys-

tem, where the embedding points are at the start of hub acquisitions.

1. The first dimension is the state in which the tagged user is in. We consider three
different states for the tagged user, namely: R (not ready), A (Acquiring the hub),
and R (ready),
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2.  the second is the number of carry-over ready users, and

3. the third is the remainder of the hub acquisition time at the instant of arrival of the
tagged users packet (Y), if the tagged user is ready. If the tagged user is not ready,

Y is arbitrarily set to zero.

In such a representation, P(new, j,y, l0ld i y,_,) is the transition probability from state
(old,i,y) to state (new, j,y;), where old (new), i (), and y,_, (y,) are as defined in sec-
tion 3.2.

i

L.

Hub |.L B Jl |______ ............................ _______l

//k idle users

iy i
i carry-over i~ A \ i=i
eSS

m first-time . Contending for the hub
ready users

« k idle users

+ [ outof m first-time ready users

h outof i’ carry-over ready users

tagged user

Figure 4.5 : Illustration of the different classes of users contending for the hub

To simplify the expressions of the transition probabilities, the following definitions are
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made. First, let P, (u), Pp(n.M.T), PL(t), Pp(2): Pigte(k M ), Proosy(h .M t) and P,,,, (1M £)

be as defined as in section 3.2. The following additional definitions are made.

. P,(u)=1~(1-0)"

This is the probability that a packet from a carry-over ready user is lost during time u.

M
n ] P, (T (1-P,(T))* 0<nsM

* Py (8. M.T)= 1, otherwise

This is the probability that M—n packets out of M carry-over ready nodes are lost dur-
ing the transmission time, T.

4
+ Py()= E (-1-0/™Y) - Pyr ()= [t—-‘i‘f‘”—] P ()

a=l

This is the probability that a packet from a carry-over ready user is lost during an over-
head period of length t without contending for the hub. P,,, (¢) is simply the probability

that a packet from a carry-over ready user arrives at the hub exactly in slot t.

M
[,, ]PL.(:)"'“ (=P ()" Osn<M
* Preaty 1oes (8 M £)= 19 otherwise

This is the probability that M~n packets out of M carry-over ready nodes are lost diz-
ing the overhead period, ¢.
It can be noticed that, the above probabilities are all functions of the overhead period ¢.

Since ¢ is dependent on the number of ready users in the system, as well as the interarrival
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times of the tagged user, one can first obtain the joint transition probabilities

P‘"(new.j.y,,, Vold d Yy ), then sum over all values of ¢, Depending on the state of the

tagged user, 9 different cases exist. Expressions for transition probabilities of each of

those cascs are shown below.

Transition Probabilig Expressions

First, the following assumptions regarding packet loss are introduced:

)

@

€)

@

Other than the tagged user, only packets from carry-over ready users are subject to
loss. This is a reasonable and justifiable assumption, since idle users do not have
packets and first-time ready users’ packets at the end of a transition would have

arrived at the hub no more than T+t slots earlier.

In a transition, if a packet is lost during the hub acquisition, it is assumed to have

been lost since the start of the transition.

If the tagged user’s packet is lost, the tagged user is not allowed to generate
another packet before the start of the next transition.This assumption is made to
reduce the complexity of computing the probabilities of packet loss. Without this
assumption, computing the loss probability would have been a lengthy and very
involved process, without significantly enhancing the accuracy of the model.

(1) and (3) above imply that packets from the tagger! user could only be lost if the

tagged user went from ready to not ready.
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1. Tagged user is initially not ready:
Li Case R0R :
The tagged user is not ready and will not become ready during the transition.
~ — i ' i .
POR j yap \R i Ypeg )= (A=Py (4T )Y 3 Pioas (0 4 T) T Pready_toes(E i 4£)
i=0 =l
Jitl jK=i+l i

kw0 w0 A=D

{ Pp(tY Py (N=i=1,j k=~ +1,T )Py (k N+ i H 2 Y Pryaty (1 i) Py, (1] =k =i +1.1)

+PL(t)~P,,(N-i'-l,j-k—i'.T)-P,-¢,(kN-j+k-i'+i'—l.t)'Pmd,(h.i".z)-Pm(l,j—k-i'.t)] 4.1)

The term outside the summation in equation (4.1) above is the probability that the
tagged user does not generate a packet during the transition. The first two sums are over all
values of iost carry-over ready packets at the end of the hub acquisition and the following
overhead period, respectively. The term inside the curly bracket is the probability that &
idle, A carry-over ready and ! new users have their packets arrive at the hub exactly in slot
¢ after the hub release. Note that only one of these users would acquire the hub. The rest, if

any, will become carry-over ready users at the next embedding point.

Lii Case R—A

The tagged user becomes ready after a transition. The transition probablhty is given by
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PO g8 1Rl Jpeg) = O1-0)' 1 EProeg (4. T) 3 Pranity tor (')
i=0 i=0

-

=i jk=i i 1

Eo E.o E.o Ty [P,:(:)-P,,(N—i-l.j-k-i TP gy (kN —j+k~i+i"=1,t)

Pready (1 Y Py (1 j—k—i"t) + P (8) Py (N—i =1 j—k=1,T )P g, (k N —j +k—i +i =1,£)

Preniy (B i )Py, (I ,j-k-i'—l.:)} 4.2)

The term outside the summation in equation (4.2) above is the probability that the
tagged user packet arrives exactly in slot ¢. The inside summations are over all possible
combinations of having & idle, h carry-over ready and ! new users schedule their packet
arrivals at the hub, exactly ¢ slots after the hub release. Again, the probability accounts for |

both cases in which the user that last released the hub is involved or not.

Liii Case R —»R

The tagged user becomes ready. Let Z be the first interarrival time of the packet from
the tagged vaar, Now X =T-Z (refer to Figure 3.4). X can be in one of two fanges, and the
transition probubility depends on which range X is in.

1SXST:

This is the normal case where the tagged user’s packet arrival finds a busy hub, see

Figure 3.4a. The transition probabili: y is given by

PEDR Yo 1R S Y )= O1=0Y *TX 5Py (4. T) 3 Pray ton € )
in i=0
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joi'#l jok=i ¥l i , - -
z z [P,;(t)-P,,(N-i =~1,j=k=i +1.T) Py, (k N~jtk—i+i =2ty
kmO) w0 A=D

Pready (1.0 1) Prgyy (1 j—k =i +1,8) + PL (Y Por (N~ =1,k =i \T) Py (k N =j+k =i +i =1,8)-

Prgaiy (h ’i'o’)'Pm (l 'j-k—i"vt) ] (4°3)

The term outside the summation is the probability that the tagged user becomes ready

at exactly slot t+T-X. The terms inside the curly brackets are the same as those in (4.1).

X=T+1:

This case is different from the above because the tagged user will contend for the hub,

see Figure 3.4b. The transition probeability is given by
- i '] ‘-' LN
. iwd i=0 -

i+l j=ik+l & k+l+h

Eo i=0 Eo kH+h+1 [PE(')'P (N~ =1,jk—i"+1,T )P g, (ke N~j+k =i +i =2, )

Praaay(h i Y Prgyy (1 oj k=i +1,8) + P )Py (N—i =1,k ~i T )P gy (k N—jHk~i i =1, )

Pready (B8P 1 ,j—k-i",:)] - (4.4)

The difference between équation (4.3) and (4.4) is the quotient outside the curly brack-
ets in equation (4.4), since this accounts for the total number of users conteading for the

hub, which, in this case, includes the tagged user.

Now, recalling that X = nt+y,s and unconditionning on X, then
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X =
3 PEed) (g Vo \RAYeg)  Osy <A

n=0

K-1

TP R jyp Rideg)  Asyy<t
A=)

IL Tagged user is initially acquiring the hub

ILi Case A—R:

POR.j yap Ak Joeg) = 1P (4T ) S Py T T Praay o 4 '8)
i=0 iw0

J=iHl jk=iel

k=0 a0 A0

Pu(N-i',j—k—i'+l,T)~Pw,(k.N-j+k-i'+i'-l)-Pmd,(h,i'.t)-P,,m(l,j—k-—i'+l.t )

4.5)

(4.6)

The term outside the summation in equation (4.6) represents the probability of no

packet arrival from the tagged user. The term inside the summation is the probability that

k, h and ! packets from the idle, carry-over ready and first-time ready users, respectively,

arrive at exactly slot ¢.

ILii Case A—A

For the tagged user to reacquire the hub on the very next hub acquisition, then ¢ must

be greater than 1. Thus, there should be no remaining ready users to contend for the hub.

That is, all ready packets must be lost during the transition. The transition probability is

therefore given by
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P4 J yap VA d Yoer) = O(1=0) "1 Piey (04 T+T)Piige G N )P (N ’O’T)'Tlif 4.7
In (4.7) above, the first term is the probability of a packet arrival from the tagged user
at exactly slot ¢, the second term is the probability that all current carry-over ready users
are to be lost during the transition, the third term is the probability of the arrival of j pack-
ets out of N idle users, while the fourth is the probability of no new arrivals during the
tagged user first transmission. The last term is the probability that the hub randomly
chooses the packet from the tagged user over the other j packets that arrived in slot ¢.

ILiii Case A R

This case is similar to the R—R case, except for two differences. First, the tagged user
must wait for a time equal to t before being able to generate its next packet. This is
because the tagged user is the last to release the hub. Second, one must distinguish
between the cases for which ¢<t and £>7.
olSi<t

It is not hard to see, in this case, that 15X <T'+t—t. The transition probability is given
by
. T X5 p  QiT) Y .
PEOR J yop 1A b Ypgp) = 00" T 3Py 1 T) T Proadty toss (i i 12)
i=0 -

i=0

Ji'¥) jok=i¥l ‘i' , . - A
T % Pu(N~ijki F1LT )Py (k N=j =i +i=1)
kw0 =} k=0

Pready (B4l ) Prgy (1j—k—i +1,£) 4.8)

>7
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Here again a distinction between the case where 1SX <T and the case where X=T"+1 is
made. The latter represents the case where the tagged user contends for the hub. Note that
because of the limits on X, this case was non-existent with ¢st.

X<
The transition probability in this case is the same as (4.8) except for the limits on X.
X=T+1

The tagged user contends for the hub. The transition probability is given by
P“")(R ,j ,y¢ iA .O,J?b,f) = 0(1—0)’-‘-1' iplm (i'oi !T) .zPrwy loss (i.’i"‘)
i=0 {wl) -

Ji ¥l jk-i4l i k+l+h

e P (N =i ki +1,T) P gy, (k N —j e —i +i 1)
,Eo = Eol+k+l+h = idle

Proaty ity P, (1, j~k—{"+1,£) (4.9)

As in the R —R transition

4

N ~

§’P R oj Yap | A i Yogy) 0Sy,e <A

R

POR j Yop 1A Yogg) = {K1 (4.10)

P(lf"')'d-‘)R i 1A
E‘,o RjyaftlAlyuy)  Asyy<t

\

IIL. The tagged user is initially ready:

IILi Case R5R

As far as the hard real-time system is concerned, this case is one of the most important
ones, since for the tagged user to become idle (R) after being ready (R), its packet must be

lost. If it is not lost, the tagged user must go through an R—A4 , thea an A—R transitions.
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A distinction between two different cases is made:

« Packet lost after Ty, :

In this case, t<t—y,,s, see Figure 4.6. The transition probability is given by (4.11) below.

POR j g 1R i Ypur) = (1-0)" M -(1~(1-a)) =5 2';1’,,,,, @4.T)

i=0
i - jol j-E-i4l &
Y Preaty o€ i)' Y T X
i=0 - ks =0 k=0

{ Pr(e) Py (N=i=1,j—k—i"+1,T P g, (ke N—j i~ +i 2,8 )P oy (1 i )Py, (1 j—k =i +1t 1+

PL(t)-P,,(N—i'—l,j-—k—i',T)-Pm(k,N-—-j+k—i'+i'—l,t)-P,,,¢,(h,i",t)-Pw(l,j—k-i",t)] 4.11)

The first term above is the probability that the tagged user’s packet is lost after time

T~Yper - The remainder of the expression is the same as equation (4.1).
« Packet lost during t-y,,;:
This case is similar to the above case except for the first term. This term is replaced

by 1-(1-a)* ™. Also, there is no limit on the overhead period.

ILii Case R—A

Since the model keeps track of ¥ values of the tagged user, the value of the overhead

period ¢ is deterministic and is given by r=t-y,,,.

P(AJ It 1R 4 Y5g) = (100" S Piory 4 T) TPraacy o6 ')
i=0 i=0
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| —— Tt |

= Yoef |t o)< T )I

No loss \ Packet lost

(a) Packet lost after arriving during the hub acqisition

\ Packet lost

(b) Packet lost during the overhead period

Figure 4.6 : An R —R transition .
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J=i_ jk=i" ¥ 1

2 I X e

{Pg(t)-P,,(N-i'—l.j-.f:-i'.T)-Pw, (kN =t H =18 Y Prgay (B i 2V Py (L j—k—i )+

PL(t)-Pu(N—i'-l.j-k—l.T)-Pw,(k,N-j+k—i'+i'-l.t)-Pm(h.i',t)-Pm(l,j-—Ic-i'-l,t)} 4.12)

This is the same as the R—A transition, equation (4.2), except for the term outside the
summation. This term in (4.2) is replaced by the probability of no loss during t-y,,s in

equation (4.12).

HLiii Case R—R

For a transition from y,,s t0 y,q, the overhead period ¢ is deterministic, see Figure 3.7,

and is given by
t= t_ybd' +X-T
where
K T+y¢ OSy,,ﬁ <A
X=1w_ (4.13)
(.4 l)t‘i‘yd AS}’@ <t

Therefore,

Ji# k=¥l

PR Jap 1R i g ) = (100 T F 1oy CiT) T Prosty oG ) 3 5 X
i=p =0 = ksD =) he0

[P L (@) P (N~ =1, j <k ~i 41T )P gy (k Nk~ H =2, YPrggy (B i Y Py (o j—k—i +1,8 )+
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PL(t)-P,,(N—i'-—l.j—k—i',T)-Pw,(k,N—j+k—i'+i'-l.t)~P,_,,(h.i'.t)-Pw(l,j-k—i'.t)] 4.14)

The first term above is the probability that the tagged user’s packet is not lost during

time £+ . The remainder of the expression is the same as equation (4.1).

To solve for the stcady state probabilities, a transf-: :ation from the three-
dimensional state space to a one-dimensional stite space is required. Such a transforma-
tion was described in section 3.2. One can then fiad the éteady state probabilities by solv-
ing the set of equations in (4.15) below.

R=2P and X7 - 1 (4.15)
where,
P is the transition probability matrix.
¥ is arow vector containing the steady state probabilities.

T is a column vector of 1 elements.

4.3.2.2. Model Analysis

The most important performance measure considered is the probability of packet
loss. The nature of the model makes such a requirement readily available once the transi-

tion probabilities and the steady state probabilities have bean obtained.

Since only packets from ready nodes can be lost and since the tagged user is not
allowed to generate a new packet immediately after it loses one, the probability of loss
can be expressed as the fraction of packets lost out of all the packets generated. Notice

that, according to the model presented in section II, the tagged user loses a packet if a
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transition from R to R take: ..ace. Also, the packets generated by the tagged user are
cither transmitted, therefore resuliing in 2 state «7 1 “acquired wub by the tagged user) at
a transition, or are ic:t, hence resulting in the transition .on: R t& R. The yrobability of
loss can therefore be expressed as:

- Pr(R followed by R)
Pr(R followed by R) + Pr(acquired huh)

Pr,,”

N-1 N =1 — .

L X X PRJOIRLYoef) TR i)
_ iwl) jul ypy=0
T N-1 N 1

T T T PR.UOIR Yoy) Ring+PA)
im0 ju0 ypyul

(4.16)

Notice that under steady state operaticn, and for a symmetric system with N +1 users,

1
P@=F5

To enhance the model, the iterative method described in section 3.3.2 is employed.
Recall that the main approximation in the model described in section 4.3.2.1 is the treat-
ment of carry-over ready users. A uniform distribution was used to approximate their
retry times. Here, a better approximation is presented for the distribution of carry-over

ready users.

Define P, (¢t IR) as the probability that the tagged user arrives at the hub exactly in

slot ¢ after the hub release given that the tagged user was ready. P, (¢ |R) is given by

N-l N =t

"2 X X [PAJOIR Yper) + PR .jYop IR iYoo)

P,(tIR)=
'" PiugR) iz jmd ygm0
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+P (R ,j.OR A ypeg Y(1-0)']  ®p s | 4.17)
where,

Yoef = Tt

and P,,, (R) is the probability thet the tagged use is ready and is given by

N-1 2=}

Pug®R)= 3 X *priy) (4.18)

i=0 y,=0

Since the tagged user is modeled exactly, a better approximation in modeling carry-
over ready users is to use Py, (¢ IR) rather than the uniform distribution used earlier. The
model is therefore modified to employ an iterative method in which Py (¢ 1R) values are

collected and fed back to the model to represent the distribution of carry-over ready users.

Pready(h M ,t) is now redefined as
2 | Pug (8 \R)* (1-PF,, (¢ |R)M*
i | Pag@®1R)* (1-PF 0 (¢ \R)M O<h <M & 1<t
Proasy(h M £) = { Pg (¢ IR h=M & 1=t
0 otherwise

where, P, (t IR) is as defined above and PFy (¢ 1R) is the probabxhty that a packet from a
carry-over ready user arrives at the hub during time ¢ from the hub release, and is given by

PFue(tIR)= éP,,,(ilR)

im]

As should be obvious, and as mentioned in section 3.3.2, the larger the number of itera-
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tions and/or the grid size used, the more accurate the results. It was shown, however, in

section 3.3.2 that a grid size of 20 and only 4 iterations are sufficient to obtain reasonably

accurate results. Therefore, in obtaining the performance results,such values will be used.

4.3.2.3. Numerical Resuits:

The effect of the offered load, the number of nodes, the packet retry times and the mean

packet laxities on the probability of loss is studied.

Values of the mean packet laxity are chosen such that to allow at least N packet
transmission, on average, while the packet is waiting to access the channel. For example, if
N=20 and T=480, then at least 9,600 bits plus the round trip propagation delay are required
for N transmissions (about 200yts). In the following tests two values of mean packet laxity

are used. These values are chosen to roughly represent NT and 2NT 19

In Figure 4.7, the probability of packet loss versus the retry time is shown, (with
T=480 bits, N=20) under light to medium loads at different values of mean laxities of 200
ks (10,000 bits) and 400 ps (20,000 bits). Results of the analytical model together with
results from a simulation model are presented. The following observations can be easily
made:

(1) CASLANSs possess excellent survival probability at light to medium load. The
highest reported probability of loss at offered load = 0.48 is less than 6%. At an

offered load=0.096, which corresponds to light load, the loss probability is always

19. Even though these values may scem high, for reasonably large systems (e.g. 50 nodes), the packet laxities would
still be in the 100°s of ys range.
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Probability of Loss %

N=20
T = 480 (bits)
5 | Bitrate = 50 Mbps

Mean Laxity = 10,000 (Model) ______
Mean Laxity = 10,000 (Simul) __ _ _
s L Mean Laxity = 20,000 (Model). . .....
Mean Laxity = 20,000 (Simul) _. __
..... =
R
3 | Offered load = 0.48 i 4
Tt T *’.5/
P
A <
S i
u‘lr’...ﬁ"j
2 Teae o
1+ Offered load = 0.096 -
~
mmm————
—.—/_ —_

0 l ] | ] L | ] | ! | |
70 9 110 130 150 170 190 210 230 250 270 290 310

< (bits)

Figure 4.7: Probability of loss at different values of ¢ in a 20 node system
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below 1%.

In most casce, the probability of loss increases with increasing the retry time
and/or the offered load, while it decreases with increasing the mean packet laxity.
For example, in the case of applications with greater laxities, €. g., on the order of

a millisecond or more, the probability of loss becomes much less.

Results of the model are usually very close to simulation results. At an offered

load of .096, the two coincide, and are indistinguishable.

In Figures 4.8 and 4.9, probability of packet loss versus the retry time are shown (with

T=480 bits and high to heavy offered loads) at N = 10 and 20 nodes respectively. Again,

results from the analyiical and simulation models are presented. We make the following

observations:

0y

Q)

CASLANSs performance under real time constraints is reasonable. The probabil-
ity of loss, at an offered load of 0.96 (almost unity) and a mean laxity of 10,000
bits, does not exceed 10%. Increasing the offered load by an order of magnitude,

i.e. 10 9.6, more than half the packets generated will survive.

The results show that retry time values that are factors of the packet length seem
to possess local superior performance, in the sense that a relatively lower loss
probability is observed at such zetry time values. This superiority, however, is
insignificant. It should be noted that the model is capable of capturing such an
effect.
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Probability of Loss %

35 | Offered load = 9.6 .
30 = —
~o~ i et TR e TR T AT = =
25 |- _
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Figure 4.8: Probability of loss at different values of T in a 20 node system
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Probability of Loss %
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Figure 4.9: Probability of packet loss at different values of 1 in a 10 node system
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(3) The accuracy of the model is very reasonable. The maximur: deviation from
simulation results is less than 6%.

4.4. Summary

In this chapter, the performance of CASLANS in a real-time environment was studied.

Both so7. and hard real-time CASLANS were considered.

For soft real time CASLANS, a simulation model was devised from which the packet
survival function was obtained. It was shown that CASLAN perform very well under soft
real-time constraints. Also, it was shown that, at high to heavy load, factor retry time
values have a higher survival mte than non-factor retry time values as deadline values
increase.

For hard real-time CASLANS, a mathematical model analyzing the performance of
such CASLANS was introduced. Results from this model were presented and compared to
results from a simulation model. |

The model is based on following a tagged user in a near-exact analysis and approxi-
mating the behavior of the rest of the users by substituting the steady state behavior of the
tagged user. Packet laxities are sampled from an expohential distribution. Packets can

exit the system either by acquiring the hub (successful transmission) or if they are lost.

The numerical results show that:

(1) In general, the accuracy of the performance model is very good since at

extremely heavy load the error does not exceed 6%. Therefore, the model can be
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used to accurately predict the performance of 1:£:7; ANs in a hard real-time
environment.

Under light to medium offered loads, the performance of CASLANSs under real-
time constraints is excellent. Since most real-time systems are moderately
loaded, it is projected that CASLANS are very good candidates for hard real-time
applications.

Even under extreme heavy load conditions, the survival rate of CASLANs
operating with a mean laxity of 200 us was above 50%. With a higher laxity,
e.g., a millisecond, the probabilities of loss are greatly reduced and may even

vanish.

Retry time values that are factors of the packet lengih yield superior performance

results.
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Chapter §
Prioritized CASLANSs

Thus far in this thesis, only symmetric CASLANSs were considered, i.e., CASLANs
where all nodes have the same retry time and mean packet length. In this chapter, the
performance of prioritized CASLANS is studied and analyzed. Emphasis is made on the
effect of the retry time on priority implementation. Both data only and integrated voice
and data applications are considered. It is shown that controlling retry time values might
be sufficient to effectively implement priorities in CASLANS. During the course of study-
ing prioritized CASLANS, a performance model is devised in section 5.4. The model is

shown to accurately predict the performance of moderately loaded CASLANS.

The chapter begins by reviewing some prioritized access schemes that have been dev-

ised for use in random access protocols over the past few years.

5.1 Prioritized Random Access Protocols

This section reviews some of the priority schemes for data transmission, as well ag
integrated voice and data transmission, devised for random access communications chan-
nels. In general, for a priority scheme to be acceptable, it must possess the following attri-

butes:

(1) The performance of a higher priority class should be immune to the presence of

lower priority packets.
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(2) Packets of the same priority class should be able to contend equally and fairly

for chanr.el bandwidth.

(3) The overhead required to implement a priority scheme must be kept at a minimal

level.

Because of e widsspread use of Ethernet [17], many priority schemes based on vari-

ations of the CSMA and CSMA/CD protocols were proposed [66-72, 82, 83].

Tobagi [82] proposed a message-based prioritized p-persistent CSMA protocol. In
this protocol, a reservation period precedes channel contention periods. In the reservation
period, each station with a packet to transmit makes a reservation. In the contention
period, the highest priority class asking for channel access is granted exclusive transmis-
sion rights. Stations with packets belonging to this ciass use the p-persistent CSMA pro-

tocol for accessing the channel.

In [66), Muémchuck devised a variation of CSMA/CD suitable for synchronous and
asynchronous traffic. In this protocol, synchronous traffic, e.g., voice, is transmitted in a
TDM-like manner and asynchronous traffic, e.g., data, is transmitted using CSMA/CD.
Synchronous sources transmit using the CSMA protocol, i.c., sense the channel before
{ransmission, but not while transmitting. Indeed, once a transmission from a synchronous
source begins, it is never aborted. This is because packets from synchronous sources are
preceded with a preamble that is "equal” in duration to the collision window. During the
collision window, asynchronous sources that sense a collision will abort their transmis-

sions before synchronous sources begin transmitting useful information. Collisions
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among synchronous sources are reduced by requiring them to schedule their next
transmissions after fixed times.

Nutt and Bayer [67] studied the effect of diffefent backoff algorithms (used to resolve
collisions). The backoff algorithms considered were:

(a) Random: Backoff delay obtained via a uniform distribution.
(b) Binary exponential backoff: Same as Ethernet.

(c) Random voice/binary exponential data: Voice packets backoff delay is obtained

via a uniform distribution such that they are not scheduled after their deadlines.

(d) Voice biased/binary exponential data: This aigorithm favors voice packets over
data packets.

The authors found that the binary exponential backoff algorithm is not well suited to
combined voice and data. Their results also suggest that the random voice/binary
exponential data algorithm is the best in terms of the voice packets loss. Their final point
was that CSMA/CD networks are appropriate for carrying voice packets, provided that
the network does not become overloaded.

Chlamtac and Eisenger [68] suggested a few variations to the Ethernet backoff algo-
rithm in order to enhance the performance of integrated voice and data transmission. Such
suggestions include increasing the first retransmission interval to give better randomiza-
tion,‘ and ensuring the placement of voice traffic into non-contending slots. They also sug-

gested the removal of old voice packets, hence reducing the contention facing new pack-
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ets, at the expense of som:e packet loss.

In [69], Goel and Elhakem suggested the use of a hybrid scheme in which data pack-
ets use the CSMA/CD protocol and voice packets.am transmitted usirg a different proto-
col called FARA/CS (Frame Adaptatle Reservation ALOHA with Carrier Sense). In
FARA/CS, time is slotted and users with voice packets reserve a slot before the next
frame. Slots are cither reserved, idle or collided. A newly active or a collided user
transmits in one of the idle or collided slots. Users with reservation, transmit in their

reserved slots only. Other users are not to use reserved slots.

In [70], a w=xiation of virtual time CSMA (VT-CSMA) called Reservation VT-CSMA
(R-VT-CSMA), was proposed. In R-VT-CSMA, voice stations appear to have a dedicated
TDM slot, and the delay of voice packets is bounded by the length of the frame (defined
as the period between two successive voice packets from the same station). During a
talkspurt, a voice station always schedules its next packet transmission at a fixed time
within the frame (similar to [66]). Data packets are assigned a lower priority and operate

according to the normal VT-CSMA protocol.

Other Prioritized random access protocols have been proposed for data transmission

[83], as well as integrated voice and data transmission {71, 72}

In the following section, it is shown that implementing priorities on CASLANS can be
achieved without the need for proposing new protocols. Indeed, it is shown that priority

can be effectively implemented by simply varying node retry time values.
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5.2. CASLANSs with Two Priority Classes

In this section, CASLANSs with two classes are considered, each of which has its own
mean packet delay, arrival rate and retry time. A simulation model which is similar to
that in section 2.1 is used for the study. The effect of the retry time on the average delay

of each class is analyzed. Also the use of retry times in priority assignment is shown.

Let Cy and C; denote classes 1 and 2, respectively. Let N;, T;, A; and t; respectively
be the number of nodes, packet length in bits, arrival rate per bit time and the retry time
in bits for C;, where i = 1 or 2. First, the fixed packet length case, T,=T,=T is studied.
For simplicity, it is assumed that A,;=A,=A.

Figures 5.1 and 5.2 show the average delay versus T, (with N;=N=10, and T = 480
bits), for various values of A at t;= 110 bits (a non-factor of T) and 120 bits (a factor of

T) respectively. By analyzing these results, as well as results at different values of T, N,
A, and A,, the following observations can be made:

1) At light load, the higher the retry time, the higher the average delay. Subse-

quently, the class with the lower retry time has higher priority.

2) At high load, increasing the retry time for either class does not always mean
higher average delay. Indeed, at retry time values that are factors of the packet
length, 4 decrease in average delay in the form of a local minima is observed. This

agrees with the single class results (see section 2.1).

3) The observed decrease in average delay of a class of users is associated with an

increase in average delay of the other class, even though its retry time has not
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changed.

Based on the above results, the following proposition is introduced.

Proposition 5.1:
Let 7, be a factor of T, and let D ;(t)(D (7)) denote the average delay of C,(C,) at retry
time t. Then, there exists a period [t;~9,%0) in which D (%;)SD(t;), where 7, €
[71‘5,“")- |

O

The value of 8 increases with the load and reduces to O at light load. At light load,
D ,(2,)<D 5(%y) if and only if T,St,. On the other hand, the range of ; (a factor of T)
could, at heavy load, extend to the greatest factor of T less than t,. Note that the above
proposition suggests that if t, is a factor of T, then there exists no T,>t; such that C,
would have a higher priority over C, i.e., lower delay. This proposition is equivalent to
proposition 2.1 for the single class case. Proposition 5.1, however, is concemed with com-
paring the retry times of two contending classes of users. On the other hand, proposition
2.1 compares two modes of system operation, each under a different retry time value. The

following results follow from proposition 5.1.

Corollary 5.1:
If ¢, is a factor of T, then C could only have higher priority than C, if 7, <7,.
Proof:

Since 1, is a factor of T, then its range includes all values higher than itself. Thus, for C,
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to have higher priority over C,, T; must be less than <,.

Corollary 5.2:

If T, is a factor of T, then (in the absence of information about 3) the largest t; value to
be assigned to C, and still guarantee it higher priority over C is equal to the greatest fac-
torof T less than t,.

Proof:

Let T be the assigned value for ©,. If © is a factor of T then its range would include every
value greater than itself. Let t, be the greatest factor of T less than 1. If t=1,, then T,
is in the range of © and C; would have higher priority. Now, let 7, T, <t<T, be a non-
factor of T. Since the range of T,, [t,~d,¢), may include <, then assigning T,=t does not
guarantee a higher priority for C,. Therefore, assigning T, to the greatest factor of T that
is less than T, guarantees C, a higher probability over C .

O

In order to empirically verify the above corollaries, consider Figures 5.1 and 5.2. In
Figure 5.1 with 7;=110 bits, A=0.001 and ©,=160, D 5(%,)< D(%,). In Figure 5.2, 7,=120
bits and at the same values of A and 7, it is found that D (t,) < D,(ty). That is, by
increasing T, from 110 to 120, C, is assigned a priority that is higher than that of C,.
This result also shows that T, < t,, does not guarantee a higher priority for C,. Only by
making <, a factor of T (T;= 120), is priority over C, guaranteed. Also note that with T, =

120, C, always has lower average delay than C, for 1, in the rangc. [100, 480}, see Figure



162

5.2. In fact, the range of T, = 120, at offered load = 9.6, extends almost to the greatest

lower factor retry time value (96) and is approximately given by [96.3, o).

It should be noted that the effect of changing the retry times is much more apparent
here than in the single class case (section 2.1). For instance, in Figure 5.1, changing 1,
from 240 to 180 at A=0.001 yields an increase of 105% in averzge delay (D 2), as opposed
to an increase of only 10% in the single class case. The reason is that as T, changes such
that C, has lower priority, C, packets will face less contention at the hub causing a
decrease in D (1) and C, packets will face more C, packets, and this causes more C,
packet retries. This results in more C, packets being transmitted. This phenomenon,
where one class monopolies the hub, is called the hub hogging effect. To illustrate the
effect of hub hogging, the number of successfully transmitted packets of C,and C, are

compared at different values of t; and t,, see Tabie 5.1.

YA No. of packets of C, No. of packets of C,
(bits)

110/ 140 26,350 23,650

110/ 160 20,469 29,531

110/ 280 32,130 17,870

120/ 140 35,791 14,209

120/ 160 27,620 22,380

120/ 280 40,559 9,441

Table 5.1: The hub hugging effect

In Table 5.1, A=0.001, T=480 and a total of 50,000 packets were successfully

transmitted over the simulation time. From the table it can be seen that hub hogging is
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strongest at T;(tp) values which are factors of T. For instance, at ;=120 and 1,=280, a
total of 40,559 C, packets and only 9,441 C, packets are transmitted. With T; =110 and
T, = 280, these numbers changed dramatically to 32,130 packets from C, and 17,870

packets from C,.

An implication of the apparent increase of hub hogging at retry time values that are
factors of the packet length, is that a priority class using such a retry time is not severely
affected by the presence of packets from another class that uses a non-factor rery time
value. By exawuci - " %" at offered load = 9.6, with Ny =N, = 10 and with T, in the
range [280, 440} oo Mg 1.2- it can be seen that the average delay is very close to that

at N, =0 (single ciass CASLANS with N = 10) where D(120) = 81.5us.

It was shown that assigning a factor retry time value to a priority class results in lower
average packet delays. In some cases such as real-time applications, as disgussed in
chapter 4, reasonable average performance does not suffice. In real-time application, the
probability of packets being received before their deadlines is the primary performance
measure. This makes controlling the maximum delay as important as, and may be more
important than, maintaining a low average delay. In Figure 5.3, maximum observed
delays of C (real-time traffic) versus T, at various values of T, (where C, is a non-real-

time traffic) is shown, with Ny =N, =10, T = 480 and an offered load of 9.6.

From tiie results in Figure 5.3, it is not hard to notice the significantly iower max-
imum delay at retry time values that are factors of the packet length (120, 160, and 240).

Fer instance, at T, = 140, the maximum delay of C; decreased from 2460 ps to 560 us
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when 1, was increased from 100 to 120. Also note that a low maximum delay is main-
tained at retry time values that are factors of the packet length, even with T, a factor of

the packet length, see the delay at T, = 160 in Figure 5.3.

Finally, the case where T',#T, is studied. The distribution of T, is arbitrarily chosen
to be exponeniial, which eliminates the effect of T, on the priority assignment. In Figure
5.4, the average delays of C, and C, are shown versus the retry time of C; (with 1,=110
bits, N =N,=10, and T =T, = 480). By analyzing of the results of Figure 5.4, the foilow-

ing observations are made.

Proposition 5.I and corollaries 5.1 and 5.2 still apparently hoid in the case where
T#T,. However, the effect of the factor retry times is not so profound. A decrease of
only 21.5% is noted in D, when decreasing 7; from 140 to 120 at A=0.001 and 7,=110
bits, whereas in the fixed packet length case the decrease was 39%. This is due to the fact
that T,=T |, and that T, is variable causing the interdependence between tﬁe packet length
and retry time to decrease. However, this interdependence did not completely vanish
because T, is still fixed and <, is a factor of T,. Therefore, this still gives C; higher prior-

ity over C, within the range of ;.

The results in Figures 5.3 and 5.4 are of extreme importance, since they show the
potential for using CASLANSs for integrated services applications (e.g., voice and data).
Since voice packets are of fixed length, they could be transmitted with a retry time that is
a factor of the packet length. Variable length data packets could be transmitted with a

retry time, a non-factor of the packet length that is greater than the retry time for voice
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packets. This would not only assign higher priority to voice packets, but also results in a
very low percentage of lost voice packets. This is because of the much lower maximum
delay associated with retry time values that are factors of the packet length. This issue is
deferred to section 5.5.

5.3 Modeling of Prioritized CASLANs

In chapter 3, a performance model for symmetric CASLANs was presented. The
model was based on following a tagged user (in an exact analytical approach), while the
rest of the users were modeled to follow the steady state behavior of the tagged user. This
model . §.47: - utperform all other CASLANS performance models mainly because

it does not assume independence between packet retry instants at the hub.

In this section, a performance model of a two-class CASLAN is introduced. The
model is a generalization of the single class model in chapter 3. The system is modeled as
a polling system where the hub chooses at random one of the users of class 1 or class 2.

The users of either class are divided into the following groups, namely,
(1) idle users,
(2) first-time ready users,
(3) carry-over ready users and

(4) atagged user

These groups were defined earlier in section 3.2.
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The following assumptions are made:
(1) All nodes are equipped with single packet occupancy buffers.
(2) Identical and independent packet generation process at all nodes. The packet gen-

eration time is exponentially distributed with rate A,(A;) for class 1 (class 2).

(3) The packet length for each class is fixed and is given by T',(T,) for class 1(class

2).
(4) For each class, the retry time is the same and is given by 7(z)) for class 1(class 2).
(5) Min (Tl' TQ)Z Max (Tl, 'Fz).

(6) Except for the tagged users, the retry instants for packets of all nodes are indepen-

dent of each other and of the packet length.

As in the model in section 3.2, a discrete time approach is used, where the retry time
is divided into a number of slots. Since there are two retry time values, the choice of the
grid size is not obvious. Recall that, in the single-class model, the grid size represented
the retry time in number of slots. A choice of the same grid size for both classes would
result in a different slot size for each class. Therefore, a fixed value § is chosen to be the

slot size and two different grid sizes g,(g,), are used for class 1(class 2), where

ve[¥] = w3

The packet size, T((T,), for class 1(class 2) is also given in slots and is equal to

K ltl+Al(K 212+A2), where



A1=T1Mtl. A2=T3mod‘l’2
An idle user may generate a packet in a slot with probability o,(c,) for class 1(class

2), where

o= 1™ and Oy = l-e'*“.
where A,(A,) is the packc. arrival ra:: .+ 4., time for class 1(class 2).

A five-dimensional embedded M.::kovian chain is used to represent the polling sys-

tem where the embedding points are at the start of hub acquisitions.

(1)  The first dimension is th state in which the tagged users in both classes are in;
namely R (not ready), A (acquiring the hub), and R (ready). Eight different

cormbinations exist.
— KR both tagged users are not ready.

— RA class 1 tagged user is not ready and class 2 tagged user is acquiring the
hub.

— RR class 1 tagged user is not ready and class 2 tagged user is ready.

—- AR class 1 tagged user is acquiring the hub and class 2 tagged user is not

ready.

— AR class 1 tagged user is acquiring the hub and class 2 iagged uscr is ready.
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— RR class 1 tagged user is ready and class 2 tagged user is not ready.
— RA class 1 tagged user is ready and class 2 tagged user is acquiring the hub.

— RR btoth tagged users are ready.

The AA case is non-existent, since only one user can acquire the hub at a time.

(2,3) The second and third dimension are the number of carry-over ready users from

class 1 and class 2 respectively.

(4,5) The forth and fifth dimensions are the remainder of the hub acquisition time at
the instant of arrival of the tagged user packet (Y) for class 1 and class 2 respec-
tively. If any of the tagged users is not ready, then its corresponding Y value

does not represent useful information and is, therefore, arbitrarily set to zero.

Depending on the state of both tagged users before and after the transition, 72
different transition probability cases exist, as opposed to only 9 for the single-class model
in chapter 3. The state space for the Markovian chain consist of

(gl"f‘l)N 1(2N2+1+g2N 2) + (N ;+1)<g 2+1)N2 states, which is O(N "N 281’8 7).

HBecause of the involvement and the computational expense of suchk a model, it is not
pursued any further. Instead, a much simpler and compatationall: less expensive model is

chosen. This model is described in the following section.

5.4. Light Load Prioritized CASLANS Performance Model

In this section, a two-class prioritized CASLAN protocol is analyzed. The retry time

of a node is used for priority assignment. A 3-dimensional Markovian chain is used to
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model CASLANs which are represented by a polling system in which the central node
chooses at random ore of the idle or ready nodes. The model does not follow a tagged
user and, in effect, does not keep track of interpacket arrival times of any user. Subse-
quently, such a model would not be able to capture the superior performance of retry time
values that are factors of the packet length. Since such superiority is only apparent at high
to heavy offered loads, the model is not expected to be very accurate at such loads. The
model proposed in this section, thereupon, is intended for CASLANS that are under light
to mediura load conditions.

5.4.1. The Model

The model described here is an aprwoxir:ate medel which is a generalization of an
carlier model for the single class case [45]. The system is modeled as a polling system
where the central hub chooses a node at random from the idle or ready nodes. The packet
generation time at nodes is modified to be an exponential plus constant process, rather

than exponential only, in order to reflect the effect of the propagation delay.

Let C, and C; be the two classes considered in the model. Let Ny(Ny), Ty(T5), A(A)
and 7,(t) be the number of nodes, packet length, arrival rate per time unit (bit time) and
the retry time for C,(C5). Let 1,St,, thus giving higher priority to C; users. It is also
assumed that Min(T',,T,)2 Max(t, 1,).

As in [45], the remainder of the retry times from ready nodes are modeled to obey a
uniform distribution, where the arrival instant at the hub of the start of a packet transmis-

sion is chosen randomly from the period (0, t,(t,)] for C,(C o) nodes, following the end of
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a transmission. An implied assumption here is that a retry attempt does not depend on the
original arrival time of the packet nor on previous retries. In actual CASLAN protocols,

this is not the case.

The status of the hub is either seiving a node (a packet transmission) or waiting for a
packet. The latter state is called the waiting period. Because of the retry nature of the
protocol at hand, the waiting pt-:riod is > more than 1, if at least one node of C, is ready,
no more than 1, if at least one node of C, is ready, and unbounded if there are no ready

nodes.

A three-dimensional embedded Markovian chain is used t s2:::c sent the polling sys-
tem. The first two dimensions are the number of ready users .. ach class, i, and i,,

respectively, while the third is the last class to release the hub, i.e. last from C ,(C).

The need to know the ciass that released the hub last follows from the fact that it is

essential to know the retry time of the last packet to release the hub. This is because it
takes at least © (-;- propagation time after the hub release from the hub to the node, and -;-

propagation time before hub acquisition from the node to the hub) for the node to release
the hub to be able to acquire it again, where t is 1,(t,) if the releasing node is from
C,(C,). Since 1, is different from 7,, the third dimension representing the last class to
release the hub is essential. If /, denotes last from class k (where k = 1(2) for C(C,),
then thé state space could be represented by (i, , i5, /). One could then obtain the transi-

tionpmbabilitiesP(j; vi20lg | il.iz.lk) from state (7 »iz, 1) to state (j, ,jz:lm),
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To keep notations compact, the following are defined for either class.

M
[,,,](l—e”)"(e‘”)““-" O<m <M
* PaMmTN=1" 4 otherwise

This is the probability of m packet generations from M idle nodes during the transmis-

sion time (T') at arrival rate A.

e M0 g
¢ PLET M= | ar ot

This is the probability that the last node to acquire the hub will not reattempt transmis-
sion again during the next acquisition period following the hub release given that it

occurred at time ¢.

* PLET M) =1-Pp(t.T ¢ M)

i (t—-1)!

s f@srt)= 7

This is the probability that the first transmission from i ready users arrives at the hub at
exactly time . Since ¢, the overhead period, is undefined once the hub is acquired, such
a transmission would then be the first to arrive at the hub from both idle or ready
nodes. Subsequently, the packet would acquire the hub. In other words, this is the pro-
bability that one of i ready nodes would acquire the hub at exactly time r.

o P,(M £ 2)=AMe™ M
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This is the probability that one out of M idle nodes acquires the hab at time t.

« PM t))=e7 MM
This is the probability that none of the M idle nodes acquires the hub before time t.

Similarly, the following are defined,

P, M-1.t2) O<tst

« P(M 1t N)=
P,(M—-1tA)ye™M9 4P (M-122)AeMD  1>1

and

P;(M-1,t,0) O<tst
* Pi"’(M v“v‘ vx) = P;(M-l o€ A).e'ul-'t) t>1T

Notice that all of the above probabilities are joint on t, the overhead or waiting time.
Since t is dependent on the number of ready users in the system, the joint transition pro-
babilities PO,z li1sial,) must be obtained first then an integration over ¢ should be
performed. Four different cases of transition probabilities exist depending on the class of

the last user to acquire the hub.

case ly-»;:

PO joudy g ) = Po(N i gt Ay (1-F (i3, )y Poe (N =i -i2,T 1A
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) [PLer T M) P V=i =1, 1= (+1T A +
PN Tt A f () lP,,(-cl.n,t.mP,(Nl-ai =l Tdy)

Pp(6y.T 1 M) Py (N~ =2,j =i 1, T 1 M)+
+PAN B MYUFGS) b, 0 T, ¢ Ay PNty fomd sl T 5.1)

The coramon multiplier outside the curly brackets in equation (5.1) above is the pro-
bability tha:. aone of C;, users acquires the hub and that j,~i, idle users from C, become
ready during T,. The term inside the curly bracket is the probability that a user from C,
acquires the hub and that the number of ready users from C, by the end of the transmis-

sion is equal to j,.

case I,=!,:

PO 1jigdy Vi ysigedn) = PN z=igt M) (1=F (iTt))

X P (Tt AP (N =i =1,j=iz~1,T 1,0

Pt T 1t AP (N =i g=1,j T | M)+ ]

P (N =i 1Tyt Ay f (81,008 ) P (N =i 1] =i (HLT L M

X | Py (N 1 1010 A (1=F (110 ) Pog N i o] =1 T 1 M) 5.2)

The first term of equation (5.2) above is the probability that ncae of C, users acquires
the hub. The second term is the probability that j,—i, idle users from C, become ready
during T,. The third term is the probability that a user from C, acquires the hub and that

the number of ready users from C, by the end of the transmission is equal to j,.
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case l1—5:

This case is similar to the {,-»/, case with all the information for C, and C, inter-

changed.

PUYj wfad2tipdady) = PidN =i 18 Ay)-(1-F (i4,81,2))

Pp(%y, T2 M) P (N =i =1,j =i T2 A+
X |PLLT 28 My P (Vi 1oy~ 1T 20)

(5.3)

Py(Nz=is Tyt M) f (i 024 ) P (Ngin,jzigtl,To A+
X\ P, (N gmig Tt M) (1=F (i3, )) Py (N iy i 2T 2.0

case l,=5:

This case is similar to the /,~/, case with all the information for C, and C, inter-

changed.

PO 1jadalinigd) = PN y=i 1t M) (1=F (1 01Dy Py (N =i 12 =i 1.T 2hy)

. Pp(tpT ot Ay P (N y-iz=1,j—iz+1,To,0)) +
FrW 2t MY Cand) | b (o, 0 Ay P (Vi Ldin T2Ag)

. ) P ,:(Tz.rzl ’AQ)'P o (No=ig=2.ja=i2 T d+
+PyNzig Tt M) UF Gt | py 0, T gy Py Vo2 LT 20 G4

To obtain the steady state probabilities, a transformation from the three dimensional



177

state space to a one dimensional state space may be employed. In such a transformation, a
state (iy,i2,/;) would be mapped to state m, if [,=1, or to m, if J,=2, where

my=iyN +i,
and

m2=Nl~;'Nz+l)+il-N, +i2
Note that the state space would consist of N,-(N+1) + (N +1):N, states, i.e. O(N;-N,).

The steady state probabilities can be obtained by solving the set of equations in (5.5)

below

, 2T=1 (5.5)
where P is the one-dimensional transition probability mawrix and ® is the row vector con-

taining the steady state probabilities, and T represents a column vector of 1 elements.

5.4.2. Throughput and Average Delay

To obtain the throughput and average delay for ¢ach class, the regenerative nature of
Markovian chains is used. The entrance to any state, say staze (0,0,,), is a regenerative
process. LetR; ;, , denote the expected time to reach state (9,0,/,) for the first time from
state (iy,i3,4), and let TX1; ; , and TX2; ; , respectively denote the number of suc-
cessful transmissions of class 1 and class 2 during R;, ;, ,. If X, and X, respectively

represent the throughput per time unit for class 1 and class 2, then X, and X, are given by
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equations (5.6) and (5.7) below.

X,= TX 14,0,
Ro,0,1,

X2= mzonovll
Ro,0.1,

(5.6)

(53"

The average delays for classes 1 and 2, D,; and D,, are respectively given by equa-

tions (5.8) and (5.9).
Ny i
D= —r
"X M
Ny 1
P

(5.8)

(5.9)

Now, TX i3 6 5,» TX2g 44, and R o 4, can be obtained by solving the set of simultane-

ous equations in (5.10), (5.11) and (5.12) below.

NelN:
X lo 0.4 = E E.P(’l',,iz,fs 10.0\1 1)'(14’” 1‘-"‘-‘;‘)
im0 ipeD

L4

Nl N.z-i
+ 3 T Pligigda 000 )HTX 1 ; )
im0 im0

— TX 1994, P (001 100,1y;

Ni-1N, _ _
IXY; = T TPUinh1isdzd JO4TX 1 )
Jj=0 j =0

(5.10a)
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Ny N1

+ 3 ¥ PUriadalindad ) OFTX 1 5. 0)
j10j2=0

et TX lo'o A'P (0,0,’ 1 l i l’i 2.1 ])

N1 N,

XY o= X EP Grjadi lind ) (HTX 1, 0)
J j

N‘ Nr! . c e
+ 3 I P(Unizdziininl)(HTX 1 5,1)
J1=0 j =0

-TX lO,O.ll'P (0,0.!1 | il.iz,ly)

Nel N,
TX2 04, = % :Zo” ({1i2d110,01,)(0+TX 2;,;,5)

N 1 N:"l
J1=0j=0

- TX 20'0 .ll.P (0,0,!1 | 0.0,1 l)

N1 N,
TX2; s 0= T TP G izl liniald ) (O+TX2;,5,0)
ji=0 j=0

Ny N1 )
Jji=0 j=0

=TX 2404, P00, 1i.21)

N1 N2
mz‘lhh Z zp(jl']mllhlﬂzslq) (+TX 2 hh"‘)

(5.10b)

(5.10c)

(5.11a)

(5.11b)
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N; N1

+ 3 ¥ PUriadalindal) (147TX2; 4 1)
J1=0j =0

= TX 20,4, F (001 1i 217

N1 N,
Ropus= X ZPUniznd; 1000 ) (T+R; ;1)
iaim0

NyN1
+ 3 T Plinizdy10,00,)ToHR; ;.15
{ywl) i;=0

=R, P(0.0,01100)) +Wog,

Ny=1 N, .
R po0,= T X PUd lindad ) (T 4R}, 1)
J10 220

Ny N1

+ 2 Y PUriadalinigd ) (ToHR;, 1)
J1=0j=0

_RO.OJ;P (0.0,!1 | il’inll) + ’Vil-‘.b’l

Ny-1 N,

Rl': ah= z _ZP(il’jz’ll'il’iZ'l?)'(Tl”'Rj;J;.l,)
Jj1=0j;=0

Ny N1

+ 3 ¥ PGriadaliyiadd) (TR 1)
Jr=0 j=0

=R P00 Viyind) + W,

(5.11¢c)

(5.12a)

(5.12b)

(5.12¢)

where, W;,;,;,(W;,;,,) is the average waiting period if the last node to release the hub is

from C,(C»,), with i, ready users from C, and i, ready users from C,. Expressions for the
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waiting period are given below

Foos= Ir- P, (V=L APy N3 PPN 1Lt ADWP, (N D) |

+ft- | PNt DX [P,(N,-l,:.k,)xe"‘*“""w,.(zv,—l,:.x,)xxle
T

-M(H,)]

+P;(N =1,6 A)XPy (Nt ,M)]-dt (5.13a)

T
Fosu b [P0Vt DapcP it D<1=F it

+P_(N 1=18 AP, (N it MIX(—F ot PN =118 AP (N it M)XF 500 2,:)] -dt

)
+fe- [Ps-(Nz"‘ 2 AIXAF i I [Py (Ve Aee ™ 0Py L Ahae ]
A

+P N 11t Ayyxe ™ TIP, (N it MX(1=F o(iz1))

+P (N -1t A;)XG-MH‘)XP;'(Nrin.M)xfz(iz.t)}'dl (5.13b)

L]

-W-I.Ioilvl |=£ b [p: W l-i l"l ot ’Al)X(l-F l(i 1t »XP?(N 2“7,;‘ .L))X(l—F z(i 28 ))
+P, ;(N 1-i l—l.t Al))(f l(i vt )XP;(N z-i it ,MX(I-F z(i 2t )

+P ;(N l-i l_l " 4 A,)X(I-F l(i it ))XP, (N 2"‘ 28 MX(I-F 2(i ol )»
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+P N -1, MPUF G BN i3 Df i) | (5.13¢)
_ U
Wags It [PVt AdB ot MLt DB, Nt o

+e [P,_(Nl,: ADX [P, N1t ,A.,)xe‘“*““*’+P,.(N2—1.:,A,)xAQe"‘*‘“"’]
]

+PL(N 1,8 J)XP, (N, ,A1) ]-dt (5.14a)

L]
WO s, J:=It . [p, (N z-i 2-1 o M)X(I-F 2“ 2t »XP;(N 1 ,l‘)
0
+P ,-(N i1, Msz(i 2 )XP;(N 1l 'A'l)
+p,.(N,-:2-1,:,A,)x(l-pz(:,,:»xp,(zv,,z.x,)]-d: (5.14b)
a— ]
Wl't.l'ah=j t [p: Ny-i-1¢ 'M)x(l"F 22t »XP;(N 1~ 1 A)X(1=-F (i 1.2))
0
+P. ?(N 2—1 z—l £ Msz(i 2t )XP;(N l-i 1t ,ll)X(l—F 1(i 1l )
+P, ;(N ri z-*'l,: ,M)X(I—F 2(i 2t ))XP, N ‘—i 1t ,AI)X(I—F 1(i 1t »
HP N it DXUF i RN it M (1) | (5.14c)

5.4.3. Numerical Resuits

In this section, some results obtained from the model presented in the previous two

subsections are shown. These results are compared to results from the simulation model
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used in section 5.2.

Figures 5.5 and 5.6 show the avesage delay of C, and C; users as a function of 1, fora
4-node and a 20-node systems respectively. Note that increasing the retry time results in
an increase in average delay associated with a decrease in throughput. Moreover, by
fixing 7, and increasing 1,, the delay for class 1 packets decreases even though 1, did not
decrease. This is because class 1 packets will face less contention at the central hub as 1,
increases. The above phenomenon is even more apparent at relatively high load. For
instance, in Figure 5.6, a decrease of 42.7% in average delay for class 1 is observed if 7,
is to be increased form 120 to 480 (bits) at an arrival rate of 0.0004, while a decrease of

only 3% is observed at an arrival rate of 0.00004.

Figure 5.7 shows the average delay of C, and C; users versus 7, in a 4 node and a 12
node systems under heavy traffic with T, =2-T,. By increasing T, priority is given to C,
users, i.e., priority is for short packets. Note the sharp decrease in average delay for C,

users with the increase of 1, (54.4% over the range 120-480 for the 12 node system).

Simulation results show that the model yields very accurate results at light to medium
offered load conditions. At heavy load, however, there exists some points where the
analytical results are not very accurate, see Figures 5.5 and 5.6. This was expected, how-

ever, since the model does not keep track of packets retry instants at the hub.

5.5. Veice and Data Integration

Integration of voice and data on the same network has received considerable attention

in the past few years. With the possibility of voice digitization and packetization,
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integration of voice and data seems more appealing from the economic and practicl
points of view [51, 84]. In this section, integrated voice and data CASLAN: are stucdied.
A simulation model is introduced from which the performance of integrated voice: anc
. ASLANs is presented. It is shown that by properly setting CASLANs network
sueters, voice packet loss could be eliminated, even in large systems with heavy data

offered loads. First, a review of voice traffic and modeling concepts is presented.
5.5.1 Background

Characteristics of voice traffic:

A typical behavior of a voice source, which generates packets from a voice signal is

illustrated in Figure 5.8. A voice source is active when the talker is actually speaking.

Talker
] . o
inactive active inactive active inactive
Voice Source
time

Figure 5.8: Typical voice source behavior
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Dmingmacﬁwpaiod(mlkspmt),ﬂxevoicemcegumpacketsofﬁxedlengthat
regular intervals (e.g., synchronous); see the arrows in Figure 5.8. During the inactive
(silence)peﬁod.thevoicemcedocsnotgmerameanypwkets. Actual performance
measurements on voice [85] have showa that, on the average, the length of the talkspurts
represent about 40% of connect time. Logically this is reasonable, since a voice call is
usually a two way conversation, Thus, each caller will be talking for half the time. The
othalO%isanﬁbuwdwpaumbawmuwmmandthinkﬁmesduﬁnnging.

Time Assignment Speech Interpolation (TASD? 86, &/ i i3 & technique in which the
idleﬁmebetweenmlkspmandpaumdmingmusmusedwmommodawaddiﬁond
calls. This gives rise to what is called freeze ous. Freeze cut results from a voice call try-
ing to access a channel when there are none available, and resuits in clipping the initial
portion of the talkspurts. Freeze out should be kept & @ minimum to preseive the speech
quality.

Voice traffic is different from data traffic in the following aspects [51, 52
(1) During a talkspurt, voice packets are produced periodically.
(2) Voice packets are usually of a constant length.

(3) Voice packets cannot experience long queucing or transmission delays (greater
than 300ms). Voice packets not transmitted before their deadline are considered
lost (which is an aspect of real-time traffic).

‘iomagm SMMW@SDK&@NVMMTMLMEMMWW.
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(4) Up to 2% of voice packets can be lost without degrading the quality of uclivered
speech.

(5) For voice users, performance is subjectively perceived, while for data users, per-
formance is objectively perceived. That is, the quality of received voice packets

is more important to the end user than a 100% correctness.

Alternative integration techniques:

Three alternatives for voice/data integration exist: circuit switching, packet switching
and hybrid switching.

In circuit switching, an end-to-end physical circuit (in the form of time division mul-
tiplexing (TDM)) is established. This might be suitable for voice traffic, as the channel
would be used by a talker for 40% of the time. For data transmission, TDM is not
efficient, and may result in bandwidth wastage. Using TADI?! (Time Assigned Data
Interpolation) techniques, data could be transmitted in the unused voice-assigned channel
capacity.

In packet switching, voice and data packets are transmitted independently. An impli-
cation of this is that voice packets may arrive at the receiving end out of sequence, and
therefore, must be ordered. Packet switching is suitable for bursty data traffic, and may be
used for voice traffic if the channel is known to be highly reliable and congestion free.

Rybrid switching [88) combines the advantages. of both circuit and packet switching

by offzing both modes of operation. There are several variations of this approach. In one
21. Similar 1o TASI, but for data.
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variation, voice is circuit switched while data is packet switched. Another variation is to
circuit switch bulk data and packet switch voice packets and bursty data packets. Yet,
another alternative is to use TADI in circuit switched operation to make better use of
channel capacity. The study showed that, at high offered loads, circuit switched voice
should be used. Under low offered loads, however, packet switching for voice and data
should be employed.

Modeling of Integrated voice/data transmission:

The first step towards modeling voice transmission, is to study the voice packet gen-
eration process at the voice source. Voice traffic variations arise from call initiation and
termination, and from talkspurts/silence alternation of speakers. A convenient statistical
model for voice traffic addressing both of the above requirements is 2 Markovian model
[89-91]. In such a model, it is assumed that the interarrival time of voice calls and their
duration, as well as the talkspurt duration and the silence period duration are all exponen-
tial random variables. Brady [89], experimentally found that the length of the talkspurt
fits well the exponential distribution. However, the distribution of the silence periods was

found to be less well approximated by the exponential distribution.

The difficulty in modeling voice traffic arrival in packet switched voice transmission
stems from the fact that during the talkspurt, packets arrive periodically. That is, indivi-
dual voice packet arrivals cannot be modeled using the usually employed Poisson arrival
model. One solution to this problem is to approximate the arrival process of voice packets

by a Poisson arrival process with batch packets {92]. The batch size is geometric and
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corresponds to the number of packets generated in a talkspurt, while the interarrival time
between packet batches is exponential and corresponds to the length of the silence period.
The problem with this model is that it assumes the arrival of batch packets before they
would actually arrive in true voice sources. If, however, the packet delay is greater than

the packetization time, such an approximation would be more accurate.

The complexity of a two-class CASLANSs performance model was discussed in sec-
tion 5.3. It should be obvious to the reader that an integrated voice and data CASLANs
model would be at least as complex. Moreover, modeling voice traffic would make
matters even more involved. Therefore, simulation techniques are used in studying

integrated CASLANS. The simulation model used is described next.

5.5.2. Simulation Model

In our simulation model, two classes of users exist: voice and data users. Both classes
are permitted to transmit their packets, freely, according to the CASLANS protocol. We

distinguish two parts to the simulation model: a neswork and a traffic part.

The network part of the simulation model behaves exactly as the CASLANS protocol

under the following conditions:

(1) All transmitting nodes are equipped with single buffers. That is, once a packet
occupies the buffer, no new packets are generated at a node unless the packet

currently in the buffer has been successfully transmitted.

(2) No packet loss due to network failure or buffer overflow at the receiving end is
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" (3) The transmission medium is noiseless and error free.
(4) For either class, the retry time is the same for all nodes belonging to that class.
For the traffic part of the simulation mode, the following assumptions are made:

(1) Identical and independent packe: generation process at all data nodes. The

packet generation process is exponentially distributed with rate 4.

(2) Data packets are of variable length with mean fd for all nodes. The packet

length distribution is chosen to be exponential.

(3) Voice sources are constantly active in conversations throughout the entire simu-
lation period. This assumption is known in the literature as the quasi-static
assumption. In other words, voice traffic is modeled as having alternating

talkspurts and silenceperiods.

(4) During a talkspurt, a voice source periodically generates constant length voice
packets. The length of the period, L, , is equal to the time required to accumulate
enough voice samples to make a packet. Let S, represent the voice coding rate

(bits/sec) and T, represent the length of voice packets. L, is then given by
T,
LP - S,

The verformance measures are the average packet delay for data users and the proba-

bility of packet loss for voice users. Because of the single buffer assumption, a voice
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packet generated at a source with a busy buffer is considered lost2. To prevent such a
loss, the packet generation period, L,, is used ﬁo represent the laxity for voice packets.
Hence, a packet not successfully transmitted during L, is considered lost and is removed
from the buffer, thereby, allowing newly g\encmted voice packets to be admitted to the
buffer. For example, if the length of voice packets is 480 (bits) and the voice sampling
rate is 64 Kbits/sec, the packet laxity would then be 7500 s rather than the normal 300
ms defined earlier. It will be shown next that even with such lower laxity, CASLANS per-

form extremely well, under integrated voice and data traffic.

5.5.3 Numerical Results

In this section, some numerical results obtained from the simulation model above are
shown. Effects of retry time values, number of voice and data nodes and data packet

arrival rate on the performance of integrated voice and data CASLANS are studied.

In setting the parameters for the simulation runs, the following facts and conditions

are considered:
(1) Voice is the real-time traffic in the network, and, therefore, voice packets should
be assigned higher priority.
(2) Since voice packets are of fixed length, one can make use of the superiority of

factor retry time values by assigning voice sources a retry time that is a factor of

the packet length.

nmdmepabdkmmofvﬁwm,blxﬁngmmmmwlmlossmnmum
independently.



194

(3) Lower priority data packets could be transmitted with a retry time that is a non-
factor of the voice packet length.

(4) Priority for voice packets should not be achieved at the expense of excessive

data packet delay.
(5) Atmost 2% of voice packets can be lost while keeping good speech quality.

Let N, Ay, 74, and T, be the number of nodes, packet arrival rate per bit time, retry

time and mean packet length for data users. We set N; = 100, T; = 480 bits, 7, = 180 (a
non-factor retry time value), and vary A;. Also, let N,, t,, and T, be the number of voice
sources, the retry time used by voice sources and the voice packet length, respectively. T,
is set® to 480 (bits) and the effects of varying the retry time and the number of simultane-

~ ous voice users® are studied. The average length of talkspurts and silence periods are

taken to be 1.2 and 1.8 seconds respectively [85].

Under light to medium data offered load, 1000 voice sources could be accommodated
in an integrated CASLAN, with the above set parameters, with no packet loss observed.

Therefore, such a case is not pursued any further.

Tables 5.2-5.5, show performance results of integrated voice and data CASLANS,
under high to heavy offered load conditions, at different values of ¢, with N, = 100, 200,

500 and 1000 sources respectively. From the results shown in these tables, the following
observations are made:
23.Thechoiceot‘f,, and T, to be 480 bits is simply done for consistency with the rest of the thesis,

24, Since voice users are constantly involved in voice calls, the number of simultaneous voice users would be N, .
Up to 1000 simultaneous users are allowed.
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N4 =100 T, =480 bits ; N, = 100 T, =480 ; Bit rate =50 Mbps
T, Percentage of voice packets lost Average delay for data packets(us)
Ay =00001 | A,=0001 | A;=001 | A;=0.0001 | A; =0.001 | A, =0.01
100 0.0 0.0 0.0 818.7 9724 1014.6
120 0.0 0.0 0.0 821.3 976.1 1012.7
140 0.0 0.0 0.0 821.9 975.5 1018.3
160 0.0 0.0 0.0 825.9 976.6 1021
180 0.62 1.62 225 - 8239 986.7 1016.5
200 0.0 0.17 0.37 824 975.2 1015.8
220 0.0 0.0 0.0 825.5 9749 1008.4
240 0.0 0.0 0.0 824.8 977.8 1013.1
260 0.0 0.0 0.51 819.5 9759 10147 -
280 0.0 0.0 0.36 815.5 971.3 1015.2
Table 5.2: Performance results of an integrated voice and data CASLAN
(with 100 voice sources)
N, =100 T, =480 bits ; N, =200 T,, =480 ; Bit rate =50 Mbps
T Percentage of voice packets lost Average delay for data packets (is)
Ay =0.0001 | A;,=0001 | A,=0.01 | A;=0.0001 | A;=0001 [ A; =0.01

100 1.46 24 21 844.5 1004.8 1035.7

120 0.0 0.0 0.0 851.8 1016.8 1033.2

140 0.0 0.0 0.0 838.5 10179 1035.2

160 0.0 0.0 0.0 8394 1026.3 1033.3

180 1.64 298 3.7 8422 1035.0 1038.7

200 04 3.1 3.65 836.2 1008.0 1026.7

220 0.0 0.0 0.0 8349 1016.0 1047.7

240 0.0 0.0 0.0 843.0 1030.5 1035.4

260 0.0 0.6 1.9 8399 1018.2 1049.6

280 0.0 0.0 0.79 834.6 1025.4 1038.5

Table 5.3: Performance results of an integrated voice and data CASLAN
(with 200 voice sources)
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N; =100 T, =480 bits ; N, = 500 T, =480 ; Bit rate =50 Mbps
T, Percentage of voice packets lost Average delay for data packets (us)
Ay =00001 | A,=0001 | A, =001 A,=0.0001 | A;=0.001 | A; =001
100 6.54 7.41 9.0 8719 10174 1044.8
120 0.0 0.0 0.0 898.7 1076.2 11114
140 0.0 6.0 0.0 911.5 1091.5 1096.0
160 0.0 0.0 0.0 9124 1066.2 1099.7
180 297 6.31 59 911.2 11004 1080.5
200 104 153 16.5 860.5 1030.0 1043.9
220 0.0 12 1.8 895.0 1101.7 1099.6
240 0.0 041 0.85 899.6 1070.4 1100.8
260 0.6 0.94 49 902.7 1094.7 1095.4
280 23 35 47 909.1 1079.6 1103.6
Table 5.4: Performance results of an mtegrated voice and data CASLAN
(with 500 voice sources)
\
N, =100 T, =480 bits ; N, = 1000 T, =480 ; Bit rate =50 Mbps
T, Percentage of voice packets lost Average delay for data packets (j1s)
A4 =0.0001 | A,=0.001 | A; =001 || A; =0.0001 | A, =0.001 A; =0.01

100 7.8 12.8 139 883.4 1028.0 1169.8
120 0.0 0.0 0.0 10519 1209.4 1232.5
140 1.7 2.7 3.1 969.2 1201.7 1219.4
160 1.3 1.6 1.9 1052.3 1208.2 1226.3
180 8.7 9.8 . 103 1010.5 11834 1195.7
200 12.6 14.5 15.1 869.7 1038.8 1164.1
220 29 4.6 52 1017.7 1188.6 1220.4
240 14 23 2.7 1049.6 1204.3 1219.5
260 28 5.8 6.9 1039.4 1195.5 - 1203.6
280 1.6 52 5.7 1024.6 1189.2 1201.2

Table 5.5: Performance results of an integrated voice and data CASLAN
(with 1000 voice sources)
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(1) Except for a few odd values, the performance of CASLANS in an integrated
voice and data environment is excelleat. For instance, at N, = 100, Table 5.2, the
probability of voice packet loss is almost always below the 2% mark, Even with
1000 simultaneous voice sources, Table 5.5, one can set the parameters such that

no packet loss is encountered, > g. T, = 120 bits.

(2) Again, factor retry time values have shown their superiority. For instance, only
at 7, = 120 and 160 (bits) (factor retry time values), is the probability of voice

packet loss always kept below the 2% mark.

(3) The superiority of factor retry tirae values is more evident at higher values of N, .
The reason being that as N, increases so does the hub utilization by voice
sources (using factor retry time values) and subsequently hub hogging (see sec-

tion 5.2) by voice sources.

(4) The average delay for data packets is still very reasonable despite the large
numbers of voice and data users and the high offered load. For example, with N,
= 500, N, = 100 and a data packet arrival rate of 0.01 per bit time per node, the

average delay of data packets is still below 1.2 ms.
Indeed, the results in Tables 5.2-5.5, show that CASLANS ar; very good candidates
for voice and data integration.
5.6 Summary

This chapter studied and analyzed the performance and behavior of prioritized
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CASLANS. It was shown that by simply varying retry time values, priority could be
cffectively implemented on CASLANS.

Behavioral analysis of two-class CASLAN showed that assigning a retry time that a
factor of the packet length provides higher priority over any greater retry time value, and
some lower retry time values subject to some, load dependent, range. It was also shown
that a priority class, using such a retry time value, seems to hog the hub, thus nullifying,
to some extent, the effect of existence of packets belonging to a lower priority class (not

using a factor retry time value), and, indeed, resulting in an effective priority scheme.

A two-class performance model that involves exact analysis of tagged users was con-
sidered. Such a model was shown to be very involved and computationally expensive.
Therefore, another, less involved but more simplified, model was used to evaluate the
performance of prioritized CASLANSs. The model assumes independence between inter-
packet arrival times. Such a model, however, proved to be accurate only for moderately
loaded CASLANS.

Analysis of integrated voice and data CASLANS has shown that CASLANS are very
good candidates for integrated voice and data applications. Indeed, it was shown that by
proper choice of network parameters (e.g., a retry time that is a factor of the packet
length) voice packet loss could be eliminated, even in large systems (1000 voice sources)
and high data offered loads (100 data nodes with an arrival rate of 0.01 packets per bit

time per node).
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Chapter 6

Conclusions and Future Werk
6.1. Summary

This thesis has dealt with the modeling and analysis of Collision-Avoidance Star
Local Area Networks (CASLANS). Research on CASLANS took three different direc-
tions: behavioral and performance analysis, analysis of CASLANs ip a time-constrained

environment and a study of prioritized CASLANS.
Behavioral analysis of CASLANSs has shown that:

(1) Increasing the retry time does not necessarily mean an increase in the average
delay. Indeed, the average delay at a retry time that is a factor of the packet
length is lower than that at every greater retry time values, and some lower retry

time values subject to some, load dependent, range.

(2) A packet transmitted in a CASLAN, in which the retry time is a factor of the

packet length, is guaranteed access to the channel.

(3) Under heavy load conditions, a symmetric CASLAN, with a retry time that is a
factor of the packet leagth, has a bounded delay.

Previous CASLANSs performance models [39-45] have shown the average packet
delay to be always increasing, with increasing retry time, hence, not reflecting the

findings above. In chapter 3, a new CASLANS performance model was, therefore, intro-
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duced and analyzed. The model follows a tagged user in an exact analysis, and the rest of
the users’ behavior was approximated by mimicking that of the tagged user at steady
state, using an iterative apprmach. CASLANS were modeled as a polling system where the
hub chooses at random one of the idle, ready or tagged users and start serving it. Perfor-
mance results have shown that the model accurately predicts the performance of
CASLANS, and is more accurate than any previously devised performance model. Such
superior performance is attributed to the fact that the model does not assume indepen-

dence between packet retry instants at the hub.

The model in chapter 3 was extended to accommodate hard real-time traffic with
exponentially distributed packet laxities. The model was shown to be very accurate. It is
interesting to note that even though these models were devised for CASLANS, they could

be extended to model the performance of a wide variety of local area networks protocols.

By analyzing the performance of CASLANS for both soft and hard real-tizne applica-

tions, the following was shown:

(1) In general, CASLANs perform very well under real-time c::straints. Indeed,
CASLANs seem to experience very low loss probubilitizs even under high
offered loads.

(2) Factor retry time vaiues seem to possess local supixioxity in terms of a lower
packet loss probability. Therefore, indicating that supericr performance of factor
retry time values extends beyond average performance results to delay ¢stribu-

tions.
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Analysis of prioritized CASLANS has revealed the following:

1) Amuyﬁmthatisafacwrofthepacketlengthpmvidwhigherpﬁoﬁtyovermy

greamreuyﬁme,andsomclovmrcuyﬁmcvalues,matfanwithinitsmngc.

(2) In an integrated voice and data environment, CASLANs were shown to accom-
modate a large number of voice sources without experiencing considerable voice
packets loss. In fact, the network parameters could be set such that no packet

loss is encountered, even under extremely high data offered load conditions.

A two-class prioritized CASLANs model was analyzed. The model represents
CASLANS as a polling systes: where the hub chooses at random one of the users of either
class. Since it is an extremely difficult and mathematically involved process to keep track
ofinterpacketarﬁvalﬁmwofpacketsfmmtwotaggedusersatthehub,themodel
dropped such a requirement. Therefore, the model was not capable of accurately captur-
ing the relations between the packet transmission times and the retry times. Since such a
relation is evident at high to heavy offered loads, the model is intended for moderately

loaded prioritized CASLANS, or for variable packet length environments.

6.2 Future Work

Inchapterz,theperfomanceofretryﬁmevalucsﬂmamfacmofthepackctlength
was extensively studied. Several new performance and behavioral characteristics of
CASLANS employing such retry time values were shown. Specifically, the guaranteed
packet delivery and th¢ bounded delay, at heavy load. These results, however, are
confined to fixed-packet-length CASLANS.
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In many practical situations, however, this is not the case. That is, packets are of vari-
able length. It might be worthwhile, then, to impose a restriction on packets inserted onto
the channel such that they appear to be multiples of the retry time. In effect, before pack-
ets are transmitted onto the channel, they are padded with enough dummy bits, to force
the packet length to become a multipie of the retry time. This technique would then

guarantee successful transmission for all generated variable-length packets.

In modeling local area networks in general, and in this thesis in particular, the single
buffer assumption has been widely used. The case where the number of buffers is finite
has been avoided because of its involvement and mathematical insractability. Considera-
tion of such a case, however, might be essential especially in modeling real-time systems.
This is because in many real-time applications raultiple-packet message laxities are used,
rather than each packet having its own laxity.

In modeling hard real-time CASLANS, exponentially distributed packet laxities were
used. Such a distribution, however, may not be representative of packet laxities in many
real-time applications. A model employing other distributions for packet laxities might
be, then, worthwhile considering. On such distribution is the Coxian distribution, due to
Cox [93]. In [94), it is argued that the Coxian distribution can be used to approximate
very closely any general probability distribution function. It was also shown in [94] that
the Coxian distribution can be represented by a number of exponentiaily distributed
stages, where a job can exit the system with a certain probability at any of these stages. It
is then feasible to use the Coxian distribution for packet laxities, where the packet loss at
each stage is exponentially distributed. This, however, would come at the expense of an
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increased state spacebyafmequivalentmthenumbaofstages.

6.3 Concluding Remarks

_ From the author’s point of view, the work in this thesis has demonstrated the follow-

ing performance and behavioral attributes of CASLANS:

)

@

€))

Regardless of the application sought to be implemented on fixed-packet-length
CASLANS, an increased propagation delay (or retry time) between a node and
the hub may result in improved performance results. Such improved perfor-
mance was observed at every retry time that is a factor of the packet length.

Use of factor retry time values results in guaracteed packet transmission and

bounded delay (at heavy load).

CASLANS are very good candidates for use in real-time applications and for

applications that involve the integration of voice and data.

During the course of this study, several contributions towards modeling and analysis

of CASLANS were made:

)

@

An exact, heavy load, performance model of CASLANs was introduced. The
model was used to show that the delay of CASLANS, under heavy load condi-

tions, is bounded, and that packet transmission order is round-robin.

A new performance model for CASLANS has been introduced. The model was
shown to be more accurate than any previously devised CASLANSs performance
model.
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(3) A hard real-time performance model of CASLANS has been presented. In this
mode! packet laxities were chosen to be exponentially distributed to reduce the
complexity of the model.

(4) A prioritized CASLANS perfo:mance model has been introduced for moderately

loaded systems.



205

References:

(1

2]

(31

[4]

&)

[6]

7

(8]

9]

[10]

[11]

[12]

V. Li, "Multiple Access Communications Networks,” /JEEE Communications
Mag., Vol. 25, No. 6, June 1987, pp. 41-48.

S. R. Sachs, "Alternative Local Area Network Access Protocols," IEEE Com-
munications Magazine, Vol. 26, No.3, Mar. 1988, pp. 25-45.

J. Kurose, M. Schwartz and Y. Yemini, "Multiple-Access Protocols and
Time-Constrained Communication," ACM Computing Surveys, Vol.16, No.1,
Mar. 1984,

F. Tobagi, " Multiaccess Protocols in Packet Communication Systems," IEEE
Trans. on Comm., Vol. com-28, No. 4, April 1980, pp. 468-488.

IEEE Standard 802.5. "Token-Passing Ring Access Method," Dec. 13, 1984.
IEEE Standard 802.4. "Token-Passing Bus Access Method," Dec. 17, 1984.

L. Chiamtac, W. Franta, and K. D. Levin, "BRAM: the Broadcast Recognizing
Access Method," IEEE Trans. Cornmun., Vol. com-27, Aug. 1979, pp. 1183-
1190.

L. Kleinrock and M. Scholl, "Packet Switching in Radio Channels: New
Conflict-Free Multiple Access Schemes," IEEE Trans. Commun., Vol. com-
28, July 1980.

F. Borgonovo, L. Fratta, F.Tarini, and P. Zini, "L-Expressnet: a Communica-
tion Protocol for Local Area Networks," in Proc. IEEE INFOCOM, San
Diego, CA, Apr. 1983. :

L. F. Fratta, F. Borgonovo, and F. A. Tobagi, "The Expressnet: A Local Area
Communication Network Integrating Voice and Data," in Proc. Int. Conf. on
Performance of Data Communications Systems and Their Applications, Paris,
France, Sept. 1981.

C. W. Tseng and B.U. Chen, "D-net, A New Scheme for High Data Rate Opti-
cal Local Area Networks," IEEE J. Select. Areas Commun., Vol. SAC-1, No.3,
Apr. 1983,

J. O. Limb and C. Flores, "Description of Fasnet-a Unidirectional Local Area
Communications Network," Bell Syst. Tech. J., Vol. 61, No. 7, Sept. 1982, pp.



[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

(24]

1413-40.

M. Gerla, P. Rodrigues, and C. Yeh, "U-net:a Unidirectional Fiber Bus Net-
work,” in Proc. FOCI/LAN 84, 1984.

P. A. Rodrigues, L. Fratta, and M. Gerla, "Tokenless Protocol for Fiber Optics
Local Networks," in ICC Conf. Proc., Amsterdam, May 1984.

N. Abramson, "The ALOHA System - Another Alternative for Computer
Communications,” Proc. of the AFIPS Fall Joint Computer Conference, Nov.
1970.

L. Kleinrock and F. A. Tobagi, " Packet Switching in Radio Channels: Part I-
Carrier Sense Multiple Access Models and their throughput-delay Characteris-
tics," IEEE Trans. Comm., Vol. com 23, No. 12, pp. 1400-1416.

R. M. Metcalfe and D. R. Boggs, "Ethernet: Distributed Packet Switching for
Local Computer Networks," Comm. Ass. Comp. Mach., Vol. 19, July 1976,
pp- 395-404.

M. L. Molle and L. Kleinrock, "Virtual Time CSMA: Why Two Clocks Are
Better Than One," IEEE Trans. Commun., Vol. Com-33, No. 9, Sept. 1985.

L. Kleinrock and Y. Yemini, "An Optimal Adaptive Scheme for Multiple
Access Broadcast Communication," in ICC Conf. Proc., Chicago, Ill., June
1977. :

J. Capetanakis, "Tree Algorithms for Packet Broadcast Channels,” JEEE
Trans. Info. Theory, Vol. 11.25, Sept. 1979, pp.505-515.

J. F. Hayes, "An Adaptive Technique for Local Distribution," IEEE Trans.
Commun., Vol. com-26, Aug. 1978, pp. 1178-1186.

J. Massey, "Collision-Resolution Algorithms and Random-Access communi-
cation,” in Multi-user Comm., G. Lomgo, ed., New York: springer-verlag
1981, pp. 73-137.

B. Tsybakov and V. Mikhailov, "Slotted Multiaccess Packet-Broadcasting
Feedback Channel," Problems in Information Transmission, Vol.14, Oct.
1978, pp. 32-59.

A. Greenberg, P. Flajolet and R. Lacher, "Estimating the Multiplicities of
Conflicts to Speed Their Resolution in Multiple Accesc Channels," J. ACM.,
Vol. 74, No. 2, Apr. 1987, pp. 289-325.



[25]

[26]

[27]

[28]

[29]

[30]

B31]

(32]

(33]

[34]

(33]

[36]

207

L Cidon and M. Sidi, "Conflict Multiplicity Estimation and Batch Resolution
Algorithms,” IEEE Trans. Info. Theory, Vol. IT-34, No.1, Jan. 1988, pp. 101-
110.

R. Gallager, "Conflict Resolution in Random Access Broadcast Networks," in
Proc. AFOSR Workshop Comm. Theory Appl., Sept. 1978, pp. 74-76.

J. Mossely and P. Humblet, "A Class of Efficient Contention Resolution Algo-
rithms for Multiple Access Chanuels,” IEEE Trans. Comm., Vol. com-33, No.
2, Feb. 1985, pp. 145-151.

S. Panwar, D. Towsely, and J. Wolf, "On the Throughput of Degenerate Inter-
section and First-Cc: 1e First-Serve Collision Resolution Algorithms.” IEEE
Trans. Info. Theory, Vol. IT-31, No.2, Mar. 1985, pp. 274-279.

W. M. Kiesel and P. J. Kuehn, "A New CSMA/CD Protocol for Local Area
Networks with Dynamic Priorities and Low Collision Probability," JEEE J.
Selected Areas Commun., Vol. SAC-1, No. 5, Nov. 1983.

A. Takagi, S. Yamada, and S. Sugawara, "CSMA/CD with Deterministic Con-
tention Resolution,” IEEE J. Selected Areas in Commun., Vol. SAC-1, No. §,
Nov. 1983.

M. E. Ulug, "A Fiber Optic Contension Bus with Bounded Delays,” /[EEE
Jour. Selec. Areas in Comm., Vol. SAC-3, No. 6, Nov. 1985, pp. 908-915.

M. Gerla, P. Rodrigues, and C. Yeh, "Buzz-net:A Hybrid Random
Access/Virtual Token Local Network," in Proc. Globecom ’83, S. Diego, CA,
Dec. 1983.

B. Abeysundara and A. E. Kamal, "Z-net: A Dual Bus Fiber-Optic LAN using
Active and Passive Switches," in Proc of IEEE INFOCOM, Apr. 1989, pp.
19-27.

A. Kamal and B. Abeysundara, "X-net: A Dual Bus Fiber-Optic LAN Using
Active Switches," submitted ACM SIGCOM, 1989.

M. Rios and N. Georganas, "A Hybrid Multiple Access Protocol for Data and
Voice-Packet Over Local Area Networks," IEEE Trans. Comput., Vol. C-34,
Jan. 1985, pp. 90-94.

A. Mok and S. Ward, "Distributed Broadcast Channel Access," Computer Net-

* works, 1979, pp. 327-335.



37

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

208

E. S. Lee and P. L. P. Boulton, "The Principles and Performance of HUBNET:
A 50 Mby/s Fiber Optics Local Area Network," IEEE Jour. Selec. Areas Com-
munications, Vol. SAC-1, Nov. 1983, pp. 711-720.

F. Closs and R. P. Lee, "A Multi-Star Broadcast Network for Local Area
Communications Networks," in: Local Networks for Computer Communica-
tions, A. west and P. Jansen (eds.), North Holland, 1981, pp. 61-80.

A. Albanese, "Star Networks with Collision Avoidance," Bell Sys. Tech. Jour.,
Vol. 62, No.3, Mar. 1983, pp.631-638.

T. Suda, Y. Yemini and M. Schwartz, "Tree Networks with Collision
Avoidance Switches," in Proc. of IEEE INFOCOM 1984, pp. 105-113.

V. C. Hamacher and W. M. Loucks, "Packet Transfer Delays in Local Area
Computer Networks," INFOR, Vol. 23, No. 3, Aug. 1985, pp. 248-274.

T. Suda and K. Goto, "Performance Study of a Tree LAN with Collision
Avoidance," in Proc. of IEEE INFOCOM, Apr. 1989, pp 59-68.

G.K. Janssens, "Dependent Collision Performance Model for a Star Topology
Local Area Network," Tech. rep. No. , Dept of Comp. Sci., State Univ. of
Antwerp.

A. E. Kamal and V. C. Hamacher, "Analysis of a Star Local Area Network
with Collision Avoidance," in Proc. of IEEE INFOCOM 1986, pp. 546-555.

A. E. Kamal, "A Performance Model for a Star Network," in Proc. of IEEE
GLOBECOM 1986, pp. 12-18.

G.K. Janssens, "A Performance Model for a Conflict-Free Access Method of a
Tree-Structured Local Area Netwatk,” Proc. Euro. Simulation Multicon, July
7-10, 1987, pp. 23-26.

P.L.P. Boulton, R.E. Soper and E.S. Lee, "Simulation of Two LANs," Univ. of
Toronto Tech Report No. CSRI-233, March 1990.

E. S. Lee, P. 1. P. Boulton, and B. W. Thomson, "HUBNET Performance
Measurements,” IEEE Jour. Selec. Areas Communications, Vol. SAC-6, No.
6, July 1988, pp. 1025-1032.

F.E. Ross, "FDDI-a Tutorial," JEEE Communications K agazine, Vol. 24, No.
5, May 1986, pp. 10-17.



[50]

511
[52]

[53]
[54]
[55]
(56]
[57]
[58]
[59]
[60]

[61]

209

J. A. Stankovic, "Misconceptions About Real-Time Computing: A Serious
Problem for next Generation Systems,” IEEE Computer Mag., Vol. 21, No.
10, Oct. 1988, pp. 10-19.

M. Malek, "Integrated Voice and Data Communications Overview,” JEEE
Communications Mag., Vol.26, No. 6, June 1988, pp. 5-135.

R. Pokress, Ed., Special Issue on Integrated Services Digital Networks, JEEE
Common. Mag., Jan. 1984,

J. G. Gruber and N. H. Le, "Performance requirements for Integrated
Voice/data Networks," IEEE Journal on selected Areas in commun., Vol.
SAC-1, No. 6, Dec. 1983, pp. 981-1005.

C. Weinstein and J. Forgie, "Experience with Speech Communication in
Packet Networks,” IEEE J. Select. Areas commun., Vol. SAC-1, Dec. 1983,
pp.963-980.

M. Sloman and S. Prince, "Local Network Architecture for Process Control,"
in Local Networks for Computer Communications, Amsterdam: North-
Holland, 1981, pp.407-427.

J. Blazewicz and J. Weglarz, "Scheduling Under Resourse Constraints
Achievements and Prospects,” in Performance of Computer Systems, M.
Arato, A Butrimento, and E. Gelenbe, Eds. New York: North-Holland,1979.

E. D. Jensen, C. D. Locke and H. Tokuda, "A Time-Driven Scheduling Model
for real-Time Operating systems,” JEEE Real-Time Sys. Symp., 1985, pp. 112-
122.

W. Zhao, K. Ramamritham and J. Stankovic, "Preemptive Scheduling Under
Time and Resource Constraints," /EEE Trans. on Comp., Vol. C-36, No. 8,
Aug. 1987, pp. 949-960.

E. Arthurs and B. Stuck, "A Theoritical Traffic Performance Analysis of an
Integrated Voice-Data Virtual Circuit Packet Switch,” IEEE Trans. Commun.,
Vol. com-27, July 1979, pp. 1104-1111.

O. Mowafi and W. Kelly, "Integrated Voice/Data Packet Switching Tech-
niques for Future Military Networks," IEEE Trans. Commun., Vol. com-28,
Sept. 1980, pp. 1655-1662. .

J. Santos, J. Orozco and O. Alimenti, "Performance Evaluation of Standard
Lan Protocols in Time-Constrained environments," in Proc. of IEEE



[62]

{631

[64]

[65]

[66]

[67]

[68]

(691

[70]

[71]

(72]

[73]

210

INFOCOM, 1989, pp. 1020-1028.

B. Kim, "Two Adaptive Token Ring Strageries for Real-Time Traffic," in
Proc. IEEE Computer Networking Symp., N.J., Dec. 1983, pp. 119-121.

K. Ramamrithan, "Channel Characteristics in Local Area Hard Real-Time
Systems,” Computer Networks and ISDN Syst. 1987.

W. Hoffmann and T. Kersting, "Simulation of Ethernet Under Real-Time Con-
ditions," Process Automation, 1984, pp. 29-34.

D. Patchison and M. Merabti, "Ethemet for Real-Time Applications,” /JEE
Jour., 1987.

N. F. Maxemchuk, "A Variation on CSMA/CD That Yields Movable TDM
Slots in Integrated Voice/Data Local Networks," Bell Syst. Tech. J., 1982, pp.
1527-1550.

G.J. Nutt and D.L. Bayer, "Performance of CSMA/CD Networks Under Com-
bined Voice and Data Loads," IEEE Trans., Vol com-30, No. 1, 1982, pp. 6-
11

L Chlamtac and M. Eisenger, "Voice/Data Integration on Ethernet- Backoff
and Priority Considerations," Computer Communications, Vol.6, No. 5, 1983,
Pp- 236-244.

R.K. Goel and A X. Elhakeem, "A Hybrid FARA/CSMACD Protocol for
Voice-Data Integration,” Computer Networks and ISDN syst., Vol.9, 1985, pp.
223-240.

C. Lea and J.S. Meditch, "A Channel Protoccl for Integrated Voice/Data
Applications," IEEE J.Selec.Areas in Commun., Vol. SAC-5, No. 6, July
1987, pp. 939-947. :

Z. Gao and K. Vastola, "Performance Analysis of an Integrated Voice/Data
Protocol," in Proc. of ICC, 1988, pp. 823-828.

C. Yuan and J. Silvester, "An Integrated Voice/Data Protocol for Local Area
Bus Networks," in Proc. of IEEE GLOBECOM, 1988, pp. 1813-1817.

J. Kurose, M. Schwartz and Y. Yemini, "Controlling Time Window Protocols
for Time-Constrained Communication in a Multiple Access Environment,” in
Proc. 8th IEEE Int’l Data Comm. Symp., Oct. 1983, pp. 75 84.



[74]

[75]

[76]

[77]

(78]

[79]

(80]

[81]

(82]

(83]

[84]

(85]

[86]

[87]

211

W. Zhao and K. Ramamritham, "Virmal Time CSMA Protocols for Hard
Real-Time Communication,” JEEE Trans. on Soft. Eng., Vol. SE-13, No.8,
Aug. 1987, pp. 938-952.

D. Barrer, "Queucing Systems with Impatient Customers and Indifferent
Clerks,” Operations Res., Vol. 5, 1967, pp. 644-649.

D. Barrer, "Queueing Systems with Impatient Customers and Ordered Ser-
vice," Operations Res., Vol. 5, 1967, pp. 650-656.

F. Baccelli and G. Hebutemne, "On Queues with Impatient Customers," in Per-
formance '81, Amsterdam, 1981, pp. 159-179.

B. Gavish and P. Schweitzer, "The Markovian Queue with Bounded Waiting
Time,” Management Sci., Vol. 23, Aug. 1977, pp. 1349-1357.

F. Baccelli, P. Boyer and G. Hebuterne, "Single-Server Queues with Impatient
Customers,” Adv. Appl. Prob., Vol. 16, 1984, pp. 887-905.

L Rubin and M Ouaily, "Performance of Communication and Queucing Pro-
cessors under Message Delay Limits," in Proc. IEEE GLOBECOM, 1988, pp.
501-505.

L Rubin and M. Ouaily, "Performance Analysis of Message Delay Limited
Synchronous Communication and Queucing Systems," in Proc. IEEE
INFOCOM, 1989, pp. 51-58.

F. A. Tobagi, "Carrier sense Multiple Access with Message-Based Priority
Function," IEEE Trans. Commun., Vol. com-30, jan. 1982,

G. L. Choudhury and S. S. Rappaport, "Priority Access Schemes Using
CSMA-CD," IEEE Trans. Commun., Vol. Com-33, July 1985.

L Gitman and H. Frank, "Economic Analysis of Integrated Voice and Data
Networks: A Case Study," Proc. IEEE, Vol.66, Nov. 1978, pp. 1549-1570.

P. Brady, "A Statistical Analysis on On-Off Patterns in 16 Conversations,"
Bell Syst. Tech.J., Vol. 47, No. 1, Jan. 1968, pp. 73-91.

S. Campanella, "Digital Speech Interpolation,” COMSAT Tech. Rev., Spring
1976.

S. Campanella, "Digital Speech Interpolation Techniques,” Nat. Telecommun.
Conf., Dec. 1978.



[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

212

M. J. Ross and O. A. Mowafi, "Performance Analysis of Hybrid Switching
Concepts for Integrated Voice/Data Communications,” JEEE Trans. Com-
mun., Vol. com-30, No.5, May 1982, pp. 1073-1087.

P. T. Brady, "A Model for Generating On-Off Patterns in Two-Way Conversa-
tions,” Bell Syst. Tech. J., Vol. 48, Sept. 1969.

D. Minoli, "Issues in Packet Voice Communication," Proc. IEE, Vol. 126, No.
8, Aug. 1979, pp. 729-740.

T. Bially, A. Mclaughiin and C. Weinstein, "Voice Communication in
Integrated Digital Voice and Data Networks," IEEE Trans. on Commun., Vol.
com-28, No. 9, Sept. 1980, pp. 1478-1490.

D. Karvelas and A. Leon-Garcia, "Performance of Integrated Packet
Voice/Data Token-Passing Rings,” IEEE Journal on Selected Areas in Com-
munications, Vol. SAC-4, No. €, Sept. 1986, pp. 823-832.

D.R. Cox, "A Use of Complex Probabilities in the Theory of Stochastic
Processes,” Proc., Cambridge Phil. Soc., Vol. 51, 1955, pp. 313-319.

E. Gelenbe and I. Mitrani, Analysis and Synthesis of Computer Systems,
Academic Press, London, 1980.

H. S. Hassanein and A. E. Kamal, "A Study of the Behavior of Hubnet," Sub-
mitted for publication. Also, available as technical report TR90-1, Depart-
ment of of Computing Science, University of Alberta, Edmonton, Alberta,
Canada, Jan. 1990.

H. S. Hassanein and A. E. Kamal, "A New Guarenteed-Packet-Delivery Proto-
col for Collision-Avoidance Star Local Area Networks," Can. Conf. on Elec.
& Comp. Eng., Ottawa, Canada, Sept. 4-6, 1990, 4pp..



