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Abstract

The problem of aspect-based recommendation—recommending an ‘item’ to

a ‘recommendation recipient’ based on “aspects”, i.e., information about the

characteristic features of the item that may be of interest to the recommen-

dation recipient or what makes an item a good match for a recommendation

recipient—is attracting substantial research attention recently.

In this work, we study two problems in this general area.

First, we consider the problem of assigning reviewers to papers submitted

for publication to a conference. We cast this problem as the recommendation

of a set of experts as appropriate reviewers for a paper. Papers in this case

correspond to “recommendation recipient”, and we consider the thematic ar-

eas or topics of a paper as their “aspects”. Potential reviewers correspond to

“items”, and we consider the expertise areas of reviewers when considering the

importance of the papers aspects . The paper aspects can be inferred from

terms extracted from the paper description (title and abstract); the reviewer’s

expertise can similarly be extracted from the descriptions of the papers they

have authored. Our reviewer-recommendation algorithm assigns to each sub-

mitted paper a set of reviewers who can evaluate all aspects of the paper,

while at the same time, maximizing the relevant expertise of the reviewers

and balancing their workload.

Next, we consider the problem of personalized and explainable aspect-based

recommendations of products and services based on online reviews. Our algo-

rithm recommends items to users by capturing the dependencies between the
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sentiments that reviews express towards different item aspects, and using the

importance of these aspects for each target user. In this scenario, the algo-

rithm effectively predicts the user’s sentiments toward candidate item aspects,

and uses these predicted sentiments as de-facto explanations for the items it

selects to recommend.

In all stages of our work we experimentally validate our methods on a

variety of datasets from different domains and we experimentally demonstrate

its superior performance relative to other state-of-the-art approaches.
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Preface

This research included in this thesis is my original work. Chapter 2 has been

published as the following journal paper:

• Mirzaei Maryam, Jörg Sander, and Eleni Stroulia. “Multi-aspect review-

team assignment using latent research areas.” Information Processing &

Management 56.3 (2019): 858-878.

Chapter 3 has been submitted as the journal paper and currently under review.
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Chapter 1

Introduction

Recently, there has been a great deal of interest in aspect-based recommenda-

tions. In aspect-based recommendation, “items” and “recommendation recip-

ients” (in a broad sense) are represented via aspects. Item aspects represent

characteristic features of an item, and “recommendation recipient” aspects

help characterise what makes an item a good match for a recommendation

recipient (e.g., a recommendation recipient’s interests, preferences, expertise,

etc. w.r.t. those aspects). With such a representation, it is possible to rank,

recommend, or assign items or set of items to recommendation recipients in

a way that takes into account (1) item aspects, (2) the importance of item

aspects to recommendation recipients, and (3) possible constraints that can

be expressed in terms of item aspects and their importance. Using aspect in-

formation in this way can make recommendations, rankings, and assignments

more effective, more targeted, and potentially more explainable.

In this thesis, we develop and study two different scenarios for aspect-based

recommendation.

In the first scenario, we use textual artifacts of reviewers such as their pub-

lished papers to recommend a group of reviewers to each submitted paper in

research-related activities (such as conference organization and grant-proposal

adjudication) based on different aspects of the submitted paper. We cast this
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problem as the recommendation of a set of experts as the appropriate reviewers

for the paper, and we consider as “aspects” the thematic areas of the paper.

These aspects are the research areas of the paper that reviewers may have

different expertise on them.

The paper aspects can be inferred from terms extracted from the paper

description (title and abstract); the reviewer’s research areas can similarly

be extracted from the descriptions of the papers they have authored. For

example, a paper proposing a ‘cluster-based information-retrieval algorithm

for email texts’ is talking about two aspects of ‘clustering’ and ‘information

retrieval’. And a good assignment for this paper would be a group of reviewers

which have expertise on both aspects.

In the second scenario, we show how to leverage reviews from recommen-

dation sites to recommend items to users based on item aspects expressed in

the user reviews, i.e., characteristic features of items that users may weigh

differently in their judgement of items. In some review systems, item aspects

may be explicitly pre-defined and users are asked to rate those aspects indi-

vidually. For instance, in case of hotel recommendations, a user may be asked

to rate a hotel explicitly by rating the quality of pre-defined aspects such as

“Room”, “Service” and “Affordability”.

On other sites item aspects not predefined and typically only free-form

review text (and an overall rating) are available. In these cases, aspects can

be extracted from the review texts as part of the recommendation process, by

extracting sequences of words which describe specific attributes of items, which

are mentioned in many reviews. For example, in reviews of mobile phones,

aspects such as “Battery Life”, “Screen Quality”, “Noise” and “Affordability”

may typically be mentioned.
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1.1 Multi-aspect Paper-Reviewer Team Assign-

ment

First, in Chapter 2, we examine the problem of assigning a team of reviewers

to papers according to their research areas. We cast this problem as the

recommendation of a set of reviewers for a paper. We consider as “aspects”

the thematic areas of the paper that reviewers may have different expertise on

them. The thematic areas of a paper, effectively the themes of the paper, can

be inferred from terms extracted from the paper’s description, including its

title and abstract. A reviewer’s research areas, i.e., their area of expertise, can

similarly be extracted from the descriptions of the papers they have authored.

Papers typically bring together several different aspects, i.e., ideas from

different bodies of knowledge, to develop their contributions. Moreover, the

importance of different aspects of a paper can vary depending on the research

area to which the paper belongs. Thus, the problem of “Multi-aspect paper-

reviewer assignment” has been formulated aiming at optimizing three proper-

ties: (a) The expertise of each individual reviewer assigned to a paper should

cover as many knowledge aspects of the paper as possible (coverage), (b) The

overall expertise of the team of reviewers assigned to each paper should cover

as many knowledge aspects of the paper as possible (confidence), and (c) Each

reviewer should be assigned at most a defined number of papers to review

(reviewer’s quota).

Previously, Karimzadehgan et al. [25] proposed an algorithm based on in-

teger linear programming (ILP) to maximize the number of assigned reviewers

that can cover a paper’s topics, for each paper, subject to paper quota and

reviewer quota constraints. Neshati et al. [36] also cast the constrained multi-

aspect reviewer assignment problem into a capacitated facility-location anal-

ysis problem (CFLA). To solve this problem, they propose an integer linear-
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programming formulation to choose the reviewer for a paper which simultane-

ously satisfies confidence and coverage maximization.

Both of the above methods consider each paper–reviewer assignment inde-

pendently, ignoring the synthesis of the team of reviewers. In the independent

reviewer assignment approach, one reviewer is chosen for a paper without con-

sidering the similarities and differences between the new reviewer and reviewers

already assigned to this paper.

More recently, Kou et al. [26] proposed a formulation of the problem to con-

sider the coverage of a paper’s topics by the expertise of the group of reviewers

assigned to it. They also assume that each topic has a different importance

and propose a Weighted-coverage Group-based Reviewer Assignment.

All the previous works mentioned above use different topic modeling meth-

ods to represent the expertise of reviewers and the content of the papers. How-

ever, the accuracy of topic modeling methods based on the small collection of

short documents is not reliable. Moreover, the full text of publications of

reviewers is also not easily accessible.

To improve the shortcomings of the previous works, we propose a group-

based reviewer assignment method that uses a term space representation for

reviewers and papers. Since all terms are not equally important across different

research areas, we estimate the importance of each term within a specific area

of research. To that end, we present an approximation algorithm called Multi-

Aspect Review-Team Assignment using Latent Research Areas (MARTA-LRA)

using a greedy forward-selection strategy to select a group of reviewers for a

paper. MARTA-LRA introduces a single efficient framework to solve both un-

constrained and constrained problem variants. This framework defines a new

objective function for group-based paper–reviewer assignment in term space.

It also considers different important scores for the terms of each submitted

paper and for the terms of each reviewer’s expertise, when computing the
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relevance of a particular reviewer for a paper.

We demonstrate the effectiveness of our method by applying it to two

datasets. The results demonstrate that our objective function, MARTA-LRA,

considerably improves the performance of multi-aspect reviewer assignment, in

both constrained and unconstrained settings, over the state-of-the-art related

works.

1.2 Personalized and Explainable Aspect-based

Recommendation of an item to a user

The second question we study in this thesis, in Chapter 3 is personalized and

explainable aspect-based recommendation of an item to a user. Recommender

systems learn the users preferences and entice them with more offerings that

are potentially to their liking. To make a recommendation more trustworthy,

and potentially more persuasive, users can be provided with a reason why a

particular item is recommended to them.

An explanation for a recommendation gives “reasons” for why the recom-

mender system offers a specific item. Different categories of “reasons” can

be distinguished to explain recommending an item to a user. The reasoning

can be provided (1) based on the similarity of other users to the target user

(similar-user-based), (2) based on the similarity to items rated previously by

the target user (similar-item-based), (3) based on the quality of objective at-

tributes of the recommended item such as the lens of a camera (feature-based),

or (4) based on the rating of item aspects such as “affordability” of a hotel

(aspect-based).

Similar-user-based explanations tend to not be very convincing since the

users receiving the recommendations often know nothing about users that

are “similar” to them [20]. Furthermore, similar-user-based explanations [57]

tend to weigh past reviews based on the similarity between the review authors
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and the target user; reviews by different users that have the same degree of

similarity to the target user are likely to receive similar weight, even though

the reviews for a particular item may discuss different aspects of the item.

Similar-item-based explanations are usually more intuitively understandable

for a user, but do not necessarily give details about how the recommended item

is similar to what the user liked previously [57]. Feature-based explanations

(like the similar-item-based explanations) do not use any previous reviews of

the user to provide explanations for recommendation, which can limit their

persuasiveness.

To improve on these shortcomings, we focus on aspect-based explanations,

taking into account the user’s preferences as exemplified by their previous item

reviews, to explain why the item is recommended based on the recommended

item’s aspects.

Recently, a number of aspect-based recommendation methods [6, 22, 32]

have been proposed. These methods use user-generated content, which ex-

presses opinions about items and their various aspects, to predict the overall

rating of an item for a user.

However, several problems in aspect-based recommendation problem still

remain open:(a) Improve the identification of users preferences based on their

reviews, by capturing semantic similarities between the different words that

reviewers may use when talking about an aspect. (b) Providing any explana-

tion for a recommendation in terms of aspects (instead of only using aspect

information to predict an overall rating of an item for a user). (c) Considering

the fact that not all users pay attention to all aspects in the same way. (d)

Considering the dependency between the sentiments towards item aspects.

To move toward a solution to the problems above, we first predict the senti-

ments that a user expresses towards an item’s aspects and then combine these

predicted sentiments to develop an overall rating for each item. The top-rated
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candidate items are then recommended and the predicted sentiment toward

each of their aspects constitute the explanation for these recommendations.

To do so, we first enhance item reviews by adding the aspects and senti-

ments mentioned in these “raw” reviews, either using a state-of-the-art aspect-

extraction method, the opinion parser [38] or explicitly provided aspect rat-

ings.

Next, these enhanced reviews are used to construct word-embedded rep-

resentations for aspects, users, and items. These representations are used

alongside the explicit aspect ratings to provide the basis for estimating the im-

portance score of different aspects for a user for an item. Furthermore, using

word-embedded representations to estimate these importance scores enables

our method to handle a variety of semantically similar words that reviewers

may use when talking about an item’s aspect.

We also group reviews of an item into groups that have expressed the same

sentiments towards a set of aspects in order to better address the dependen-

cies between sentiments expressed towards different aspects. This information

about groups of reviews together with the aspect importance scores calculated

for a user for an item are used to predict the sentiments expressed toward an

item’s aspects for a user, as well as the overall rating of a user for an item.

We have evaluated the recommendation performance and the quality of

explanation of our method on a variety of datasets from different domains

and we experimentally demonstrate its superior performance relative to other

state-of-the-art approaches.
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Chapter 2

Multi-Aspect Review-Team
Assignment using Latent
Research areas

Abstract

Reviewer assignment is an important task in many research-related activities,

such as conference organization and grant-proposal adjudication. The goal is

to assign each submitted artifact to a set of reviewers who can thoroughly

evaluate all aspects of the artifact’s content, while, at the same time, balanc-

ing the workload of the reviewers. In this paper, we focus on textual artifacts

such as conference papers, where both (aspects of) the submitted papers and

(expertise areas of) the reviewers can be described with terms and/or topics

extracted from the text. We propose a method for automatically assigning a

team of reviewers to each submitted paper, based on the clusters of the review-

ers’ publications as latent research areas. Our method extends the definition

of the relevance score between reviewers and papers using the latent research

areas information to find a team of reviewers for each paper, such that each

individual reviewer and the team as a whole cover as many paper aspects as

possible. To solve the constrained problem where each reviewer has a limited

reviewing capacity, we utilize a greedy algorithm that starts with a group of
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reviewers for each paper and iteratively evolves it to improve the coverage

of the papers’ topics by the reviewers’ expertise. We experimentally demon-

strate that our method outperforms state-of-the-art approaches w.r.t several

standard quality measures.

2.1 Introduction

Reviewing is a key activity in scholarly work and the assignment of expert

reviewers is a critical task of conference organizers, journal editors, and grant-

proposal adjudication committees. For most conferences today, organizers as-

sign reviewers manually, typically matching conference-defined keywords, as-

signed by authors to their papers at submission time, and selected by reviewers

to characterize their expertise profile in the conference-management system.

This process is inefficient, especially when the number of submissions is large.

Even more importantly, such a process is fraught with challenges and can result

in poor assignments. The keywords with which the conference-management

system is configured are unlikely to cover the topics of all submissions and

the expertise of all reviewers: the less meaningful these keywords are for a

submission, the more likely it becomes selected by the reviewers less capable

of assessing its contributions.

These challenges represent a research opportunity: if the reviewer-assignment

process could be supported through the use of an automated system, assign-

ment quality might improve considerably. Indeed, automatic reviewer assign-

ment has been investigated in previous works such as [14, 5, 21, 34]. Most

of these methods consider the paper–reviewer assignment as an information-

retrieval problem: each paper is considered as a query that should be matched

with the most similar documents, representing the reviewers’ expertise based

on evidence found in the reviewers’ publications.

Papers typically bring together several different knowledge aspects, i.e.,
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ideas from different bodies of knowledge, to develop their contributions. Con-

sider, for example, a paper proposing a ‘cluster-based information-retrieval

algorithm for email texts’: a good assignment should include reviewers with

expertise on ‘clustering’ and ‘information retrieval’. If the program committee

does not include any reviewers with expertise on both topics, it is preferable

to assign the paper to an expert on ‘clustering’ and a second expert on ‘infor-

mation retrieval’, as opposed to two experts on ‘clustering’. If, on the other

hand, there are multiple reviewers with expertise on both terms, it is prefer-

able to select two among them with diverse expertise profiles. Finally, we

claim that the importance of different knowledge aspects of a paper can vary,

depending on the research area to which the paper belongs. In case of a pa-

per about a cluster-based information-retrieval algorithm for email texts, the

knowledge aspect ’information retrieval’ is likely more important than ’clus-

tering’ in describing the content of the paper, and should thus have a higher

weight than ’clustering’ when trying to match the paper representation with

reviewer profiles.

Considering a paper as a single cohesive unit, without paying attention to

its multiple knowledge aspects, as Mimno and McCallum [34] do, is bound to

lead to poor reviewer assignments.

Recognizing this pitfall, Karimzadehgan et al. [25] formulated the problem

as multi-aspect paper-reviewer assignment and proposed a method to address

it, aiming at optimizing three properties.

1. Confidence: The expertise of each individual reviewer assigned to a paper

should cover as many knowledge aspects of the paper as possible.

2. Coverage: The overall expertise of the team of reviewers assigned to each

paper should cover as many knowledge aspects of the paper as possible.

3. Load balancing : Each paper should receive a predefined number of re-
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views (paper’s quota), and each reviewer should be assigned at most a

defined number of papers (reviewer’s quota) to review.

Two different problem variants can be formulated based on these challenges:

the Unconstrained Multi-Aspect Review-Team Assignment (Unconstrained MARTA)

variant considers only coverage and confidence, and the Constrained Multi-

Aspect Review-Team Assignment (Constrained MARTA) variant considers all

of the above objectives.

Karimzadehgan et al. [25] and Neshati et al. [36] consider each paper-

reviewer assignment independently, ignoring the synthesis of the team of re-

viewers, and, as competent reviewers reach their quota, papers may end up

being assigned to non-knowledgeable reviewers (low confidence of expertise).

In the independent reviewer assignment approach, one reviewer is chosen for

a paper without considering the similarities and differences between the new

reviewer and reviewers already assigned to this paper.

More recently, Kou et al. [26] proposed yet another formulation of the

problem to consider the coverage of a paper’s topics by the expertise of the

group of reviewers assigned to it as Weighted-coverage Group-based Reviewer

Assignment.

In all the previous works mentioned above, the expertise of a reviewer

and the contents of a paper are represented by a set of topics using different

topic modeling methods. However, the accuracy of topic modeling methods

based on the small collection of short documents is not reliable (only the title

and the abstract of the papers and publications of reviewers are available).

The full text of publications of reviewers is also not easily accessible. To

improve these aspects of previous works, we introduce in this paper a group-

based reviewer assignment method that uses a term space representation for

reviewers and papers. However, not all terms are equally meaningful across
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a scientific domain: some terms are more important than others, and their

relative importance changes across different research areas and communities.

The importance of each term, within a specific area of research, can be a

valuable source of information in the paper-reviewer assignment problem.

To use this valuable source of information, our method clusters the review-

ers’ publications into what could be intuitively conceived as “research areas”.

Technically, each latent research area is represented using the concatenation

of the terms of the publications that belong to the cluster. Our method uses

these research areas to weigh the terms of each submitted paper and the terms

of each reviewer’s expertise, when computing the relevance of a particular re-

viewer for a paper; we call this quality score function “Multi-Aspect Review-

Team Assignment using Latent Research Areas (MARTA-LRA)”. As finding

the exact solution for this problem is infeasible due to its large search space,

we use a greedy forward-selection strategy as an approximation algorithm that

selects reviewers for each paper in order to maximize the MARTA-LRA ob-

jective function, while examining the number of reviewers per paper and the

reviewers’ work load constraint in each step.

We demonstrate the effectiveness of our method by applying it to two

datasets: (a) the dataset created by Karimzadehgan et al. [25] using ACM SI-

GIR publications from years 1971–2007 and (b) the dataset created by Neshati

et al. [36] using the PubMed database. Our method outperforms the methods

by Karimzadehgan et al., Neshati et al. and Kou et al.. In summary, our work

makes two key contributions.

• It demonstrates how information about the latent research areas of the

program-committee’s publications improves the quality of the multi-

aspect review-team assignment, in both the unconstrained and con-

strained variants of the problem.
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• It defines a new objective function for group-based paper-reviewer as-

signment in term space. This objective function considers the expertise

of each reviewer, the overall expertise of the review team, as well as the

diversity of reviewers’ expertise.

• It introduces a single efficient framework to solve both unconstrained

and constrained problem variants.

The remainder of this paper is organized as follows. In Section 3.2, we re-

view the relevant previous works on the problem of multi-aspect review paper

assignment. Then, our proposed method is introduced in detail in Section 3.3.

Section 3.4 is devoted to reporting experimental designs and results. Conclu-

sions are drawn in Section 3.5.

2.2 Related work

Several methods have been proposed for automating or supporting the paper-

reviewer assignment problem. The methods can be categorized by how they

approach the problem.

2.2.1 Single-aspect Independent Paper-reviewer Assign-
ment in Term Space

Most of these methods cast the problem as an information retrieval (IR) prob-

lem, with the objective of retrieving the documents (reviewers) that best match

a set of given queries (submitted papers).

Basu et al. [5] construct the expertise profile of each reviewer by concate-

nating her publications, and determining the similarity of the reviewer’s profile

to the query paper according to the TF–IDF score. Hettich and Pazzani [21]

examine the problem of recommending panels of reviewers for NSF grant pro-

posals, and use the reviewer’s past proposals to construct her profile. The
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grant proposals and reviewers are represented in the standard TF–IDF vector

space [10]. A greedy approach is used to find the best reviewer for each paper

based on the similarity between the TF–IDF scores of the terms of the paper

and the selected reviewers in each iteration. Biswas and Hasan [7] represent

papers and reviewers using topics from a domain ontology, and rank the re-

viewers with respect to papers using their TF–IDF similarity. Mimno and

McCallum [34] propose the author-persona-topic (APT) model which divides

the authors’ papers into many “personas”. Each persona is represented as

a mixture of hidden topics learned using statistical topic-modeling methods.

The language-modeling method is used to match then reviewers with papers.

In addition to all the specific differences mentioned above, none of the

above methods consider covering multiple aspects of a paper in the process of

choosing reviewers.

2.2.2 Multi-aspect Independent Paper-reviewer Assign-
ment in Topic Space

Karimzadehgan et al. [25] proposed three strategies to address the uncon-

strained multi-aspect paper-review assignment problem: redundancy removal,

reviewer aspect modeling, and, paper aspect modeling. The redundancy re-

moval strategy involves a greedy algorithm that incrementally substitutes re-

viewers of a paper with new ones that are more relevant to the paper and less

redundant relative to the other reviewers assigned to the paper.

The reviewer aspect modeling method focuses on extracting different as-

pects of the reviewers’ expertise, using probabilistic latent semantic analysis

(PLSA). Then, the reviewers are matched to papers, based on these aspects

(i.e., latent-topic representations), one at a time. In this greedy approach, a

reviewer that minimizes the following objective function is added in iteration
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k to form an optimal skill-covering group:

D(θp||(
σ

n− 1

n−1∑
i=1

θi + (1− σ)θn)) , (2.1)

where θi indicates the topic representation for the ith chosen reviewer; θp

is the topic vector of the paper; D(·||·) is the KL-divergence between two

distributions p and q; and, σ is a parameter that controls how much the set of

previously selected reviewers is relied upon to cover all aspects of the paper.

In paper aspect modeling, the aspects extracted from a paper are used as

queries to retrieve relevant reviewers. If a paper needs k reviewers, the paper

is partitioned into k aspects. For each aspect, the top reviewers are retrieved

using the query likelihood model with Dirichlet smoothing [56]. To partition

each paper, two methods are proposed:

• Word clustering, based on mutual information between each pair of words

(MIC); and,

• Text segmentation, based on cosine similarity of the TF–IDF weight

vectors of each sentence in the paper (SDA).

Of the three methods proposed in [25], the reviewer aspect modeling method

is the most effective.

Neshati et al. [36] formulated the unconstrained multi-aspect paper-reviewer

assignment problem as an uncapacitated facility location analysis (UFLA). In

this framework, reviewers are considered as facilities and paper topics are con-

sidered as customers. The goal of UFLA is to minimize the sum of the cost

of building k facilities plus the communication cost, namely the sum of the

distances of the customer locations from their closest facilities, weighted by

customer demand. A building cost function for reviewers is defined, based on

the similarity between reviewers and papers in the topic space. The commu-

nication cost between the topics of each paper and a reviewer is estimated
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based on the ability of the reviewer to cover the topics. A greedy approach is

used to select a group of reviewers for each paper, based on the ability of all

k members of the assigned group to cover the required expertise fields of the

paper. Equation 2.2 shows the objective function of this greedy algorithm as

a combination of the building and communication cost functions.

Cost(S, pj) = λ

k∑
i=1

D(ei||pj) + (1− λ)
T∑

a=1

τajmins∈SD(s||va) , (2.2)

where S is the set of selected reviewers for paper pj; τaj indicates the weight of

topic a in the topic vector representation of paper pj; ei is the ith reviewer and

T is the total number of topics for reviewers and papers. Also, va is the unit

vector with all zero elements except for topic a, and D(·||·) denotes the KL-

divergence. The parameter λ balances the building cost and communication

cost in this framework. In the algorithm, first, k random reviewers are chosen

for each paper. Then, in each iteration, the team of reviewers S for a paper is

refined by swapping a reviewer in S with an available non-selected reviewer,

according to the cost function of (2.2), until S does not change anymore.

Karimzadehgan et al. [24] introduced the problem of constrained multi-

aspect paper-reviewer assignment, for which they proposed a solution based

on integer linear programming (ILP). The objective is to maximize the number

of assigned reviewers that can cover a paper’s topics, for each paper, subject

to paper quota and reviewer quota constraints. In the same vein, Neshati et

al. [36] cast the constrained multi-aspect reviewer assignment problem into a

capacitated facility-location analysis problem (CFLA) and propose an integer

linear-programming formulation to solve it, minimizing the following objective

function:∑N

j=1

∑M

i=1
(λUijBCost(i, j) + (1−λ)

∑T

a=1
CCost(i, j, a)X(i, j, a)) , (2.3)

where N , M and T are the number of papers, reviewers and topics, respec-

tively; Uij is an element of an N ×M binary decision matrix that indicates
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the assignment of reviewers to papers; and X(i, j, a) indicates the assignment

of topic a of paper pj to reviewer ri. The building cost (BCost) is the frac-

tion of uncovered topics by the reviewer ri. CCost(i, j, a) indicates with 0 or

1 whether the reviewer ri is able to cover the topic a for the paper pj. Ne-

shati et al. [36] also prove that simultaneously minimizing the building-cost

and communication-cost functions can satisfy confidence and coverage max-

imization. The reviewer and paper quotas are defined as constraints in this

optimization framework. CFLA outperforms ILP in both coverage and average

confidence measures.

Unlike the methods proposed by Karimzadegan et al. and Neshati et al.

that assign reviewers to papers independently, some other methods define a

group-based quality measure for the assignment of reviewers to papers [31, 26].

2.2.3 Multi-aspect Group-based Paper-reviewer Assign-
ment in Topic Space

In the independent reviewer assignment approach, one reviewer is chosen for

a paper without considering the similarities and differences between the new

reviewer and the reviewers already assigned to this paper.

Long et al. [31] represent reviewers and papers using a set of topics. Then,

the quality of assigning a group of reviewers to a paper is evaluated by the

set-coverage ratio, i.e., the ratio of the number of the paper topics covered

by the group of reviewers to the number of all of the paper topics. Going a

step further, Kou et al. [26] assume that each topic has a different importance

and propose a weighted coverage ratio, c(g, p) to estimate the quality of an

assignment of a group of reviewers g to the paper p:

c(g, p) =

∑T
t=1min{g[t], p[t]}∑T

t=1 p[t]
, (2.4)

where g[t] and p[t] are the weights of topic t for a group g and paper p accord-

ingly. The weights of topic t for a group of reviewers g is defined, using the
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weight of topic t for reviewers r, as follows:

g[t] = maxr∈g(r[t]) , (2.5)

As mentioned in the introduction, this representation of the aggregate exper-

tise of the group of reviewers assigned to a paper as the maximum coverage

by a reviewer in the group can lead to anomalies where if the first chosen

reviewer happens to be an expert in all aspects of the paper, the rest of the

reviewers in the group can be randomly chosen. Kou et al. also propose an

approximation algorithm to maximize the weighted coverage score of a group

of reviewers chosen for each paper. In this algorithm, they assign exactly one

reviewer to each paper in each step, using a minimum-cost flow assignment

algorithm [4], called stage deepening greedy algorithm (SDGA). To improve

the quality of the assigned group of reviewers to each paper, they refine their

assignments by substituting a reviewer with lower relevance probability with a

new reviewer, identified by the minimum-cost flow assignment algorithm. The

relevance probability of a reviewer r and paper p is estimated based on the

coverage score of reviewers r and paper p. The stochastic refinement method

is iteratively applied on the result of SDGA, until the quality of assignment

doesn’t change for the k rounds. This method is called SDGA-SRA.

2.2.4 Other Similar Information Retrieval Problem

A similar problem is that of expert finding, where candidate experts are ranked

based on their expertise on a given textual query with a topic of interest. Many

methods have been proposed to solve this problem, using language-modeling

approaches.

The closest work to what we do is the work done by Deng et al. [13].

Their methods use the set of experts’ documents and predefined collections of

documents called “communities” to identify the most relevant document for
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a given query. To estimate the relevance score of documents to the queries,

they proposed to smooth the probability of occurrence of query terms in the

documents, using communities instead of the whole collection of documents.

Afterwards, the relevance scores of expert’s documents to the query are ag-

gregated to estimate the relevance score of the expert to that query. There

are some important differences between our method and the one proposed by

Deng et al.:

• Our method uses latent research areas to update the weights of terms

in both papers and reviewer profiles, while Deng et al.’s method only

smoothes the experts’ document models to identify the most relevant

documents to a query;

• Our model uses latent research areas to directly identify the most rele-

vant reviewers;

• Deng et al.’s formulation does not avoid zero probabilities when a query

term does not exist in a (community of) document(s);

• Our method infers latent research areas of the reviewers’ publications

instead of relying on predefined communities, and, our model allows for

a document to be associated with multiple research areas;

• Finally, our objective is to improve coverage and confidence of the team

of reviewers assigned to papers, while Deng et al. aim to increase the

mean average precision (MAP) of the ranked list of candidates, given

queries.

Moreira and Wichert [35] combine multiple resources of expertise based

on a multi-sensor framework together to find the relevance score of the can-

didates to the query. Three sensors are defined using the textual content, the

19



graph structure of the citation patterns, and profile information about aca-

demic experts in heterogeneous information network, respectively. However,

the textual content is the only available resource in many cases such as ours.

Moreira and Wichert also are ranking the individual experts given a query

rather than building a team of experts for the query.

In Hashemi et al. [18], a discriminative learning algorithm is used for as-

signing non-equal expertise scores to authors of a paper in order to recognize

the leading author in the paper, which is a different problem than our paper-

assignment problem. Their method assigns a higher relevancy score to the

author who is more knowledgeable in the topic of the paper and also considers

multiple aspects of the paper in topic space (whereas we use term space).

Garcia and Sebastia [16] introduced a model to recommend a list of items

for a group of people, based on the tastes and preferences of all the users in

the group. This model is called a group recommender system. The problem of

group recommendations can be seen as a ”reverse” version of our problem: Its

problem is to find a suitable item for a group of people, while we are building

a group of reviewers for a specific paper.

Recently, a new language-modeling approach has been proposed by Liang

and de Rijke [28, 29] to rank a group of experts (as opposed to an individual

expert) for a query topic. Their method addresses a problem different from

the one we address with our work. Our problem is the review team forma-

tion for papers, while their problem is ranking predefined expert groups for

different queries. (Group building vs. Group ranking). Although the Liang

and de Rijke’s method is similar to our method in using a language modeling

approach, it uses a simple smoothing method like other language modeling

approaches. However, we propose to use latent research areas to update the

language models of the reviewers and the papers.
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2.3 The MARTA-LRA Method

2.3.1 Problem Definition

Let P = {p1, p2, p3, . . . , pN} be a set of N papers to be reviewed, and let R

= {r1, r2, r3, . . . , rM} be a set of M reviewers, each represented by a set of

texts (e.g., by their publications). The reviewers’ profiles are constructed as

the concatenation of their publications. Each paper is assumed to involve

different knowledge aspects; each reviewer is also assumed to be an expert on

a number of areas. The knowledge aspects of papers and the areas of expertise

of reviewers are assumed to belong to a set of K topics, τ = {τ1, τ2, τ3, . . . , τK}.

Under these assumptions, we consider the two variants of the multi-aspect

paper-reviewers assignment problem:

Unconstrained Multi-Aspect Review-Team Assignment The objective is to

assign each paper to a group g of m reviewers with diverse expertise,

who, together, maximally covers the paper’s aspects.

Constrained Multi-Aspect Review-Team Assignment The objective subsumes

the above objective, while, at the same time, respecting the constraint

that each reviewer can review at most rq (reviewer’s quota) papers.

The set τ of all topics, as well as the actual aspects of papers and reviewers,

are typically not available in practice and are difficult to obtain even under

the best of circumstances.

To address the above problem in a realistic setting, we adopt the typical

approach of extracting τ topics implicit in the textual contents of papers and

reviewers’ profiles, using a topic-modeling method, such as Probabilistic Latent

Semantic Analysis (PLSA).

The constrained version of the problem is, in practice, more relevant for

reviewer assignments in settings like scientific conferences with peer-reviewed
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papers, where the number of papers to be reviewed in a short amount of time is

relatively large and the number of reviewers in a program committee is limited.

The unconstrained version is in practice more relevant in settings where the

number of submissions is relatively small compared to a large pool of potential

reviewers, as is the case of reviewing journal submissions.

2.3.2 Adjusting the Language Models of Reviewers and
Papers using Latent Research Areas

In the multi-aspect review-team assignment problem, the group of reviewers

assigned to a paper pj has to be chosen to cover as many of pj’s topics as

possible, while, at the same time, ensuring that each individual reviewer cov-

ers many of pj’s topics. To achieve such an assignment, let us first consider

the Kullback-Leibler (KL) divergence measure, D(·||·), that can be used to

compute the relevance score of a reviewer r to a paper p, R(r, p), as in equa-

tion (2.6) [27]:

R(r, p) = −D(θr||θp) , (2.6)

where θr and θp are the language models of the reviewer r and the paper p

respectively, which model the probabilities of the presence of different terms in

the reviewer’s profile and the paper. KL divergence is an asymmetric measure

of the difference between two language models and can be estimated as in

Equation (2.7):

D(θr||θp) =
∑
t∈V

P (t|θp) log
P (t|θp)
P (t|θr)

=
∑
t∈V

P (t|θp) logP (t|θr)−P (t|θp) logP (t|θp) ,

(2.7)

where {t ∈ V } is the set of terms in the vocabulary of the whole collection, V ;

P (t|θp) denotes the probability of a term t given the paper language model θp;

and P (t|θr) is the probability of a term t given the reviewer language model

θr of reviewer r. Since the second part of Equation (2.7) doesn’t change the
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Figure 2.1: Example to illustrate reviewer assignment w.r.t. a paper (see main
text for details).

ranking of reviewers for each paper, it can be ignored; our method considers

the first term of this formula to estimate the relevance of reviewers to papers.

Note that, if a term does not appear in the profile of a reviewer, then

logP (t|θr) will be undefined (P (t|θr) = 0), and the relevance score for the

reviewer cannot be computed. This problem can be addressed with smooth-

ing [56], which ensures that all terms have probabilities greater than zero. The

smoothed reviewer model is defined in Equation (2.8):

P (t|θr) = λP (t|r) + (1− λ)P (t|C) , (2.8)

P (t|r) can be, in a simple case, a maximum-likelihood estimate, i.e., the rela-

tive frequency of t in r’s profile; and P (t|C) is the probability of term t in the

collection of reviewers, C. The coefficient λ ∈ [0, 1] determines the relative

strength of the contribution from the reviewer r’s profile and from the whole

collection of reviewers to the probability of the term t; In this manner, all term

probabilities are smoothed equally for each reviewer, based on the collection

of all reviewers profiles.

However, the same terms or keywords can be used in the characteriza-

tion of different research (sub-)areas may not be equally important in these
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different areas; thus, treating the terms differently, based on contextual infor-

mation about the research areas in which the reviewers’ publications belong,

can potentially improve reviewer assignment.

To illustrate this intuition, consider, for example, the simple case illustrated

in Figure 2.1. The terms and the topics of a paper p1 are shown in the middle

of the figure. The expertise topics of two reviewers, r1 and r2, and the prob-

abilities of the paper’s terms occurring in their respective profiles are shown

to the left and right. With these values, which only consider the reviewers’

profiles smoothed over the whole collection of reviewers as in Equation (2.8),

r1 is chosen to review p. Intuitively, however, r2 appears to be more relevant

to p. In relation to ‘information retrieval’—one of the topics of paper p—terms

like ‘query’, ‘expansion’ and ‘retrieval’ are more important than other less rele-

vant but more widely and frequently occurring general terms. While the terms

‘query’, ‘expansion’ and ‘retrieval’ do have a higher probability for reviewer r2,

less relevant terms of the paper have a higher probability for reviewer r1 and

dominate the calculation of the reviewers’ relevance. To increase r2’s relevance

score, the weight of the important terms should be increased.

Using clusters of reviewers’ publications as latent research areas can help

achieve this objective, by assigning more weight to terms that are more central

to those clusters. In a cluster about ‘information retrieval’, the terms ‘query’

and ‘expansion’ occur more often in the publications of the cluster, and this

higher frequency can be used to adjust the probability of a term for a reviewer

whose publications belong to that cluster.

To utilize latent research area information, two sub-problems need to be

addressed:

• identifying the latent research areas of the reviewers’ publications; and,

• improving the matching between reviewers and papers, based on these
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latent research areas.

To obtain the latent research areas, we cluster the reviewers’ publications.

In this paper, we use a k-means with cosine distance for clustering all pub-

lications of all reviewers. We also use Latent Semantic Indexing to reduce

the dimensionality of these documents in term space to improve the quality

of clustering. The resulting clusters are called as latent research areas. Given

these latent research areas derived from reviewers’ publications, probabilities

of term occurrences can be adjusted by adapting cluster-based information

retrieval models [30], introducing a second factor to update the weights of the

terms, as follows:

P (t|θr) = λP (t|r) + (1− λ)[βP (t|Cr) + (1− β)P (t|C)] , (2.9)

Each reviewer is associated with a number of latent research areas, which their

publications belong to. Cr is the latent research area of the reviewer r that

is most similar to the query paper. β is a coefficient indicating the relative

importance of the latent research areas of the publications of reviewers in

comparison to the whole collection. Equation (2.9) gives more weight to terms

that appear more frequently in the latent research area of the reviewer which

is most similar to the query paper.

Information of the latent research areas can also be used to update the

language model of the query paper. First, the query paper is assigned to the

most similar latent research area. Then, the contextual information of this

latent research area is used to update the weights of the terms in the language

model of the query paper, in order to give more weight to those terms of the

paper that are more relevant in its latent research area. The term-weight

adjustment is performed with a model-based feedback strategy [55] shown in

Equation (2.10):
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P (t|θp) = αP (t|p) + (1− α)p(t|Cp) , (2.10)

where P (t|p) is the relative frequency of term t in the paper p, Cp is the latent

research area assigned to the paper p, and α controls the effect of the latent

research area model Cp.

To measure the quality of assigning a group of reviewers g to the paper p,

S(g, p), we adopt a Maximal Marginal Relevance(MMR) ranking strategy [8]

in Equation (2.11), to simultaneously maximize coverage and confidence. The

MMR strategy synthesizes the relevance of the reviewers to the paper with the

diversity of the reviewers as a group.

S(g, p) = v
∑
r∈g

R(r, p)− (1− v)[
1

|g|
∑
r∈g

∑
r′∈g
r 6=r′

RD(r, r′)] , (2.11)

where RD(r, r′) is a measure of the similarity of the expertise of reviewers r

and r′ using the KL-divergence score. The formula for the review-team quality

in Equation (2.11) reflects our intuition that the optimal group of reviewers

for a paper should have two characteristics: (a) reviewers in the group should

have expertise that is highly relevant for the paper, and (b) reviewers should

have diverse expertise. The first term in Equation (2.11) reflects the first

characteristic, by computing the sum of the relevance scores of all reviewers in

the group to the paper. The second term reflects the second characteristic by

computing the sum of pairwise similarities of the reviewers’ expertise profiles;

reviewers with very similar expertise profiles are unlikely to contribute much

additional information value with their reviews. v controls the balance between

these two features of a group of reviewers.
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Algorithm 1: A Greedy Algorithm for CMARTA-LRA

Input : Set of N papers P , set of M reviewers R, set of reviewer
capacities: C = {Cr1 , . . . , CrM}, papers’ quota limit k.

Output: set of N groups of k reviewers assigned to the paper, G.
1 for p ∈ P do
2 sum of relevance scoresp ← 0;
3 for r ∈ R do
4 sum of relevance scoresp ← R(r, p)
5 end

6 end
7 Sort the set of papers P in ascending order of their sum of relevance

scores;
8 for p ∈ P do
9 gp ⇐ ∅;

10 repeat
11 r ← argmaxr∈RS(gp ∪ {r}, p);
12 gp ← gp ∪ {r};
13 Cr = Cr − 1;
14 if Ci = 0 then
15 Remove r from R;
16 end

17 until |gp| = k;

18 end

2.3.3 Multi-Aspect Review-Team Assignment using La-
tent Research Areas

Unconstrained Multi-Aspect Paper-Review Assignment using Latent Research

Areas (UMARTA-LRA) is a special case of Constrained Multi-Aspect Paper-

Review Assignment using Latent Research Areas (CMARTA-LRA), by con-

sidering the reviewers’ capacities in UMARTA-LRA equal to the number of

all papers. We introduce a general framework to solve both problems. The

goal is to find the best group of reviewers for each paper, i.e., the group that

maximizes the quality score of Equation (2.11), given the reviewers’ capacities.

We examine a heuristic forward-selection algorithm to optimize the defined

objective function.

Our method first computes, for each paper p, the sum of relevance scores
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of all reviewers to p, and then sorts the papers in ascending order of this

sum of relevance scores, and considers papers with lower scores first. Thus,

our method prioritizes papers with, in general, fewer relevant reviewers. This

reduces the chance that the capacity of the few relevant reviewers for such a

paper is exhausted before the paper is considered. Karimzadegan et al. [24]

prioritize the papers with more topics—based on the intuition that there are

more opportunities to assign the best reviewers to such papers. However,

having more topics in a paper does not mean the number of reviewers who can

cover these topics is low.

In our method, we iteratively optimize the team of reviewers assigned to

each paper. For each paper, the next best reviewer —i.e., the one that maxi-

mizes the estimated quality score of the group assigned to the paper according

to Equation (2.11)— is chosen in each step. Once a reviewer’s quota (or pa-

per’s quota) is reached, that reviewer (respectively paper) is removed from

the reviewer pool (respectively the paper list). The process continues until

the reviewer teams for all the papers are selected. Algorithm 1 shows the

pseudo-code.

2.4 Experimental Results

We conducted a set of experiments to address the following research questions:

Q1 How sensitive are our methods to their parameters? What is the impact

of λ, β, v and α on the coverage and confidence measures of our methods?

How does the number of extracted aspects affect the performance of our

method?

Q2 How useful is latent research area information for unconstrained and

constrained multi-aspect reviewer assignment?
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Q3 How do the group-based multi-aspect paper-review assignment methods,

including ours, perform in comparison to the various baseline algorithms

proposed by Karimzadegan et al. [25] and Neshati et al. [36] , which as-

sign reviewers to a paper independently of the team of previously selected

reviewers for that paper (group-based vs. independent reviewer–paper

assignment), using topic space in both constrained and unconstrained

settings?

Q4 How does our group-based objective function —which uses latent research

areas— perform against the baseline group-based objective function pro-

posed by Kou et al. [26] (term space vs. topic space)?

We implemented our algorithm using the Lemur toolkit1. We extract topics

from the union of all reviewer profiles using the PLSA topic-modeling method

for the baseline methods. To obtain latent research areas, we use LSA (Latent

Semantic Analysis) to reduce the dimensionality of reviewers’ publications in

term space, and, we applied K-means to cluster the reviewers’ publications

in this lower dimensional space. We use the cosine distance for clustering

the reviewers’ publications and for identifying the most similar latent research

area for the query papers and the reviewers. The number of clusters was set

to 25. We used the implementation of SDGA-SRA available through Kou et

al.’s project homepage2 [26]. We implement the methods of Karimzadegan

et al. [25] and Neshati et al. [36] using a commercial CP solver, IBM ILOG

CPLEX Optimizer 12.6(CPLEX)3.

1http://www.lemurproject.org/
2http://degroup.cis.umac.mo/reviewerassignment
3https://www-01.ibm.com/software/websphere/products/optimization/

cplex-studio-community-edition/
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2.4.1 The Datasets

We used two datasets in our experiments. The SIGIR dataset4 [25] includes 73

papers and 189 expert reviewers. In this dataset, the papers and the reviewers

are manually annotated with ground-truth topics, selected among the ones

mentioned in the call for papers (CfP) of the ACM SIGIR conference. Each

paper is associated with at least two topics and each reviewer is associated with

25 topics. A second, larger dataset, the PubMed dataset5, was constructed by

Neshati et al. [36]. It includes 231 papers, retrieved by a crawler from the

PubMed6 database. PubMed papers are indexed by three medical subject

headings (MeSH), a standard controlled vocabulary in life sciences. The 2009

version, which we used, contains 25,186 subject headings, each of which is

associated with a number of more specific subheadings. Each paper in the

PubMed dataset is associated with at least two breast-cancer subheadings; on

average, the papers in this collection are associated with 3.6 subject headings.

For each of the subheadings associated with a paper in this collection, the

crawler identified authors with at least 10 papers on this subheading; the

collection of these authors —98 in total— constitute the pool of potential

reviewers. The profile of each reviewer was created using titles and abstracts

of their publications.

The two datasets exhibit some interesting differences. On average, papers

in PubMed are associated with more ground-truth subject headings than the

papers in SIGIR. This implies that, in order to cover them, the expertise of the

review teams assigned to PubMed papers has to be broader than that of the

SIGIR review teams. However, PubMed reviewers have, typically, narrower ex-

pertise than SIGIR reviewers because PubMed reviewers are associated with

4http://timan.cs.uiuc.edu/data/review.html
5http://isl.ce.sharif.edu/pubmed/dataset/
6http://www.ncbi.nlm.nih.gov/pubmed
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fewer ground-truth subject headings than SIGIR reviewers, who are associ-

ated with 25 ground-truth topics. Furthermore, the reviewers in the PubMed

dataset are more similar to each other than SIGIR reviewers, since they are

all associated with breast-cancer subject headings. Using KL-divergence, the

average dis-similarity score between reviewers is 1.60 and 2.35 for PubMed and

SIGIR, respectively. Therefore, since the reviewers of the PubMed dataset are

more similar to each other than the SIGIR reviewers, we expect that using la-

tent research areas (the clusters of the reviewers’ publications) should improve

the quality of the review teams assigned to SIGIR papers more than those of

the PubMed papers.

2.4.2 Evaluation Measures

We evaluate the effectiveness of our methods using the coverage and average

confidence measures, defined in [25], using the ground truth topics assigned

to papers and reviewers. The coverage of a paper by a set of reviewers is

defined as the percentage of its topics that are covered by the reviewers topics

of expertise, as shown in Equation (2.12):

Coverage =
nr

nA

, (2.12)

where nA is the number of all topics of the paper and nr is the number of

paper topics that are also topics of expertise of the reviewers assigned to the

paper.

A second indicator of a good assignment is the degree to which individual

reviewers cover more than one of the paper topics. The average confidence

measure, shown in Equation (2.13), captures this indicator by measuring how

redundant the reviewers are in covering the various topics of the paper:

Average confidence =
1

nA

(

nA∑
i=1

nAi

n
) . (2.13)
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where nAi
is the number of reviewers assigned to the paper that can cover

topic Ai and n is the total number of reviewers assigned to the paper.

2.4.3 Baseline Methods

To find out how effective using latent research area information is, we define

two baseline methods for the unconstrained and constrained versions of the

problem by using the standard KL-divergence in Equation (2.11) instead of our

proposed extended version (as shown in Equations (2.9) and (2.10)). These

baseline methods are called UMARTA-KL and CMARTA-KL, respectively.

λ = 0.9 is used in both methods for both the PubMed and SIGIR datasets.

The comparisons between our methods and these simplified baseline methods

should show if latent research area information, as we propose, does indeed

contribute positively to the performance.

To find out how effective the group information is, we compare UMARTA-

LRA against Karimzadegan’s review aspect modeling (RAM) [25] and Ne-

shati’s uncapacitated facility-location analysis (UFLA) [36]; and we compare

CMARTA-LRA, against Nesthati’s capacitated facility location analysis (CFLA)

[36] and Karimzadegan’s integer linear programming (ILP) [24].

The parameters of the comparison methods are set to the values that were

recommended in the respective publication. As recommended in [36], λ is set

to 0.1 and 0.2 for the UFLA method on the SIGIR and PubMed datasets,

respectively. As recommended in Karimzadegan et al. σ is set to 0.1 and 0.2

for the RAM method on the SIGIR and PubMed datasets, respectively. The

number of extracted topics from the papers and reviewers’ profiles is set to 25.

For CFLA, the value of λ is set to 0.5. The program committee size for SIGIR

is 189, and the reviewing capacity of each reviewer and the number of reviewers

assigned to each paper is set to 5 and 3, respectively. The program committee

size for PubMed is 98, and the reviewing capacity of each reviewer and the
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number of reviewers assigned to each paper is set to 10 and 3, respectively.

Karimzadegan et al. and Neshati et al. also set low probability values of

extracted topics to zero to improve the performance of their methods.

We also compare our group-based objective function in term space with

the weighted-coverage group based reviewer assignment objective function in

topic space, WCGRA, proposed by Kou et al. [26], in order to show which

space is more informative and appropriate for the reviewer-paper assignment.

Moreover, Kou et al. use the Author-Topic Model (ATM) [42] to extract the

expertise aspects of reviewers and papers. To make the comparison fair, we

use the same topic vectors and constraints in CFLA, ILP and WCGRA. As

topic vector generation may affect the performance of the methods in topic

space, We also use both ATM and PLSA to generate the topic vectors. In

reporting the results, we designate the different cases by putting the name of

topic modeling method used alongside the name of the baseline methods, for

example, a CFLA-PLSA designation specifies the case when the PLSA topic

modeling method is used in CFLA.

2.4.4 Parameter Setting for UMARTA-LRA and CMARTA-
LRA

For CMARTA-LRA, the reviewer quota and paper quota are set to the same

values as for CFLA and ILP, i.e., 5 and 3 for SIGIR, and 10 and 3 for PubMed.

The remaining parameters are studied in more detail in this section.

We study the effect of each parameter on both datasets, but we use the

SIGIR dataset to set the default values for each parameter, used then on both

datasets. Table 2.1 summarizes different parameters of our method, and their

selected values have been put in bold face. In all following experiments, we use

these values for the parameters of our methods if we don’t mention anything

further.
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Table 2.1: The summarization of different parameters of our method

Parameters Definition Equation Value range

λ Reviewer’s Profile
Smoothing Parameter

(2.8) 0, 0.1,. . . ,. . . ,0.9, 1

β Reviewer’s Latent Re-
search Area Balance
Factor

(2.9) 0, 0.1,. . . ,0.5,. . . , 1

α Query’s Latent Research
Area Balance Factor

(2.10) 0, 0.1,. . . ,0.6,. . . , 1

v Diversity factor (2.11) 0, 0.1,. . . ,0.6,. . . , 1
p Number of LSA compo-

nents
15, 20, 25, 30

k Number of clusters 10, 15, 25, 30, 35, 40

The authors of the comparison methods [24, 36] did perform a fine–tuning

on the same data sets and reported their best values in their papers. Therefore,

since we use the same datasets, we think it is fair to use their reported best

parameter values.

Figure 2.2 shows the coverage and average confidence of UMARTA-LRA

using different numbers of aspects extracted by LSA; note that, subsequently,

the reviewers’ publications and the query papers are represented as vectors of

these latent aspects and clustered to discover the latent research areas required

by our method. The method seems to be very robust with respect to the num-

ber of latent aspects, with little variation in coverage and average confidence

over a wide range of numbers of aspects. Using 25 aspects yields slightly better

results than the other tested values in the SIGIR data set, which is why we

fix the value of extracted aspects to 25 for all methods in both datasets.

Figures 2.3, 2.4, 2.5 and 2.6 illustrate the sensitivity of UMARTA-LRA to

the combination of coefficients λ, β, α and v, on both datasets. Recall that λ

in (2.9) and α in (2.10) determine how important the latent research areas are

in the reviewers’ profiles and the query papers, respectively, in adjusting the

term frequencies; β in (2.9) is used to include a smoothing term, considering
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Figure 2.2: Coverage and average confidence of UMARTA-LRA using various
numbers of aspects in LSA for λ = 0.9, β = 0.5, α = 0.6 and v = 0.6

the whole collection, in case a term does not occur in the reviewer’s profile

nor in the latent research areas of her papers; and v in (2.11) balances the

review-team expertise for the query paper against the diversity of the profiles

of the reviewers in the team.

In both datasets, increasing the value of λ (without changing the cho-

sen values for other parameters) improves coverage and average confidence,

indicating that the reviewer profiles are the main source of information for

identifying the reviewers’ expertise aspects. Based on these results, we set
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λ = 0.9 in all other experiments with UMARTA-LRA.

Increasing the value of β improves the coverage in the SIGIR dataset,

indicating that latent research area information can improve the reviewer-

assignment process, but the effect is less pronounced on the PubMed dataset,

in which the latent research area are more similar to each other than in the

SIGIR dataset. Since β = 0.5 shows better coverage and average confidence

in the SIGIR dataset, We use a value of β = 0.5 for both datasets in all

other experiments. This gives equal importance to the whole collection and

the latent research areas of reviewers.

As Figure 2.5 shows, increasing the value of α improves the coverage for

SIGIR dataset and average confidence for both datasets to some degree and up

to about a value of α = 0.5, indicating that using the closest latent research

area to a query paper to adjust the language model of the paper improves

the result. We set α to 0.6 for both datasets in all other experiments because

α = 0.6 yields maximum coverage and average confidence in the SIGIR dataset.

Figure 2.6 shows increasing the value of v improves, as can be expected,

the average confidence in both datasets since for low values of v the assignment

of a group of reviewer is mainly based on the diversity of the group without

considering the relevance of the reviewers with respect to the paper. Although

reviewers in a group should be diverse, they should also cover as many topics

as possible, i.e., have sufficient knowledge about these covered topics, as mea-

sured by the relevance score. When multiple reviewers are available that can

cover all the aspects of a submission, it is preferable that the team consists of

reviewers who have diverse expertise beyond the paper. Since v = 0.6 results

in maximum coverage and average confidence in the SIGIR dataset, this value

of v is chosen as a default value for both datasets in all other experiments.

To validate the cluster structure, the silhouette coefficient [43] is used.
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Figure 2.3: Sensitivity of UMARTA-LRA w.r.t λ for β = 0.5, α = 0.6 and
v = 0.6

This measure shows the similarity of an object to its own cluster (cohesion)

in comparison to other clusters (separation). In summary, the higher the

silhouette coefficient, the better the quality of the clustering.

Figure 2.7 shows that the highest silhouette value for both datasets occurs

when the number of clusters is 25. Hence, the number of clusters is set to 25

for both dataset. It is also worth noting that this value of k is the same as the

number of ground truth topics. It shows that our intuition to consider these

clusters as the latent research areas seems reasonable.
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Figure 2.4: Sensitivity of UMARTA-LRA w.r.t β for λ = 0.9, α = 0.6 and
v = 0.6

We analyzed the effect of different number of clusters on the result of the

methods evaluation measures. As shown in Figure 2.8, although the perfor-

mance of the CMARTA-LRA is very robust when the default values of other

parameters are used, for average confidence and coverage we can see a slightly

different performances (at a still high level), which have their maximum values

at 25 for both datasets. As shown in Figure 2.9 ,the performance of UMART-

LRA is also robust when using various number of clusters. However, the value

of 25 for the number of clusters yields to the best coverage and average confi-
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Figure 2.5: Sensitivity of UMARTA-LRA w.r.t α for λ = 0.9, β = 0.5 and
v = 0.6

dence for both datasets.

Similar to UMARTA-LRA, Figure 2.10 shows the average confidence of

CMARTA-LRA does not vary substantially with the number of latent aspects

used. The maximum value of coverage for CMARTA-LRA is obtained if the

number of latent aspects are 20 and 25 for the SIGIR and PubMed datasets,

respectively.

Figures 2.11, 2.12, 2.13 and 2.14 illustrate the effects of different param-

eter values on the performance of the CMARTA-LRA, which are similar to
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Figure 2.6: Sensitivity of UMARTA-LRA w.r.t v for λ = 0.9, β = 0.5 and
α = 0.6

their effects on UMARTA-LRA, showing an overall very robust behavior of a

parameter when the others are fixed at their default values.

2.4.5 Evaluation of UMARTA-LRA

Tables 2.2 and 2.3 report the coverage and average confidence measures of

different methods using their recommended parameters. The parameters for

our method are shown in Table 2.1.

To show how effective the group information is, we compare the result of
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Figure 2.7: The value of silhouette coefficient using various numbers of clusters

Table 2.2: Comparison of the UMARTA-LRA with other baseline algorithms

Dataset Method Coverage Average confidence

SIGIR RAM 0.869 0.501
UFLA 0.900 0.564
UMARTA-LRA 0.923 0.602

PubMed RAM 0.798 0.424
UFLA 0.826 0.683
UMARTA-LRA 0.896 0.717

UMARTA-LRA against results of the RAM and UFLA methods. As Table 2.2

shows, our method outperforms these baseline algorithms in both coverage and

average confidence.

In Figures 2.15 and 2.16, we can see more clearly how the performance of

UFLA, RAM and UMARTA-LRA are sensitive to the number of aspects in

PLSA and LSA. Our method, UMARTA-LRA is more robust to the number

of aspects than both UFLA and RAM.

It is important, however, to note a key difference in the role that this

number plays in the methods we compare: UMARTA-LRA uses the number

41



 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

 10  15  20  25  30  35  40

C
o
v
e
r
a
g
e

K

SIGIR dataset
PubMed dataset

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 10  15  20  25  30  35  40

A
v
e
r
a
g
e
 
C
o
n
f
i
d
e
n
c
e

K

SIGIR dataset
PubMed dataset

Figure 2.8: Coverage and average confidence of CMARTA-LRA using various
numbers of clusters (k) for λ = 0.9, β = 0.5, α = 0.6 and v = 0.6

of aspects only for dimensionality reduction in clustering the documents; in

contrast, the competitor baseline methods use the number of aspects as the

number of topics in terms of which to represent reviewers and papers.

Considering the quality of a team of reviewers as a whole, in comparison to

independent review-paper assignment, increases the coverage and average

confidence of the assignments.(Q3)

Table 2.3 shows that using the latent research area information in UMARTA-
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Figure 2.9: Coverage and average confidence of UMARTA-LRA using various
numbers of clusters (k) for λ = 0.9, β = 0.5, α = 0.6 and v = 0.6

Table 2.3: Comparison of the UMARTA-LRA with UMARTA-KL

Dataset Method Coverage Average confidence

SIGIR UMARTA-KL 0.698 0.395
UMARTA-LRA 0.923 0.602

PubMed UMARTA-KL 0.824 0.646
UMARTA-LRA 0.896 0.717

43



 0.7

 0.75

 0.8

 0.85

 0.9

 0.95

 1

 15  20  25  30

C
o
v
e
r
a
g
e

Number of topics

SIGIR dataset
PubMed dataset

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0.75

 15  20  25  30

A
v
e
r
a
g
e
 
C
o
n
f
i
d
e
n
c
e

Number of topics

SIGIR dataset
PubMed dataset

Figure 2.10: Coverage and average confidence of CMARTA-LRA using various
numbers of aspects in LSA for λ = 0.9, β = 0.5, α = 0.6 and v = 0.6

LRA improves performance in all measures, compared to not using this infor-

mation as in the baseline method UMARTA-KL.

Our method is very effective in maximizing the coverage of the paper’s topics

by the assigned reviewers, and implicitly validates the usefulness of latent

research areas in improving multi-aspect reviewer assignment.(Q2)
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Figure 2.11: Sensitivity of CMARTA-LRA w.r.t λ for β = 0.5, α = 0.6 and
v = 0.6

2.4.6 Evaluation of CMARTA-LRA

Table 2.4 and 2.5 summarizes the results of comparing the group-based meth-

ods WCGRA and our method CMARTA-LRA against the baseline methods

that assign reviewers to each paper independently (CFLA and ILP). We used

PLSA to extract topics for CFLA, ILP and WCGRA, the results of which are

reported in Table 2.4. Table 2.5 reports the results for when we use ATM

instead of PLSA to generate topic vectors for CFLA,ILP and WCGRA. An

interesting observation is that Kou et al. [26] used ATM to extract the topic
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Figure 2.12: Sensitivity of CMARTA-LRA w.r.t β for λ = 0.9, α = 0.6 and
v = 0.6

vectors; However, using PLSA in WCGRA, CFLA and ILP improves the per-

formance of all these methods in both coverage and average confidence for

both SIGIR and PubMed datasets.

Similar to previous experiments with UMARTA-LRA, the default values

of the parameters for CMARTA-LRA are used. As Tables 2.4 and 2.5 show,

our proposed method clearly outperforms other methods in all measures.

Although CFLA and ILP use the Integer Linear Programming to optimize

their solutions, our simple, greedy approach performs better with the infor-
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Figure 2.13: Sensitivity of CMARTA-LRA w.r.t α for λ = 0.9, β = 0.5 and
v = 0.6

mation of latent research areas which better captures the relevance of review-

ers to papers. Furthermore, our method solves the constrained multi-aspect

review paper assignment problem using an objective function that takes re-

viewer diversity into account instead of choosing reviewers independently only

to maximize coverage of paper topics.

Both CFLA and ILP define new similarity measures between reviewers and

papers in topic space. They use the Integer Linear Programming framework

to optimize the quality of the assigned group of reviewers for each paper using
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Figure 2.14: Sensitivity of CMARTA-LRA w.r.t v for λ = 0.9, β = 0.5 and
α = 0.6

their similarity measures. For the sake of completeness, we also use the Integer

Linear Programming framework to optimize the group of assigned reviewers

for each paper using our similarity measure between groups of reviewers and

papers in term space (see equation (2.11)). We call the latter, CMARTA-

LRA-ILP. As shown in the table 2.4, when we adapt our similarity measure

to use the Integer Linear Programming, our method outperforms both CFLA

and ILP in all measures.

Moreover, WCGRA with PLSA, as a group-based method in topic space,
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Figure 2.15: Coverage and average confidence of UMARTA-LRA, RAM and
UFLA using various numbers of aspects in LSA and PLSA respectively, in
SIGIR dataset

performs better, in terms of both coverage and average confidence, than CFLA

and ILP using PLSA, which are doing independent reviewer-paper assignments

in topic space. Therefore, optimizing the team of reviewers for each paper

instead of considering each reviewer independently can improve the quality of

paper-reviewer assignments significantly.
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Figure 2.16: Coverage and average confidence of UMARTA-LRA, RAM and
UFLA using various numbers of aspects in LSA and PLSA respectively, in
PubMed dataset.

Using a group-based objective function improves multi-aspect reviewer as-

signment in the constrained setup as well (Q3),

As Table 2.4 and 2.5 show, our objective function outperforms the WCGRA

objective function, when measured against the ground truth, by a large margin,

in both coverage and average confidence of the resulting assignment, regardless

of different topic vector generation methods used. WCGRA focuses solely
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Table 2.4: Comparison of group-based reviewer-paper assignment methods
with other baseline algorithms using the PLSA topic modeling method

Dataset Method Coverage Average confidence

SIGIR ILP-PLSA 0.501 0.211
CFLA-PLSA 0.526 0.227
WCGRA-PLSA 0.574 0.24
CMARTA-LRA-ILP 0.762 0.417
CMARTA-LRA 0.855 0.536

PubMed ILP-PLSA 0.774 0.568
CFLA-PLSA 0.739 0.528
WCGRA-PLSA 0.791 0.587
CMARTA-LRA-ILP 0.85 0.675
CMARTA-LRA 0.879 0.665

Table 2.5: Comparison of group-based reviewer-paper assignment methods
with other baseline algorithms using ATM topic modeling method

Dataset Method Coverage Average confidence

SIGIR ILP-ATM 0.374 0.168
CFLA-ATM 0.502 0.203
WCGRA-ATM 0.461 0.181
CMARTA-LRA 0.855 0.536

PubMed ILP-ATM 0.69 0.483
CFLA-ATM 0.751 0.495
WCGRA-ATM 0.792 0.524
CMARTA-LRA 0.879 0.665

on maximizing the coverage score of the review team assigned to a paper

and exhibits much lower average confidence than our group-based objective

function that tries to maximize both relevance and diversity of the review

team. Moreover, CMARTA-LRA represent the reviewers and papers expertise

in term space using the latent research information rather than in topic space.

To compare the performance of our group-based objective function using

latent research areas with the performance of the group-based objective func-

tion WCGRA-PLSA [26], we use three approximation algorithms: our greedy
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Table 2.6: Comparison of the CMARTA-LRA with WCGRA using three dif-
ferent approximation algorithms

Dataset Method Coverage Average confidence

WCGRA-
PLSA

CMARTA-
LRA

WCGRA-
PLSA

CMARTA-
LRA

SIGIR SDGA 0.542 0.845 0.232 0.519
SDGA-SRA 0.574 0.857 0.24 0.511
Greedy 0.553 0.855 0.235 0.536

PubMed SDGA 0.773 0.875 0.514 0.674
SDGA-SRA 0.791 0.877 0.527 0.670
Greedy 0.736 0.879 0.501 0.665

forward selection and two algorithms proposed by Kou et al. [26], SDGA, and,

SDGA-SRA. The results for coverage and average confidence are shown in Ta-

ble 2.6. As Table 2.6 shows, our objective function outperforms the WCGRA

objective function by a large margin in both coverage and average confidence of

the resulting assignment, regardless of the different approximation algorithms

used. The performance of our similarity measure using different approxima-

tion algorithms in reviewer paper assignment shows that our method is ro-

bust and efficient in comparison to their competitors. Moreover, our proposed

greedy approach combined with our introduced similarity measure performs

best among all cases considered.

Matching reviewers’ expertise and papers has performed better in term space

using the latent research information (CMARTA-LRA) rather than in topic

space (WCGRA) (Q4).

To show how effective using the latent research area information is in con-

strained multi-aspect expertise matching, we compare CMARTA-LRA with

CMARTA-KL. Table 2.7 shows the results of CMARTA-LRA and CMARTA-

KL. In both datasets, using the latent research area information helps to es-

timate the relevance score of reviewers and papers more effectively. As we
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Table 2.7: Comparison of CMARTA-LRA and CMARTA-KL

Dataset Method Coverage Average confidence

SIGIR CMARTA-KL 0.60 0.26
CMARTA-LRA 0.855 0.536

PubMed CMARTA-KL 0.84 0.52
CMARTA-LRA 0.879 0.665

explain in section 2.4.1, the effect of the latent research areas is more pro-

nounced in SIGIR rather than PubMed datasets.

Our experimental results demonstrate that using the latent research areas

of the reviewers’ publications, when assigning teams of reviewers to papers,

results in improved paper-reviewer assignments over all baseline and state-

of-the-art methods, both in terms of coverage and average confidence, and

in both the unconstrained and constraint problem variants (Q2).

To illustrate the effectiveness of CMARTA-LRA even further, we show

some example cases in which we compare the reviewers assigned using our

method with the assignments of the baseline methods.

In Table 2.8, the information about four query papers and assigned re-

viewers, along with their ground truth topics—which are used to evaluate the

quality of the assignments—are reported. For each reviewer, the covered topics

of the paper are shown in bold face. For query papers 2 and 57 in PubMed and

papers 5 and 54 in SIGIR, the team of reviewers assigned using CMARTA-

LRA covers a higher number of topics. Moreover, most of the assignments

add a new knowledge aspect to the group of reviewers. This is due to the

consideration of other reviewers’ coverage when the next one is being chosen.

We also prioritize papers with lower values of the sum of relevance scores

(i.e., fewer relevant reviewers, in general), in order to avoid improper assign-
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Table 2.8: The reviewers assignment of CMARTA-LRA, ILP and CFLA for
some queries in PubMed and SIGIR datasets

PubMed Dataset

Paper Method Team of reviewers Covered Topics

P2 : (T1, T3, T6, T8, T12, T13) ILP-PLSA R30 : (T1, T7) (T1,T6)
R41 : (T1, T4, T7)
R42 : (T1, T4,T6, T7, T10, T15)

CFLA-PLSA R17 : (T1, T2,T3, T5) (T1,T3,T6)
R29 : (T1, T4,T6, T7)
R50 : (T1, T4,T6, T16)

CMARTA-LRA R57 : (T1, T2, T4, T5,T6, T7, T10,T13) (T1,T6,T8,T12,T13)
R53 : (T1, T7,T8,T12, T17)
R50 : (T1, T4,T6, T16)

P57 : (T1, T2, T3) ILP-PLSA R30 : (T1, T7) (T1)
R59 : (T1, T7)
R71 : (T1, T6, T7)

CFLA-PLSA R19 : (T1,T2, T5, T11) (T1,T2)
R23 : (T1)
R76 : (T1,T2, T5, T6, T7, T9, T10, T11, T19)

CMARTA-LRA R55 : (T1) (T1,T2,T3)
R79 : (T1,T2, T5, T9, T10)
R15 : (T1,T2,T3, T4, T5, T6, T7)

SIGIR Dataset

Paper Method Team of reviewers Covered Topics

P5 : (T3, T12, T23) ILP-PLSA R143 : (T7, T24) (T12)
R152 : (T1, T2, T4, T9, T11,T12, T13, T22)
R176 : (T7, T19, T24, T25)

CFLA-PLSA R5 : (T9, T11, T14) (T3)
R16 : (T1, T2,T3, T7, T10, T11, T19, T20, T24)
R133 : (T2, T5, T25)

CMARTA-LRA R106 : (T16,T23, T24) (T3,T12,T23)
R16 : (T1, T2,T3, T7, T10, T11, T19, T20, T24)
R62 : (T1, T4, T9, T8,T12, T13, T15, T21, T25)

P54 : (T1, T3, T10) ILP-PLSA R128 : (T4, T5, T25) (T10)
R140 : (T4, T9, T11, T12, T13)
R150 : (T7, T9,T10, T11, T19, T21, T25)

CFLA-PLSA R59 : (T9,T10, T23, T24) (T3,T10)
R64 : (T2,T3, T7,T10, T11, T17, T19, T24)
R124 : (T4,T10)

CMARTA-LRA R182 : (T1, T2, T7, T11) (T1,T3,T10)
R170 : (T2, T7, T8,T10, T11, T15, T19, T22, T24)
R107 : (T3,T10, T12, T14, T15, T16, T18, T19, T20, T24)

Table 8: The reviewers assignment of CMARTA-LRA, ILP and CFLA for some queries in PubMed and SIGIR datasets

22

ments due to the possible unavailability of the few relevant reviewers later in

the process. Consider two query papers in the PubMed dataset: query 159

with topics T1, T2 and T9 and query 207 with topics T1, T4, T5, T6, T7, T8, T10, T12

and T13). In Karimzadegan et al.’s method, paper 207 has higher priority than

paper 159, since paper 207 has 9 topics and paper 159 has only 3. However,

the order of paper in our method is reverse, since the topics of paper 159 has

a lower value of the sum of relevance scores than the paper 207. Therefore, we

get better coverage and average confidence than Karimzadegan et al.’s method

in both queries.
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Table 2.9: The concrete example of reviewers assignment of CMARTA-LRA,
ILP and CFLA for one query in PubMed dataset

PubMed Dataset

Paper Title Method

Carcinoma of the Male
Breast

ILP-PLSA

R30 R59 R71

Pathology Pathology Pathology Pathology
Surgery Genetics Genetics Genetics
Mortality Metabolism

CFLA-PLSA

R19 R23 R76

Pathology Pathology Pathology
Surgery Surgery
Diagnosis Diagnosis
Radiography Metabolism

Radiotherapy
Therapy
Radiography
Chemistry

CMARTA-LRA

R55 R79 R15

Pathology Pathology Pathology
Surgery Surgery
Diagnosis Mortality
Radiotherapy Drug Therapy
Therapy Diagnosis

Metabolism
Genetics

Table 9: The concrete example of reviewers assignment of CMARTA-LRA, ILP and CFLA for one query in PubMed dataset

23

Tables 2.9 and 2.10 also show the concrete examples with those topic words

and the paper names in order to demonstrate how well the quality of our

assignments are.These examples illustrate the effectiveness of our assignments

in both SIGIR and PubMed datasets in comparison to the other baseline

methods.
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Table 2.10: The concrete example of reviewers assignment of CMARTA-LRA,
ILP and CFLA for one query in SIGIR dataset

SIGIR Dataset

Paper Title Method

Combining Content and
Link for Classification
using Matrix
Factorization

ILP-PLSA

R128 R140 R150

Text Categorization Evaluation Evaluation Summarization
Machine Learning E�ciency Web IR Web IR
Web Structures Other IR applications Other Web Web Structures

Interactive IR and
Feedback

Other Web

User Studies (behavior
and modeling)

Text mining

Distributed IR
Other IR applications

CFLA-PLSA

R59 R64 R124

Web IR Clustering Evaluation
Web Structures Machine Learning Web Structures
Collaborative Filtering Summarization
Document representation Other Web

Other IR theory
Text mining
Document representation

CMARTA-LRA

R182 R170 R107

Text categorization Clustering Machine Learning
Clustering Summarization Web Structures

Summarization Multimedia IR
Interactive IR and
Feedback

Other Web Web Structures
XML and structured data
retrieval

Other Web Other retrieval models
Adaptive Information
filtering

Text mining

Table 10: The concrete example of reviewers assignment of CMARTA-LRA, ILP and CFLA for one query in SIGIR dataset

24
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2.5 Conclusions and Future Work

Automating the process of assigning reviewers to papers can potentially im-

prove the quality of assignments –and consequently that of the reviews– in

conference organization and journal-submission reviewing. To that end, the

overall objective of the process is, given a set of submissions, to identify, for

each one of them, an expert team of reviewers, who can cover all or most of

the different knowledge aspects of the paper in a complementary manner.

In this paper, we introduced the idea of using latent research areas in

multi-aspect review-team assignment. Our method uses LSA to reduce the

dimensionality of the collection of papers (authored by the potential review-

ers) in term space and, subsequently, clusters the papers in this new space to

infer “latent research areas”. The latent research areas are then used to en-

hance multi-aspect review-team assignment, through adjusting the importance

of the terms more relevant to the reviewers’ research areas. Our formulation

of the “multi-aspect review-team assignment” problem using latent research

areas (MARTA-LRA) aims at identifying the best group of reviewers for each

paper, optimizing the individual and group coverage of the paper’s aspects,

with preference to review teams that bring together diverse individual per-

spectives. We experimented with a greedy forward-selection approximation

algorithms for optimizing our objective function to solve the constrained and

unconstrained multi-aspect reviewer assignment. The results demonstrate that

our objective function, MARTA-LRA, considerably improves the performance

of multi-aspect reviewer assignment, in both constrained and unconstrained

settings, over the state-of-the-art related works.

In the future, we plan to investigate additional functions for estimating the

similarity between submissions and reviewers’ expertise profiles, to examine

the various parameters of our method and the relations between them in order
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to develop a systematic method for automatically configuring these parameters

for a given data set, and, to empirically validate the usefulness of our method

for conference organizers in the context of a real conference.

Also, we can apply other identification methods for latent research areas

along with a more comprehensive computational model for real world confer-

ences which may include, e.g., the co-citation network structure besides the

textual information
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Chapter 3

Personalized and Explainable
Aspect-based Recommendation
using Latent Opinion Groups

Abstract

The problem of explainable recommendation—supporting the recommenda-

tion of a product or service with an explanation of why the item is a good

choice for the user—is attracting substantial research attention recently. Rec-

ommendations associated with an explanation of how the aspects of the chosen

item may meet the needs and preferences of the user can improve the trans-

parency and trustworthiness of consumer-oriented applications, which is the

motivation driving this research area.

Current methods are far from ideal because they do not necessarily consider

the following issues: (i) users’ opinions are influenced not only by individual

aspects but also by the dependency between sentiments towards aspect; (ii) not

all users place the same value on all aspects; and, (iii) any explanation are not

provided for how the item aspects have led to the recommendation.

We introduce a personalized explainable aspect-based recommendation method

that can address these challenges. To identify the aspects that a user cares

about, our semantics-aware method learns the likelihood of an aspect being
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mentioned in a user’s review. To capture dependency between the users’ senti-

ments towards an aspect, reviews that express opinions with similar polarities

towards sets of aspects are clustered together in latent opinion groups. To

construct aspect-based explanations, item aspects are rated according to their

importance based on these latent opinion groups and the preferences of the

target user. Finally, to provide a user with a (set of) useful recommendation(s)

of an item, our method selects and synthesizes the aspects important for the

target user.

We evaluate our method over two datasets from (a) Yelp and (b) Tripadvi-

sor. Our results demonstrate that our method outperforms previous methods

in both recommendation performance and explainability.

3.1 Introduction

Recommendation of products and services to users has long been a key feature

of e-commerce websites. As users interact with the offerings of the website, rec-

ommender systems learn their preferences and entice them with more offerings

that are potentially to their liking. However, most traditional recommenda-

tion methods are not transparent enough to be able to indicate to the users

why a particular product or service is recommended to them [57]. Intuitively,

such an explanation can make the recommendation more understandable, more

trustworthy, and potentially more persuasive, which is the motivation driving

current research on recommendation explanation.

The explanation associated with a recommendation should describe the

reasons why the recommender system offers a specific item1, among a cata-

log of potential offerings, to the particular user. In principle, four different

categories of ‘reasons’ can be distinguished: similar-user-based explanations,

similar-item-based explanations, feature-based explanations, and aspect-based

1Henceforth, we use the term item to refer to the products or services being recommended.
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explanations. In similar-user-based explanations, the reasoning is that a group

of users, considered similar to the target user, have assigned good ratings to

the recommended item [11, 41, 54]. These explanations tend to not be very

convincing since the users receiving the recommendations often know noth-

ing about their “similar” users [20]. In similar-item-based explanations, the

reasoning is that the recommended item is considered similar to at least one

other item that the target user has liked previously [46]. Explanations based

on item similarity are usually more intuitive for users, but do not necessarily

give details about how the recommended item is similar to what the user liked

previously [57]. The last two types of explanations are based on two different

types of properties of the recommended item. In feature-based explanations,

the term “feature” refers to some objective attribute of the recommended item,

such as, for example, the lens of a camera; everything else, except the lens,

being equal, any two users would agree on which camera is better [15, 59]. In

contrast, in aspect-based explanations, the term aspect refers to some subjec-

tive attribute, such as, the affordability of the camera; even if two users agree

on the quality of the camera, one may find it “affordable” and the other may

find it “too expensive”. This is because, these two example users have differ-

ent personal preferences that lead them to different ratings of this subjective

aspect of “affordability”. Like the similar-item-based explanations, feature-

based explanations do not use any previous reviews of the user to provide

explanations for recommendation, which limits their persuasiveness. In our

work, we focus on aspect-based explanations, aiming to use the users’ prefer-

ences, as exemplified by their previous item reviews, to explain why the item

is recommended based on the recommended item’s aspects.

Recently, a number of aspect-based recommendation methods have been

proposed [6, 22, 32]; however, none of them address our research objective of

explainable aspect-based recommendations.
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• Existing aspect-based recommendation methods [6, 22, 32, 51] typically

describe aspects of an item using fixed sets of words. However, different

users may use different words to describe the same aspect of an item.

Current aspect-based explanation methods do not deal with the identifi-

cation of semantic similarities between the different words that reviewers

use when talking about the same aspects of an item [44]. For example,

“view”, “neighbourhood” and “place” are different words that users may

use in their reviews to refer to the aspect “quality of location” of a hotel.

• Most existing methods [22, 32] use information about an item aspects to

predict an overall rating of an item for a user, but do not provide any

explanation for how these aspects have led to the recommendation.

• Some aspect-based recommendation methods [58, 52] assume that all

users pay similar attention to all aspects. However, the interests, objec-

tives, and lifestyles of users influence the aspects on which they choose

to focus their reviews, and their sentiments about them. For example, a

user may give the highest rating and strongly positive review to a clean

and inexpensive hotel room, when another user may rate this room lower

than another room that is similarly clean but is more expensive and more

centrally located and easily accessible.

• Existing aspect-based recommendation methods [6, 22, 32] tend to esti-

mate each aspect rating based on how the majority of the item reviews

talk about this aspect. They ignore the possibility that a user’s experi-

ence with an item may be influenced by a combination of aspects. For

example, although the average rating of the “affordability” of a hotel is

negative, some users may find the hotel appropriately priced because of

its easily accessible location.
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In this paper, we propose PRLOG, a method for Personalized Recommen-

dations, based on Latent Opinion Groups, to address the above shortcomings.

PRLOG first predicts the sentiments that the user is likely to express towards

the items’ aspects, and then combines these ratings to develop an overall rat-

ing for each candidate item. The higher-rated candidate items are then rec-

ommended and the predicted sentiments toward their aspects constitute the

explanation for these recommendations.

More specifically, PRLOG starts by analyzing a set of input reviews to

identify the aspects mentioned in these “raw” reviews, and the reviewers’ sen-

timents about them. In some cases, the input reviews include explicit ratings

for a predefined set of aspects, which makes this task fairly straightforward;

in yet other cases, a state-of-the-art aspect-extraction method, such as the

opinion parser [38], can be used to extract aspects and sentiments toward

them from the review text. Next, word-embedded representations for aspects,

users, and items are constructed from these aspect-annotated reviews. These

representations enable our method to handle a variety of semantically similar

words that reviewers may use when talking about item aspects. Furthermore,

they are used alongside the explicit aspect ratings to provide the basis for

estimating the importance score of different aspects for a user and for an item.

To capture the dependency between sentiments towards aspects, our method

clusters reviews that express similar opinions about a set of aspects in latent

opinion groups ; each latent opinion group contains the reviews of the item

that mention the same set of aspects with the same sentiment (positive or

negative). Then, for any given item and given user, PRLOG predicts the sen-

timents that the user is likely to express toward the item’s aspects, as well as

the overall rating that this user is likely to assign to this item. To that end,

our method uses aspects’ importance scores that are calculated for that user

and that item and information of latent opinion groups of the item.
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We have evaluated the recommendation performance and the quality of ex-

planation of PRLOG on two popular review datasets, Yelp [6] and Tripadvisor

[50]. Our method performs well in predicting the overall rating of an item by

the user, the set of aspects that the user would mention in his reviews of an

item, and individual sentiments toward the item aspects, expressed in the user

reviews.

The remainder of this paper is organized as follows. In Section 3.2, we

review the relevant previous works on the problem of explainable recommen-

dation systems. Then, our proposed method is introduced in detail in Sec-

tion 3.3. Section 3.4 is devoted to reporting the experimental designs and the

results. Conclusions are drawn in Section 3.5.

3.2 Related work

The term explainable recommendations refers to the output of a special type of

recommendation algorithms that, in addition to providing the user with items

that are highly likely to meet their needs, offer the reasons why these items

were selected among other candidates. Current explainable recommendation

systems can be classified into three broad categories, based on how they gener-

ate their recommendations and the ‘reasons’ to explain them [57], discussed in

the following three subsections. The most recent category, i.e., “aspect-based

recommendation explanation”, relies on the identification of subjective aspects

in the review text, of special importance to the review authors; the general

area of aspect recognition is discussed in the last subsection.

3.2.1 Explanations based on item similarity or user sim-
ilarity

Early explainable recommendation methods were based on user- and item-

based collaborative filtering [57]. User-based collaborative filtering methods

64



[11, 41, 54] assume that, if a group of users, similar to the recommendation

recipient, have assigned high ratings to an item, the recipient is highly likely to

also like it. For example, Herlocker et al. [20] provide an aggregated histogram

of the ratings of the users that are similar to the target user in order to explain

why the item is recommended to the target user.

Item-based collaborative-filtering methods [46] recommend items similar

to at least one other item that the target user has rated highly previously. For

example, in Abdollahi and Nasraoui [1] a movie is recommended to the user

because several other, similar films have been rated highly by the user.

Explanations based on user similarity are less convincing: since the users

often know nothing about these “similar” users, the trustworthiness of the

explanations is limited [20]. Ren et al [40] and Tsai and Brusilovsky [47]

address this challenge by using social friends information to provide improved

explanations. Furthermore, similar-user-based explanations [57] tend to weigh

past reviews based on the similarity between the target user and the review

authors; therefore all reviews from authors who are in “a cluster of similar

users” are likely to receive the same (or very similar) weight, even if each

review may talk about different aspects of the item.

Although explanations based on item similarity are usually intuitively more

understandable, they do not necessarily explain how the recommended item is

similar to what the user liked previously [47].

3.2.2 Feature-based explanations

Feature-based explanations are associated with content-based recommendation

systems that match the user’s profile with features of the candidate items [15,

12]. Features are the objective attributes of the items and are assumed to have

the same meaning and value to all users. Similar to the category above, this

type of recommendation explanations are not personalized. For example, the
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features of a film includes its genre, actors and directors. Vig et al. [49] provide

recommendations and explanations for the user by using these films features.

The movies that match the features that a user likes are recommended to the

user.

Demographic-based recommendation [60, 59] is another example of using

feature-based explanations. Age, gender, and residence location can be used

as users’ demographic features. For example, “90% of customers with same

gender bought this item”. Zhao et al. [60] used the representation of users and

items in the demographic feature space to recommend items to users. They

also improved the performance of their methods by integration of demographic

features and social media information of the users to recommend items in their

next paper [59]. Unlike similar-item-based explanations, feature-based meth-

ods provide more detailed explanations about how the recommended item is

related to the user. However, they still do no use any user-generated informa-

tion to provide recommendations to users.

3.2.3 Aspect-based explanations

Using user-generated content that expresses the users’ opinions about certain

items and their various aspects, such as the reviews authored by each user,

improves the generation of high-quality user profiles and relevant recommen-

dations to each individual user [61]. Furthermore, this source of information

can be used to generate more useful and persuasive explanations to help users

make more informed decisions.

Aspects are subjective attributes of the items, whose importance differs

from one user to the other; this means that the rating of aspects would be

different for the users based on their personal preferences. The interests, ex-

periences, and lifestyles of users affect which aspects they choose to discuss in

their reviews, and in what words. Most of the previous methods [58, 52] do not
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consider the user’s preferences in order to recommend an item. However, the

interests, objectives and lifestyles of users affect which aspects they choose to

discuss in their reviews using a number of different semantically related words.

Aspects can be represented by sequences of words used in the reviews to

describe aspects of an item. For example, the aspect “quality of location” can

be described by the set of words {“place”,“view”,“locate”, . . .} used in the

review of a hotel. This allows aspects of an item and the user’s sentiments

toward them to be extracted from user-generated texts such as reviews.

Zhang et al [58] introduced an explicit factor model (EFM) to present

aspect-sentiment world cloud as explanations to highlight the important as-

pects of an item. Ren et al. [40] adopted social relations in collaborative filter-

ing model to predict item ratings based on the reviews of the user. McAuley

and Leskovec [33] integrated Matrix Factorization and Latent Dirichlet Allo-

cation (Hidden Factor and Topic model (HFT)) to use, simultaneously, ratings

and the text of reviews to improve the rating prediction accuracy.

Wu and Ester [52] provide a word-cloud explanation for the recommended

item on the three aspects of a hotel (“quality of location”, “Cleanliness” and

“Service”) using topic modeling on textual reviews. These word-cloud based

explanations such as “view - nice” highlight the performance of the aspect of

the item for the user. However, the user’s preferences are not considered in

this type of aspect-based explanation.

Baumen et al. [6] proposed the Sentiment Utility Logistic Model (SULM)

to integrate the user’s sentiments toward the item aspects into a matrix factor-

ization model. They do not only predict the overall rating of the item for the

user. They also predict the aspects of an item that are important to the user.

These important aspects of an item for the users are presented as explanations

of a recommendation. Based on SLUM’s assumption, the most important as-

pects to the user are the ones with highest ratings and most impact on the
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overall rating. They assumed that user consider higher weight for their im-

portant item aspects in order to estimate the overall rating of that item. The

method learns k-dimensional latent vectors corresponding to aspects, for users

and items, to predict the sentiment utility values for all the aspects in a review

and the impact scores of the aspects on the overall rating of the item. SULM

uses the predicted sentiment utility value of each aspect in a review, and the

impact score of the aspect on the overall rating of the item to estimate the

overall rating of the item for the user.

Luo et al. [32] and Hou et al. [22] also propose an aspect-based matrix

factorization approach to recommend items to a user by integrating ratings and

review information. However, the transformation of aspect information into

an overall item recommendation is usually opaque in that they do not explain

why they recommend the item to the user. Although both methods use aspect

information of products to make their recommendations more convincing, they

miss the opportunity to communicate the rationale of their recommendations

and gain the trust of users. They only provide two case studies to justify

the performance of their recommendations. However, there is not a detailed

explanation for the recommendation of the product as the output of these

methods [32, 22].

To the best of our knowledge, SULM [6], is the only aspect-based rec-

ommendation method which provides an explanation for their recommenda-

tion using the aspects of items. However, the challenges mentioned in the

introduction section 3.1 like using a fixed set of words to describe the item

aspects and ignoring the dependency between item aspect ratings still exist

in SULM [6]. Since SULM [6], on the other hand, also outperformed strong

baselines in the overall rating prediction problem, SULM [6] is the most ap-

propriate comparison partner in the evaluation of our method. Other models

such as [17, 37, 39, 53] are not directly comparable with our method because
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they focus only on the overall rating prediction problem.

3.2.4 Aspect extraction

Different users may discuss the same aspect using different terms in their

review: for example, when describing their opinion about the aspect “quality

of location” of a hotel or a restaurant, different users may refer to “the place”,

“the view”, “the location”, etc., which necessitates a semantics-aware aspect

extraction methodology. In general, there are three different categories of

methods for extracting aspects from a collection of texts.

Frequency-based methods In a corpus of reviews for an e-commerce sys-

tem, a limited set of words are more frequent than the rest of the vocabulary.

In frequency-based aspect-extraction methods, these frequent words (usually

only single nouns or compound nouns) are considered as aspects. A clear

shortcoming of these methods is that not all frequent words are actually re-

ferring to aspects and infrequently discussed aspects may be ignored. In [23],

all nouns and noun phrases occurring at least in one sentence are considered

as aspects. Then, the frequency of each aspect is estimated. Also, different

pruning strategies, like “every aspect needs to be followed by an adjective”,

are applied to improve the accuracy of the frequency-based aspect extraction

methods.

Syntax-based methods Instead of considering the term frequencies, syntax-

based methods identify aspects by means of syntactic relations that exist in

sentences. A number of seed words are used as initial aspects. Then, if a cer-

tain noun has already been identified as an aspect, syntactically-related nouns

are also considered as candidate words for describing aspects; for example, if

‘photography’ is known to be a film aspect, the sentence “the photography

and script are the best in this film!” results in the term ’script’ being included
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as an aspect term. A popular algorithm that follows this approach is Double

Propagation [38]

Unsupervised machine learning The previous two approaches share a

common problem: people may use different words to refer to a particular con-

cept, and thus, an aspect can be usually referred to with several words. In

order to overcome this problem, extracted aspect words are usually grouped

together, often by using lexicographical similarities, synonymy relationships,

and taxonomy-based distances. Topic modeling methods are used to simul-

taneously extract and group aspects. The majority of topic models for as-

pect extractions exploit word co-occurrences within reviews along with word

distribution differences to infer semantic clusters (topics) for the collection.

For example, in [19], the model improves the quality of aspect extraction by

exploiting the distribution of word co-occurrences through the use of word

embedding methods.

3.3 Methodology

Our method works on a set of reviews for a specific class of items (products

or services), which we call a domain. Example of domains include “hotels”,

“restaurants”, “beauty salons”, and others. In any considered domain, items

can be characterised by their aspects. Users express their sentiments toward

these aspects in their reviews about items. Each aspect is associated with a

set of words that reviewers typically use to describe their opinions about an

aspect in question.

Given this setting, we cast the problem of personalized explainable recom-

mendation of an item to a user as the problem of predicting the sentiments

that the user would express about the item’s aspects if they were to write a

review about this item. For each item aspect, a näıve way to make this predic-
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tion can be a weighted average of the sentiments expressed towards this aspect

in different reviews of the item. A review can be weighted by a measure of

how well it addresses the aspects that are important to the user for that item.

However, as we discussed in section 3.1, users’ sentiments towards different

aspects may depend on each other. The nature of these dependencies is not

the same for all users, and these variations are evident in the users’ reviews.

Weighting each review individually would ignore these dependencies; instead,

our method clusters together reviews that express the same sentiments towards

a set of aspects. These clusters, which we call latent opinion groups , effectively

capture the dependencies between sentiments expressed towards aspects. La-

tent opinion groups are described in more detail in section 3.3.2.

To predict the sentiment that a user is likely to express towards an aspect of

an item, our method computes a weighted average of the sentiments expressed

towards this aspect in different latent opinion groups of the item in question.

We will call these weights the contribution scores of latent opinion groups.

The contribution score of each latent opinion group in the prediction process

is computed based on two factors: (a) which aspects are mentioned in a latent

opinion group for this item and how often, and (b) how important those aspects

are to the user.

Given the predicted sentiments and importance of the item aspects for a

user, we then also predict an overall rating that this user is likely to assign to

this item.

In section 3.3.1, we will discuss how to model aspects and sentiments ex-

pressed in different kinds of reviews. Then, in section 3.3.2, we will introduce

latent opinion groups and define a coverage score that captures how often an

aspect is mentioned in a latent opinion group. After that, in section 3.3.3, we

show how one can estimate the importance of item aspects for a user, given

an item. Taking both, latent opinion groups and importance scores of aspects
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(given an item and a user), we then define how to predict the user sentiments

towards the item aspects in section 3.3.4. In a final step, we also predict an

overall rating of an item by a user, as described in section 3.3.5.

3.3.1 Preliminaries and Conventions

In principle, e-commerce sites offer one of two different kinds of reviews.

For the first kind of reviews, the e-commerce site explicitly identifies the

relevant aspects, and users on these web sites are required to rate each of

these explicit aspects for every item they review. On these “explicit aspect

ratings” websites, users express their sentiment regarding each explicit aspect

with their rating. As an example, consider the sample review of Tripadvisor

shown in Figure 3.1a. This review includes a title, a short text, the overall

rating for this item (which is 5 stars), and a rating from 1 to 5 for six different

explicit aspects shown in the green box.

For the second kind of reviews, users can offer their overall rating for each

item as well as their textual review, commenting on any aspect they may deem

worthy of mention. As an example, consider the sample Yelp review shown in

Figure 3.1b. This review only includes an overall rating (which is 3 stars) and

some text that includes mentions of different aspects of the reviewed item and

the reviewer’s sentiments toward them (highlighted). In this case, the aspects

mentioned and the user’s sentiment towards them, must be extracted from the

review text, using any of a number of aspect-extraction methods, discussed in

section 3.2. A key observation here is that aspects may be represented by a

variety of different words, which tend to appear together. For example, the

words “food”, “desert” and “soup” may be used to describe the aspect “food”

of a restaurant.

As illustrated in the example shown in Figure 3.1, in domains with explicit

aspect ratings, the accompanying review text is usually very short. For this
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(a) A sample Tripadvisor review

(b) A sample Yelp review

Figure 3.1: Example of two different kinds of reviews

reason, when explicit aspect ratings are available, our method relies only on

the explicitly rated aspects and does not attempt to extract additional aspects

from the review text.

Given a review of an item by a user, we are interested in representing both

the aspects of the item (either explicitly rated or extracted from a review text),

as well as the user’s sentiment towards these aspects: positive, negative, or

neutral. We will represent the possible sentiments toward an item’s aspects

by elements of the set {+1,−1, 0}. For a given aspect, an associated value of

‘+1’,‘−1’ or ‘0 means that a review expresses a positive, negative or neutral
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sentiment towards the aspect, respectively.

When the reviews include explicit aspect ratings, the user’s sentiment is

assumed to be positive for all aspects with a rating above the midpoint of the

rating scale, negative for all aspects with a rating below the midpoint, and

neutral otherwise.

When the reviews do not have explicit aspect ratings, the aspect-extraction

process analyzes the user’s review text to identify the aspects mentioned by

the user as well as the polarity of the user’s sentiment, i.e., positive, negative

or neutral, towards each aspect.

We thus enhance the “raw” reviews by adding aspects and sentiments men-

tioned in these “raw” reviews either using explicitly provided aspect ratings

or using a state-of-the-art aspect-extraction method. These enhanced reviews

are called aspect-sentiment-coded reviews.

Given an aspect-sentiment-coded review r, we also use the notation Tr and

Ar to refer to the two parts of r: the “raw” text and the set of aspects that are

mentioned in r, respectively. Furthermore, we denote the sentiment expressed

towards aspect a in Ar by S(a, r), and we denote the number of times an

aspect a is mentioned in the review text Tr by f(a, r).

3.3.2 Latent Opinion Groups of each item

As discussed earlier, a user’s sentiment for a particular item aspect often de-

pends on their opinion about other aspects. To capture this intuition, our

method organizes the reviews of an item into clusters that express the same

“combination” of sentiments towards a set of aspects. These clusters, called

latent opinion groups (LOGs) capture “similarly minded” reviewers sharing

similar views about that particular item. Intuitively, a LOG may capture the

fact that a group of users appreciates the service of a restaurant even though

they may find that the price of the meal was high, while another LOG may
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capture another group that finds the service insufficient given the high meal

price.

A LOG for an item i, L is defined as a tuple containing all reviews R (for

item i) that express the same “combination” of sentiments towards all aspects

in a subset of aspects A, represented as a set of aspect-sentiment pairs AS,

i.e., L =< R,A,AS >.

The LOGs for an item i are discovered using the frequent itemset-mining

method Apriori [3]. Apriori identifies all “itemsets” that occur in a database of

“transactions” with a frequency above a minimum support threshold τ . In our

case, the transactions are the aspect-sentiment-coded reviews for i, containing

as “items”, in the sense of Apriori, aspect-sentiment pairs. For each “frequent

itemset” (i.e., set of aspect sentiment pairs) AS = {< a1, s1 >, . . . , < ak, sk >}

of length k, a LOG L =< R,A,AS > is constructed, where R is the set of all

aspect-sentiment-coded reviews that contain AS, and A is the set of aspects

in the frequent set of aspect-sentiment pairs, i.e., A = {a1, . . . , ak}. Given a

LOG L, we also use the notation RL and AL to refer to the two component of

L: set of reviews and the frequent aspect set that belongs to L, respectively.

Furthermore, we denote the sentiment expressed towards aspect a in AL by

S(a, L). Figure 3.2 illustrates the different components of an LOG.

To capture “how often” an aspect is mentioned in a LOG, we define the

Coverage of an aspect a by LOG L, C(a, L), by aggregating the relative fre-

quency with which a is mentioned in each review r ∈ RL:

C(a, L) =

{ ∑
r∈RL

f(a,r)∑
a∈Ar

f(a,r)
if a ∈ AL ;

0 otherwise,
(3.1)

We use the relative frequency with which an aspect is mentioned in a

review (as opposed to just the count) so that reviews that mention aspect a

more “prominently” contribute more towards the coverage of aspect a in L.
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Figure 3.2: An Example to illustrate different components of an LOG

3.3.3 Importance of Item Aspects for a User

A key element of our method is the estimation of a score β(a, u, i) that captures

how important an aspect a of a given item i may be to a user u for whom a

recommendation is being developed.

Our method assumes that reviewers consider the aspects they mention in

their reviews as important. Based on this assumption, we will show how to

estimate a text-based importance score, βText(a, u, i) from review texts. When

the reviews have explicit aspect ratings, the predefined aspects consist typically

of single words or short phrases, which may or may not be explicitly mentioned

in the review text. To estimate a text-based importance score, we will be using

a “semantic-aware” method that is still able to estimate text-based importance

scores for predefined aspects, even if the predefined aspect words or phrases are

not directly used in a review text, but instead a phrase with similar meaning

is used. However, since the accompanying review text is usually very short

and users may not feel the need to comment on an aspect that they have
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explicitly rated, we will also, in addition to the text-based aspect importance

score, compute a ratings-based importance score, βRating(a, u, i), based on the

distribution of the rating scores of an aspect in the set of a user’s reviews.

With both a text-based and a ratings-based importance score, our method

uses a convex combination of βText(a, u, i) and βRating(a, u, i) to estimate the

aggregate aspect importance score for a user and an item, β(a, u, i) as follows:

β(a, u, i) = λβText(a, u, i) + (1− λ)βRating(a, u, i) . (3.2)

The coefficient λ ∈ [0, 1] determines the relative strength of the text-based

and ratings-based importance scores in order to estimate the aggregate aspect-

importance scores for the user given an item. In the absence of explicit aspect

ratings, when only text is available, λ = 1, i.e., β(a, u, i) = βText(a, u, i).

How to effectively compute βText(a, u, i) and βRating(a, u, i) is described in

detail in the following subsections 3.3.3 and 3.3.3. The aggregate aspect-

importance scores and the LOGs are used together to predict the sentiments

that a user is likely to express towards an item’s aspects.

Text-based Aspect Importance Score

Users mention the aspects they deem important for an item in their reviews

about that item. Let P (a|u, i) be an estimate of how likely a user u is to talk

about aspect a when reviewing item i. We can use P (a|u, i) as a proxy for

aspect a’s importance score for user u and item i, based on textual reviews, i.e.,

P (a|u, i) is a proxy for βText(a, u, i). While it is not obvious how to estimate

P (a|u, i) directly, we can first apply Bayes’ rule:

βText(a, u, i) = P (a|u, i) =
P (u, i|a)P (a)

P (u, i)
. (3.3)

Furthermore, users and items can be assumed to be independent from each

other, since the domain is fixed to one specific class of items, e.g., hotels,
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restaurants, etc. Then, the above equation can be rewritten as follows:

P (a|u, i) =
P (u|a)P (i|a)P (a)

P (u)P (i)
. (3.4)

The terms P (u), P (i), and P (a) in this expression are straightforward to

estimate. P (u) is the probability of u authoring a review, and it can be

estimated as the ratio of u’s reviews over the total number of reviews in the

domain, R. P (i) is the probability of a review being about item i, and it can

be similarly estimated as the ratio of the number of reviews about item i, over

the total number of reviews. P (a) is the probability of a review mentioning

aspect a, estimated as the ratio of the number of reviews that mention aspect

a, over the total number of reviews.

Let us now consider P (u|a) and P (i|a). P (u|a) is the probability of a user u

authoring a review that mentions aspect a. Similarly, P (i|a) is the probability

that a review is about item i given that the review has mentioned aspect a.

As discussed in section 3.3.1, aspects—which are either extracted from the

reviews texts or provided explicitly—are represented by sets of words. Thus,

P (u|a) can be re-written in the following way:

P (u|a) = P (u|w1, . . . , wk) , (3.5)

where w1, w2, w3, . . ., wk are the k words that represent aspect a. Making

the simplifying assumption that the k words are independent, P (u|w1, . . . , wk)

can in turn be re-written as:

P (u|w1, . . . , wk) =
∏

j∈{1,2,3,...,k}

P (u|wj) .

In this form, we need to estimate the probabilities of a user u being the

author of reviews that contain single words wj.

Similarly, the probability that a review is about item i given that the review

has mentioned aspect a, P (i|a) can be re-written as follows:

P (i|a) = P (i|w1, . . . , wk) =
∏

j∈{1,2,3,...,k}

P (i|wj) . (3.6)

78



In this form, we need to estimate the probabilities of reviews being about

item i given that they contain single words wj.

As mentioned before, different users may choose different words to describe

the same item aspect. Therefore, our method applies a semantic-aware method

to estimate the probabilities P (u|wj) and P (i|wj). To semantically match the

different words that reviewers use when talking about the same aspects of an

item, we adopt the Semantic Entity Retrieval Toolkit (SERT), a collection

of neural entity-retrieval algorithms [48], which can be used to estimate the

probabilities P (u|wj) and P (i|wj). This toolkit is designed to estimate the

relevance score of a candidate expert c (entities to be retrieved) according to a

textual query q, P (c|q). Each query is presented by a sequence of words (e.g.

representing research areas). The input of SERT is a document collection,

domain-specific associations between documents and entities (e.g., who wrote

which document) and queries. The output of the toolkit is the relevance score

of a an expert c for the query q, computed as the probability that documents

containing the topics represented by the words in q appear in the documents

that are authored by c. To do so, word-embedded vector representations for

entities and words are learned using an unsupervised discriminative model

based on the collection of documents and associations between documents

and entities. We can adopt this approach to our problem by considering users

and items as entities, reviews as associated documents and aspects words as

queries. With this mapping, word-embedded vector representations for users,

items and words are learned, and these word-embedded vector representations

are then used to calculate the values for P (u|wj) and P (i|wj) using a log-linear

model (See the SERT model [48] for details).
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Ratings-based Aspect Importance Score

When ratings for explicit item aspects are available, our method also esti-

mates a ratings-based aspect-importance score for a user and an item. Our

approach for estimating these scores relies on the assumption that users are

more discriminating in their set of reviews when rating item aspects that they

care about. Intuitively, if a user does not consider a particular aspect very

important when writing a review, they are more likely to rate this aspect with

the same “default” value for all the items they review. On the other hand, if

an aspect is important to the user, they are more likely to use a larger rat-

ing scale for this aspect in their item reviews, as the quality of this aspect is

likely to vary among items. Thus, to measure the importance of an aspect

to a user, we collect all the ratings of aspect a from all the reviews by user

u in a set ratings(a, u), and compute its standard deviation, i.e., ηrating(a,

u) = stdev(ratings(a, u)).

When it comes to the explicitly defined aspects of an item, we assume

that they are all equally relevant for each item, giving them an equal weight

ηrating(a, i) = 1
|A| , where |A| is the number of all aspects in the entire set of

reviews. Lacking any further information, this is a reasonable assumption.

Using ηrating(a, u) and ηrating(a, i) we can define a ratings-based aspect im-

portance score for a user u and item i, βRating(a, u, i) as the product of these

two factors:

βRating(a, u, i) = ηrating(a, u) · ηrating(a, i) . (3.7)

Using (3.7) and (3.3) the aggregated aspect-importance score (in equation

(3.2)) of an aspect a can be estimated for a user u and an item i.
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3.3.4 Predicting Sentiments towards Aspects

The final step in our method for recommending an item to a user is to predict

the user’s sentiments towards the various item aspects.

To capture the mentioned dependency between sentiments towards aspects,

the user’s sentiment toward each aspect is computed as a weighted average of

the sentiments expressed towards that aspect in all LOGs of that item.

The weights assigned to the LOGs of an item—which we call contribution

scores—are based on two factors:

1. Which aspects are mentioned in a LOG for this item and how often. The

underlying intuition for considering how often an aspect is mentioned in

reviews (compared to other aspects) is that when, for instance, there

are two LOGs with identical frequent aspect sets, the LOG in which

the reviews discuss the aspects more extensively (mention the aspects

relatively more often) should have a higher weight.

2. How important those aspects are to the user. The underlying intuition

for this factor is that typically, aspects are not all equally important to

a user, and a LOG that mentions aspects that are more important to

a user should have a higher weight for predicting the user’s sentiments

towards aspects.

Using these two factors, we estimate the contribution score W (L, u, i) of a

LOG L of an item i given a user u as follows:

W (L, u, i) =
∑
a∈A

C(a, L)β(a, u, i) , (3.8)

where, A is the set of all aspects in the entire set of reviews and β(a, u, i) is

the aggregated importance score of aspect a for user u for item i, which is

estimated based on previous reviews, as described above, using equation (3.2);
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Figure 3.3: Example to illustrate different contribution scores of LOGs

C(a, L) is the coverage score that captures “how often” aspect a is mentioned

in the reviews of LOG L, as described in (3.1).

Figure 3.3 illustrates contribution scores of different LOGs. The impor-

tance scores of different item aspects for user u are depicted on the left side of

of the figure. Given that user 1 essentially cares mostly about the ‘Quality of

Location’ of the hotel and the ‘Room’ aspect, both LOGs should contribute

to the prediction of user u’s sentiments toward item aspects, since both con-

tain these aspects, and LOG L1 should contribute more LOG L2 because L1

mentions the aspects that are important to user u more extensively.

Now,the sentiment towards aspect a given item i and user u, S(a, u, i), can

be estimated/predicted as the weighted average of the sentiments expressed

towards aspect a over the set of all LOGs for item i, Li:

S(a, u, i) =

∑
L∈Li W (L, u, i) · S(a, L)∑

L∈Li W (L, u, i)
. (3.9)

where S(a, L) is equal to the sentiment expressed towards aspect a in AL; and

W (L, u, i) is the contribution score of a LOG L of item i computed for user u.
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3.3.5 Predicting an overall rating for an item for a user

Finally, the overall rating for an item i of a user u can be predicted as a

linear combination of predicted sentiments of user u towards aspects of item

i, weighted by the importance of aspects:

O(a, u, i) =
∑
a∈A

β(a, u, i) · S(a, u, i) . (3.10)

These predicted overall ratings can then be used as a measure to rank

and/or choose items to be recommended to a user. Accompanying the rec-

ommendation, we can provide the user with the item aspects that the user is

likely to like, dislike or be neutral towards to, and thus explain why an item

is recommended to a user or not recommended. Figure 3.4 illustrates exam-

ples for a personalized explanation of our method for a recommended and a

disrecommended item.
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(a) Recommendation

(b) Disrecommendation

Figure 3.4: The sample personalized explanation of our method
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3.4 Experiments

We conducted a set of experiments to investigate the following research ques-

tions:

Q1 How does our method (when using a semantic-enhanced similarity mea-

sure) perform in predicting the aspects that users mention in their re-

views? (aspect ranking performance)

Q2 How does our method (considering the aspect rating dependencies using

latent opinion groups) perform in predicting the users’ sentiments to-

wards item aspects? (performance of prediction of sentiments towards

aspects)

Q3 How does our method perform in predicting the overall rating of a user

for an item?

The experiments were conducted on an Apple MacBook Air with a 1.7 GHz

Intel Core i7 processor and 8GBs RAM, and our algorithm is implemented in

Python. For each dataset, we partition the collection of reviews into training

and test sets in ratios of 80% and 20%, respectively. The split is done on a

per-user basis, i.e., for each user, 80% of the reviews authored by that user is

allocated for training and the remaining 20% for testing. Using the training

dataset, we estimate the different components of βText(a, u, i), P (u|a), P (i|a),

P (u), P (i), and P (a) using the review texts. We also use the ratings given to

pre-defined aspects, when available, to estimate ηr(a, u) and ηr(a, i) in equation

(3.7).
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Table 3.1: Basic statistics of the four datasets: ANRI

Dataset Users items Reviews ANRI ARNU MNRI MNRU

BeautySpa 319 1980 4653 2.35 29.17 35 56
Hotel 340 476 5493 11.53 32.31 161 121
Restaurants 3013 4746 62004 13.06 41.15 325 197
Tripadvisor 7453 10206 203020 19.89 54.48 799 75503

3.4.1 Datasets

We use four datasets in our experiments, including reviews from the ‘Hotel’,

‘BeautySpa’ and ‘Restaurant’ domains in Yelp 2, collected in several US cities

over a period of 6 years, and the Tripadvisor dataset 3.

The number of reviews, items and users are reported in Table 3.1. The av-

erage number of reviews per item (ANRI), average number of reviews per user

(ANRU), maximum number of reviews per item (MNRI), and maximum num-

ber of reviews per user (MNRU) are also reported in Table 3.1. We consider

only users who have written more than 10 reviews.

To extract aspects and the users’ sentiments toward these aspects in the

Yelp datasets, we use Opinion Parser [6]. The number of extracted aspects for

Hotel, BeautySpa and Restaurant applications are 19, 10 and 16, respectively.

For the Tripadvisor dataset, the number of pre-defined aspects is 7.

3.4.2 Baselines

To demonstrate the performance of our method, we compare our model against

SULM [6], a state-of-the-art, aspect-based explainable recommendation algo-

rithm which is based on matrix factorization. SULM recommends an item

alongside the most important aspects of that item to the user based on the

predicted sentiment utility value of the aspect of the item for the user.

As shown in [6], SULM outperformed several previously proposed methods

2https://www.yelp.com/dataset
3http://times.cs.uiuc.edu/˜wang296/Data
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such as Probabilistic Matrix Factorization (PMF) [45], Explicit Factor Model

(EFM) [58] and Rating-based Tensor Factorization (RTF) [9]. Since SULM [6]

constitutes a strong state-of-the-art method that also outperformed the strong

baselines in the overall rating prediction problem [45, 58, 9, 39] comparing

PRLOG against the SULM [6] is sufficient for our purposes. Other methods,

such as [17, 37, 39, 53], are not directly comparable with our method because

they focus only on the overall rating prediction problem.

The parameters of SULM are set to the values that were recommended

in its publication [6]. For SULM [6], we use the provided computer code

published on GitHub 4 to reproduce the results over the Yelp datasets. We

also apply SULM over the Tripdavisor dataset to compare the performance of

our method with SULM over a dataset with pre-defined aspects.

3.4.3 Evaluation methodology

To evaluate the accuracy of the overall rating prediction, we use Root Mean

Square Error (RMSE) and Mean Absolute Error (MAE) which are defined as

follows:

RMSE =

√∑n
i=1 (oi − oi‘)2

n
; (3.11)

MAE =

∑n
i=1 |oi − oi‘|

n
, (3.12)

where oi and oi
‘ are the predicted rating and the ground truth rating for the

ith test element, respectively. n is the size of test set.

Classifying the ratings into “like” and “dislike” is advocated as an alter-

native approach to evaluate the overall rating prediction problem in previous

works like [2]. Thus, we also frame the overall rating prediction as a binary

classification problem by transforming the overall ratings into two classes:

4https://github.com/kobauman/SULM
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‘high’ {4, 5} and ‘low’ {1, 2, 3}. In this case, we evaluate how well PRLOG

predict that a user would like an item (by giving it ‘high’ rating) or dislike it

(by giving it a ‘low’ rating).

We evaluate the performance of PRLOG and SULM in this classification

task using the accuracy measure, which is defined as follows:

Accuracy =
TP + TN

n
, (3.13)

where TP and TN are the number of instances for which the estimated and

the ground truth overall ratings are both high or both low, respectively.

We also evaluate how well PRLOG predicts whether or not an item aspect

appears in a user’s review about that item. We use the aggregate aspect

importance scores β(a, u, i) to predict the list of aspects that a user would

mention in their review. In particular, we first rank the item aspects for the

user according to their aggregate aspect importance scores. Then, we select

the top k of these ranked aspects and examine how many of them appear in

their review. This measure is called Precision@k.

We consider the prediction of sentiments towards aspects as a classification

problem. The users sentiments towards aspects are transformed into three

classes: ‘Positive’,‘Neutral’ and ‘Negative’. Then, the accuracy measure is

used to compare the performance of PRLOG in comparison to SULM: if a

sentiment towards an aspect is greater than zero, zero or smaller than zero,

the class of the sentiment towards the aspect is considered positive, neutral or

negative, respectively.

3.4.4 Parameter Settings

The common parameter of our method for both datasets is the minimum

support used by the Apriori algorithm, τ . Increasing the value of τ leads, in

general, to fewer “frequent” LOGs for an item. Thus, we expect that larger
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values of τ would lead to a decreased performance of recommendations for

items with a small total number of reviews. Therefore, we recommend using

small values for τ .

The dataset with the smallest total number of reviews and average number

of reviews per item is the ‘beautySpa’ dataset. To ensure that for each dataset,

including ‘beautySpa’, an itemset (LOG) has at least two supporting reviews

to be considered “frequent”, we set τ equal to 0.03 for all datasets.

Figure 3.5 shows the RMSE and MAE of our method for different values of

τ , supporting our expectation that, in general, increasing the value of τ lead

to a decrease in performance (increase in error).

In the Tripadvisor dataset—which has pre-defined aspects, we have an-

other parameter, λ, which is the parameter of the convex combination in

equation (3.2) for the aggregated aspect importance score for a user for an

item. We set this parameter to 0.5, assigning equal weight to the importance

of text-based estimation and the estimation based on users’ explicit ratings.

This choice strikes a good balance between the two sources in lack of further

information.

3.4.5 Results

Aspect ranking performance

Table 3.2 reports the average precision of predicting the top 3 and top 5

important aspects of an item for test users using PRLOG and SULM. Our

method significantly outperforms (based on t-test with p-value < 0.05) SULM

in predicting the set of aspects that a user would mention in their reviews

of an item (identification of important aspects of an item for a user). This

significant improvement in performance of PRLOG over SULM confirms the

benefits of semantic matching when identifying important aspects for a user

for an item, and directly modeling the aspect importance scores using details
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(a) RMSE

(b) MAE

Figure 3.5: Error of our method using various settings for τ for the Tripadvisor
dataset, and Restaurant, BeautySpa and Hotel applications of the Yelp dataset

of the reviews, rather than only considering the overall effect of an aspect

rating on the overall rating.

Performance of prediction of sentiments towards aspects

To explain why an item is recommended or dis-recommended to a user, PR-

LOG provides the user with the item’s aspects that the user is likely to like,

dislike and be neutral towards. To gauge the explainability performance of our
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Table 3.2: Comparison of aspect ranking performance of our method and
SULM

Dataset Method Precision@3 Precision@5

BeautySpa PRLOG 0.36 0.30
SULM 0.22 0.19

Hotel PRLOG 0.42 0.38
SULM 0.40 0.32

Restaurant PRLOG 0.26 0.42
SULM 0.19 0.16

Tripadvisor PRLOG 0.30 0.42
SULM 0.23 0.35

method, we measure the accuracy of the predicted sentiments towards aspects.

Using this measure, we can compare PRLOG and SULM on different datasets.

Table 3.3 shows that PRLOG again significantly outperforms ((based on

t-test with p-value < 0.05) SULM in this task. PRLOG improves the precision

of SULM in the aspect rating prediction problem by 50%, 85% and 65% over

“BeautySpa”, “Hotel”, “Restaurant” datasets, respectively. We also improve

the accuracy of the aspect rating prediction problem from 0.15 into 0.52 in the

Tripadvisor dataset. Our method weighs the reviews based on whether they

mention the aspects of the item that are important to the user, in order to pre-

dict the sentiments of the user toward the aspects. In contrast, SULM weighs

the reviews based on the similarity of their authors to the user. This can lead

to errors, as two users may be overall comparatively similar to each other, but

their opinions may diverge substantially on what is important regarding some

items. We have also factored in the interdependency of sentiments towards

aspects by using latent opinion groups, which is missing in SULM. These ex-

periments support our claim that our approach leads to improved performance

in predicting the sentiments of the user towards aspects of an item.
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Table 3.3: Comparison of the aspect rating prediction performance

Dataset Method Precision

BeautySpa PRLOG 0.93
SULM 0.62

Hotel PRLOG 0.96
SULM 0.52

Restaurant PRLOG 0.96
SULM 0.58

Tripadvisor PRLOG 0.52
SULM 0.15

Table 3.4: Comparison of the overall rating prediction performance using
RMSE and MAE

Dataset Method RMSE MAE

BeautySpa PRLOG 1.53 1.26
SULM 1.66 1.44

Hotel PRLOG 1.17 0.91
SULM 1.31 1.07

Restaurant PRLOG 1.16 0.94
SULM 1.27 1.04

Tripadvisor PRLOG 1.35 1.16
SULM 1.47 1.31

Overall rating prediction performance

Table 3.4 shows that PRLOG also significantly outperforms SULM (based on

t-test with p-value < 0.05) in predicting the overall rating of an item by a user,

both when looking at RMSE or at MAE, in all test datasets.

These results demonstrate that the combination of (1) our more accurate

determination of important item aspects for a user and (2) our improvement
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Figure 3.6: RMSE and MAE of PRLOG for different percentages of previous
reviews for target users

in the performance of predicting the sentiments users express towards different

item aspects, clearly improve also the accuracy of the overall rating prediction

of our method.

To study how the number of reviews that a user previously wrote affects the

performance of our method, we use the ‘Restaurant’ dataset. This dataset has

a group of reviewers large enough for this kind of analysis: 50 reviewers, each

which has written at least 30 reviews. For the experiment, when making a

recommendation for one of these “target users” u, we only include a certain

percentage of u’s previous reviews into the training set. Figure 3.6 shows that

the more previous reviews are available for a “target user” for which we want

to make a recommendation, the better the results (the lower the prediction

error).

Moreover, as Figure 3.6 shows, when we include only 20% of user’s previous

reviews in to the training set (considering few amount of user’s past interaction

as an example of the cold start problem), our methods’ recommendation per-
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Table 3.5: Comparison of the overall rating prediction performance using ac-
curacy

Dataset Method Accuracy

BeautySpa PRLOG 0.66
SULM 0.54

Hotel PRLOG 0.59
SULM 0.52

Restaurant PRLOG 0.61
SULM 0.54

Tripadvisor PRLOG 0.75
SULM 0.53

formance is still reliable. Using latent opinion groups enables our method to

consider different kinds of user opinions that may exist about the item coupled

with their popularities in order to estimate user sentiments towards aspects

even when we know nothing about the users’ preferences.

In addition to RMSE and MAE, we use the accuracy measure to compare

PRLOG to SULM. As we discussed in section 3.4.3, we can also consider the

problem of overall rating prediction as a classification problem. Table 3.5

shows that our method outperforms SULM in the Accuracy of the predictions

significantly (based on t-test with p-value < 0.05) as well, in all datasets.

PRLOG improves the accuracy of predicting whether a target user likes or

dislikes an item by 41%, 22%, 13%, and 13%, in the Tripadvisor, “BeautySpa”,

“Restaurant” and “Hotel” datasets, respectively.

In contrast to SLUM, which only uses explicit aspect ratings when predict-

ing an overall rating in datasets with pre-defined aspects, PRLOG uses both

sources of information, explicit aspect ratings and review texts to predict an

overall rating. To study the contribution of both sources of information, we

also compare the performance of our method in the overall rating predic-
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tion problem using aspect weights calculated using (i) only the reviews texts,

(ii) only the standard deviation of explicit aspect ratings by the users, and

(iii) the combination of both as in equation (3.2).

Table 3.6: Comparison of the overall rating prediction performance using
different sources

Dataset Method RMSE MAE

Tripadvisor PRLOGboth 1.35 1.16

PRLOGpre−defined 1.37 1.19

PRLOGtext 1.80 1.24

Table 3.6 shows that using both sources of information improves the perfor-

mance of our method in the overall rating prediction problem in both RMSE

and MAE. In the Tripadvisor dataset, many reviews do not have meaningful

texts. Also, the length of the texts of the reviews are too short in some cases

Therefore, PRLOG cannot achieve an acceptable performance by using only

review texts; however, using the combination of these sources enables PRLOG

to obtain better results.

95



3.5 Conclusion

In this paper, we proposed PRLOG, a new method for explainable aspect-

based recommendation. Our method exhibits better characteristics and ac-

complishes superior performance than existing state-of-the-art methods.

(i) It can handle the natural variation of wording that occurs when users

write reviews in order to estimate aspect importance scores for a particu-

lar user and an item, which is novel among aspect-based recommendation

methods.

(ii) Our method also provides better explanations than existing state-of-the-

art by predicting not only the overall rating an item is likely to receive

from a user, but also how the user will like or dislike individual aspects

of an item.

(iii) PRLOG does not rely on restrictive and artificial assumptions around

uniformity of importance of aspects across users or items and not even

the assumption of uniformity of important aspects for a user across all

items. These features make our method more general than existing state-

of-the-art methods and enable it to provide better explanations that are

more reliable and convincing to the users.

(iv) Our method also considers the dependency between sentiments towards

aspects for different users. Rather than relying on a raw majority opinion

to recommend an item to a user, PRLOG assigns different weights to

different reviews based on what items aspects are mentioned in these

reviews, how important these items aspects are for the user and how

prevalent the opinion expressed in the review is.

The combination of the new features in our method results in better perfor-

mance than what existing methods offer. We tested our method on two kinds
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of datasets: one where the only information available through the reviews is

the text of the reviews as well as one where the reviews have asked users to

rate specific aspects of an item. For the former we tested on three different

applications from the Yelp dataset and for the latter we used the TripAdvisor

dataset. We showed that in all these datasets our method outperformed the

best performing competitor method SULM significantly and by large margin.

In the future, we plan to explore (1) more sophisticated ways to model

latent opinion groups, (2) ways to optimize the value for the parameter λ

based on the amount of text available in review of applications with prede-

fined aspects, and (3) more complex machine-learning models to predict the

sentiments expressed towards aspects from latent opinion groups.
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Chapter 4

Conclusions and future work

We studied two problems in multi-aspect paper-reviewer team assignment and

personalized and explainable aspect-based recommendation of an item to a

user as two applications of aspect-based recommendation.

4.1 Conclusion

First, we introduced a new framework for multi-aspect paper-reviewer assign-

ment in both constrained and unconstrained settings. In this framework, we

model the paper’ thematic areas and the expertise of reviewers in term space;

since the accuracy of topic modeling methods based on the small collection of

short documents is not reliable. We also adjust the importance of the terms

more relevant to the reviewers’ research areas when computing the relevance

of a particular reviewer for a paper. We provide a greedy forward-selection

approximation algorithm to identify the best group of reviewers for each pa-

per, optimizing the individual and group coverage of the paper’s aspects, with

preference to review teams that bring together diverse individual perspectives.

In summary, our work makes two key contributions.

• It defines a new objective function for multi-aspect group-based paper-

reviewer assignment in term space. This objective function considers the

expertise of each reviewer, the overall expertise of the review team, as
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well as the diversity of reviewers’ expertise.

• It introduces a single efficient framework to solve both unconstrained

and constrained problem variants.

We have empirically evaluated our method to demonstrate its superior

performance relative to other state-of-the-art approaches.

Second, we proposed a new method for explainable aspect-based recom-

mendation based on items reviewed by users.

We introduced a single framework which works for both explicitly defined

aspects and implicitly extracted aspects from textual contents. When explicit

aspects are not available, we apply the state-of the art aspect extraction meth-

ods to extract aspects from the reviewed text. In both problems that we solve

in this thesis, we used the textual contents to model the aspects.

Then, our method estimates aspects importance scores for a particular user

and item using a semantic-aware method. We also provide the user with the

items aspects that the user is likely to like, dislike and be neutral towards, to

explain why the item is recommended or disrecommended to the user. Rather

than relying on a raw majority opinion to recommend an item to the user,

our method assigns different weights to different reviews based on what items

aspects are mentioned in these reviews, how important these items aspects are

for the user and how prevalent the opinion expressed in the review is. The

three main contribution of our work can be summarized as follows:

(i) It can handle the natural variation of wording that occurs when users

write reviews in order to estimate aspect importance scores for a particu-

lar user and an item, which is novel among aspect-based recommendation

methods.

(ii) Our method also provides better explanations than existing state-of-the-

art by providing the predicted sentiments towards item aspects.
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(iii) It does not rely on restrictive and artificial assumptions around uni-

formity of importance of aspects across users or items and not even the

assumption of uniformity of important aspects for a user across all items.

(iv) Our method also considers the dependency between sentiments towards

aspects for different users as well.

The study conducted in this thesis thus confirms that the combination of

these new features in our method improves the performance of recommenda-

tion and the quality of explanation over the state-of-the-art related works.

In both problems studied here, we choose an item for recommendation re-

cipients based on how good their preferences (such as their expertise or inter-

est) match with item aspects. However, there are still two differences between

these two problems. First, in contrast to the problem of recommending an

item to the user in the context of e-commerce websites, “multi-aspect paper

reviewer assignment” is an instance of the group formation problem. Thus,

considering the interactions between the recommendation recipients in the

process of matching the items and the recommendation recipients is critical.

Second, in the problem of “personalized and explainable aspect-based rec-

ommendation”, we are trying to recommend or dis-recommend an item to the

user. Thus, we use the user’s sentiments towards aspects which shows how

much a user likes or dislikes an item’s aspects. However, in “multi-aspect pa-

per reviewer assignment”, we only consider the similarity between reviewers

and papers in order to recommend the best matches for the papers.

Based on the study conducted in this thesis, we propose two different so-

lutions to solve these problems which outperform their state-of-the-art related

works.
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4.2 Future work

An immediate direction for future research in multi-aspect paper-review as-

signment is to investigate additional functions for estimating the similarity

between submissions and reviewers’ expertise profiles. We also plan to ex-

amine the various parameters of our method and the relations between them

in order to develop a systematic method for automatically configuring these

parameters for a given data set.

Another possible future work is to empirically validate the usefulness of our

method for conference organizers in the context of a real conference. Using

co-citation network structure besides the textual information in our method

also can be another possible way to extend our framework.

For the second problem, at the aspect extraction stage, we first suggest to

use different state of the art methods to study how they affect the performance

of our method.

Another possible extension to this work is to explore more sophisticated

ways to model latent opinion groups. We can also build a more complex

machine-learning model, rather than a linear regression, to predict the senti-

ments expressed towards aspects from latent opinion groups.

We suggest studying the correlation between the explicit aspect ratings

and the predicted aspects importance scores for a user for an item.

We observed there may be room for improvement in predicting aspect

importance scores by considering different scenarios based on explicit aspect

ratings.

Another possible improvement to this work can be finding a general frame-

work to mix two proposed methodologies in order to solve different kinds of

aspect-based recommendation problems.
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