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Abstract 

Riboswitches are gene regulatory elements found in messenger RNA that function 

by changing structure upon the binding of a ligand to an aptamer domain. Single 

adenine-binding pbuE riboswitch aptamer RNAs were unfolded and refolded co-

transcriptionally using optical tweezers for single molecule force spectroscopy. 

The kinetic and energetic properties of distinct folding intermediates were 

characterised with and without the binding of adenine. These observed 

intermediates were related to structural elements of the aptamer, which were 

found to fold sequentially, in a transcriptionally independent manner. The 

mechanical switch underlying the regulatory action of the riboswitch was 

observed directly (adenine stabilisation of the weakest helix), and the energy 

landscape for the folding was reconstructed. 

The construction of a dual-beam optical trap with separate detection and trapping 

laser beams manipulated and focused into a rigid, modified inverted microscope is 

also described. This instrument aims to achieve ångström-level resolution through 

careful design to reduce noise. 
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Chapter 1: Introduction 

1.1 The role of RNA in the cell 

RNA (ribonucleic acid) plays a central role in biology because it is 

involved in many different cellular processes. The principal role of RNA is often 

considered to be as an intermediate in the flow of genetic information, as 

illustrated by the so-called “central dogma of biology” (Crick 1970, Fig1.1), 

which states that genetic information flows from DNA (deoxyribonucleic acid) to 

RNA to protein. Genetic information is stored in the form of DNA, but in order to 

express the gene, first the DNA must be transcribed into RNA, and then the RNA 

is translated into protein by the ribosome (a molecular machine for protein 

biosynthesis consisting of both proteins and RNA).  

However, the role of RNA goes well beyond this simple picture. RNA can 

serve the same role of genetic storage as DNA, as seen in retroviruses such as 

HIV (Moore 2009), and it can also act as an enzymatic catalyst, typically one of 

the principal roles of proteins. These catalytic RNAs are known as ribozymes; 

examples of which include self-splicing introns1 (Cech 1990), RNAse P, (Altman 

1990), and the ribosome itself. In eukaryotes, gene regulation is often 

accomplished by regulatory proteins binding to DNA and DNA methylation2 

(Jaenisch 2003). However, it has been discovered that RNA can also take on gene 

                                                 

1 Eukaryotic genes are made up of two parts: exons and introns. During pre-mRNA processing in 
the eukaryotic cell nucleus, introns are removed, and the final product, mRNA, contains only the 
exons. Self-splicing introns utilise the self-catalytic capacity of RNA to cut themselves out of pre-
mRNA without involving an external enzyme. 
2 DNA methylation involves the addition of a methyl group to the 5′ carbon of the cytosines in the 
promoter region of a gene by a methyltransferase enzyme (Berg 2006). 



2 

 

regulatory roles, such as through RNA interference (Fire 1998, 2007), which has 

revolutionised genetic studies. Most interestingly, from the point of view of this 

thesis, RNA is capable of highly specific ligand binding, another protein-like role 

(Fig1.2). Such binding was observed originally in laboratory assays to develop so-

called “aptamers” (Ellington 1990, Stoltenburg 2007), but recently a class of 

naturally-occurring ligand-binding RNAs was discovered in gene-regulatory 

RNAs known as riboswitches (Montange 2008, Lemay 2006). 

 
Figure 1.1 Illustration of the flow of genetic information in a cell. Information contained in 

the DNA is read by RNA polymerase (RNAP) and transcribed into RNA. This RNA may be 

further processed (e.g. splicing) before being translated into protein by the ribosome. The 

ribosome is a macromolecular assembly around the mRNA that translates the gene sequence 

into an amino acid chain, reading from the 5′ to 3′ direction. Gene regulation may take place 

at any step along the process. 
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All this variety has generated a huge and growing interest over the past 

few decades for a molecule that was previously underappreciated. RNA continues 

to surprise in the wide variety of roles it can take on, and it is now thought by 

many, according to the “RNA world” hypothesis (Federov 2004, Cech 2009), that 

earlier in life’s origins, RNA played the roles that DNA and protein fulfill today.  

 
Figure 1.2 Aptamer of the PreQ1 riboswitch. Two structural renderings (PDB ID 

3GCA and 3FU2) are shown, including magnesium ions and the PreQ0 ligand 

(inset: secondary structure). The PreQ1 riboswitch is the smallest known to date 

(Spitale 2009). 
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If we consider RNA’s roles in an evolutionary context, then this creates a 

more complex picture of its roles in the cell. Even if proteins have replaced RNA 

in many or most of its past roles, RNA’s capabilities as an enzyme and a genetic 

regulator remain of great importance. From an evolutionary standpoint proteins 

provide a more specific and stable molecule for sensing and regulation than RNA 

can, and are thus favoured, but simply using RNA as a metabolic short-cut for 

equivalent regulation provides an argument for its continued use by cells to this 

day3.  

As it turns out, RNA plays regulatory roles in different ways. Its splicing 

activity is important to pre-messenger-RNA (pre-mRNA) processing, permitting 

different regulation by cell type in metazoans, and subsequent malfunctions here 

are linked to human diseases (Cooper 2009). Other eukaryotic RNA regulators 

include micro-RNA (miRNA) (Schickel 2008) and short interfering RNA 

(siRNA) (Mello 2007), while in bacteria their roles are completed by small RNA 

regulators (sRNA), clustered regularly interspaced short palindromic4 repeats 

(CRISPR) (Barrangou 2007) RNAs, and riboswitches (Waters 2009). 

Riboswitches, the subject of this thesis, are RNA elements found in 

untranslated regions (UTRs) in either the 5´or 3´ end of mRNA (Lemay 2006). 

Regulation by riboswitches typically provides the capacity to mediate cell 

responses to changing environmental conditions by acting on the stress response 

                                                 

3 In terms of numbers, RNA regulators require the synthesis of ~100-200 bases while the average 
protein in e. coli requires 350 amino acids (Waters 2009) 
4A double-stranded nucleic acid, such as DNA, is said to be palindromic if it is equal to its 
complementary sequence read backwards. 
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or the metabolism. The importance of riboswitch regulation is most notable in 

Bacillus subtilis, 2% of whose genes are regulated in this manner (Kim 2008). 

The role of riboswitches differs across species, however: whereas the B. subtilis 

glmS mRNA riboswitch provides negative regulation in cis, in E. coli the glmS 

mRNA is instead regulated by trans acting sRNAs.  

Regulatory activity by riboswitches is made possible by the complex 

structures that RNAs can form. The folding up of this nucleic acid into a very 

specific geometry permits the riboswitch to form a dynamic sensor that is able 

both to discriminate a target ligand very sensitively, and to undergo a specific 

structural rearrangement upon ligand binding. It is this structural rearrangement 

which ends up regulating gene expression. Generally, other regulatory RNAs are 

not so reliant on the interplay of tertiary interactions. Riboswitches are thus an 

example of RNA folding that acts directly on gene regulation. 

 

1.2 RNA structure and folding 

A hallmark of biological macromolecules is that their structure and 

function are related very tightly, and RNA is no exception. Chemically, RNA is a 

close cousin of the more familiar DNA (deoxyribonucleic acid). Both are 

polymers of nucleotides, which consist of a ribose or deoxyribose sugar, a 

pyrimidine or purine base, and a phosphate group, connected by phosphodiester 
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bonds5 (Fig1.3, Fig1.4). Interactions between these nucleotides, such as hydrogen 

bonding and the stacking of aromatic rings between the bases result in three-

dimensional structures. Generally speaking, for DNA this means a double helix in 

the familiar “B-form,” held together by Watson-Crick base pairing between the 

two strands in the helix and base stacking along each strand (Saenger 1984) (Fig 

1.5). A wide variety of other forms of DNA are possible, as well as non-canonical 

base-pairing interactions (Neidle 1999) 

 
Figure 1.3 The chemical structure of DNA. DNA uses 4 bases: adenine (A) pairs 

with thymine (T), guanine (G) pairs with cytosine (C). Thymine has an extra methyl 

group that differentiates it from uracil (U), found instead of T in RNA. The 

phosphate groups linking the deoxyribose sugars are charged. G:C pairs are more 

stable than A:T pairs due to additional hydrogen bonds between the bases (green 

dashed lines) (Figure adapted from Berg 2006). 

                                                 

5 The synthesis of the bases for DNA includes an extra step: nucleotide monophosphates (NMP's), 
used in RNA synthesis are dehydroxylated to 2'-deoxy-nucleotide monophosphates (dNMP's). 
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Figure 1.4 The chemical difference between DNA and RNA. There are two main 

differences: RNA has a 2′ hydroxyl group, and U instead of T. The 2′ hydroxyl 

group (highlighted, absent in deoxyribose) permits cleavage of the backbone at the 

phosphate links between the bases. In the production of a DNA thymine base, a 

methyl group is added to a uracil base. 
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Figure 1.5 The B-form helix in DNA. A rendering of DNA (PDB ID 2OR1) with a 

backbone ribbon as a guide. The phosphates are shown in red and orange, while the 

complementary bases are green:blue.  
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 RNA structures are typically much more diverse than those of DNA. One 

reason for this is that RNA is generally synthesized as single-strands (ss), in 

contrast to DNA, which is usually replicated in semi-conserved double strands 

(ds). The nucleotides within a single strand can then interact with each other, 

forming structures other than simple helices. The extra hydroxyl group that is 

present in RNA also increases the capacity for hydrogen bonding6, further 

promoting more complex structures (as opposed to the case in DNA7). As a result, 

in RNA folding both secondary and tertiary interactions must be taken into 

account. Examples of RNA structures include ds A-form helices in siRNAs, loops 

in hairpins, multiple helix junctions, pseudoknots, and kissing loop complexes, 

among others8 (Fig 1.6). The wide range of structures in RNA is linked to its wide 

variety of roles in the cell.  

                                                 

6 The extra hydroxyl group in RNA gives the nucleic acid the capacity to cut itself apart: the 
phosphodiester bond is cleaved through a transesterification reaction (Soukup 1999). This capacity 
is used for enzymatic purposes in ribozymes, but limits the chemical stability of RNA (Fig 1.7). It 
is also exploited for in-line probing of RNA structure (Mandal 2004). 
7 There is a second important distinction between RNA and DNA (Fig 1.3, Fig 1.4). While they 
both utilize four nucleotide bases, they differ by a pyrimidine substitution: thymine (T) in a DNA 
molecule in the place of uracil (U) (with some exceptions, Vértessy 2009). Before the 
deoxynucleotide of uracil is incorporated into DNA, the pyrimidine is methylated (León 1998). 
This solves two problems caused by uracil. First, uracil is somewhat promiscuous in its base 
pairing, forming non-canonical base pairings with guanine and even itself. The methylation 
restricts thymine to pairing with adenine alone, and makes it more hydrophobic (helps in keeping 
the bases inside the B-helix). Second, the most common mutation in DNA is the spontaneous 
deamination of cytosine (C) into U. The exclusion of U in DNA permits a rapid repair of the error. 
8 In the case of ssRNAs, structure is important because of how it facilitates function (such as 
PDB#1Y27). 
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Figure 1.6 Sample RNA structures. Basepaired helices and ss regions are both 

indicated schematically. From left to right: a hairpin, hairpin with a bulge, a 

pseudoknot, kissing loops, a multi-loop junction. The two dimensional view is a 

simplification, as the hairpin will actually be an A-form helix with a loop at the top, 

while a bulge or kink in the stem could make this helix bend or twist. The tertiary 

structures are also very sequence dependent (Hendrix 2005). Since secondary 

structure can be independently stable, the examples shown here can very well be 

more than mere transient states. 

 

Figure 1.7 RNA cleavage. The direction by which the hydroxyl of the ribose sugar 

accomplishes the cleavage of an RNA strand (Mandal 2004). 
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The process by which structure is formed is known as folding. RNA 

folding is similar to folding in proteins, but driven by different forces. Whereas in 

proteins folding is driven largely by hydrophobic interactions, in RNA 

electrostatics plays a much larger role, due to the charged phosphate group in each 

nucleotide (carrying 1 negative charge). Folding of RNA often requires the 

participation of divalent cations such as magnesium to help mediate the backbone 

charges. Base pairing and stacking interactions are very stable, so that secondary 

structure (which arises from interactions between the nucleotides) is generally 

more stable than tertiary structure (which comes from interactions between 

secondary structures). As a result, RNA folding has a hierarchy: first secondary 

structure forms, then tertiary (Brion 1997), in contrast with how proteins behave 

(Daggett 2003). In both cases, however, folding is able to avoid Levinthal’s 

paradox (the observation that a random search through all configurations for a 

typical protein would take orders of magnitude longer than the age of the 

universe, rather than the typical ~10-3-101 s range, Levinthal 1968), by engaging 

in a biased sampling of configuration space, and making use of cooperative 

intramolecular interactions to drive the molecule towards its native conformation 

(Zwanzig 1992, Gonzalez 2008).  

The study of folding processes presents a substantial challenge, as it 

involves many different processes at many timescales. Proteins may completely 

fold on a μs timescale, or it may take them minutes or longer; nucleic acids 

typically fold over a time-range of 10-4 – 101s. Methods like X-ray 
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crystallography9 and NMR provide a three-dimensional picture of the final, folded 

state, but yield only limited information about the dynamics of folding. Several 

other methods have been applied to study RNA folding, including small-angle X-

ray scattering, fluorescence spectroscopy, footprinting, calorimetry, absorbance 

and circular dichroism spectroscopy, and a variety of computational approaches. 

Each of these has added to our picture of how RNA folds, but there are still many 

gaps to be filled by other methods, such as single molecule experiments, which 

offer new avenues of exploration. 

1.3 Studying riboswitch folding, one molecule at a time 

This thesis focuses on studying the folding of riboswitches at the level of single 

molecules, using optical tweezers to probe the folding dynamics. Riboswitches 

represent a particular opportunity for folding studies, since their folding is tied 

directly to their function as gene regulators. Most riboswitches are found in the 5´ 

UTR. They are composed of two structural domains: an aptamer (ligand binding) 

domain and an expression platform. The aptamer typically contains or forms a 

pocket that is able to bind a target ligand very specifically. The ligand binding 

then changes the stability of the structure of the expression platform. This 

expression platform is the part of the riboswitch that effects the gene regulation: 

for example, it may be composed of a structure that terminates or anti-terminates 

transcription, or it may contain structure(s) that prevent translation initiation (Fig 

                                                 

9 The self-cleaving capacity of RNA presents an additional obstacle to crystallisation, not to 
mention the widespread presence of nucleases (RNA digesting enzymes) that can easily 
contaminate samples! 
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1.8). Conformational change in the riboswitch, induced by an environmental 

signal, is therefore what triggers gene regulation.  

 

Figure 1.8 Riboswitch action. In bacteria, riboswitches form as mRNA is synthesised 

by RNAP. Several patterns of regulation are possible, including modulation of 

transcription through formation of terminators or anti-terminators, and modulation 

of translation through sequestration of the ribosome binding site (RBS). The 

riboswitch aptamer need not necessarily be the structure that sequesters the RBS 

(shown by arrows); it could be in a separate hairpin. Enzymic regulation (RNA-

splicing), another mode of regulation, is not shown here. ORF: open reading frame; 

UUU: uridine rich tract (the DNA-RNA hybrid in the polymerase is weakest when 

the RNA has a series of uridines, promoting transcription termination). Adapted 

from Waters (2009). 

The riboswitch we have examined is the pbuE adenine riboswitch from 

Bacillus subtilis. Many riboswitches, including the pbuE, are relatively small 

molecules (containing ~100 nt), yet they display quite varied behaviour. They 

therefore offer a relatively simple and small system in which to explore 

fundamental questions about macromolecular folding. To simplify the system 

further and to obtain a clearer understanding of the folding, we have looked at the 
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aptamer domain alone. The approach we use is single molecule force 

spectroscopy using optical tweezers. 

The study of single molecules offers the possibility of seeing what bulk 

measurements cannot. States that occur rarely or transiently, as well as 

heterogeneous behaviour, can all be observed in single molecule experiments. 

This means that intermediates can be seen directly, and a single folding trajectory 

may be followed in its entirety. This opens up the possibility to characterise all 

these aspects of the folding that would be lost to the ensemble average in a bulk 

measurement (van Oijen 2008). The price to be paid for the extra information 

from single molecule measurements is a reduced throughput, because the single-

molecule approach is a time-consuming serial method. 

A large number of single molecule techniques have been developed. 

Techniques such as particle tracking, single-molecule fluorescence spectroscopy, 

or Förster resonance energy transfer (FRET) allow the behaviour of the molecule 

to be observed passively (Greenleaf 2007, Zhuang 2005). “Active” or force-based 

techniques, however, offer more direct control over the molecule in an 

experimental assay. In these approaches, a controlled force is applied to the 

molecule, and its response is monitored. Force-based methods include in vitro 

atomic force microscopy (AFM), viscous fluid flow, and magnetic and optical 

tweezers (Fig 1.9). The single-molecule force spectroscopy (smFS) provided by 

these active techniques offers unique capabilities for studying molecular folding. 

Force stretches out the unfolded structures, thereby converting folding into 

motion, which can be measured very precisely. Since force times distance yields 
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an energy, the applied force allows the energy landscape of the molecular folding 

to be probed and manipulated (Greenleaf 2007). By using force to unfold the 

molecule, abrupt temperature or chemical denaturant concentration changes 

(otherwise necessary to induce folding and unfolding) can be avoided. The 

strength (stiffness) of the force probe can also be changed to scale the force 

resolution to the level appropriate for the molecule being studied.  

The study of RNA folding is one to which optical tweezers are particularly 

well suited, because they offer a gentler and more controlled means of 

manipulating an RNA molecule than AFMs, due to their lower probe stiffness and 

the simple chemistries that have been developed to control the geometry of the 

force application. In optical tweezers experiments, the RNA molecule is attached 

to “handles” (micron long polymer tethers such as dsDNA) at each end, which are 

in turn attached to functionalised, micron-sized plastic beads. These beads are 

trapped by the gradient force from the tweezers, allowing tension to be applied to 

the RNA through the handles. Here, we use force spectroscopy of single pbuE 

adenine riboswitch aptamer molecules to gain insight into the folding 

thermodynamics and kinetics, the accessible states, and the folding hierarchy. 
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Figure 1.9 smFS methods. Optical tweezers: a dual trap setup in (a), a single trap 

for a surface assay in (b), and the setup with a pipette as the second clamp in (c). 

Example setups of AFM (d) and magnetic tweezers (e). Both optical and magnetic 

tweezers can be used to apply torsion as well as tension. Adapted from Greenleaf 

(2007) and Woodside (2009). 
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1.4 Thesis outline 

In the next chapter (2), I discuss optical trapping and design of the trap 

that I have helped build at the University of Alberta. The properties of 

riboswitches, with a particular focus on the pbuE riboswitch I have been studying, 

are presented in chapter 3. Chapter 4 gives an overview of how optical traps can 

be used to measure biomolecular folding, and what considerations are required in 

the data analysis. The results of our study of the riboswitch, done in collaboration 

with researchers at Stanford University, are presented in chapter 5 as a reprint of 

our paper published in the journal Science. In the closing chapter (6), I discuss the 

next steps to be taken following the results obtained in this work. 
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Chapter 2: Optical tweezers  

An optical trap (also known as optical tweezers) is a device that allows 

one to capture a small dielectric object in a focused laser beam. Once an object is 

trapped, it can be moved and manipulated in a controlled manner. Optical traps 

are often built around a microscope, because the microscope optics allow the tight 

focussing of a laser beam that is required, at the same time as providing a 

convenient way to observe the sample visually. In this case, the trapping takes 

place on a microscope slide placed between the microscope objective and 

condenser lenses. As will become apparent in the discussion of optical trapping 

principles below, the lenses must have high numerical aperture (NA, defined in 

microscopy as the sine of the half angle of the maximum cone of light that can 

enter or exit the lens), in order to focus beams at a high angle to the normal. This 

focusing of the laser creates the conditions for the attractive force that acts on 

dielectric objects, such as glass or plastic (polystyrene) beads. Out of the 

electromagnetic interaction between the light and the dielectric, there exists a 

small region where the bead is held by a harmonic force, like a Hookean spring in 

three dimensions.  

Optical tweezers have become well established ever since the pioneering 

efforts of Arthur Ashkin, Steven Chu and their colleagues at Bell Labs (Ashkin 

1986, 1971), and the technology continues to be refined by the contributions of 

many groups, with applications in many different fields: Adding Raman 

spectroscopy (Snook 2009), stretching cells (Guck 2005), trapping metal 

nanoparticles (Dienerowitz 2008), using structured light fields (Dholakia 2008). 



21 

 

Some special considerations must be taken for manipulating single biological 

molecules. Molecules themselves are too small to trap directly, so instead they 

must be handled by proxy: they are attached to dielectric beads via molecular 

“handles.” These beads are then held in the trap. The dielectric beads are 

functionalised chemically, allowing them to be connected to the molecule being 

studied with chemical specificity. This specificity ensures that the geometry of the 

experiment (bead—handle—molecule) is well controlled (see Fig 1.9). 

 

2.1 Theory of optical trapping 

The tightly focused laser beam of an optical trap forms a double cone with 

a diffraction-limited spot at the apex where a dielectric particle will experience a 

net restoring force that effectively traps the particle. For a small range of 

displacements, this restoring force is linear with displacement and the trap can 

therefore be considered as a Hookean-spring. Two limits can be considered for 

modeling an optical trap: Rayleigh scattering, where the wavelength λ is much 

larger than the particle radius a; or Mie scattering (ray optics), where the reverse 

holds (Fig 2.1). In the case of optical traps suitable for biological molecules, near-

infrared wavelengths of ~ 1000 nm are generally used in order to avoid damaging 

the sample (Neuman 1999). Since physical constraints from the trapping force 

limit the typical bead sizes for effective trapping to a range from a few 100 nm to 

a few 1000 nm, i.e. a ~ λ, neither limit is truly appropriate. However, these two 

limits provide important physical insights into how trapping works, so both 

descriptions will be examined briefly.  
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Figure 2.1 Rayleigh and Mie limit forces. Bead displacement with respect to the 

beam gradient: the unbalanced force pushes the bead to the centre of the trap. In 

the Mie limit, ray optics defines the unbalanced force. 
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2.1.1 Optical trapping in the Rayleigh limit  

We first consider the interaction between a dielectric sphere and the 

incident EM radiation in the Rayleigh regime, where a << λ. A force is exerted on 

the particle by the electric field, and it can be broken into two components: a 

scattering force Fscat, from photons that are elastically scattered (absorption and 

re-radiation), and a gradient force Fgrad arising from the interaction of dipoles 

induced in the dielectric with the gradient of the electric field.  

The time-averaged axial scattering force is determined by the intensity of 

the laser beam, I0, the scattering cross-section of the particle, σ, and the speed of 

light in the medium (Harada 1996, Ashkin 1986): ,0 cnIF mscatt σ=  where nm is 

the index of refraction of the medium. For a sphere of radius a, the scattering 

cross-section is: 
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When the relative index is greater than unity, the gradient force is in the same 

direction as the intensity gradient, or in other words it points towards the most 

intense part of the beam, which is the focal point. Thus when the bead moves 
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away from the focal point, it experiences a restoring gradient force pushing it 

back to the focal point. This is the component of the force that creates the trap. 

The scattering component, on the other hand, is always in the direction of the 

laser propagation, with the result that any trapped particle will be pushed away 

from the focal point of the laser beam. 

From these equations, the scattering force clearly increases with the bead 

radius much faster than the gradient force. If the particle is too large, the 

scattering force will overcome the gradient force and no trapping will take place. 

However, if the particle is too small, the trapping potential created by the gradient 

force may not be large enough compared to the thermal energy, kBT, to keep the 

particle trapped against thermal fluctuations. The Rayleigh scattering picture 

therefore indicates that the range of sizes for successful trapping is limited. 

Typically this range is ~ 200-5000 nm, depending on the index of refraction. For 

particles that are trapped effectively, the scattering force ensures that the 

equilibrium position of the trapped particle will always be axially offset (in the 

direction of the beam propagation) from the actual focal point of the laser beam. 

2.1.2 Optical trapping in the Mie limit  

In the regime where the particle is much larger than the incident 

wavelength, geometric optics can be used to describe the forces while ignoring 

diffraction limits. The force on the sphere is given by (Svoboda 1994, Ashkin 

1992): 
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Here, the kth and ith components represent the scattering and gradient components 

of the force, R and T are the Fresnel reflection and transmission coefficients, P is 

the power of the ray incident at angle θ, whileφ  is the angle of refraction and 

nmP/c is the momentum. This ray optics model, originally described by Ashkin, is 

illustrated in figure 2.2 (Ashkin 1992).  

The ray optics picture does not show any dependence of the forces on 

bead radius and thus cannot explain the size effects in trapping. However, it does 

indicate the importance of the NA of the focusing system, since high-angle rays 

contribute the most to the trapping force (especially the axial force). One 

important practical result is that stronger trapping is predicted to be achieved by 

overfilling the aperture of the objective lens with the laser beam, despite losing 

beam intensity (Svoboda 1994). Another result is that traps created from a 

TEM01* (“doughnut”) mode, rather than the usual gaussian TEM00 mode, should 

have a higher stiffness, due to higher laser intensity on the periphery of the beam. 

Such traps have in fact been demonstrated in recent years (Sakai 2007, Jesachar 

2004). 
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Figure 2.2 Geometric optics ray diagram. An extremal ray enters the aperture of 

the objective lens and is focussed toward the focal point at f. The ray is incident on 

the bead at angle θ and refracted at angle φ, giving rise to the reflected and 

transmitted powers RP, TP, TRP, T2P, etc… (after multiple 

reflections/transmissions). rap and n̂  represent the radius of the aperture and the 

vector normal to the surface of the bead at the intersection of the extremal ray. 

Adapted from (Svoboda 1994). 

 

As stated above, most optical traps do not operate in either of these limits, 

and the results of these two pictures must be accepted only qualitatively (and 

provisionally). For example, ray optics predicts a particle-size-independent force, 

contradicting the Rayleigh picture prediction that the force scales with the cube of 

the radius; experimental behaviour is closer to the Rayleigh picture (Perkins 

2009). More generally, to obtain quantitative agreement with experiment, more 
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complex theories have been developed. These can be reasonably successful: for 

example, work by Rohrbach found that experimental results differed from 

theoretical predictions by ~5% for lateral trapping and ~10-30% for axial trapping 

(Rohrbach 2005). However, no new qualitative understanding was gained from 

this treatment. 

 

2.2 Construction of the optical trap 

In order to make careful measurements of biomolecular folding reactions, 

sensitive optical tweezers capable of measuring motions of as little as a single Å 

are required. These are very complex instruments with many parts. All optical 

traps contain the same basic elements: laser light source, beam control optics, 

focusing optics, and detection optics. The beam control optics are used to shape 

the beam properly (e.g. overfilling the focusing objective lens) and to allow the 

position of the beam to be controlled, before the beam is inserted into the focusing 

optics (often a microscope objective lens) and then routed to a detector. To obtain 

the highest resolutions, great care must be taken in designing and constructing the 

trap optics, trying to minimise the many different potential sources of noise. The 

design of the optical trap that we have built is described below, along with the 

concerns that motivated this design. Our design uses two different laser sources, 

one to generate the beam that traps the beads, the other to generate a beam used to 

detect the motions of the beads. For clarity, the layout of the trapping and 

detecting beam optics are described separately. Schematics of the trapping beam 

optics and detection beam optics are shown in figures 2.4 and 2.8, respectively.  
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Figure 2.3 Photograph of optical layout. This shows the optical layout inside the 

optics enclosure in the lab. The infrared beam path is clarified in the next figure. 
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Figure 2.4 Diagram of the layout of the infrared trapping beam. The beam is 

isolated from the laser using a Faraday free space isolator, and split by 

polarisation using polarising beam splitters (PBS – pol cubes). Electronic shutters 

are placed away from the high intensity focal points of the telescopes. 

 
2.3 Layout 

2.3.1 Trapping beam 

The trapping laser beam source is a 5W Nd:YVO4 diode-pumped solid 

state (DPSS) infrared laser with a wavelength of 1064nm. The laser output is a 

polarised, single mode (Gaussian TEM00) beam, collimated in an external 2x 

Keplerian beam expander. The power stability and pointing stability (i.e., changes 

in the direction of propagation) of the trapping laser are crucial characteristics for 

high-resolution trapping, since any fluctuations in the beam will be perceived as 
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motions of the molecule being studied. To prevent mode hopping due to back-

reflections, which can result in changes in power and pointing, the laser head is 

optically isolated with a Faraday isolator. The intrinsic fluctuations of the laser 

beam are also characterised and monitored on a regular basis. A typical 

measurement of the pointing stability is shown in figure 2.5a: fluctuations occur 

on the order of 5 μrad over the course of an hour. Fluctuations on long (>1 s) 

timescales dominate (quantitatively); as measurements take place over a timescale 

of ~10 s to minutes, these are a particular concern. 

In addition to intrinsic noise from the laser source, vibrational and acoustic 

noise can couple into the optical tweezers. Air currents generated from ventilation 

or convection can cause the beam pointing to fluctuate, as can temperature 

changes (due to differential thermal contraction or expansion). We therefore make 

great efforts to reduce all noise sources of this type. The optical tweezers 

apparatus is built on an optical table mounted on an isolated concrete slab, to 

minimise the introduction of environmental vibrations. The temperature of the lab 

is controlled by thermal panels, ensuring temperature drift of less than 0.1 °C per 

hour. Noisy equipment such as power supplies and amplifiers are stored outside 

the lab, to reduce acoustic noise. Finally, the effects of convective air currents are 

reduced through three measures: the optical path of the trapping beam is kept 

within a solid enclosure (Fig 2.6), within this enclosure the beam path is protected 

by rigid tubing (especially at the focal points), and the enclosure can be filled with 

He gas if needed to reduce the optical effects of any remaining air currents (since 

He has an index of refraction 10 times closer to unity than that of air). 
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Figure 2.5 Stability of the trapping laser. The stability trace over the period of an 

hour, following 1 hour of warmup in (a), a 100s closeup of the fluctuations in (b), 

and a Gaussian fit to the histogram of that hour of measurement. (Data courtesy of 

Hao Yu.) 
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Figure 2.6 Optics enclosure 

 

A crucial design aspect for reducing measurement noise is to use a 

differential measurement. This is done by making two trapping beams (for two 

traps), by splitting the output of the laser source into two orthogonal polarisations. 

These two polarisations share the same optical path throughout much of the 

instrument, and hence much of the noise to which they are subjected is the same 

for both traps. Thus while pointing fluctuations will change the absolute positions 

of the traps at the microscope slide (the specimen plane), since both traps are from 

the same source and are subject to the same noise these fluctuations will not 

change the relative positions of the traps, permitting higher-resolution 

measurements. The source output beam is split in two using a polarising beam 

splitter (PBS) after a λ/2 (half) waveplate (to rotate the linear polarisation). The 
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two beam intensities are set to be unequal, one ~50% more intense than the other, 

for implementing a passive force clamp (described in chapter 4). 

After two trapping beams have been created, they are both passed through 

optical elements that allow the beam to be steered in the specimen plane. (In the 

context of microscopy, there are two important planes: the specimen or image 

plane found at the focus of the objective lens, and the back focal plane. All focal 

planes can be related to these two as their respective conjugates.) Since 

translations in the specimen plane correspond to rotations in the back focal plane 

of the objective lens (Shaevitz 2006), as illustrated in figure 2.7, optical elements 

that can rotate the beam must be placed in planes conjugate to the back focal 

plane.  

 

Figure 2.7 Conjugate optical planes in microscopy. The microscope slide is in the 

image plane, while our deflectors are in the planes conjugate to the back focal plane. 

They are placed in this plane so that the deflections of the beam they provide create 

translations in the image plane. Inset: Lenses turn rotations into translations. A pair 

of lenses set up as a Keplerian telescope is used to propagate the rotations to the 

next back focal plane conjugate: the back aperture of the objective (Shaevitz 2006). 
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The trap we have designed uses three different steering elements: first an 

electro-optic deflector (EOD), then an acousto-optic deflector (AOD), and finally 

a lens mounted on a 3-axis translation stage. The EOD and AOD operate on 

different physical principles, and have different practical advantages and 

disadvantages as deflectors, described in more detail in section 2.33. The EOD 

deflects the beam in the x-axis, the AOD in the y-axis, and the lens is used to 

move both the trapping and detector beams together in x, y, and z (axial) 

directions. 

Since the deflectors must be located at planes conjugate to the back focal 

plane, we use Keplerian telescopes to relay the back focal plane (figures 2.4, 2.7). 

These telescopes are also used to expand the diameter of the beam, so as to 

overfill the objective lens. A 1:1 telescope relays the back focal plane from the 

objective lens to the steering lens, a 3.3:1 telescope relays it between the steering 

lens and the AOD, and finally a 1.5:1 telescope relays it between the AOD and 

the EOD. The magnifications were chosen to ensure that the beam is wide enough 

to overfill the objective without losing too much beam power. 

Each beam can be blocked by an electronically-controlled shutter located 

after the AOD. Once the two beams have passed through the EOD, AOD, and 

expanding telescopes, they are recombined using a PBS. The two trapping beams 

are then combined with the two detection beams using a dichroic mirror, and sent 

into the microscope via the steering lens. The objective lens used to focus the 

traps is a very high NA, oil immersion lens: 100x, NA 1.49 (Nikon). 
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2.3.2 Layout - Detection beam  

The detection beam uses a high-power HeNe laser at 633nm (fig 2.8). 

Most of the experimental issues discussed for the trapping beam apply equally to 

the detection beam, except that the detection beam does not need to overfill the 

objective, and it does not need to be actively (and rapidly) steered. As a 

consequence, the detection beam path is simpler. The laser output is first optically 

isolated, expanded, and collimated, and then it is coupled into a single-mode 

optical fibre. The fibre reduces beam pointing fluctuations, converting them into 

intensity fluctuations (which are less critical for the detection beam), and also 

prevents the propagation of unwanted modes. 

 

Figure 2.8 Detector laser layout diagram. Notable differences from the trapping 

optics are deflection via motorised lenses, and manual fibre-coupling of the laser. 
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Just as with the trapping laser, the detection laser output is divided into 

two orthogonally polarised beams using a λ/2 waveplate and PBS, though here the 

beam intensities are equal. While the detection beams do not need to be steered 

actively, they do need to be aligned very precisely on top of the trapping beams. 

To do this, we use steering lenses placed at a conjugate back focal plane. These 

steering lenses are part of the 1:1 Keplerian telescopes (just like the steering lens 

for all of the beams described above) that relay the back focal plane to the 

appropriate positions. These lenses are mounted on motorised 3-axis translation 

stages, to align the detector beams precisely over the equilibrium positions of the 

two traps. After passing through the objective lens, the specimen plane, and the 

condenser lens, the detection beams are isolated from the trap beams by filters, 

separated by polarisation using a PBS, and focused onto duo-lateral position 

sensitive photodiodes (PSDs) located near the plane conjugate to the back focal 

plane of the condenser lens. 

2.3.3 Beam steering considerations 

The components used for beam steering need to be stable when static, but have 

the ability to make rapid, repeatable deflections of the laser beam. We have 

chosen to use a combination of different steering elements, notably EODs and 

AODs. 

2.3.3.1 Acousto-optic deflectors (AODs) 

AODs function as a random access diffraction grating created by sound-induced 

index changes in a TeO2 crystal. It is sandwiched between a piezoelectric 

transducer, driven by a radiofrequency (RF) signal, and an acoustic absorber, that 
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is cut at angle with respect to the transducer-crystal interface to reduce reflection. 

The transducer sets up a travelling sound wave in the crystal. The shift in density 

of the crystal due to the sound wave alters its index of refraction, thereby creating 

an index grating in the crystal with a spacing set by the sound wavelength. By 

changing the driving frequency of the transducer, the deflection angle of the 

diffracted beam can be changed. The deflection angle θΔ  of the first order 

diffracted beam is given by:  

soundvf /λθ ∝Δ ,    2-3 

where λ is the wavelength of light in vacuum, f is the transducer driving 

frequency, and vsound is the speed of sound in the crystal. Deflections of up to 10’s 

of mrad can be achieved. Changing the magnitude of the transducer driving 

frequency changes the amplitude of the diffracted beam. AODs thus allow both 

the direction and amplitude of the beam to be controlled. The timescale for 

deflection changes is also fast, related to the propagation time for the sound wave 

across the crystal (on the order of μs).  

While AODs have many advantageous features, there are several 

drawbacks to their use. First, they cause significant optical loss due to light in the 

unused diffraction orders, typically 20-40% per AOD. Their frequency response is 

not always flat, resulting in changes in light intensity as the beam is deflected. 

Most troubling for precision optical traps, however, the deflection using AODs 

has been found not to be completely linear for very small deflections (μrad scale), 

possibly due to reflections from the absorber do occur that persist as a standing 
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wave and degrade the performance. These non-linearities result in periodic 

deviations from a straight deflection (Fig 2.9a). 

 

Figure 2.9 Linearity of optical deflectors response. (a, b) Deflection response of 

beam using AOD when sweeping in the y axis. Quasi-periodic ‘wiggles’ are 

observed. (c, d) Deflection response from an EOD lacks such features, and also has a 

smaller range. The diagonal trend in (d) is due to misalignment between the EOD 

and PSD. 

 

2.3.3.2 Electro-optic deflectors (EODs) 

EODs involve a LiTaO3 (lithium tantalite) crystal whose index of 

refraction can be changed by the application of an external electric field. An index 

gradient is established laterally across the crystal by external electrodes, 

deflecting the light passing through the crystal. The angle of refraction is given 
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by: 2w
lVκθ = , where l is the length of the crystal, w the width, V the applied 

voltage, and κ  is a constant specific to the material (Neuman 2004). EODs 

overcome many of the drawbacks of AODs (Valentine 2007): transmission losses 

in the deflected beam are typically only a few percent, the intensity does not vary 

as the beam is deflected, and the deflection response is very linear (and even 

faster than for AODs). This linear response is illustrated in figure 2.9c. However, 

EODs have their own, different disadvantages. The deflection efficiency is much 

lower; even with very long crystals (~ 12 cm), it is difficult to generate 

deflections larger than 1 mrad. The long, narrow crystals also make alignment 

difficult, and require longer beam paths, increasing the vulnerability to noise. 

Most problematically, a low-intensity “ghost” beam that is not properly deflected 

is usually seen (Valentine 2007), which can degrade the trap performance. This 

ghost beam, made up of the component of the polarisation perpendicular to that 

deflected by the index gradient, can be minimised (but not completely removed) 

by very careful alignment. In our trap, the ghost beam represents a 1-2% loss in 

trapping power. 

2.3.4 Position Detection 

The positions of the beads in the optical traps are detected by collecting 

the light scattered from the beads on a PSD. The detection beam is at much lower 

power (20 mW) than the trapping beam, so that it does not create its own trapping 

potential. Just as importantly, it is at a different wavelength, 633 nm, so that it can 

be separated from the trapping beam with filters. There are many different 
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detection schemes possible for optical traps; this design that we have chosen 

permits absolute position detection, simplified position measurements, and 

quicker position calibration for the trapped bead compared to other setups 

(Neuman 2004). 

The PSDs are sensitive both to the lateral (x,y) position of the bead in the 

trap, from the differential voltage signal across the PSD, and also to the axial (z) 

position of the bead, from the total amount of light collected on the PSD (Neuman 

2004). Since the lateral and axial detection sensitivity depend in opposite ways on 

the NA of the detector (lateral detection sensitivity is increased with higher NA, 

axial sensitivity is decreased), a compromise must be reached. We generally 

measure the distance between two beads in the same plane (one held in each of 

the two traps) in a differential configuration, hence we are typically most 

concerned about lateral sensitivity. When it is necessary to determine the axial 

position of the bead sensitively, however, such as during trap stiffness calibrations 

(see section 2.4), the detector NA can be reduced by closing an iris in the back 

focal plane of the condenser. 

The position detector is calibrated by using the deflectors (AODs and 

EODs) to scan a bead held in the trap across a 2-dimensional grid of known 

positions, while measuring the average voltage on the PSD at each position on the 

grid. The measured voltages in x and y are then fit to the known positions using a 

polynomial function, providing a position calibration. This calibration must be 

performed for each trapped bead, due to variations in the bead sizes and shapes 

(beads may occasionally be oblate rather than spherical, and there is a known 
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variance in bead radius). Since the PSD voltage response varies linearly with the 

power of the incident light, the PSD response is normalised by the incident power, 

so that only the changes in voltage due to actual motions are measured.  

Ultimately, the position calibration is traced back to the motion of a piezo-

driven nanopositioning stage. This stage is calibrated by the vendor with sub-nm 

accuracy, allowing it to be used as a “ruler” against which nanoscale motions may 

be measured. In the laboratory, the control of optical deflectors, nanopositioning 

stages, and all other instruments, as well the calibration and data acquisition are 

done in the virtual instrumentation architecture of Labview software (National 

Instruments). 

2.3.5 Microscope 

The optical tweezers are built around an inverted optical microscope 

(Nikon Eclipse TE2000-U). However, the requirements for structural rigidity 

demanded by optical trapping are much more stringent than for simple light 

microscopy, hence the microscope has been extensively rebuilt. The turret at the 

back end of the microscope holding the condenser assembly and the lamp has 

been removed entirely and replaced with a framework of cross-braced 95 mm 

optical rails supporting an optical breadboard. The condenser assembly has also 

been redesigned and completely rebuilt, to increase the stability (especially 

reducing the drift) and to add additional optics (a mirror and filters) (Fig 2.10). 

The microscope stage has been rebuilt for added rigidity, and a frame added 

beneath to hold optics (dichroic mirror). 
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Figure 2.10 The redesigned condenser assembly. A part of our extensively rebuilt 

microscope, shown in a semi-exploded view, all built for rigidity and functionality. 

The condenser ‘turret’ moves over brass dovetails by bronze on steel screws. All 

parts were designed in Autodesk Inventor, and machined in the department. 

The lens holders for the objective and condenser have been built to accommodate 

Nomarski-modified Wollaston prisms for differential interference contrast (DIC) 
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microscopy, which greatly improves the visualisation. However, these prisms 

have been removed, as they adversely affect the trap quality. 

Samples are visualised primarily using a CCD camera attached to the 

camera port. This camera also plays an important (though simple) role in position 

calibration, through calibration of the imaging area of the camera. Video tracking 

of a bead with the camera is also an important tool for (somewhat crude) position 

detection (Neuman 2004). Since the field of view of the microscope typically 

contains many dozens of beads, the image in the camera is magnified by a further 

3.5x, providing a field of view of ~ 17 to 19 μm by 13 μm or ~37.5 captured 

pixels per μm (Fig 2.11).  

 
Figure 2.11 Video capture of 1.0 μm beads. A demonstration of the field of view 

under the microscope, without DIC prisms in place. (Depth of field ~ 0.5μm.) 
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2.4 Stiffness calibration of the optical trap 

The sensitivity of optical tweezers measurements relies on the calibration 

of just two parameters: the position of the bead and the stiffness of the trap. 

Assuming that the bead remains in the harmonic region of the trap (Fig 2.12), the 

force is then just given by the product of the trap stiffness and the displacement of 

bead from the centre of the trap. The stiffness of the trap must therefore be 

calibrated reliably, and the size of the harmonic region (typically ~ 100 nm) 

verified. There are three different methods of calibration commonly used: the 

power spectrum of the bead position fluctuations, the variance of the fluctuations, 

and displacement caused by viscous drag from moving fluid (Woodside 2009). 

All three are used to obtain a more precise estimate of the stiffness. Because the 

polystyrene beads vary in size by up to ~ 5 %, according to the manufacturer, we 

calibrate the stiffness with the three methods for many beads, and average. 

 

2.4.1 Power spectrum calibration 

The stiffness of the trap can be determined from the power spectrum of the 

thermal motion of a trapped bead because the trap effectively acts as a filter on 

the Brownian motion of the bead. For a harmonic trap and white Brownian noise, 

this spectrum is a Lorentzian characterised by constant power at the low end and 

inverse square behaviour above a roll-off frequency, f0: 
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Figure 2.12 Force profile in an optical trap. In the Rayleigh approximation, the 

force varies as the derivative of the intensity as a function of the displacement from 

the trap centre . For a Gaussian beam, a roughly linear region is observed near the 

trap centre (within ~50-100 nm). Farther out (~200 -300 nm), there is a constant 

force region ~ 50 nm wide (Greenleaf 2005). Beyond that region, this simple 

presentation breaks down, due to the truncation of the trapping beam at the 

objective lens. 
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Here β is the hydrodynamic drag coefficient (for a sphere of radius a, this is the 

Stokes drag: β = 6πηa, where η is the viscosity of the medium), πβκ 20 =f  

defines the dependence of the frequency roll-off to the trap stiffness κ, ρ is the 

linear sensitivity of the detector used to measure the spectrum, and ( )fPv  is the 

uncalibrated power spectrum measured by the detector (Woodside 2009, Neuman 

2004, Greenleaf 2007). The derivation of this spectrum follows from an analysis 

of the Brownian noise of a bead in the small Reynolds number limit, where 
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viscous drag dominates inertia (Svoboda 1994): the bead is treated as a damped 

massless oscillator. The equation of motion is: 

( ) ( ) ( )tFtxtx =⋅+κβ & .     2-5 

The driving force F(t) is white, Brownian noise of zero mean, whose Fourier 

transform (into frequency space) is with a force-power density (with units of 

HzN ) given by ( ) TkfF Bβ4~ 2
= . The Fourier transform of the bead position 

from eqn 2-5 is then: 

( ) ( )fFfxif ~~
2

2 =⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

πβ
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from which equation 2-4 for the power spectrum is derived (Shaevitz 2006). A 

useful feature of this method is that the detectors do not need to be calibrated for 

position: the power spectrum may be observed from the raw voltage on the 

detectors. 

As a complicating factor, trapping experiments are typically conducted 

close to the surface of the coverslip (~ 1 μm or less). This modifies the effective 

viscosity of the medium, since the boundary layer of water increases the drag. The 

effective drag coefficient for a sphere is approximated according to Faxen’s Law 

(Happel 1983, Svoboda 1994, Neuman 2004): 

543

16
1

256
45

8
1

16
91

6

⎟
⎠
⎞

⎜
⎝
⎛−⎟

⎠
⎞

⎜
⎝
⎛−⎟

⎠
⎞

⎜
⎝
⎛+⎟

⎠
⎞

⎜
⎝
⎛−

=′

h
a

h
a

h
a

h
a

aπηβ   2-7 

where h is the height above the surface, measured using the axial detection signal 

(which is monitored as the stage is moved up to bring the surface into contact 



47 

 

with the bead).  A table of correction values derived from Faxen’s law can be 

found in reference (Svoboda 1994).  

The power spectrum is useful for more than simple calibration: the 

presence of non-Lorentzian spectral shapes indicate that the trap is not a simple 

harmonic oscillator. The power spectrum can therefore be used to check for beam 

misalignment, as well as electronic noise and mechanical vibrations (Woodside 

2009). In addition, improper filtering of the data can be observed (e.g., a reduction 

of the noise at high frequency due to unintended electronic filtering or poor 

photodiode response).  

A typical power spectrum from out trap is shown in Fig 2.13b. The area 

under the curve is the square of the noise amplitude 2dx  out to the bandwidth 

limit or filter cut-off ( fΔ ). It follows that the force resolution is given by: 

fTkdF B Δ= β4  (Greenleaf 2007). Spatial resolution of the trap can be improved 

by increasing the stiffness, reducing the bandwidth, or decreasing viscous drag. 

Note that the bead only samples the harmonic portion of the trap during such a 

measurement (unless κ is very small), because the energy required to reach the 

anharmonic part (over 100 nm from the trap centre) is much greater than kBT. 
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Figure 2.13 Trap power spectrum (a) The theoretical view of the position power 

spectrum (Greenleaf 2007). (b) Experimental measurements at various trap 

stiffnesses (data courtesy of Hao Yu).  
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The force resolution can be improved in a similar manner, but bandwidth 

reduction presents a dichotomy: temporal resolution is inversely proportional to 

filtering bandwidth (or f0 without) (Neuman 2008).  

Finally, the power spectrum of a trapped bead can be used to measure 

sample heating due to partial absorption of laser light, due to the temperature 

dependence of viscosity, ( )Tη  (Neuman 2004). 

 

2.4.2 Variance method 

The variance method for determining the stiffness of the optical trap is based on 

the equipartition theorem. The thermal energy, TkB2
1 , drives the position 

fluctuations of a particle in the harmonic potential. The average energy of the 

particle in the potential, 2

2
1 xκ , is then related to the thermal energy to provide 

the trap stiffness in terms of the variance of the displacement of the bead from the 

trap centre: 2/ xTkB=κ . The force resolution follows from Hooke’s law: 

TkdF B⋅= κ (Neuman 2008). This method is in some ways the simplest to 

implement and interpret, since there is no dependence on fluid viscosity. 

However, it does require calibration of the position detection.  

The variance 2x  is equal to the integral of the position power spectrum, 

so that the two methods are related. However, they have different systematic 

errors, making it useful to measure the stiffness using both. For example, over-

filtering of the data increases the calculated stiffness obtained from variance, but 
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decreases the stiffness obtained from the power spectrum. The variance is also a 

biased estimator (“extra” noise or drift contributes to an underestimate of the 

stiffness of the trap).  

While the variance method does not provide a sensitive measure of trap 

alignment, it does allow a picture of the trap potential to be determined, from the 

probability distribution of the bead positions: P(x) ~ exp[-U(x)/kBT], where U(x) 

is the energy of the trapped particle at position x. 

 

2.4.3 Viscous Drag Calibration 

The third method of determining trap stiffness, by viscous drag, is the 

most direct. The position of a bead held in the trap is monitored while the stage is 

moved to drag the bead through the medium at a known speed, v. The viscous 

drag force on the bead must be balanced by the restoring force from the trap. 

Assuming the bead remains in the harmonic part of the potential,  

( )vxvF ⋅== κβ , hence ( )vxvβκ = .   2-8 

In practise this is done by driving a piezo-controlled stage laterally in a sinusoidal 

or triangle-wave oscillation. The characteristic response of a bead to a sinusoidal 

driving force of amplitude A0 and frequency f will be: 

( ) ( )

f
fe

ff

fAtx fti 012

22
0

0 tan, −−− −=
+

= ϕϕπ ,   2-9 

where ϕ  is a phase delay ( Neuman 2004). In the case of triangle-wave stage 

motion, the applied force is a square wave and within each period of motion the 

bead trajectory is given by: 
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The stage response has some small lag causing the exponential damping term to 

be convolved with that response time, suggesting that only the asymptotic value 

(the leading constant) should be used (Neuman 2004). 

One important advantage of the viscous drag calibration is that it permits 

the region over which the potential can be adequately described as harmonic to be 

measured. By varying the speed of the stage motion, different regions of the trap 

may be probed (whereas the two previous calibration schemes were restricted to 

the proximity of the trap centre), and the linearity of force versus displacement 

checked. Calibration by viscous drag is however complicated by the fact that the 

sample stage is never perfectly perpendicular to the laser beam. The effective 

surface height change with stage position must therefore be measured and 

compensated for in the calibration (Woodside 2009, Shaevitz 2006). 

 

2.5 Summary 

This chapter describes the basis for constructing and calibrating the optical 

tweezers in our lab. The omnipresent challenges for putting together a quiet and 

high resolution trap are the beam alignments and calibration of the beads used in 

the experiment. The fruits of that labour will produce a trap that permits ångström 

level resolution.  
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Chapter 3: Riboswitches: a new gene regulatory element 

As described briefly earlier, riboswitches are a gene regulatory element 

composed solely of RNA, in which changes in the RNA structure act to regulate 

gene expression. They are a non-coding part of the messenger RNA (mRNA) of 

the gene, typically found at the 5′ end of the UTR (“upstream” of the gene), 

although sometimes on the 3′ (“downstream”) end of the gene (Wachtner 2007). 

The riboswitch sequence folds into alternate three-dimensional structures, where 

one of these structures stabilised by the binding of a target ligand (typically, a 

small molecule). Riboswitches are therefore an example of regulation in cis: the 

regulating molecule is the same one being regulated. With the conformal change 

stabilised by ligand binding, the expression of the gene is facilitated or attenuated 

by the cis-acting element (Tucker 2005). 

Riboswitches were discovered in the first few years of the century, as a 

result of unsuccessful attempts to find “missing” regulatory proteins (Johansen 

2003, Mandal 2004, Serganov 2007). Indeed, the first experimental evidence for 

this regulatory RNA was not obtained until 2002, independently by the research 

groups of Breaker and Nudler (Johansen 2003, Mandal 2003). A classic example 

of regulation via protein is the lac repressor, a protein that binds directly to DNA 

of the gene, in order to inhibited expression (Berg 2007, Wilson 2007). Although 

differing in mechanism from the protein regulation model, the riboswitch presents 

an effective way to regulate a gene pathway without DNA binding. 

Since the existence of riboswitches was first confirmed, the number 

identified has expanded rapidly, driven largely by bioinformatic genomic searches 
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(Sudarsan 2006). Although the first riboswitches were discovered in prokaryotes, 

riboswitch candidates have been discovered in all three domains of the 

phylogenetic tree (Barrick 2007). Examples of riboswitches found in eukaryotes 

include thiamine-pyrophosphate (TPP) sensing riboswitches in fungi (e.g. genus 

Aspergillus - 3′ UTR region, Neurospora - 5′) (Mandal 2003, Cheah 2007) and 

plants (Arabidopsis, Oryza, Poa, in the THIC gene) (Wachter 2007, Bocobza 

2007). Most known riboswitches are prokaryotic, however, and research has 

therefore been focused on bacterial riboswitch systems. These have often been 

found to regulate genes for the synthesis or transport of metabolites (Fig3.1a), and 

as such they may be a good target for designer antibiotics (Serganov 2009, Blount 

2006, 2007).  

Riboswitches can be described as “nanobiosensors:” the structure of most 

can be divided neatly into two parts, a sensor domain (the aptamer) that detects 

the signal and an effector domain (the expression platform) that acts on it. Upon 

ligand binding, the aptamer changes structure in a way that causes the expression 

platform to change structure also, turning the gene on or off. Interestingly, 

riboswitch aptamers are considerably more specific than the artificial binding 

elements created through in vitro RNA evolution (SELEX) (Stoltenburg 2007) 

after which they were named (Kim 2008, Johansen 2003). Aptamer domain 

structures are highly conserved in both sequence and structure; in fact the most 

genetically conserved part of riboswitch sequences is the aptamer domain. 

Riboswitch aptamers typically involve a network of essential tertiary interactions 

(unlike artificial aptamers), which help them achieve high sensitivity and 
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specificity. In contrast, the expression platform has much greater variability in 

sequence, structure and mechanism. It may affect transcription by forming a 

terminator or anti-terminator hairpin loop, or affect translation by sequestering or 

releasing the Shine-Dalgarno sequence onto which the ribosomal binds in bacteria 

(Kim 2008). Other mechanisms by which the expression platform may modulate 

gene expression are self-splicing of the mRNA and (in eukaryotes) modified pre-

mRNA splicing (Wachter 2007).  

Before classifying riboswitches by their structure, a noteworthy 

generalisation can be made about the riboswitches in prokaryotes: riboswitches in 

Gram-negative bacteria tend to regulate translation initiation, while those in 

Gram-positive bacteria predominantly regulate transcription termination. This is 

thought to be due to the fact that genes in Gram-positive bacteria cluster in larger 

operons, (Fig3.1b) (Nudler 2004). 
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Figure 3.1 Metabolism and genome of B. subtilis. (a) Select purine pumping 

pathways . The pbuE pump exports adenine and hypoxanthine from the cytoplasm 

of the cell. (Nygaard 2005). (b) Diagram of the B. subtilis genome. The two efflux 

pumps, pbuE and pbuG are in close proximity on the B. subtilis genome. Overall, 

2% of B. subtilis’ genes are modulated by riboswitches (Mandal 2003). 

 

3.1 Types of riboswitches 

In addition to acting through diverse mechanisms, riboswitches target 

many different types of ligands. These range from purines, to amino acids, 

metabolic sugars, and vitamins or their derivatives. There is also notable variety 

in the structures of riboswitches: while some aptamers have structures that are 

only stabilised by ligand binding, others are stable independently. Some 
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riboswitches also involve multiple aptamers, whereas others actually act  in 

tandem (Sudarsan 2006).  

A structural classification scheme published recently divides riboswitches 

into two principal types, based on how ligand binding is related to aptamer 

structure (Montange 2008). In this scheme (Fig 3.2), riboswitches having a largely 

preorganised tertiary structure supporting a single, localised binding pocket are 

called “type I”, whereas those having a bipartite binding pocket brought and held 

together by ligand-induced tertiary structure are considered “type II.” Examples 

of type I riboswitches include the purine riboswitches (the focus of my work), the 

preQ1 riboswitch (notable for being very small), the SAM-II riboswitch 

(noteworthy for its inclusion of a pseudoknot), and the glmS riboswitch ribozyme 

(in which ligand binding induces enzymatic self cleavage), (Mandal 2004). The 

thiamine pyrophosphate (TPP) riboswitch is a good example of the second type 

(Montange 2008). The global structure of the RNA is essentially formed before 

binding for type I aptamers, whereas binding must occur before a type II aptamer 

folds into its characteristic structure. For type I riboswitches, the binding pocket 

has access to multiple conformations in the absence of ligand binding, which may 

or may not be conducive to productive binding. Interestingly, this two-type 

classification scheme can be applied equally well to ribozymes: for example, the 

hammerhead ribozyme is structured much like the purine riboswitch, and the HδV 

ribozyme closely resembles the glmS riboswitch Montange 2008). 
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Figure 3.2 Riboswitch classification by structure (Montange 2008). Of particular 

interest in this thesis are the purine riboswitches, classed as type I, with a three-way 

junction and two interacting terminal (hairpin) loops. The purine riboswitches and 

the hammerhead ribozyme are also closely related, structurally. 

Looking at the different types of ligands known to be bound by 

riboswitches, examples include glycine, lysine, purines, vitamin B12, TPP, flavin 

mononucleotide (FMN), S-adenosylmethionine (SAM), preQ1, glucosamine-6-

phosphate (GlcN6P), and magnesium. For several of these ligands, such as SAM, 

preQ1, and magnesium, multiple different classes of riboswitches with distinct 

behaviours are known to exist. There are also riboswitch candidates such as: S-

adenosylhomocysteine (SAH), and molybdenum cofactor (Moco), as well as 

candidate for which the ligands are not yet known (Montange 2008).  
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3.2 The purine riboswitches: structure and function 

The focus of my research in this thesis has been on the pbuE (formely 

ydhL) adenine riboswitch (Fig3.3) found in Bacillus subtilis. It is one of at least 

four types of purine riboswitch, all of which are closely related by their conserved 

sequences and secondary structures (Fig3.4), and by the fact that they are found 

upstream of a gene involved in purine synthesis or transport (Kim 2008). The 

purine riboswitches as a class are among the most studied, partly because they 

were discovered early on and partly due to their simple structure. They were in 

fact the first riboswitches to have their structure measured by x-ray 

crystallography, providing key insights into how structure affected function.  

 

Figure 3.3 Secondary structure of the pbuE riboswitch. Secondary structure 

predictions by programs such as mfold, show that the transcription terminator is the 

thermodynamically favoured structure (Serganov 2004). 
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Figure 3.4 Other purine riboswitch aptamers. (a) The xpt aptamer, (b) the add 

aptamer, (c) the M.florum I-A aptamer. Although their sequences differ, 

structurally the aptamers are strikingly similar (Kim 2008). 
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As seen in the structures of the add adenine riboswitch aptamer (Serganov 

2004) and the xpt-pbuX guanine riboswitch aptamer (Serganov 2004, Batey 2004) 

in figures 3.4 and 3.5, the aptamer of a purine riboswitch has a shape that has 

been likened to a tuning fork. There are three helices, two of which (P2 and P3) 

are aligned side-by-side on top of the third (P1). The two parallel helices are held 

together by tertiary interactions. A kissing interaction between the hairpin loops 

L2 and L3 at the ends of helices P2 and P3 stabilises the alignment of these two 

helices (Batey 2004), helping to ensure that a three-helix junction is formed 

correctly with P1. This junction is crucial to the function of the riboswitch 

because it serves as the binding site for the ligand; it is also stabilised by a number 

of hydrogen bonding and stacking interactions, in the presence of the ligand.  

With regards to the tuning-fork structure, the kissing interaction between 

loops L2 and L3 turns out to be essential for ligand binding, even though it is well 

away from the ligand binding pocket, because of the way it organises the aptamer 

structure globally to make binding possible. NMR and single molecule FRET 

(smFRET) studies have demonstrated that the three-helix junction forms 

independently of ligand binding, in an Mg2+ dependent way. However, under 

these circumstances it is unstructured and dynamically disordered because of a 

lack of stabilising hydrogen bonds in the junction, which allows it to envelop the 

target ligand. The interaction between the loops L2 and L3 thus “pre-organises” 

the binding pocket, and the formation of the loop-loop interaction is a key 

intermediate state occurring before ligand binding (Lemay 2006, Noeske 2007).  
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The importance of these loops is underscored by the fact that they are 

highly conserved phylogenetically: a mutation of any of these participating bases 

would disrupt the hydrogen bonding network and hence the formation of the 

junction. However, the aptamers seem to be insensitive to the precise details of 

the loop-loop interaction, as paired mutations in L2 and L3 that preserve the 

hydrogen bonding network do not impair the function of the aptamer (Lemay 

2006). Moreover, the loop-loop interaction is not essential for the specificity of 

the binding pocket (Lemay 2006). 

From the crystal structures and mutagenesis studies, it is clear that there is 

a single primary binding residue that forms a Watson-Crick basepair with the 

ligand in the binding pocket: cytidine for a guanine ligand, and uridine for an 

adenine ligand. In fact, a guanine riboswitch aptamer can be turned into an 

adenine riboswitch aptamer—and vice versa—simply by switching the identity of 

this residue. Despite the clear importance of this specific residue, however, the 

purine ligand also participates in many other interactions with the RNA: for 

example, in the xpt riboswitch as many as 7 hydrogen bonds are formed with the 

guanine ligand (Mandal 2004). The binding pocket almost completely envelopes 

its cognate ligand (Kim 2008, Serganov 2004), making the ligand virtually 

inaccessible to bulk solvent (Batey 2004). This burial of the ligand in the binding 

pocket helps clarify the importance of binding pocket pre-organisation: since the 

ligand must be able to enter the pocket but the pocket is not accessible when 

fully-formed, clearly the pocket must be disordered before binding, and a 

substantial conformation change occurs upon binding (Fig3.5). 
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Figure 3.5 The crystal structure of the xpt riboswitch aptamer (PDB ID 1Y27). The 

kissing loops at the top and the binding pocket surrounding the ligand can be 

clearly seen (compare to Fig 3.4a or 3.7). 
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The selectivity of the purine riboswitches is very high, permitting them to 

distinguish between purine nucleosides and nucleotides, purine bases, and 

analogues. Quantitatively in the case of the xpt guanine riboswitch, the KD for 

binding guanine (the correct ligand) is 6 orders of magnitude lower than it is for 

adenine, despite the small structural difference between the two ligands (Mandal 

2003). The KD for guanine binding is 5nM (Kim 2008), while that for guanine 

analogues hypoxanthine and xanthine have a KD of ~ 50nM (Serganov 2004) 

(Fig3.6). This selectivity is likely due to the dense network of hydrogen bonds 

formed between the binding pocket and the ligand: almost every recognisable 

feature of the ligand is involved (Serganov 2004, Mandal 2004).  

 

 

Figure 3.6 Purine structures: guanine, adenine, xanthine and hypoxanthine. 

Xanthine and hypoxanthine are biologically relevant analogs of guanine. 
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Turning to how the purine riboswitches function, we find that the 

expression platform of the xpt G-riboswitch controls expression at the level of 

transcription. In the absence of the guanine ligand, an anti-terminator hairpin 

structure prevents transcription termination, but once the aptamer is stabilised by 

the ligand, a terminator hairpin is formed to stop transcription (Fig3.7) (Serganov 

2004). The pbuE riboswitch, on the other hand, while it still controls expression at 

the level of transcription, functions instead as a transcription activator upon ligand 

binding: without its adenine ligand, a terminator hairpin is formed (Fig3.3), but 

with ligand bound to the aptamer the expression platform is unstructured (Mandal 

2004). Yet another variation is seen with the V. vulnificus add adenine riboswitch, 

which is thought to act at the level of translation, due to the presence of unpaired 

Shine-Dalgarno (GAA) and initiation codon sequences to serve as a ribosomal 

binding site (RBS) (Fig3.7). In the absence of the ligand, the RBS is be 

sequestered in a hairpin, preventing translation (Serganov 2004). 
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Figure 3.7 Structure and function of the xpt and add riboswitches. These are two 

purine riboswitches for which the crystal structures are available, and are 

invaluable for comparison with the pbuE riboswitch. The xpt riboswitch forms a 

hairpin in the presence of guanine that terminates transcription, whereas the add 

riboswitch sequesters the Shine Dalgarno (SD) sequence to prevent ribosome 

assembly on the mRNA in the absence of adenine (Serganov 2004). 
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3.3 The pbuE adenine riboswitch 

The pbuE gene encodes for a system that pumps out adenine and its purine 

analogs (Fig3.1a), and thus contributes in the reduction of the uptake and 

utilisation of purine compounds (Nygaard 2005). This is important since some 

purines, such as guanine, may come out of solution at moderate concentrations 

(Mandal 2004). PbuE works in conjunction with several other genes, including 

pbuG, nupG, pupA, pupG (Fig3.1b), to modulate the metabolic pathways involved 

in nucleic acid synthesis by adjusting the cellular levels of free purine bases, and 

to protect against toxic purine analogs (Johansen 2003, Nygaard 2005). By 

turning on in the presence of adenine, the riboswitch controls the adenine level in 

the form of a negative feedback loop: the presence of high levels of adenine 

triggers the synthesis of an efflux pump to lower the cellular adenine 

concentration whereas the lack of sufficient adenine prevents any pumps from 

being made thereby allowing levels to increase. 

 Despite the wealth of structural information about purine riboswitches, no 

structure yet exists for the pbuE riboswitch, as experimentalists have been unable 

to crystallise it. However, the similarity between the secondary structure and 

tertiary interactions between all the purine riboswitches allows the conclusions 

from studies of other purine riboswitches to be carried over to the pbuE 

riboswitch, (Fig3.8).  
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Figure 3.8 The crystal structure of the add riboswitch aptamer (PDB ID 1Y26). The 

tuning fork structure, kissing loops, and binding pocket at the three-stem junction 

are very similar to the xpt riboswitch (compare to Fig 3.4b or 3.7). 
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One very interesting structural detail about the pbuE riboswitch is that the 

terminator hairpin can be shown to more stable than the aptamer with which it is 

in structural competition: the terminator (or “off”) state is therefore 

thermodynamically preferred, regardless of whether ligand is bound to the 

aptamer (Lemay 2006). Thermodynamically, then, this riboswitch should not act 

as a switch: once fully synthesised and under equilibrium conditions, the 

riboswitch would form only the ‘off’ or terminating state (Fig 3.3). However, this 

ignores the fact that transcription is a dynamic, non-equilibrium process in which 

kinetics play a key role. The aptamer is polymerised by RNAP first, being 

upstream of the terminator. Since the terminator sequence must be fully 

synthesised before the terminator hairpin can form, the aptamer has a brief, 

window in which to bind the ligand, prevent the formation of the terminator, and 

permit transcription to continue. Since transcription in prokaryotes typically 

occurs at a rate of ~ 50-100 nt/s10 (Berg 2007) and the expression platform 

consists of ~ 40 nt, this provides a window of a bit less than 1 s for binding and 

folding. 

This feature of pbuE riboswitch behaviour highlights the competition 

between thermodynamic and kinetic considerations (the most stable structure 

versus the structure that forms most rapidly), and the importance of the fact that 

folding occurs co-transcriptionally. Due to the fact that the nucleotides are 

                                                 

10 By comparison, transcription at the ribosome occurs at about 20 amino acids per second. 
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synthesised in a linear chain, but the interactions between nucleotides that 

underpin the structure often occur over large distances along the chain, co-

transcriptional folding may very well permit non-equilibrium, metastable 

structures to form preferentially. As long as these metastable states have lifetimes 

long compared to the kinetics of transcription, they are stable enough to affect the 

gene regulation in a riboswitch.  

The pbuE riboswitch is not the only one known to have a folding outcome 

determined by kinetic competition between folding and transcription: the ribD 

FMN riboswitch (in B. subtilis) is known to behave similarly (Wickiser 2005, 

2009). In contrast, the add adenine riboswitch from V. vulnificus is believed to be 

dominated by thermodynamics, with adenine binding able to occur any time after 

transcription of the expression platform (Kim 2008). It is notable when 

considering kinetic control of the folding that the speed of transcription may 

dictate the concentration of ligand required for the riboswitch to take effect, rather 

than simply the binding affinity of the aptamer.  

As a final point, since most folding measurements are based on pre-

synthesised RNA, it has proven very challenging to study how transcription 

changes folding, and much remains to be learned. Riboswitches provide an 

excellent forum for such studies, and single-molecule measurements especially 

may help to probe co-transcriptional folding. 
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Chapter 4: Optical trapping measurements 

Single molecule force spectroscopy involves measuring the change in 

extension in a molecule as it folds or unfolds under the effect of a force applied to 

the molecule. In these measurements, force acts as the “denaturant” that causes 

the conformation of the molecule to change: molecules that spontaneously fold 

into their native structure can be unfolded by applying a large enough force, 

whereas molecules that have been unfolded under tension can be refolded by 

lowering the force. The extension of the molecule is determined very precisely by 

measuring the position of the beads attached to the handles holding the molecule, 

and this extension is then recorded—along with the force on the molecule as 

determined from the position of the bead within the trap—as a function of time 

during the measurement. This approach offers two different measurement 

paradigms. First is the dynamic force measurement, also known as the force-

extension curve, in which the molecular extension is monitored while changing 

the force applied to the molecule. The second is the force clamp measurement, in 

which the extension is measured while maintaining a constant force on the 

molecule. These two types of measurements formally represent different 

ensembles, and provide complementary information (Manosas 2005, Dudko 2006, 

2008, Kreuzer 2001). 

 

4.1 Dynamic force measurements  

The dynamic pulling experiment typically involves pulling on the 

molecule with a linearly increasing applied force, and provides a plot of the force 
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as a function of the extension, (force-extension curve or FEC). As the force 

increases, structures in the molecule will be pulled apart (Fig 4.1a), often (though 

not always) from the least stable to the most stable, if they are accessible by 

tension. Whenever a structural component of the molecule unfolds, the part of the 

molecule that had been folded up is stretched out under the applied force, causing 

an abrupt increase in the molecular extension. Since the extension increase lets 

the bead move back towards the centre of the trap, there is a simultaneous 

decrease in the force resulting in a “sawtooth” pattern whenever structural 

features unfold. When structural features remain folded, the force rises 

monotonically with extension as the molecule and attached handles are stretched. 

FECs thus have a very characteristic shape, as illustrated (Fig 4.1c). Note that 

FECs reflect all elastically compliant components in the experimental setup, 

including not just the molecule under study (such as the riboswitch RNA in Fig 

4.1c) but also the trap stiffness and the stiffness of the dsDNA handles. The 

analysis of FECs must therefore take this into account, as well as the fact that the 

measurement is not necessarily in equilibrium due to the changing force. 
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Figure 4.1 Force extension curve assay. (a) Dual trap dumbbell assay (adapted from 
Woodside 2008). RNA (red) is attached to ‘handles’ of dsDNA (blue) connected by 
antibody-antigen links to trapped beads. As tension is increased, the RNA unfolds in 
steps reflecting its structure. (b) A functionalised surface may be used in the place of 
a second trapped bead. (c) Characteristic FEC from a pbuE riboswitch aptamer, 
measured immediately after synthesis by the RNAP, showing a single unfolding 
event or ‘unzip’. WLC fits for the handles alone (blue), and handles plus unfolded 
ssRNA (black) are overlaid on the data (red).  The change in contour length found 
from the fits, ΔLc, is significantly longer than the apparent extension change at the 
unzip. 



77 

 

4.1.1 Elastic properties of nucleic acids 

Fortunately, the elastic behaviour of nucleic acids has been well 

characterised, so the contributions of both the ds DNA handles and unfolded 

ssRNA can be calculated. Indeed, this is a principal reason for using dsDNA 

handles in the experiment. The elasticity of dsDNA, for instance, can be modeled 

by a variant of the worm-like chain (WLC) (Bustamante 1994, Smith 1996, 

Marko 1995). WLC models typically calculate the entropic elasticity by treating 

the polymer chain as a flexible rod with a given contour length (effectively, the 

length of the chain along the chemical backbone) and a characteristic persistence 

length (the distance over which the orientation of the chain is correlated). 

Previous work on nucleic acids has shown that large applied forces may stretch 

the chemical bonds, however, requiring the inclusion of an “enthalpic elasticity” 

to account for this stretching (Wang 1997). ssRNA has also been found to be 

well-described by such a modified WLC model, though with quite different 

persistence length: ~ 1 nm for ssRNA vs ~ 50 nm for dsDNA (Bustamante 1994, 

Seol 2004). Combinations of dsDNA and ssRNA may thus be modeled as two 

WLCs in series. Fitting FECs with such a model then provides the change in 

contour length as structural elements of the molecule unfold (Fig 4.1c). As an 

additional benefit, because the persistence length of a single molecule of dsDNA 

is well known, and is different from the effective persistence length when more 

than one DNA molecule is present, fitting FECs to a WLC model also allows us 

to determine when we truly have a single molecule attachment, and discard 

samples with multiple handle attachments. 
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The exact solution of the WLC model is non-trivial, but a very effective 

interpolation formula has been developed by Marko and Siggia for use in fitting 

FECs (Marko 1995). For the enthalpically modified case, this takes the form: 
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where Lp is the persistence length, Lc the contour length, and K the elastic 

modulus of the dsDNA (describing the stretching of bonds under tension). This 

interpolation deviates by 10% around F ≈ 0.1 pN, but becomes asymptotically 

exact in large and small force limits (Wang 1997, Marko 1995).  

The WLC parameters for different nucleic acids have been measured in a 

number of experiments. For dsDNA, Lp = 40-50 nm (depending on the ionic 

environment) and K ~ 1000-1200 pN (Wang 1997, Smith 1996, Bouchiat 1999, 

Baumann 2000), whereas for ssRNA, Lp ~ 1 nm and K ~ 1500-1600 pN (Seol 

2004, 2007). For dsRNA, which takes on an A-form helix in contrast to the B-

form helix of dsDNA (Saenger 1984, Neidle 1999), Lp ~ 60 nm (Abels 2005); 

DNA-RNA hybrids, which also take on A-form helices, are expected to have a 

similar Lp. Interestingly, ssDNA is not as well described by a WLC model; 

instead, modified freely-jointed chain models or more complex models are better 

choices (Smith 1996, Dessinges 2002, Saleh 2009). The contour lengths are also 

well known: for dsDNA, it is 0.34 nm/bp (the rise of the B-form helix), for 
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dsRNA it is 0.29 nm/bp (the rise of the A-form helix), for ssRNA it is 0.59 nm/nt, 

and for ssDNA it is 0.6-0.7 nm/nt (Saenger 1984). 

 

4.1.2 Analysis of FECs 

By fitting an FEC on either side of an unfolding event, as in Fig 4.2a, the 

change in contour length associated with a particular event can be determined, 

and hence the number of nucleotides that unfolded. However, there is much more 

information that can be extracted from FECs. For example, the integral of the 

FEC curve (the work done during the experiment) should yield the work required 

to unfold the molecule (Fig 4.2b). This work is related to the equilibrium folding 

free energy for the molecule, although not necessarily in a simple way. The force 

is being changed rapidly, the system is not necessarily in equilibrium, and work 

may therefore be dissipated. In addition, the work done on to stretch out the 

handles and the ssRNA liberated by the unfolding must also be accounted for 

(Woodside 2008).  

In order to account for the work dissipated during the measurement, the 

Jarzynski equality (Jarzynski 1997) may be used to determine the equilibrium free 

energy from the distribution of non-equilibrium work measurements: 
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Here the equilibrium free energy, ΔGeqm, is found from an exponentially-

weighted average of the measured non-equilibrium works, W (Fig 4.2c). 
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Figure 4.2 FEC analysis. (a) FEC cartoon showing changes in the contour length 

ΔLc. (b) To determine the work done to unfold the molecule, the FEC is integrated 

out to the final unfolding event (red area), and the integral of the unfolded construct 

(black area) is subtracted (blue area). (c) Equilibrium free energy can be 

determined from the distribution of non-equilibrium work. Here, Crooks’ theorem 

is used to determine the equilibrium free energy from the intersection of the 

unfolding (purple) and refolding (green) distributions. (d) Folding can be modeled 

as motion through an energy landscape. A landscape with a single barrier is 

characterised by Δx‡, the location of the barrier along the reaction coordinate, and 

ΔG‡, the height of the barrier. Force tilts the landscape as shown (red). A possible 

three-state landscape is shown in the inset. (e) The distribution of unfolding forces 

follows a characteristic distribution from which kinetics and landscape parameters 

may be extracted. 

 

A closely-related formulation is found in Crooks’ theorem (Crooks 1999), 

which relates the work distributions for the unfolding and refolding reactions, 

PU(W) and PR(-W) respectively, to the energy dissipated (Fig 4.2c): 
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FEC measurements also contain kinetic information on the unfolding 

transitions, but again this is not straightforward to extract, due to the fact that the 

force is constantly changing. To illustrate this, the context of an energy landscape 

diagram is helpful (Fig 4.2d). A molecule with two states (folded and unfolded) 

has a folding landscape consisting of two potential wells separated by a barrier at 

a distance ‡
fxΔ  from the folded state (minimum of the first well) and ‡

uxΔ  from 

the unfolded state (minimum of the second well). As the tension on the molecule 

increases, the work done on the molecule by the optical trap tilts the landscape, 

lowering the relative height of the barrier and moving it with respect to the folded 

and unfolded states. During FEC measurements, the barrier height is continuously 

lowered as the force is raised, thereby increasing the probability of unfolding 

relative to folding (and hence increasing unfolding rate and decreasing the folding 

rate), until at some point the molecule unfolds. When unfolding intermediates 

exist, this simple two-state picture can be modified to include additional barriers 

and potential wells (Fig 4.2d inset). 

To extract the kinetics and the reaction coordinate distances, a more 

sophisticated treatment has been expressed analytically by Dudko et al., who in 

2006 derived an expression for the probability distribution of unfolding forces 

(Fig 4.2e), p(F), given certain shapes of the energy landscape (Dudko 2006): 
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koff is the unfolding rate at zero force, Δx‡ is the distance to the transition state (the 

top of the energy barrier) from the folded state, ΔG‡ is the height of the barrier, r 

is the loading rate (rate of change of the force), and ν describes the shape of the 

barrier: ν = 1/2 for a sharp, cusp-like barrier, ν = 2/3 for a soft, cubic potential. 

This expression extends a previous treatment (Evans 1997) which effectively had 

ν = 1: it ignored the change in Δx‡ with force and as a consequence systematically 

overestimated the unfolding rate (Dudko 2006). For a given set of FECs all at the 

same loading rate, these equations are used to fit the distribution p(F), as in Fig 

4.2e, and extract the parameters describing the kinetics and the shape of the 

energy landscape. Of particular interest in this analysis is the parameter Δx‡, the 

distance to the transition state. This distance can be converted into the number of 

nucleotides associated with the transition state structure, giving a clue as to how 

the reaction proceeds. Such information is very difficult to obtain by other means. 

By looking the rupture force distributions at different loading rates, it is 

possible to extract force dependent lifetimes in a model-independent way (Dudko 

2008), since the lifetime at a given force can be expressed as a weighted integral 

of probability distribution:  
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where F& is the loading rate. This implies that data from many different loading 

rates should all collapse onto a single master curve, independent of any 

assumptions about the shape of the energy landscape. The results of this method 

can be seen in Fig 4.3 using the data acquired for the pbuE aptamer (described in 

more detail in the following chapter): rates extracted from datasets with loading 

rates varying over a factor of ~ 20 collapse to the same curve, and are in excellent 

agreement with the rates measured directly from constant force measurements.  

4.2 Constant Force Measurements 

Measurements at constant force are more technically demanding, but easier to 

interpret, since there is no concern about the force being ramped with time: the 

applied tension is kept constant, and extension is measured simply as a function of 

time (Fig4.4a). In practice there are two ways to implement a constant force. An 

“active” force clamp uses a negative feedback loop to maintain the trap position 

in such a way that the force will remain constant. This is done by monitoring the 

displacement of bead from the centre of the trap; whenever the bead moves within 

the trap, the trap is moved by precisely the same amount in order to keep a 

constant bead displacement and hence applied tension. However, this method has 

limited bandwidth because of finite feedback loop cycle time, which can 

introduce measurement artefacts as the feedback loop attempts to catch up to 

events that are too fast (Manosas 2005, Seol 2009). This can result in spurious 

rapid transitions and a change in long term dynamics. 
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Figure 4.3 Scaling analysis of unfolding rates. The force-dependent unfolding rate is 

calculated from histograms of unfolding force distributions at different loading 

rates. All data collapse onto a single master curve, from which zero-force rate can 

be extracted. Figure courtesy of O.K. Dudko. 
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Figure 4.4 Constant force measurements. (a) Extension vs time at constant force for 

the pbuE aptamer. (b) Extension changes and lifetimes can be measured directly 

from the record. (c) Lifetimes depend on the force applied, seen here for hairpin P2 

of the aptamer. 
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An alternate way to maintain a constant force is to use a “passive” force 

clamp. This method exploits the anharmonic region of the trapping potential: near 

the maximum of the force displacement curve of the trap, the force is 

approximately constant (i.e. the trap has zero stiffness) for small displacements of 

the bead. The tension applied to the molecule is set by adjusting the intensity of 

the trapping beam (Greenleaf 2005). In a dual optical trap setup as used in the 

measurements here, one trap is stiffer than the other. The bead is held in the 

anharmonic region of the weaker trap, and measurements of position are made in 

the weak trap while measurements of force are made in the strong trap (in which 

the bead remains in the harmonic region at all times). The size of this constant-

force region is limited to about 50nm, meaning that the observation of larger 

unfolding distances will require some active feedback from the stage to stay 

within the desired trapping region.  

 

4.2.1 Analysis of constant force measurements 

Constant force measurements yield the same quantities that can be 

obtained from FEC measurements, but with simpler analysis because the system 

is in equilibrium throughout (Woodside 2008). Extension changes can be read 

directly from the data (Fig 4.4b) and converted to contour length changes using a 

WLC model as before. The folding free energy can be found without the use of 

fluctuation theorems, simply from the product of force and extension change 

(although the calculated energy still includes the stretching energy). Most 

usefully, the distribution of lifetimes at a given force can be measured directly 
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from the data, without any fitting. As an added benefit, certain structures that are 

relatively less stable may be easier to see in these equilibrium measurements. 

The principal model dependence in the analysis comes from the 

interpretation of the force dependence of the lifetimes. For a simple two-state 

transition, following Bell’s interpretation (Bell 1978), the logarithm of the rate of 

unfolding ( )Fku  (or folding ( )Fk f ) is linearly related to the force, with a slope 

proportional to Δx‡, the distance to the transition state (subscripts u and f 

representing unfolding and folding, respectively, while k0 is the rate at zero force): 
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This exponential force dependence can be seen for the lifetimes measured 

for the folding of hairpin stem P2 in the pbuE riboswitch aptamer (Fig 4.4c). The 

logarithms of the rates vary linearly with force, indicating that the transition state 

position is effectively constant over the force range probed here. This is in 

contrast to the analysis shown in Fig 4.3, where the logarithm of the rupture time 

(and hence unfolding rate) clearly does not vary linearly with force, indicating 

that the transition state moves significantly as the force is change over the (much 

larger) force range probed. As these results show, although the transition state 

location is generally force-dependent, it can often be approximated as force-

independent for constant force measurements in which the force is not varied 

much. In such measurements we would expect the position of the transition state 

to shift by an amount of order ς
FΔ~ , the ratio of the range of forces probed to 
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the curvature of the potential barrier. The curvature of a given energy landscape is 

difficult to measure and generally not known, but we can estimate the typical 

transition state shift for a molecule whose landscape has been measured 

(Woodside 2006a,b): the DNA hairpin 30R50/T4 has a barrier with curvature of 

~ 2 pN/nm. Since the folding at constant force is probed over a range of ~ 2 pN 

for this molecule, the barrier location ought to shift by ~ 1 nm, which is similar to 

the experimental uncertainty in the transition state location. Of course, the 

assumption that the transition state location can only be used when confirmed by 

data such as in Fig. 4.4c.  

When studying the pbuE aptamer (or indeed any given molecule), the use 

of both the force-ramp and constant-force methods offers the ability to make 

complementary measurements on the molecule under different circumstances. 

FECs involve non-equilibrium unfolding, while constant force measurements 

measure equilibrium fluctuations. Analysis of the two different types of data 

allows redundant determination of the parameters characterising the folding. In 

addition, by looking at different kinetic regimes, the coupling between folding 

and transcription (for the aptamer at least) can be tested: if the folding is 

independent of transcription, the structures that correspond to the unfolding in 

FECs should be the same measured under force-clamps.  
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5.1 Abstract 

Riboswitches regulate genes through structural changes in ligand-

binding RNA aptamers. Using an optical-trapping assay based on in situ 

transcription by a molecule of RNA polymerase, single nascent RNAs 

containing pbuE adenine riboswitch aptamers were unfolded and refolded. 

Multiple folding states were characterized using both force-extension curves 

and folding trajectories under constant force by measuring the molecular 

contour length, kinetics, and energetics with and without adenine. Distinct 

folding steps correlated with the formation of key secondary or tertiary 

structures and with ligand binding. Adenine-induced stabilization of the 

weakest helix in the aptamer, the mechanical switch underlying regulatory 

action, was observed directly. These results provide an integrated view of 

hierarchical folding in an aptamer, demonstrating how complex folding can 

be resolved into constituent parts, and supply further insights into tertiary 

structure formation. 



92 

 

5.2 Single molecule study of hierarchical folding in the pbuE riboswitch 

Riboswitches are elements of mRNA that regulate gene expression 

through ligand-induced changes in mRNA secondary or tertiary structure (1, 2). 

This regulation is accomplished through the binding of a small metabolite to an 

aptamer in the 5′-untranslated region of the mRNA, which causes conformational 

changes altering the expression of downstream genes. Riboswitch-dependent 

regulatory processes depend crucially on the properties of aptamer folding; the 

kinetics and thermodynamics of folding are therefore of central importance for 

understanding function. 

Among the simplest riboswitches are those regulating purine metabolism, 

which have aptamers with “tuning fork” structures (3, 4) that bind ligands at a 

specific residue in a pocket formed by a three-helix junction. The junction is 

thought to be pre-organized by numerous tertiary contacts, including interactions 

between two hairpin loops, but the binding pocket itself is likely stabilized only 

upon ligand binding (4-10). Ligand binding also stabilizes a nearby helix (3-5), 

sequestering residues that would otherwise participate in an alternate structure 

affecting gene expression (e.g. terminator or anti-terminator hairpins, ribosome 

binding sequences). Features such as ligand specificity (6, 11) and its structural 

basis (6, 7), the rates and energies for ligand binding and dissociation (12), the 

kinetics of loop-loop formation (10), and the interplay of structural pre-

organization and induced fit (7-9) have recently been investigated. These studies, 

however, focused on isolated steps in folding, typically employing ligand analogs 

or investigating aptamers from different organisms. Here we obtain, from a single 

set of measurements, an integrated picture of secondary and tertiary structure 

formation, as well as ligand binding, in the aptamer of the pbuE adenine 

riboswitch from B. subtilis, by observing folding and unfolding trajectories of 

individual molecules subjected to controlled loads in a high-resolution, dual-trap 

optical tweezers apparatus (13). 
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Single-molecule force spectroscopy, which measures the extension of a 

molecule as it unfolds and refolds under tension, furnishes a tool for probing 

structural transitions: extension changes can be related to the number of 

nucleotides involved in folding. Furthermore, the effects of force on reaction 

equilibria and kinetics allow the shapes of the folding landscapes to be determined 

in detail (14-16). The complete folding process, starting from a fully-unfolded 

state (not usually probed in conventional RNA folding studies), can also be 

observed. This initial configuration is especially relevant to riboswitches, because 

aptamers fold co-transcriptionally from an initially unstructured state. Because of 

the tight coupling between folding and transcription, the assay was designed to 

measure folding of mRNA transcribed in situ (17). A single E. coli RNA 

polymerase (RNAP) molecule, transcriptionally stalled downstream of the 

promoter region on a DNA template (Fig. 5.1A), was attached to a bead held in 

one optical trap (Fig. 5.1B). The 29-nucleotide (nt) initial RNA transcript 

emerging from the RNAP was hybridized to the complementary cohesive end of a 

3-kb dsDNA “handle” attached to a bead held in the other trap, creating a 

“dumbbell” geometry allowing forces to be applied between the RNAP and the 5′ 

end of the RNA (18). Force-extension curves (FECs) showing the molecular 

extension measured as a function of force as the traps were moved apart at a 

constant rate, confirmed that this initial transcript was unstructured (Fig. 5.1C). 

After constructing the dumbbells, transcription was restarted by 

introducing nucleoside triphosphates. The DNA template coded for the pbuE 

adenine riboswitch aptamer downstream of the initial transcript (Fig. 5.1A). Once 

the aptamer sequence was transcribed, RNAP was prevented from further 

elongation by a roadblock consisting of a streptavidin molecule bound to a 5′-

terminal biotin label on the template (Fig. 5.1D). FECs measured immediately 

after aptamer transcription (Fig. 5.1E) revealed a characteristic series of sawtooth 

features that arise from contour length increases as specific structural elements 
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unfold (19). In the absence of adenine, two small unfolding events were typically 

observed (Fig. 5.1E, black). These features are produced by the unfolding of the 

two stable hairpins in the secondary structure, P3 and P2 (inset, Fig. 5.1E). The 

interactions that underpin tertiary structure by holding these hairpin loops together 

and structuring the binding pocket in the triple-helix junction are present only 

transiently in the absence of adenine (5, 8, 10). The contour length changes 

associated with these features, 17 ± 2 nt (P3) and 22 ± 2 nt (P2), are consistent 

with the values expected for these hairpins (19 and 21 nt, respectively) (18). In the 

presence of adenine, some FECs were identical to those observed in its absence, 

indicating in these cases that adenine was not bound to the aptamer. More 

commonly however, larger unfolding distances at higher forces were observed, 

corresponding to adenine-induced stabilization of the folded structure. In the latter 

case, the aptamer usually unfolded cooperatively in a single event (Fig. 5.1E, 

blue), but sometimes through an intermediate state (Fig. 5.1E, red). 

Unfolding from the fully-folded state was analyzed in more detail by 

collecting multiple FECs from the same molecule. Overlaying 800 FECs shows 

that the aptamer unfolds over a wide distribution of forces (Fig. 5.2A), as 

expected for a non-equilibrium measurement (20). Three states were clearly seen: 

the folded and unfolded states, and an intermediate state. We fit the FECs with 

two worm-like chains (WLCs) in series: one for the dsDNA handle (21) and the 

other for the ssRNA (22), assuming a contour length of 0.59 nm/nt for RNA (23). 

When the aptamer unfolded fully, 62 ± 1 nt were released (18), in agreement with 

the 63-nt aptamer length. The intermediate state is 23 ± 1 nt shorter than the 

unfolded state, suggesting that it corresponds to a folded 21-nt P2 helix. The 

equilibrium free energy of the aptamer, computed using the method of Jarzynski 

(24, 25) from the non-equilibrium work done to unfold it (Fig. S2), is 18 ± 

2 kcal/mol (18). For comparison, the free energy predicted for the secondary 

structure in Fig. 1E is only ~12 ± 1 kcal/mol (10), indicating that tertiary contacts 
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and ligand binding stabilize the aptamer by an additional ~6 ± 2 kcal/mol, in 

reasonable agreement with earlier measurements of the binding energy of 2-

aminopurine (2AP), an adenine analog (12). 

The distribution of forces, p(F), for unfolding the fully-folded aptamer 

(Fig. 5.2B) is well fit by an expression derived by Dudko et al. (20) for unfolding 

at fixed loading rate, parameterized by koff, the unfolding rate at F = 0, Δx‡, the 

distance to the transition state from the folded state, and ΔG‡, the height of the 

energy barrier (18). Over 3,000 FECs measured for 8 molecules, at loading rates 

varying from ~10–200 pN/s, yielded an unfolding rate koff ~ 0.04 s-1 (ln koff = –

3.5 ± 1), similar to the value of 0.15 s-1 measured previously by bulk kinetic 

methods (12). The activation energy, ΔG‡, was 17 ± 4 kcal/mol, in agreement 

with a previous result for the unbinding of 2AP (12). The distance to the transition 

state Δx‡ was 2.1 ± 0.2 nm. Given an extension of ~0.42 nm/nt at the most 

probable unfolding force of ~15 pN, this result indicates that the transition state 

involves the unzipping of ~2.5 base pairs (bp) in helix P1, suggesting that the G:C 

basepair in P1 (Fig. 5.1E, inset) represents a structural keystone: both the binding 

pocket and triple-helix junction unfold once it is disrupted. Interestingly, isolated 

G:C basepairs located 3-4 bp from the loop of P1 are found in the other purine 

riboswitches, suggesting that they may be an important structural feature of this 

class of aptamers. 

The kinetics of refolding and ligand binding were probed by observing the 

fraction of FECs showing the unfolding signature of the fully-folded, adenine-

bound aptamer, as a function of adenine concentration and the variable time 

interval during which refolding could occur between successive measurements 

(Fig. 5.3). We fit these data to a minimal, two-step model (Fig. 5.3, inset): 

formation of an intermediate structure competent to bind adenine (taken to be 

effectively irreversible) followed by adenine binding. The complete folding 

process involves a hierarchy of several steps, including folding of the three 
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helices, formation of the loop-loop contacts and the adenine binding pocket, and 

binding of adenine. At F = 0, however, helix formation should be fast compared 

to formation of the tertiary interactions creating the binding pocket, hence we 

model this process using just three distinct states. A global fit of data to the time-

dependent folding probabilities returned k1 = 0.4 ± 0.05 s-1, koff = 0.2 ± 0.05 s-1, 

and kon = 8 ± 1 × 104 M-1s-1. The value of  koff is similar to that obtained above, 

and kon is close to the value measured by bulk experiments (12). The slow folding 

rate implies that both aptamer folding and adenine binding occur on the same time 

scale as transcription itself, supporting the hypothesis that the function of this 

riboswitch is governed by folding and binding kinetics rather than equilibrium 

thermodynamics (10, 26). 

The multiple steps in the overall folding reaction were studied in greater 

detail by unfolding the aptamer completely and monitoring its extension under 

constant force using a passive force clamp (27) as the force was reduced stepwise 

every 1-2 min. Observing the transitions in the refolding process individually, 

based on their different energies and time scales, four distinct steps were seen 

(Fig. 5.4). The first folding event, at ~9-11 pN (Fig. 5.4A, red), involves length 

changes and force-dependent kinetics consistent with folding the 21-nt hairpin P2, 

as predicted by an energy landscape model for hairpin folding (16, 18). The 

second folding step, at ~7-8 pN (Fig. 5.4A, orange), matches the properties 

expected for folding the 19-nt hairpin P3. The identification of these steps with 

the folding of P2 and P3 was confirmed by blocking the folding of each hairpin 

separately using antisense oligomers (Fig. S3). We speculate that P2, the first 

fully-transcribed element, is also the most stable in order to ensure that it can 

form in the presence of competing, alternative secondary structures in the 

upstream mRNA that might delay or prevent the formation of the proper aptamer 

structure. 
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In contrast to the adenine-independent events described above, the two 

folding transitions observed at lower forces were found to be adenine-dependent. 

For forces below ~7 pN at saturating adenine concentrations, the aptamer spent 

significant time in the shortest-extension state (Fig. 5.4A, green and blue), which 

we identify as the folded, adenine-bound state. That identification was confirmed 

by measuring a contour length change of 63.1 ± 0.8 nt when the 63-nt aptamer 

was completely unfolded from this state. The contour length change between this 

state and the one with only P2 and P3 folded, 21 ± 2 nt, is consistent with the 23 

nt not involved in P2 and P3 folding. In addition, a transient intermediate was 

observed between these two states, 14 ± 1 nt from the folded state. Because there 

are 15 nucleotides in and adjacent to P1 (Fig. 5.1A), we identify this intermediate 

as a state where P2 and P3 are folded and the adenine binding pocket is pre-

organized by tertiary contacts, sequestering the nucleotides between P2 and P3, 

but P1 remains unfolded. The extensions of all five states (fully unfolded, P2 

folded, P2/P3 folded, P1 unfolded, and fully folded), scaled by the fractional 

extension per nucleotide at a given force, are evident in histograms of records 

(Fig. 5.4B). 

Constant-force extension records in the absence of adenine (Figs. 5.4C, D) 

indicate very different behavior at low forces: the P1-unfolded state is strongly 

populated below ~6 pN, whereas the folded state is only significantly populated 

below ~4 pN. Even at such low forces, the folded state lifetime is short, with a 

rapid equilibrium between folded and P1-unfolded states. These differences can 

be understood if the P1-unfolded state is the adenine-competent state. At 

saturating adenine concentrations, the formation of this state leads rapidly to an 

adenine-bound, folded state that is long-lived even at ~7 pN (Fig. 5.4A), and the 

P1-unfolded state is thus rarely occupied. In contrast, absent adenine, the P1-

unfolded state is frequently occupied even at low forces. Occasionally, the 

transient folding of P1 was observed even with adenine present (Fig. 4A, green), 
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likely indicating that adenine was not bound at that instant. The single-molecule 

records thus directly reflect an adenine-induced stabilization of helix P1 that 

underpins the switching action of the riboswitch (28). 

Each of the folding transitions can be analyzed individually as a two-state 

process, enabling a piecewise reconstruction of the energy landscape for folding, 

both with and without adenine (Fig. 5.4E). The relative free energies of the five 

observed states were determined from extension histograms, while the locations 

and heights of the energy barriers between states were determined from the force-

dependence of the kinetics (15, 18). From these landscapes, we find that the 

tertiary contacts that form the adenine-competent state, which are primarily base-

pair and base-quartet interactions between the hairpin loops (4, 9), stabilize the 

structure by an additional 2.7 ± 0.3 kcal/mol (18). The transition state for breaking 

these interactions lies ~1 nm from the adenine-competent state, indicative of their 

short range (29). We also find that adenine binding stabilizes the folded state by 

4 ± 1 kcal/mol and raises the energy barrier for leaving the folded state, but does 

not significantly affect other properties of the landscape. 

These energy landscapes dramatically illustrate the sequential folding of 

each structural element in the RNA. Folding proceeds through a distinct hierarchy 

of states, but the formation of tertiary and secondary structure is interleaved, 

because the energetic stabilities of these structures happen to be comparable, in 

contrast with the standard picture of hierarchical folding. In fact, the tertiary 

contacts that pre-organize the adenine-competent state are considerably more 

stable than the least-stable helix, P1, which is the essential component governing 

the switching behavior of the riboswitch. In vivo, without adenine binding to 

stabilize P1, this last component of the aptamer to fold would be highly 

susceptible to disruption by terminator hairpin invasion. 

The techniques developed here point the way to a powerful method for 

monitoring co-transcriptional folding. In the case of the pbuE aptamer, the first 
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FEC obtained after transcription did not exhibit an unfolding behavior 

substantially different from subsequent FECs, implying that the co-transcriptional 

aspect of folding may not be important for the formation of an isolated aptamer 

(18). This result is unsurprising, because structural elements of the aptamer fold in 

the same order as they are transcribed, hence force-induced refolding mimics co-

transcriptional folding in this case. However, for the folding of the complete 

riboswitch, which includes a downstream terminator hairpin that competes with 

aptamer formation, we anticipate an important co-transcriptional dependence (10, 

26). 
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5.3 Figures 

 

Figure 5.1 (A) DNA template used for RNA transcription, showing the sequence of 

the non-transcribed promoter, the 25-bp section hybridizing with the DNA handle, 

the pbuE riboswitch aptamer (base-paired helices highlighted) flanked by short 

linkers, and the footprint of RNAP when stalled by the terminal roadblock. (B) 

Schematic of the optical trapping assay showing experimental geometry, with stalled 

RNAP and initial RNA transcript hybridized to the dsDNA handle (not to scale). (C) 

Two FECs obtained prior to aptamer transcription show little or no structure in the 

initial transcript. (D) Template DNA is transcribed in situ, producing an aptamer 

transcript, after which RNAP is stalled by a streptavidin molecule bound to the 

biotin-based roadblock. (E) FECs obtained after transcription show unfolding 

transitions in the aptamer. Without adenine, two events are seen (black), 

corresponding to the unfolding of hairpins P2 and P3 (inset). With adenine bound to 

the aptamer, larger unfolding events are observed (blue), sometimes involving an 

intermediate state (red). 
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Figure 5.2 (A) Non-equilibrium FECs for folded aptamer display a wide distribution 

of unfolding forces. WLC fit to the folded state (blue), and double WLC fits to the 

intermediate (green) and unfolded (black) states, indicate contour length changes of 

39 ± 1 nt and 62 ± 1 nt for unfolding to the intermediate and unfolded states, 

respectively (B) The unfolding force distribution is fit by a model returning the 

unfolding rate, along with the location and height of the energy barrier to unfolding. 

[Note added in thesis: N=800 is the number of FECs in the histogram; error bars 

indicate the standard deviation of counts.] 
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Figure 5.3 Kinetics of aptamer refolding and binding. The fraction of FECs 

corresponding to the fully-folded, adenine-bound aptamer (identified by the 

appropriate unfolding signature) for various adenine concentrations as a function of 

the variable time delay for refolding between pulls. Solid curves display the global 

fit to a minimal 3-state kinetic scheme (inset): “U” = unfolded, “A-comp” = 

competent to bind adenine, “F” = folded; adenine-bound. 
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Figure 5.4 Aptamer states and energetics determined by refolding at constant force. 

(A) As force is reduced, first P2 refolds (red), then P3 folds (orange). At lower 

forces, P2 and P3 interact to form a binding pocket and adenine binds, generating 

two additional states (green). The adenine-bound state is stable over many seconds, 

even at 5 pN load (blue). (B) Histograms of complete trajectories at different forces, 

with extension changes scaled by the force-dependent extension per nucleotide. 

Dashed lines indicate distinct states; the A-comp state is rarely populated. (C, D) 

Refolding trajectory and histograms in the absence of adenine. P2 and P3 folding 

occur as with adenine, but the A-comp state is now highly populated at low force, 

while the folded state is very unstable, even at low force (purple). (E) Quantitative 

energy landscapes for aptamer folding at 6.5 pN, reconstructed from the 

experimental data in the presence (red) and absence (black) of adenine. The five 

potential wells correspond to five observed folding states, illustrated by cartoons. 

Adenine binding only significantly affects the barrier and energy of the folded state. 
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5.5 Supporting Online Material – 

5.5.1 Materials and Methods 

5.5.1.1 Constructs.  

A 78 bp DNA fragment coding for the pbuE riboswitch aptamer was inserted into 

a pALB3 plasmid 31 bp downstream from a T7A1 promoter (Fig. 5.1A). An extra 

9 bp were included in the insert at the 5′ end of the aptamer sequence, so that ~40 

nt of ssRNA would be transcribed prior to the aptamer-containing region. The 

first 25 nt of the transcript were designed to hybridize with the 5′ cohesive end of 

a dsDNA handle, leaving a ~15-nt RNA linker region between the DNA handle 

and the aptamer structure after transcription. The 770-bp dsDNA transcription 

template was amplified by PCR from the cloned plasmid such that the template 

ended with a terminal biotin label 41 bp downstream of the aptamer sequence. 

The PCR product was incubated in a ~20-fold excess of streptavidin (ProZyme) at 

room temperature for 5 min to bind the streptavidin to the downstream terminus 

of the DNA template, followed by a ~1000-fold excess of biotin to saturate any 

unused streptavidin binding sites, and then purified. The final product was a DNA 

template coding for the pbuE riboswitch aptamer carrying a terminal streptavidin 

roadblock downstream. Because the RNAP molecule has a ~30 bp footprint on 

the DNA template (S1), the aptamer part of the transcript is anticipated to be 

separated from the polymerase by ~11 nt of RNA once transcription is stopped by 

the roadblock. This allows the aptamer to be unfolded and refolded without being 

perturbed by the nearby RNAP enzyme. 
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Biotinylated RNAP molecules were initiated on the T7A1 promoter of the 

transcription template. By omitting UTP from the initiation reaction, these 

became stalled at the first T residue of the template, after first transcribing 29 nt 

of RNA, as previously described (S2). The stalled transcription elongation 

complexes (TECs) were purified of free NTPs using a size-exclusion column. A 

3057 bp-long dsDNA handle with a 5′ overhang of 25 nt ssDNA complementary 

to the first 25 nt of the RNA transcript was created as previously described (S3) 

by autosticky PCR of the M13mp18 plasmid, and then incubated with a near-

stoichiometric amount of the stalled TEC at room temperature for 1 hr. The 

resulting mixture was incubated for 1 hr at room temperature with near-

stoichiometric amounts of 600-nm diameter, biotin-coated polystyrene beads and 

730-nm diameter, digoxigenin-coated polystyrene beads at an overall 

concentration of each of the components of ~1 nM. This final incubation was 

diluted ~20-fold into an RNase-free oxygen-scavenging buffer system consisting 

of 40 U/mL glucose oxidase (Calbiochem), 185 U/mL catalase (Sigma), and 

8.3 mg/mL glucose (Sigma) in transcription buffer (50 mM HEPES pH 8.0, 

130 mM KCl, 4 mM MgCl2, 0.1 mM EDTA, 0.1 mM DTT), and placed in a flow 

chamber on a microscope slide. Transcription was initiated in situ by introducing 

a buffer containing 1 mM NTPs into the flow chamber. 

5.5.1.2 Optical trap.  

The optical trapping apparatus used in these measurements has been described 

previously (S4). Briefly, a laser beam (1064 nm; Spectra-Physics) was split into 
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two separately controlled traps by polarization, with one trap much stiffer than the 

other. The strong trap was steered in the specimen plane by acousto-optic 

deflectors (AODs; IntraAction Inc.), while the position of the bead held in the 

weak trap was monitored by collecting the light from a second laser (830 nm; 

Point Source) scattered off the bead onto a position sensitive detector (Pacific 

Silicon Sensors). Force-extension curves (FECs) were measured by moving the 

traps apart at a constant velocity using the AODs. Discrete data points in the 

FECs represented 2.5 ms of signal integration time, acquired using custom 

Labview software (National Instruments). Refolding at constant force was 

measured using the passive force clamp technique described previously (S5), in 

order to avoid spurious instrumental artefacts arising from active feedback loops 

(S6). Some refolding records were also measured in an “open-loop” configuration, 

without a force clamp. Data in refolding records were sampled at 4 kHz and 

filtered at 2 kHz with an 8-pole Bessel filter (Krohn-Hite). All measurements in 

the optical trap were taken at a temperature of ~ 24°C. The temperature of the 

room was clamped to within ± 0.2°C. 

5.5.2 Force-extension curves.  

The presence of single DNA tethers held in the dumbbell arrangement (Fig. 5.1B) 

was confirmed by measuring the contour lengths and persistence lengths of the 

DNA handle from FECs obtained at low forces (dumbbells found to be connected 

by multiple tethers were excluded from further analysis). FECs without adenine 

present were measured after transcription without any change of buffer. FECs 
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with adenine present were measured after washing the flow chamber with at least 

3 volumes of transcription buffer containing the desired adenine concentration. 

For measurement of low concentrations of adenine (<20 μM), transcription buffer 

with 20 μM adenine was flushed into the flow cell and incubated for 10 min. 

Then, the buffer was replaced with a buffer containing the final adenine 

concentration desired, followed by ~5 min of incubation and at least one more 

wash with the low adenine concentration buffer. These wash steps ensured that 

any propensity of adenine to stick to the flow chamber surfaces would not reduce 

the overall concentration of free adenine in solution. Where not otherwise 

indicated in the text, FECs were measured with a constant delay time before each 

pull of 3 s, in the presence of 200 μM adenine. 

FECs were partitioned into folded, intermediate, and unfolded states based on the 

structure of the sawtooth unfolding pattern, as seen in Fig. 5.1E. The results of 

multiple measurements were aligned to remove the small amount of residual 

instrumental drift (~2 nm or less) that occurred over the course of the experiment, 

then averaged. The average FEC for the folded state was fit to a single worm-like 

chain (WLC) model using a modified Marko-Siggia interpolation formula (S7): 
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where Lc is the contour length of the handle, Lp is the persistence length, K is the 

elastic modulus, and kB is Boltzmann’s constant. The average FECs for the 



110 

 

intermediate and unfolded states were then fit to a double WLC model, which 

included terms for both the extension of the dsDNA handle (as determined by the 

fit to the folded-state FEC) and for the extension of the now-unfolded ssRNA. 

Previous work (S8-S13) has reported a range of values for the persistence length 

of ssRNA, which has been found to be sequence-dependent (S9); an average value 

of 1.0 nm was used for the fits performed here. The ssRNA elastic modulus was 

taken to be 1600 pN/nm (S8), and a ssRNA contour length of 0.59 nm/nt, a value 

expected from the structure of the 3′ endo sugar pucker, was assumed (S14). The 

width of the A-form helix was taken to be 2.2 nm (S14); this width was subtracted 

from the extension of the folded state when fitting the FECs to determine the 

number of nucleotides released during complete unfolding. 

We note that the observed contour length change (corresponding to 62 ± 1 nt) 

indicates that the adenine-bound, folded state likely does not exhibit any 

significant “fraying” of helix P1 under tension, despite the fact that the two 

closing basepairs of P1 are comparatively weak AU pairs. This result contrasts 

with the fraying previously observed in DNA hairpins with different weak closing 

sequences (S15, S16), suggesting that tertiary interactions with the nearby binding 

pocket may supply additional mechanical stability. 

FECs with a structure that indicates that adenine did not bind to the aptamer are 

displayed in Fig. 5.5 (5.S1). Three states can be observed. As seen previously 

when adenine does bind (Fig. 5.2A), one portion of the FEC corresponds to a 

well-defined unfolded state (63 ± 2 nt of ssRNA), and another corresponds to an 
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intermediate state whose contour length is 22 ± 2 nt shorter. At low force, 

however, the adenine-free FEC is fit by a WLC with 24 ± 2 nt of ssRNA still 

present. Thus, the three states involve ~39 nt folded, ~22 nt folded, and 0 nt 

folded, implying that just prior to the first unfolding event in these FECs, only P2 

and P3 are folded (40 nt in total), after which P3 unfolds, leaving only P2 folded 

(21 nt), before P2 finally unfolds. 

5.5.3 Force distributions.  

Unfolding force distributions created by measuring the first unfolding event from 

the fully-folded state in each FEC were fit to the non-equilibrium model of Dudko 

et al (S17): 
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koff is the unfolding rate at 0 force, Δx‡ is the distance to the transition state from 

the folded state, ΔG‡ is the height of the energy barrier, and ν is a parameter 

characterizing the shape of the energy barrier (ν = 1/2 for a sharp, cusp-like 

barrier; ν = 2/3 for a softer, cubic potential). The shape of the barrier is unknown, 

but the cusp-like and cubic models represent two reasonable limiting cases. For 

all fitting parameters, the two models gave results that were equal within 

uncertainty: Assuming a sharp, cusp-like barrier, we obtained an average 
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unfolding rate for all molecules measured of koff ~ 0.03 s-1, an average distance to 

the barrier of Δx‡ = 2.1 ± 0.2 nm, and an average barrier height of ΔG‡ = 19 ± 

4 kcal/mol. Assuming instead a softer, linear-cubic potential landscape, the 

average results were koff ~ 0.04 s-1, Δx‡ = 2.1 ± 0.2 nm, and ΔG‡ = 15 ± 

4 kcal/mol. Thus the principal difference between these alternative models would 

seem to be in the height of the barrier returned, and even that quantity is found to 

be the same within our experimental uncertainty. We therefore averaged the 

results obtained with both these models to obtain the rates and energetics derived 

from our data reported here. The rate koff is highly sensitive to the force, hence the 

uncertainty in koff is expressed in terms of ln(koff) in the text. 

5.5.4 Equilibrium free energy.  

The equilibrium folding free energy was calculated from the non-equilibrium FEC 

measurements using the method of Jarzynski (S18), which involves an 

exponentially-weighted mean of the irreversible work done to unfold the 

molecule. In order to calculate the irreversible work from the measured FEC, the 

energy required to stretch the molecular handles must also be taken into account, 

because this energy is not associated with the aptamer structure itself. Therefore, 

calculation of the relevant irreversible work involves first finding the work 

performed to stretch out the entire construct (including handles) and the work to 

unfold the aptamer, by integrating the measured FEC out to a point corresponding 

to the end of the last unfolding event, including any intermediates (Fig. 5.S2, red 

shading). Then, the energy required to stretch out the handles and ssRNA to the 
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identical force must be subtracted from this work. The latter energy is calculated 

by integrating the FEC expected for the fully-unfolded state out to the same point 

(Fig. 5.S2, black shading). This procedure is equivalent to integrating the FECs 

between constant extension endpoints (e.g., 0 and some extension value above all 

unzipping events for a given molecule), calculating the weighted average, and 

subtracting the work done to stretch the handles, under the assumption that the 

handles are at equilibrium throughout the experiment. To reduce fluctuations from 

noise in the experimental FECs, these integrals were calculated from the 

unfolding forces measured in each FEC using the fits for the averaged FECs for 

folded, intermediate, and unfolded states (as shown in Fig. 2A). 

The Jarzynski estimator is known to have a systematic bias when only finite 

numbers of measurements are sampled, due to nonlinear weighting of the data. 

We estimate the bias, under the assumption of a Gaussian free energy distribution 

(S19), as 3 ± 1 kcal/mol. This bias is included in the equilibrium free energy 

reported in the main text. 

5.5.5 Kinetics from FECs.  

To measure refolding and binding kinetics, the aptamer was first completely 

denatured by exerting a large load (~20 pN). The load was then immediately 

reduced to ~0 pN by reducing the bead separation to ~350 nm (transition time 

<5 ms), a distance much less than the contour length of the 3-kb DNA handle. 

After a variable delay time to allow refolding to occur, a FEC was measured by 

immediately jumping the tension to ~2 pN and then moving the two traps apart at 



114 

 

a rate of ~300 nm/s, until the force reached ~20 pN and the aptamer was once 

again denatured. FEC measurements were repeated 10-20 times for each desired 

value of the delay time, for at least two different molecules, and the fraction of 

FECs that had refolded to the fully-folded, adenine-bound structure was 

determined from the unfolding signature, as in Fig. 1. 

The rates plotted in Fig. 5.3, with standard binomial error estimates, were fit to 

the time-dependent probability for the folded state as calculated from the rate 

equations corresponding to the 3-state reaction pathway (Fig. 5.3, inset). Because 

our constant-force measurements imply that the equilibrium free energy 

difference between fully-folded and adenine-competent states is ~6 kBT, 

(Table S1), the folding of the adenine-competent state was taken to be effectively 

irreversible. We note that the experimental value for the refolding/binding 

saturated at ~90% at high adenine concentrations (rather than 100%), possibly due 

to some misidentification of a minor fraction of FECs, or to the presence of a 

long-lived unfolded or misfolded state. This saturation level was included when 

calculating rates for the three-state model. 

From the measured binding and dissociation rates of adenine, the dissociation 

constant is Kd = 2.5 ± 0.7 μM, implying a standard Gibbs free energy of 7.6  ± 

0.2 kcal/mol at 24°C. This value is comparable to a previous result reported for 

the standard Gibbs free energy for 2AP binding (S20), ~8.3 kcal/mol (uncertainty 

not reported). 
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5.5.6 Hairpin unfolding predictions.  

A number of predictive models have been developed to describe the folding of 

hairpins under tension (S16, S21-S23). Here, we use an energy landscape model 

developed previously by our groups that has been extensively tested for DNA 

hairpin folding/refolding in an optical trap (S15, S16). We assume an ssRNA 

contour length of 0.59 nm/nt, and nearest-neighbor stacking energies that are 25% 

lower than the canonical values measured in 1 M salt, to account for the reduced 

salt concentration used in our assay buffer (S24). The results of the model are 

listed in Table 5.2(S2) for hairpins P2 and P3. For comparison, the unfolding 

force, unfolding distance, and distance to transition state observed for the folding 

events correlated to P2 and P3 folding are listed in Table 5.1(S1). To convert 

measured rates into barrier heights, we assumed that the rates vary as 

( )Τ/Δ⋅= ΒkG‡
0 -expkk , where the prefactor k0 was taken to be 105 s-1, in 

accordance with previous measurements of the kinetics of unfolding DNA 

hairpins in an optical trap (S16). We estimated the uncertainties in the model 

predictions from the standard deviation of the results calculated using a range of 

ssRNA persistence lengths compatible with previous measurements (0.8-1.3 nm). 

Uncertainties in the stacking interactions and salt correction (assumed to 

introduce ~7% error) were added in quadrature. 

We note that there is good overall agreement between the experimental 

observations and model predictions, with the exception of the opening force 

(hence also the folding free energy) for hairpin P2: the measured value is ~1-
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2 kcal/mol larger than predicted. Given the prior success of the model in 

predicting the behavior of hairpins for a wide range of stem sequences, we 

postulate that this discrepancy may be due to some extra stability in the loop of 

hairpin P2 imparted by intraloop base stacking and/or hydrogen bonding, or from 

the formation of additional, non-canonical base pairs in the stem of this hairpin, 

neither of which is considered by the model. 

5.5.7 Refolding trajectories.  

Refolding trajectories were measured both in the presence and absence of 200 μM 

adenine. Data were filtered offline using a median filter with a 10 ms window, 

then partitioned into two or more states using a threshold algorithm similar to that 

previously described (S16). The extension change for each transition, Δx, was 

measured directly from Gaussian fits to position histograms formed from the 

extension records (S15, S16). The number of RNA nucleotides involved in each 

folding step was calculated from the extension change at a given force by adding 

(or subtracting, as appropriate) the width of an A-form helix, 2.2 nm, and dividing 

by the extension expected per nucleotide at that force, assuming a WLC model for 

ssRNA, as described above. For folding the P2 and P3 helices, one helix width 

was added to the observed extension change. For folding to the adenine-

competent state, one helix was subtracted, because published structures of the 

purine riboswitches suggest that the loop-loop interaction that causes binding-

pocket pre-organization arranges the 5′ end of P2 and the 3′ end of P3 

approximately one helix-width away from each other (S25, S26). For folding P1, 



117 

 

no helix correction was applied. The extension change upon fully unfolding the 

aptamer at the start of the refolding measurements, in the presence of adenine, 

was found to be 63 ± 1 nt, fully consistent with the FEC measurements. 

Each folding transition was analyzed as a separate two-state system, as described 

previously (S16). Briefly, F1/2, defined as the force at which a structural element 

spent equal time in folded and unfolded states, was determined by plotting the 

fraction of time spent unfolded as a function of force, and fitting this to the 

Boltzmann relation for a two-state system: 

( ) ( )[ ]{ } 1
2/1 /exp1 −Δ⋅−+= TkxFFFP Bu (S24). The free energy for each folding 

step was then computed from the quantity F1/2·Δx, minus the energy required to 

stretch out the unfolded ssRNA (calculated from an integral of a worm-like chain 

of appropriate length). The average rate for transitions from state A to state B was 

calculated by dividing the number of transitions from A to B by the total amount 

of time spent in state A. The distance along the reaction coordinate to the 

transition state, Δx‡, was determined for each folding step from the force 

dependence of the rates. Assuming a sharp energy barrier, Δx‡ is given by the 

slope of the logarithm of the rates as a function of force, since 

( ) ( )Τ/Δ= Βkx‡
0 FexpkFk  (S27). The results for each transition are summarized in 

Table 5.1(S1). Extracting the rates for the final transition to the fully-folded, 

adenine bound state presented a special challenge, because adenine-binding shifts 

F1/2 for this state to a value higher than F1/2 for folding P3. Since P3 folding is 

required to form the adenine binding pocket, the F1/2 value for the adenine-bound 
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folded state had to be extrapolated from data collected well below F1/2, resulting 

in a comparatively large uncertainty. 

The proper identification of the two folding events observed at the highest forces, 

corresponding to P2 and P3 folding, was confirmed by blocking the folding of 

each of these hairpins separately, using anti-sense oligomers complementary to 

the loop and 3′ stem of hairpin P2 (denoted “anti-P2”) or the loop and 5′ stem of 

hairpin P3 (denoted “anti-P3”). Comparing folding trajectories measured at 

~11 pN with and without the anti-P2 oligomer, the bistable behavior attributed to 

folding and unfolding of hairpin P2 (Fig. 5.S3A, red) is suppressed by the 

presence of the anti-P2 oligomer (Fig. 5.S3A, blue), confirming the identification. 

Similarly, the transition at ~8 pN attributed to hairpin P3 is suppressed by the 

anti-P3 oligomer (Fig. 5.S3B). Notably, however, the P2 folding transition is not 

affected by the anti-P3 oligomer, as seen in Fig. 5.S3B (blue) from the upward 

spike, corresponding to P2 folding. 

The conformation of the adenine-competent state was determined by comparing 

the length changes observed between this state and both P2/P3-folded and the 

fully folded states. The observed length change of 7 ± 1 nt between the P2/P3-

folded and adenine-competent states implies that the stems of P2 and P3 are 

brought into contact in the adenine-competent state, so that J2-3 (the 8-nt junction 

segment between P2 and P3) is no longer stretched out. This contact is likely 

maintained by interactions between the loops of the hairpins and by base-paring 

between the terminal G and C residues of J2-3 (S25). On the other hand, the 
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length change of 14 ± 1 nt between the adenine-competent and fully-folded states 

indicates that the 15 residues in P1, J1-2 (the junction segment between P1 and 

P2), and J3-1 (the junction segment between P3 and P1) are still unfolded in the 

adenine-competent state. Thus, in the adenine-competent state, the residues in P1, 

J1-2, and J3-1 are stretched away from the junction, and hence not available for 

creating tertiary contacts with J2-3. This forms the basis for our claim that the 

adenine-competent state is stabilized largely by contacts between the loops, rather 

than in the junction. This interpretation finds additional support in NMR 

structures of the guanine riboswitch aptamer (S28), in which structural changes 

upon ligand binding were seen to occur predominantly in the J2-3 and P1 regions, 

suggesting that most tertiary interactions in the junction are not present in the 

absence of ligand. 

We do not observe evidence for an additional intermediate state between the 

P2/P3 folded and adenine-competent states, as postulated by Lemay et al. to 

explain their single-molecule FRET data (S29). This may be attributable to 

differences in the experimental conditions, including buffer conditions or the 

effects of tension on the RNA molecule. 

Extension histograms obtained at different forces were compared (Figs. 5.4B, D) 

by first scaling the measured extension changes by the fractional extension of the 

ssRNA (i.e., the extension per nucleotide divided by the contour length per 

nucleotide) at a particular force, as given by the WLC model. This is not quite the 
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same as the true contour length change, since corrections for the creation or 

dissolution of helices are not included. 

5.5.8 Free energy landscapes.  

Free energy landscapes (Fig. 5.4E) are depicted at a constant force based on the 

relative free energies of the 5 different states determined in the refolding 

trajectories, and on the locations and heights of the energy barriers between the 

various states determined from the force-dependent kinetics. Rates under tension 

were converted into energy barriers assuming the prefactor k0 = 105 s-1, as 

determined previously in an optical trapping study of DNA hairpins (S16). Due to 

experimental uncertainties, the sum of the distances to the transition state from 

folded and unfolded states did not always precisely equal the total unfolding 

distance. In these cases, the distances to the transition state were scaled so that 

their sum was equal to the total distance. Note that these diagrams represent the 

effective potential landscape under tension, and hence include the stretching 

energy of the unfolded ssRNA. 

Note that the transition state for leaving the adenine-bound, folded state, as 

measured from the refolding trajectories at constant force, involves unfolding the 

folded state by a distance corresponding to ~6 nt. This distance matches the result 

from the non-equilibrium unfolding measurements, reinforcing the conclusion 

that the barrier to P1 unfolding occurs near the G:C pair in helix P1. 
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5.5.9 Co-transciptional folding.  

The question of whether aptamer folding is different when occurring concurrently 

with transcription (co-transcriptional folding) was addressed by comparing the 

first FEC measured immediately after transcription of the aptamer to all the FECs 

measured subsequently, for each molecule. Such comparisons were made for 23 

molecules. No differences in the unfolding distance, unfolding force, or fraction 

of events displaying unfolding intermediates were evident in our data, suggesting 

that folding of the aptamer is the same whether formed co-transcriptionally or by 

refolding after mechanical disruption. 

5.5.10 Primary Sources of Experimental Error.  

The experimental uncertainties cited above and in the main text and figures 

include the effects of both statistical and systematic errors. The principal source 

of random error in these experiments is the variation in the sizes of beads, which 

leads directly to an uncertainty in position measurements (estimated at ~5–10%) 

and also, indirectly, to calibration errors in force associated with changes in the 

distribution of scattered light that lead to an uncertainty in the effective trap 

stiffness (estimated ~10%). Such errors are reduced by making measurements on 

as many beads as possible. An additional source of error in constant force 

measurements comes from uncertainty in the location of the zero-stiffness 

position in the optical trap (S5). We estimate that residual stiffness, associated 

with being displaced from the center of the zero-stiffness region of the trap, could 

introduce an uncertainty of up to 5-10% in distance measurements. 
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The principal source of systematic error arises from the calibration of trap 

stiffness. We estimate our systematic error in force to be ~10-15%. A second 

source of systematic error, relevant to the FEC analysis, comes from the fact that 

unfolding events at very low force (<5 pN) are typically difficult to observe, 

effectively truncating the force distribution. This may serve to increase the 

effective bias in the Jarzynski estimate of the equilibrium free energy (S19). 
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Figure 5.5 (Fig. 5.S1.) FECs observed when adenine is not bound to the aptamer 

(same molecule as Fig. 5.2A). Two unfolding events are seen. The first event involves 

unfolding of P3; the second event involves the unfolding of P2, the same as the 

intermediate seen in Fig. 5.2A. 

 

Figure 5.6 (Fig. 5.S2) Graphical representation of the work performed during 

stretching. The non-equilibrium work done to unfold the aptamer (blue) is given by 

the area under the measured FEC out to the last unfolding event (red), minus the 

area under the unfolded state FEC out to the same point (black). 
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Figure 5.7 (Fig. 5.S3) Refolding traces in presence and absence of anti-sense 

oligos. (A) In the presence of an anti-P2 oligo, the normal folding of P2 at ~9-

11 pN (red) is suppressed (blue). (B) In the presence of an anti-P3 oligo, the 

normal folding of P3 at ~7-8 pN (purple) is suppressed (blue). Note that the 

normal unfolding of P2, evident as a brief increase in extension (blue), is not 

suppressed by the presence of an anti-P3 oligo. Extensions of records 

obtained with and without oligos have been aligned on the common unfolded 

state to remove any drift occurring during buffer exchange. 
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Table 5.1 (S1). Measured values describing individual folding steps of pbuE 

aptamer. The four steps are: P2 folding, denoted “P2”; P3 folding, denoted 

“P3”; adenine-competent state folding, denoted “AC” (adenine-competent); 

and full folding with adenine bound, denoted “AF” (adenine; folded), or full 

folding in the absence of adenine, denoted “NAF” (no adenine; folded). 

Distances are reported in nm for forces as close as possible to F1/2, except in 

the case of AF (for which F1/2 could not be reached). Values were determined 

from measurements on 3 different molecules in the absence of adenine and 7 

in the presence of adenine. 

Foldin
g 
step 

Δx  
(nm) 

Δx  
(nt) 

F1/2  
(pN) 

lnk1/2  
(s-1) 

ΔG‡
1/2 

(kcal/m
ol) 

Δxf
‡ 

(nm) 
Δxu

‡ 
(nm) 

P2 6.4 ± 0.
5 

22 ± 1 10.0 ± 0.8 2.9 ± 0.3 5.2 ± 0.6 2.5 ± 0.4 5.1 ± 0.
6 

P3 4.6 ± 0.
5 

20 ± 1 7.0 ± 0.6 4.1 ± 0.3 4.4 ± 0.6 1.8 ± 0.3 4.1 ± 0.
6 

AC 4.1 ± 0.
5 

7 ± 1 5.1 ± 0.5 4.5 ± 0.6 4.2 ± 0.7 1.4 ± 0.4 3.7 ± 0.
6 

AF 4.2 ± 0.
5 

14 ± 1 9 ± 1 0 ± 1 7 ± 1 2.3 ± 0.7 3 ± 0.7 

NAF 4.4 ± 0.
5 

18 ± 3 3.1 ± 0.6 5 ± 1 4 ± 1 1.8 ± 0.6 5.1 ± 1.
5 

 
Table 5.2 (S2). Model calculation results for folding of the P2 and P3 

hairpins. Predicted errors include the effects of uncertainties in the nearest-

neighbor stacking parameters and in the value of the ssRNA persistence 

length. 

Hairpin Δx (nm) F1/2 (pN) ΔG‡ 

(kcal/mol) 

Δxf
‡ (nm) Δxu

‡ (nm) 

P2 6.5 ± 0.4 6.9 ± 0.6 6.9 ± 0.5 2.2 ± 0.2 4.3 ± 0.4 

P3 4.8 ± 0.4 6.7 ± 0.6 5.0 ± 0.4 1.4 ± 0.2 3.3 ± 0.4 
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Chapter 6: Future Work 

6.1 Single-molecule force spectroscopy of riboswitches 

The work done for this thesis on the pbuE riboswitch aptamer has shown 

that individual steps in the folding can be resolved, and the kinetic and energetic 

properties of the intermediate states can be related to biological activity in a 

cellular context. There are many other important questions and issues that remain 

to be addressed about the folding of this riboswitch, purine riboswitches, and 

other types riboswitches in general, however, which will be the focus of future 

work. 

First, this study has considered only the folding of the aptamer in 

isolation—the full riboswitch (with expression platform) has not yet been 

investigated as thoroughly with single-molecule methods. Similarly, the aptamer 

has previously been the subject of several mutational studies, but not addressing 

the full riboswitch (Lemay 2006, Gilbert 2007). We expect that there may be 

interesting opportunities to observe the competition between the kinetics of 

transcription, aptamer folding, and terminator hairpin formation. This competition 

may be explored by changing the rate of transcription (e.g. using low nucleotide-

triphosphate (NTP) concentrations) or by mutating the sequence of the terminator 

hairpin, whether to change the folding rate (via changing the loop length, for 

example) or to change the thermodynamic stability of the hairpin. While attempts 

to observe differences between initial co-transcriptional folding and subsequent 

refolding were not successful when studying the aptamer alone, the full 
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riboswitch would presumably be much more likely to show such a difference due 

to the importance of the polymerase kinetics for determining the folding outcome. 

Studies like these are being carried out by our collaborators at Stanford 

University. Additional studies could also be carried out on one of the interesting 

mutants with modified function that have been discovered by colleagues of D.A. 

LaFontaine’s laboratory at Sherbrooke University (unpublished). 

A second issue to investigate involves comparing the folding of the pbuE 

aptamer to the folding of other adenine riboswitch aptamers. As mentioned 

before, all known purine riboswitch aptamers have very similar tuning-fork 

structures, but there are significant functional differences: some regulate through 

transcription termination, others through anti-termination, and some at the level of 

translation. There are also some minor sequence and structural differences. A 

detailed comparison of the folding behaviour should provide insight into how the 

minor differences between the aptamers relate (if at all) to the functional 

differences.  

One target of interest is the add adenine-riboswitch of V. vulnificus 

(Fig6.1). Unlike the pbuE riboswitch, it acts at the level of translation: the 

expression platform involves the formation of a hairpin that sequesters the Shine-

Dalgarno sequence. This hairpin is much less stable than the terminator hairpin of 

the pbuE riboswitch, and the P1 helix with which it competes structurally 

(analogously to the pbuE riboswitch) is much more stable than P1 in the pbuE 

aptamer. It would be interesting to investigate whether the translational repression 

in the add riboswitch involves kinetic competition as with the transcription 
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termination in pbuE, or whether folding outcomes are determined solely by 

thermodynamic considerations. It would seem likely that riboswitches that 

sequester ribosome binding sequences are driven purely thermodynamically, 

because there is no competition with transcription kinetics. 

 

 

Figure 6.1 The structure and action of the pbuE and addA-riboswitches. The folding 

outcome is determined kinetically for the pbuE riboswitch, whereas it is likely 

determined thermodynamically for the add riboswitch (Serganov 2004). 

Since the purine riboswitches have among the simplest structures of all 

known riboswitches (Kim 2008), it would be useful to study other riboswitches 

with more complex structures, to understand more deeply the interplay between 
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structure and function in these molecules. Two riboswitches of particular interest 

include the thiamine pyrophosphate (TPP) riboswitch of Arabidopsis thaliana 

(Thore 2006) and the SAM-I riboswitch of Thermoanaerobacter tengcongensis 

(Montange 2006). The aptamer of this TPP riboswitch is based on a three-helix 

junction, like for the purine riboswitches, but the structure contains several 

additional components and involves an induced fit in the binding pocket (Thore 

2008). The SAM-I riboswitch, on the other hand, is built around a four-helix 

junction, and a tertiary pseudoknot (Gilbert 2006, Wang 2008). These structures 

will offer a unique laboratory for understanding in detail the folding of relatively 

complex RNA molecules through single molecule force spectroscopy, pushing the 

current state of the art. Being more complex, they may also offer more 

opportunity to observe differences between RNAs folded co-transcriptionally and 

those refolded after transcription. Finally, there is a lot of structural diversity 

among different classes of the S-Adenosyl methionine (SAM) riboswitch (Gilbert 

2008, Wang 2008, Lu 2008), all capable of binding the same ligand with high 

efficiency, presenting an interesting opportunity to study further how different 

structures relate to function (Fig 6.2). 
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Figure 6.2 Secondary and crystal structures of SAM riboswitch aptamers. The 

consensus structures of the four known classes are shown. The first involves a four-

helix junction; three involve pseudoknots in some fashion (Lu 2008, Wang 2008). 

Inset (bottom right): structure of SAM ligand 
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A final issue that could be addressed through experiments like these 

relates to the whether RNA folds in a strictly hierarchical fashion (Brion 1997), or 

whether the folding is better described as kinetic partitioning between multiple 

folding pathways (Thirumalai 2001). The first step will be to re-examine the data 

obtained from the pbuE aptamer, using careful statistical analysis to determine 

whether some small portion of the folding events involved multiple structures 

coming apart in a single event—i.e., not simply two-state transitions. The initial 

analysis showed that such events, if they occur for the pbuE aptamer, are quite 

rare. A careful analysis of the distribution of lifetimes will be needed to account 

correctly for “missing” events, in which an apparently non-two-state transition 

occurs because the lifetime of the intervening state is too short to register 

experimentally. Riboswitches with more complex structures will provide an even 

better source of data for such studies, given that many more intermediate states 

should be possible and observable. 

 The field of riboswitch folding thus holds a lot of promise, with many 

different research opportunities (Serganov 2009). Continued study should lead not 

only to a better understanding of how specific riboswitches function, but also to a 

deeper appreciation for how structure, folding, and function are related in RNA, 

as well as to insights into the fundamental biophysics governing RNA folding. 
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