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Abstract 

Atmospheric CO2 concentration has been gradually growing since the industrial revolution, 

leading to climate change and global warming. As a result, carbon capture, utilization, and 

sequestration (CCUS) has become utterly important for human society. CO2 geological 

sequestration in depleted shale gas reservoirs is regarded as a promising strategy to mitigate the 

emission of CO2. As one of the typical clay minerals in shale reservoirs, kaolinite presents two 

structurally and chemically distinct basal surfaces known as siloxane and gibbsite surfaces which 

can significantly affect CO2 adsorption in kaolinite nanopores, especially in the presence of water. 

Nevertheless, due to the complicated surface properties and pore structures, it is practically 

impossible to distinguish the contributions from two distinct kaolinite surfaces for CO2 adsorption. 

In addition, to the best of our knowledge, the effect of moisture on CO2 adsorption in different 

kaolinite nanopores is rarely reported. We systematically explored CO2 adsorption in partially 

water-saturated kaolinite nanopores by molecular dynamics (MD) and Grand canonical Monte 

Carlo (GCMC) simulations using the flexible clay model. In the absence of water, CO2 presents a 

stronger adsorption ability on gibbsite surfaces. In gibbsite pores, the water tends to spread out on 

the surface forming a thin film while water bridges are observed in siloxane pores. In siloxane 

mesopores, a more CO2-wet surface appears as pressure increases, while it is not obvious in 

micropores because of stronger confinement effects. In general, the presence of water will result 

in the reduction of CO2 sequestration in both gibbsite and siloxane pores, while a slight 

enhancement is observed in siloxane mesopores when the pressure is quite low.  

CO2 utilization for enhancing gas recovery has been attracting extensive attention as it can 

greatly alleviate the financial burden from CO2 capture while it can also achieve CO2 sequestration 

in the deep formations. Compared with the conventional reservoirs, shale has heterogeneous rock 
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compositions consisting of organic and inorganic matters and some shale formations contain 

anextensive number of heavier alkanes, such as ethane (C2) and propane (C3). While CO2 huff-n-

puff is proved to be an effective method to enhance recovery of methane (C1), competitive 

adsorption between shale gas mixtures (C1-C2-C3) and CO2 in organic and clay minerals remains 

unexplored. On the other hand, the different recovery mechanisms of hydrocarbon mixtures during 

pressure drop, CO2 huff, and CO2 huff are still unclear. We used Grand Canonical Monte Carlo 

(GCMC) simulations to study competitive sorption of C1-C2-C3 and C1-C2-C3-CO2 mixtures in 

shale organic and inorganic nanopores under different production schemes. We found that while 

C1 in the adsorption layer can be readily recovered during pressure drawdown, C2 and C3 are 

trapped in pores, especially in organic micropores. CO2 injection can effectively recover each 

component in the adsorption layer in organic pores, while in inorganic pores, the adsorption layer 

is dominated by CO2 molecules, displacing all hydrocarbon components.  

Additionally, application of CO2 responsive surfactants provides a novel idea for economical 

and sustainable oil production. While the experimental work can test and design a promising smart 

surfactant formula for efficient O/W emulsification and demulsification processes, the microscopic 

structural properties and interface hydration structures related to CO2 switching mechanisms from 

molecular perspectives remain unclear. MD simulations are employed to carefully study the 

interfacial properties of n-heptane/water emulsion before and after purging CO2 using lauric acids 

(LA) as the surfactant. Before purging CO2, the deprotonated lauric acid (DLA) help to form and 

stabilize O/W emulsion droplets in aqueous solution due to high interface activity and strong 

surface electrostatic repulsion, whereas the protonation of lauric acid (PLA) arising from CO2 

injection results in the coalescence of emulsion droplets thanks to the increased IFT and surface 

charge neutralization, which is also in line the potential mean force (PMF) calclation resutls. 
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Chaper 1 Introduction 

1.1 Research background and motivation 

Due to human activities, a great amount of CO2 is emitted to the atmosphere, leading to 

climate change and global warming [1, 2]. Since the second industrial revolution, the atmospheric 

CO2 concentration has increased from 290 ppm [3] to more than 400 ppm [4] and the averaged 

global temperature experienced an increment of 1.5 degree [5]. The global warning has caused a 

series of environmental issues such as glaciers melting [6], ocean acidification [7] and more 

frequent EL Nino phenomenon [8]. Therefore, it is imperative to reduce and control CO2 emission 

to maintain a healthy atmosphere for the sustainable development of human beings. Carbon 

capture, utilization, and sequestration (CCUS) technology [9-11] is regarded as a promising 

strategy to control and mitigate the emission of CO2, during which CO2 would be captured via 

physical or chemical techniques or CO2 is pumped into underground and stored in formations 

permanently to isolate their circulation in atmosphere. Geological sequestration [12-14] is proved 

to be an effective method to achieve the CO2 storage in deep formations and has been initiated in 

many countries. Typically, several geological zones can be considered as the target sequestration 

sites, such as saline aquifers, oil and gas reservoirs, unminable coal beds and so on [15]. A short 

description of all storage sites is summarized as follows: 

1). Saline aquifer: CO2 sequestration in saline geological formations is considered as the most 

feasible technology because of the large storage capacities and high permeability [16]. The saline 

aquifers are estimated to have a storage capacity potential between 2400 to 21000 Gt CO2 in the 

United States of America and North America [17]. So far, four kinds of trapping mechanism are 

proposed for explaining how CO2 is stored in saline aquifers: structural and stratigraphic trapping, 

capillary trapping, solubility trapping and mineral trapping [16]. 
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2). Depleted oil and gas reservoirs: oil and gas fields which have been considered 

uneconomical for further production of hydrocarbons are suitable candidates for CO2 geological 

sequestration. First, the depleted oil and gas reservoirs have been extensively investigated before 

and during the oil exploitation stage. That is to say, the properties of reseviors have been 

adequately characterized including the mineral compositions, porosity, permeability and so on. On 

the other hand, the underground and surface infrastructure are already available and could be 

directly used for CO2 storage injection. More importantly, the injection of CO2 is favorable for 

enhancing oil or gas recovery which compensate the capital investment during CO2 sequestration. 

The estimated CO2 storage capacity in depleted oil and gas reservoir is around 200 Gt in the United 

States of America and North America  [17].  

3). Unminable coal beds. CO2 has been employed for the recovery of methane from coal 

seams during the enhanced coal bed methane (ECBM) recovery process [18]. Coal beds have very 

large fracture networks through which CO2 molecules can diffuse into the matrix and displace 

tightly adsorbed methane. Estimation of CO2 storage in global unminable coal seams lie in the 

range of 3-200 Gt [19]. 

1.1.1 CO2 sequestration in depleted shale reservoirs 

Recently, CO2 sequestration in shale reservoirs [12, 14, 20] has attracted worldwide attention 

thanks to thanks to the well-developed nanoscale pore structures. Different from the conventional 

reservoirs, small pores with the pore size ranging from several to hundreds of angstroms are widely 

distributed in the shale formations [21, 22]. Fluid-surface interaction is significant in these 

nanopores [23-25] which results in strong adsorption and provides substantial adsorption sites for 

CO2 sequestrations. Meanwhile, shale reservoir has heterogeneous rock compositions consisting 

of organic and inorganic matters [26, 27]. Organic matter is mainly composed of kerogen while 
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the clay minerals account for most of the inorganic parts. In addition, shale formation can be 

partially saturated with water generated in early sediment deposition and subsequent hydraulic 

fracturing process and the water content in shale reservoir ranges from 10% to 30% of the pore 

volume [28, 29]. Kaolinite is a typical 1:1 clay, which has two structurally and chemically distinct 

basal surfaces known as siloxane and gibbsite surfaces [30, 31] as shown in Figure 1.1. It is 

reported that gibbsite surfaces are quite hydrophilic with a water contact angle (CA) of less than 

10° thanks to the strong H-bonding interaction between water and surface -OH groups, while the 

siloxane surfaces present strongly CO2-wetting characteristics (water CA>140°) [32]. The distinct 

surface properties would result in quite different interfacial phenomena and significantly influence 

the water structures. Xiong et al. [33] and Hao et al. [34] reported that water in partially water-

saturated clay nanopores can form either thin film on the surfaces or bridge depending on surface 

properties which can greatly influence gas-water coexistence and hydrocarbon transport behaviors. 

As a result, the distinguished surfaces of kaolinite are predicted to significantly influence the CO2 

sequestration in kaolinite nanopores, especially in the presence of water. Therefore, the 

fundamental understanding and knowledge about the CO2 adsorption and moisture effects in 

different kaolinite nanopores can provide important insights into CO2 storage estimation in 

depleted shale formations. 

 

Figure 1.1 Schematic strucure of kaolinite mineral. 
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1.1.2 CO2 huff-and-puff for enhancing gas recovery 

To alleviate the economic pressure of captical investment during CCS process, CO2 utilization 

[35, 36] for enhanced gas and oil recovery has also been implemented in practice. Strong surface 

adsorption  in shale nanopores results in a great amount of adsorbed gas (up to 85% of total gas 

content) [37] making it difficult to be recovered just relying on pressure drop. CO2 huff-and-puff 

in shale formation has been proved to be an effective method to enhance gas recovery thanks to 

the competitive adsorption [38-40]. The huff-n-puff process is generally operated by three different 

stages: huff (CO2 injection), soaking, and puff (pressure drawdown). Different recovery 

mechanisms would occur for different opreation stages during CO2 huff-and-puff.  

Shale has heterogeneous rock compositions consisting of organic and inorganic matters [26, 

41-46]. Organic matter is mainly composed of kerogen, which provides a significant contribution 

to gas sorption in shale [42, 47-50]. Inorganic matters, such as illite which is a kind of typical clay 

mineral, can contain extensive amount of nanoscale pores and also greatly contribute to the gas-

in-place (GIP) in shale [48, 51-53]. While methane (C1) accounts for most of the gas component 

in shale gas reserviors, some shale formations  contain extensive amount of heavier alkanes [26, 

54], such as ethane (C2) and propane (C3), which are important energy supplies and industrail raw 

materials for our daily life. Therefore, understanding the competitive sorption between 

hydrocarbon mixtures (C1-C2-C3) and CO2 in organic and inorganic nanopores may provide key 

insights into the gas recovery mechanism during CO2 huff-n-puff process in shale reserviors.  

1.1.3 CO2 responsive surfactants 

The application of CO2 responsive surfactants is another type CO2 utilization in oil production 

[55, 56]. As an effective enhanced oil recovery (EOR) technique [57], surfactant flooding has been 

widely used to further recover residual oil [58, 59]. One of the working mechanisms for surfactant 
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flooding is to reduce oil-water interfacial tension (IFT) thanks to the amphiphilic characteristics 

of surfactants [60, 61], which is favorable for the formation of stable oil-in-water (O/W) emulsions. 

While the formation of stable oil-in-water (O/W) emulsions is favorable for improving both 

microscopic displacement and macroscopic sweep efficiencies [62], it is not welcomed during oil-

water seperation stages due to the increasing difficulties in breaking up the stable emulsions. In 

this regard, CO2-responsive surfactants have attracted great attention among scientists and 

engineers in recent years due to their reversible conversions between emulsification and 

demulsification [61, 63]. The switching process can be achieved by purging CO2 or N2, during 

which the surface activity of CO2-responsive surfactants can be switched on or off due to the pH 

change [56]. Understanding the microscopic structural properties and interface hydration 

structures related to CO2 switching mechanisms is critical for designing and picking high 

performance CO2 responsive surfactants. 

1.2 Problem Statement 

CO2 adsorption amount in kaolinite is a crucial parameter for the estimation of CO2 

sequestration in shale reservoirs. It is well-known that kaolinite has two distinct surfaces exhibiting 

quite different wettability and surface structure, which would significantly influence the interfacial 

behaviors. While previous experimental work can measure the CO2 adsorption capacity with pure 

kaolinite samples, due to the complicated surface properties and pore structures, it is practically 

impossible to distinguish the contributions from two distinct kaolinite surfaces. In addition, it is 

reported that the presence of water plays an important role in regulating CO2 adsorption in clay 

minerals, however to the best of our knowledge, the effect of moisture on CO2 adsorption in 

kaolinite has been rarely reported.  
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Shale reservoir has heterogeneous rock compositions consisting of organic and inorganic 

matters. Organic matter is mainly composed of kerogen, which provides a significant contribution 

to gas sorption in shale. Inorganic matters, such as clay minerals (i.e., illite, montmorillonite, and 

kaolinite, etc.), can contain extensive amount of nanoscale pores. Distinguishing the gas adsorption 

in different minerals is of great importance for the comprehensive evaluation of gas-in-place (GIP) 

in shale and provide important insights into shale gas production. The CO2 huff-n-puff process is 

proved to be an effective way to extract more shale gas from reservoir. Unfortunately, the 

competitive sorption between hydrocarbon mixtures (C1-C2-C3) and CO2 remain unclear. 

CO2-responsive surfactants can undertake different tasks (emulsification and demulsification) 

in different production stages through CO2 injection or removal, which make oil production 

economically viable and environmentally sustainable. While the experimental work can design or 

pick a promising CO2-responsive surfactant formula for efficient O/W emulsification and 

demulsification processes, the microscopic structural properties and interface hydration structures 

related to CO2 switching mechanisms from molecular perspectives still remain unclear. 

Therefore, the unsolved issues mentioned above all is summarized as below 

⚫ Considering the different surface types of kaolinite, which surface contributes more to the CO2 

sequestration in kaolinite nanopores in the absence of water? 

⚫ Kaolinite nanopores usually contain a great amount of water making it partially saturated with 

water, how surface property influences the water structure and accordingly affect the 

following CO2 adsorption? 

⚫ Shale consists of organic and inorganic matters and contains a fraction of the heavier 

components such as ethane and propane. How CO2 displace the hydrocarbon from different 
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nanopores and does it work for the heavy component? What’s the recovery difference between 

CO2 huff, CO2 puff and pressure drop process? 

⚫ CO2 responsive surfactants demonstrate excellent emulsification ability before injecting CO2 

while a rapid demulsification is observed after CO2 purging. What’s the driving forces and 

mechanisms to explain their CO2 responsiveness?  

1.3 Objectives 

This research has two main objectives. i) is to investigate CO2 adsorption characteristics in 

different shale nanoporous medias containing water or hydrocarbons from statistical 

thermodynamics approaches. ii) interfacial properties in the O/W systems before and after CO2 

purging related to CO2 responsive mechanisms. To achieve this, the objectives are listed as follows: 

⚫ To investigate the CO2 adsorption in kaolinite nanopores devoid of any fluids with 

different pore surfaces at various pressures by molecular simulation and compare the 

difference between siloxane and gibbsite pores. 

⚫ To study the CO2 adsorption behaviors in different kaolinite nanopores over a wide range 

of pressures with a water concentration of 0.2 g/cm3 and consider the pore size effects.  

⚫ To explore C1-C2-C3 and CO2 competitive adsorption in shale organic (graphene) and 

inorganic (illite) nanopores and figure out the recovery mechanisms between CO2 huff 

and CO2 puff process. 

⚫ To study the interfacial properties and hydration structure at oil and water interface in the 

presence of CO2 responsive surfactants before and after purging CO2. 

1.4 Thesis Structure 

This thesis is divided into 6 chapters. Chapter 1 includes the research background, the problem 

statement, and the major research objectives. Chapter 2 describes the fundamental principle and 
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several basic calculation methods of molecular simulations. Chapter 3 interprets the effect of 

surface properties on CO2 adsorption in dry and water-partially saturated kaolinite nanopores. We 

explicitly discussed the water structure in different pores and analyzed the effect of water on CO2 

distributions and CO2 sequestration amount. Chapter 4 studies the CO2 competitive adsorption 

with C1-C2-C3 mixtures in graphene and illite nanopores and reveals distinct recovery 

mechanisms in these two medias. Furthermore, it demonstrates that the CO2 huff and puff process 

presents different recovery mechanisms and CO2 puff is similar to the pressure drop which cannot 

displace heavy component from the nanopores. Chapter 5 switches to CO2 responsive surfactants. 

The interfacial properties and hydration structure at oil-water interface of the O/W emulsion 

droplets are carefully studied and the CO2 responsive mechanisms are disclosed. Chapter 6 lists 

the key findings and the limitations of this study and makes a plan for the future work. All the 

supporting information for helping understand the main text are combined and presented in the 

Appendices section after Chapter 6. Likewise, all the references appearing in the main text and 

Appendices are combined and listed after Appendices. 
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Chaper 2 Methodology 

While it is challenging for experiments to directly reveal adsorption mechanism and observe 

interfacial phenomona in nano length, statistical thermodynamic approaches such as Monte Carlo 

(MC) simulation [64], molecular dynamics (MD) simulation [65] are capable of exploring the 

interfacial phenomena on the nanoscale and allow for the investigation of the specific mineral 

surface with the full control of computing conditions, thus providing fundamental understandings 

about the underlying physics. In this section, some basic concepts as well as their calculation 

principles are briefly illustrated. 

2.1 Overview 

Molecular simulations are powerful tools in science and engineering, widely adopted in 

applications ranging from drug discovery to materials design from molecular level. It can be 

applied to explore the interfacial properties in the scale of nanometers, which are hardly accessible 

for experiments. In this regard, molecular simulation can help reveal the underlying mechanisms 

from molecular level and predict the molecular structure, which can be used to explain the 

macroscopic phenomena and material or drug design. Therefore, molecular simulation holds its 

unique merits as a potent alternative and supplement to experiments. In addition, molecular 

simulation can be easily carried out under extreme conditions (e.g., high temperature, high pressure 

and poison environments) which must be taken seriously in lab conditions. 

Generally, molecular simulation methods can be classified as quantum mechanics (QM) 

methods [66], which treat electrons as the fundamental interactive particles of the system, and 

classical mechanics (CM) methods treating individual atoms or groups of atoms as the fundamental 

interactive particles of the system. Since QM calculation is out of the scope of this thesis, we won’t 

give much discussions on this method. In this thesis paper, we mainly focus on the classical 



10 

 

molecular simulation including molecular dynamics (MD) simulation and Monto Carlo (MC) 

simulation, which have been broadly used to investigate the gas adsorption in nanopores and 

interfacial behaviors of emulsion droplets. 

2.2 Statistical Ensemble 

The system can be described using an ensemble [67], which is an idealization consisting a 

large number of possible states that the real system might be in. Molecular simulations calculate 

the properties of a chosen system based on the principles of statistical mechanics by averaging 

over all possible states. Different ensembles are defined depending on interaction between the 

studied system and its surroundings, from completely isolated (e.g., microcanonical ensemble) to 

completely open to outside environments (e.g., grand canonical ensemble). Microcanonical 

ensemble (also called NVE ensemble) stands for an isolated system with fixed number of particles 

(N), volume (V), and energy (E). There is no transfer of energy or matter between the system and 

the surroundings. Canonical ensemble (also called NVT ensemble) presents a system in which 

energy can transfer between system and surroundings, but matter cannot. This system is described 

as being immersed in a quiet large heat bath with a temperature of T. In this way, it has constant 

number of particles (N), volume (V), and temperature (T). Similar to the NVT ensemble, in the 

isothermal-isobaric ensemble (also called NPT ensemble), energy can transfer across the boundary, 

while matter cannot, which leads to a fixed particle number. The volume of the system can change 

with internal pressure of the system to match the pressure exerted on the system by its surroundings.  

Grand canonical ensemble (μVT ensemble) describes a system allowing to exchange mass and 

energy with surroundings with a fixed chemical potential (μ), volume (V), and temperature (T), 

which is widely used to study the adsorption behaviors in nanopores. While different ensembles 
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should obtain the equivalent thermodynamic properties, it is better to choose a proper ensemble 

according to different simulation system settings.  

Statistical mechanics usually deals with ensemble average that can be compared with the 

macroscopic property observed in experiments. An ensemble average is an average taken over a 

large number of replicas of the system considered simultaneously, for example, in the canonical 

ensemble: 
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where H is the Hamiltonian energy, ip  is momentum of ith atom, ir  is the position of ith atom, 

Bk  is the  Boltzmann constant, T  is the temperature and A is the targeted quantity. In fact, it is 

impossible to obtain the real ensemble average because it is extremely difficult to capture all the 

possible states over the entire phase space within a finite time period. In the MD simulations, time 

average is often calculated with an approximation: 
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where 𝜏 is the simulation time, ( )A t  is the instantaneous value of A  at certain time point and N  

is the number of time steps, and. Base on the ergodic hypothesis, the time average of MD 

simulations can be considered an approximation of ensemble average if the MD is run long enough 

so that the system effectively explores all possible states. In this regard, MD simulations should 

be run for a quite long time to obtain sufficient samplings for data analysis. 
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2.3 MD simulations 

MD simulation is a computational method allowing for the prediction of time evolution of an 

interacting system involving the generation of atomic trajectories of a system. The forces between 

the particles and their potential energies are often calculated using interatomic potentials known 

as the force fields. In typical MD, the forces F on the ith atom can be calculated by taking the 

derivative of given the potential function U  

 i U= −
ir

F , (2-3) 

where ir  is the position vector of the ith atom. The motion of all particles can be obtained by 

numerically solving of the Newtonian equations of motions. In this dissertation, the MD 

simulations were mainly integrated using the leap-frog algorithm [68]. Leapfrog integration is 

equivalent to updating positions and velocities at interleaved time points, staggered in such a way 

that they "leapfrog" over each other. A simple expression is given below to explain how it works 

for solving the motion equation to get the updated atom position and velocity and at different time: 
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The trajectories recording the information of the position coordinates for each atom at different 

time are saved and analyzed by statistical mechanics theory to obtain equilibrated and transport 

properties. The typical procedure of running a MD simulation is described in Figure 2.1. 
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Figure 2.1 Schematic of molecular dynamic simulation procedure. 

2.4 MC simulations 

Monte Carlo Methods [69] are stochastic techniques that use random numbers to sample 

conformation space. A Monte Carlo simulation starts from a given conformation; then random 

numbers will generate a new trial conformation. This trial conformation will be determined 

whether to be accepted or rejected [70]. If it is accepted, this conformation will become the current 

conformation and the next iteration will start from this conformation. Sampling of phase space is 

achieved through a variety of trial moves, such as displacement, and molecule insertion and 

deletion. Because Grand Canonical Monte Carlo (GCMC) allows for the simulation of an open 

system, it has been used extensively to study the adsorption of gases in porous materials [71-74]. 

In the GCMC simulation, temperature, volume, and chemical potential of the system is kept fixed, 

while the number of particles is allowed to fluctuate through the steps of insertion and deletion 

[67]. The method considers the simulation box as being coupled with an infinite thermodynamic 

reservoir. At equilibrium, the simulation box system has the same temperature and chemical 
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potential is equal to that of the reservoir. Similar to MD simulations, the accurate force field is also 

needed for GCMC simulations to describe the interaction potential between various atoms. 

The greatest challenge with GCMC simulations is how to achieve a sufficient number of 

accepted molecular insertion/deletion moves to ensure adequate sampling of phase space. The trial 

operations of the guest molecules in the nanopores become increasingly unlikely to satisfy the 

acceptance criteria when the molecular size increases as there is a far higher probability that part 

of the guest molecule will overlap unfavorably with the pore surfaces. The configurational-biased 

Monte Carlo method [75] was developed to improve the acceptance rate for molecule insertions 

and deletion which is also adopted in this project. Instead of randomly inserting molecules into the 

host, the guest molecule is “grown” atom by atom within the host in a way that avoids unfavorable 

overlap with the surface atoms. This growth procedure introduces a bias which should be 

compensated by considering a weight factor for each new position chosen (or a product of these 

factors for a new chain). A similar weight corresponding to reconstructing the old configuration 

from the new one has also to be calculated. The probability ratios are corrected by introducing the 

ratio between the new and the old configurational weight factors. 

2.5 Force Field 

The force field typically consist of bonded interaction parameters and non-bonded interaction 

parameters. In details, bonded interactions involve with bond stretching, angle bending, and proper 

dihedrals. The bond stretching between two covalent atoms i  and j  is usually represented by a 

harmonic potential: 
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Where 
b

ijk  is the force constant, kJ/(mol·nm2); ijr  and ijb  are, respectively, the bond length and 
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the balanced bond length between atoms i  and j , nm. 

The bond-angle vibration between a triplet of atoms i j k− − can also be described by harmonic 

potential: 
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where ijkk
is the force constant, kJ/(mol·rad2); 

ijk  and 
0

ijk  are the angle and equilibrated angle 

formed by atoms i, j, k in sequence, where atom j is in the middle, and i and k are at the ends, with 

the unit as degree.  

The proper dihedral potential is given as the first four cosine terms of a Fourier series 

 1 2 3 4( ) [1 cos ] [1 cos(2 )] [1 cos(3 )] [1 cos(4 )]d ijklV c c c c    = + + − + + + − , (2-8) 

where 1c , 2c , 3c , and 4c  are constants, kJ/mol;   is the dihedral angle formed by atoms i, j, k, and l.  

The interactions between atoms are modeled as pairwise additive potentials including 

coulomb potentials and Lennard-Jones (LJ) 12-6 potential, 
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Where ijr , ij , and ij , iq  are the separation distance, LJ well depth, and LJ size, the partial 

charge of atom i , respectively. The Lorentz-Berthelot mixing rule [76] is used to calculate 

interactions between atoms with different LJ parameters. 
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2.6 Important parameters for analysis 

2.6.1 Radial Distribution Function 

The radial distribution function (RDF) ( )g r  is used to describe the probability to find an atom 

in a shell dr  at the distance r  of another atom selected as the reference point [77, 78]. The basic 

calculation procedure of RDF can be summarized as follows: 

1). Select one atom as refence point (red point) and divide the system volume into spherical shells 

with a radius of dr  as shown in Figure 2.2; 

2). Count the number of atoms ( )dn r at a distance between r  and r dr+  with respect to the 

reference atom;  

3). Based on the relationship between ( )dn r  and ( )g r , it is easy to get the following equation 
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where N  represents the total number of atoms, V is the system volume, then we can obtain the 

formula of ( )g r according to eq (2-10) 
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Figure 2.2 Space discretization for the calculation of the radial distribution function 
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2.6.2 Potential Mean Force 

Free energy is an important parameter characterizing various chemical or physical processes. 

The change in free energy governs the directionality and extent of binding and unbinding kinetics. 

Potential of mean force (PMF) calculation method has long been used to explore how a system's 

energy changes as a function of some specific reaction coordinate which can be a geometrical 

coordinate or a more general energetic (solvent) coordinate [79, 80].  

Take the canonical ensemble for example, the Helmholtz free energy F is given as 

 ln( )B canF k T Z= −  ,   (2-12) 

where canZ  is the configurational partition function and it can be calculated as  

 B

U

k T

canZ e d
−

=  r ,   (2-13) 

where U  is potential energy of the system, Bk  is Boltzmann constant, and T denotes the 

temperature. If we define a reaction coordinate as x , the probability distribution of the system 

along x  is 
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( ( ))x x − r  will always give a value of zero except when ( )x x= r . The PMF potential ( )W x  can 

be obtained from ( )P x  

 ( ) ln ( )BW x k T P x= − ,   (2-15) 

when sampling over the configurational space, the system prefers to stay in the states with low 

potential energy resulting in poor sampling. As a result, PMF simulations are usually used in 
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conjunction with umbrella sampling, because typically the PMF simulation will fail to adequately 

sample the system space as it proceeds. 

Umbrella sampling method is used to improve sampling of a system where ergodicity is 

hindered by the form of the system's energy landscape, which is first proposed by Torrie and 

Valleau in 1977 [80]. It is one of the most widely used approaches to overcome free energy barriers 

in free energy calculation. In a general umbrella sampling scheme, multiple windows were set with 

initial structures with different reaction coordinate values. A bias potential is applied to each 

window according to a harmonic bias function or an adaptive bias function. The potential energy 

U of a biased system is given as: 

 
bias 0 ( )iU U x= + ,   (2-16) 

where 0U is the potential energy of the unbiased system, ( )i x is the added bias potential at ith 

window. The unbiased distribution of the reaction coordinate can be obtained as: 
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,   (2-17) 

Furthermore, the unbiased probability could be determined by: 

 ( ) ( )exp[ ( )]exp[ ( )]u b

i i i iP x P x x x = − ,   (2-18) 

From the simulation in each window, the biased probability ( )b

iP x  is known, and the free energy 

of the window thus could be induced by: 

 0

1
ln ( ) ( )b

i i iU P x x F


= − − + ,   (2-19) 

where iF  is a constant which could be solved by self-iteration until a convergence is reached [81].  
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Chaper 3 CO2 Adsorption in Partially Water-Saturated Kaolinite 

Nanopores from Molecular Perspectives in Relation to Carbon 

Geological Sequestration 

Abstract  

Continuously growing atmospheric CO2 concentration has caused a series of environmental 

problems. CO2 geological sequestration in depleted gas and oil reservoirs is regarded as a 

promising strategy to mitigate the emission of CO2 thanks to the well-developed nanoscale pore 

structures providing substantial available adsorption spaces. Therefore, the fundamental 

understanding and knowledge about CO2 adsorption in shale nanopores can provide important 

insights into CO2 sequestration in shale formations. In this work, we used molecular dynamic (MD) 

and Grand canonical Monte Carlo (GCMC) simulations to investigate the CO2 adsorption in two 

kinds of kaolinite nanopores with different basal surfaces and evaluate the effects of the connate 

water. In the absence of water, CO2 presents a stronger adsorption ability on gibbsite surfaces 

indicating a higher CO2 sequestration capacity in gibbsite pores. In gibbsite pores, the water tends 

to spread out on the surface forming a thin film that largely screens the CO2 adsorption on the 

kaolinite surface. While CO2 is driven to the middle of the pore, an enrichment of CO2 is observed 

at the water-CO2 interface. Water bridges are observed in siloxane pores due to the significant 

reduction of H-bonding between water and kaolinite surfaces. In mesopores, the shape of water 

clusters gradually turns to be spherical ones as pressure increases suggesting a more CO2-wet 

surface, while the deformation of water in micropores is not obvious because of stronger 

confinement effects. The CO2 distributions are divided into six regions based on the counter map 

density and we found that the highest CO2 density appears in the three-phase contact areas and 
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CO2 has a high tendency to accumulate in two-phase regions. In general, the presence of water 

will result in the reduction of CO2 sequestration in both gibbsite and siloxane pores, while a slight 

enhancement is observed in siloxane mesopores when the pressure is quite low. Overall, the 

connate water has a more detrimental influence on CO2 sequestration in gibbsite pores. Our work 

should provide important insights into CO2 adsorption in kaolinite nanopores and reveal the CO2 

sequestration mechanisms in the presence of connate water. 

3.1 Introduction 

As the major greenhouse gas (GHG), CO2 emission has attracted widespread attention 

worldwide in the recent decade [2, 82, 83]. Atmospheric CO2 concentration has increased 

gradually since the industrial revolution from ~280 ppm [3, 84] to ~420 ppm [4] by 2022, resulting 

in severe greenhouse effects which adversely impact the global climate [85, 86] and natural 

ecosystem [87]. Consequently, it is vital to mitigate CO2 emissions. Carbon capture and storage 

(CCS) [9-11] is widely regarded as a very promising strategy to control CO2 emission, in which 

CO2 is captured and then transported to appropriate storage sites for permanent sequestration [20, 

88]. The depleted shale oil/gas reservoirs [88-90] are one of the primary target storage sites for 

geological CO2 sequestration (GCS) thanks to the well-developed nanoporous structures with 

extremely low permeability [91, 92] in which CO2 has a substantial adsorption capacity. In addition, 

CO2 sequestration in shale reservoirs holds distinct advantages in terms of economic profits thanks 

to the enhanced oil/gas recovery [10, 88, 93] compared to other geological sequestration sites such 

as deep saline aquifers, deep coal seams, and salt caverns [20, 94].  

Shale rocks typically consist of organic and inorganic matters which contain a considerable 

number of nano-scale pores with their sizes ranging from several to hundreds of angstroms [95-

97]. Organic matters mainly refer to kerogen [98], while clay minerals account for most of the 
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inorganic matters. On the other hand, connate water can exist in the shale formations, occupying 

10% to 30% of the total pore volume [28, 29]. As a typical clay mineral in shale media [99, 100], 

kaolinite exhibits two structurally and chemically distinct basal surfaces known as siloxane and 

gibbsite surfaces [31, 101]. The siloxane surface is relatively hydrophobic, while the gibbsite one 

is hydrophilic [32, 101, 102]. The distinct surface properties result in drastically-different 

interfacial phenomena [103], which can significantly affect CO2 adsorption in kaolinite nanopores, 

especially in the presence of water. Therefore, the fundamental understanding and knowledge 

about CO2 adsorption and the moisture effect in different kaolinite nanopores can provide 

important insights into GCS in depleted shale formations. 

Several experimental measurements have been carried out on CO2 adsorption in kaolinite. 

Heller et al. [104] measured CO2 adsorption isotherms at 313 K in illite and kaolinite samples. 

The reported CO2 adsorption isotherm can be described by the Langmuir model, while kaolinite 

has a higher adsorption capacity than illite. Chen et al. [105] evaluated the CO2 adsorption capacity 

in kaolinite using a thermogravimetric analyzer and concluded that kaolinite can be considered a 

potential adsorbent for CO2 capture. Du et al. [106] conducted isothermal adsorption of pure CO2, 

N2, and CH4 in kaolinite clay. They found that the uptakes of these three gases all decrease 

monotonically with temperature, and the order of the adsorption capacity is N2<CH4<CO2. 

Nevertheless, due to the complicated surface properties and pore structures, it is practically 

impossible to distinguish the contributions from two distinct kaolinite surfaces. In addition, while 

the presence of water plays an important role in regulating CO2 adsorption in clay minerals [52, 

106-108], to the best of our knowledge, the effect of moisture on CO2 adsorption in kaolinite has 

been rarely reported from experimental perspectives. 
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On the other hand, molecular simulations can explore CO2 adsorption behaviors from a 

molecular scale, explicitly considering specific mineral surfaces and moisture content [32, 95, 101, 

103, 108]. A number of molecular simulation studies [109-113] have been reported on the CO2-

CH4 competitive adsorption in kaolinite nanopores, finding that CO2 has a much stronger 

adsorption capability than CH4 which is favorable for the enhanced gas recovery. While these 

studies provide some insights into CO2 adsorption in kaolinite, they typically use one kaolinite 

basal surface (either siloxane or gibbsite) and do not systematically elaborate on the effect of 

specific basal surface types. On the other hand, Lainé et al. [114] performed density functional 

theory (DFT) calculations to compare the interaction energy of kaolinite surfaces with pure CO2 

and H2O. They reported that the adsorption energy of water is lower than that of CO2. In addition, 

Xiong et al. [33] and Hao et al. [34] reported that water in partially water-saturated clay nanopores 

can form either thin film on the surfaces or bridge depending on surface properties which can 

greatly influence gas-water coexistence and hydrocarbon transport behaviors. Nevertheless, how 

water structures in partially water-saturated kaolinite pores affect CO2 adsorption remains 

unanswered.    

In this work, we use grand-canonical Monte Carlo (GCMC) and molecular dynamics (MD) 

simulations to investigate CO2 adsorption in partially water-saturated kaolinite slit pores with two 

distinct basal surfaces at 333.15 K. We find that without water, CO2 adsorption layer is stronger 

on gibbsite surface than that on siloxane surface, suggesting that more CO2 can be adsorbed in 

gibbsite kaolinite nanopores. In gibbsite kaolinite nanopores, water is spread over the surface 

thanks to the formation of hydrogen-bonding (H-bonding) between water and surface -OH groups, 

forming thin water films. As a result, while CO2 molecules fill in the middle of the pore, they can 

accumulate at water-CO2 interfaces. On the other hand, in siloxane kaolinite nanopores, thanks to 
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the weaker water-surface interaction, water forms bridges. The highest CO2 density takes place at 

the liquid-gas-solid (water-CO2-kaolinite) contact areas, and it has a strong tendency to accumulate 

at the solid-gas (kaolinite-CO2) and liquid-gas (H2O-CO2) interfaces. Generally, CO2 adsorption 

in both kaolinite nanopores is reduced in the presence of water, while moisture has a more adverse 

impact in gibbsite kaolinite pores. Collectively, our work provides some important insights into 

CO2 adsorption behaviors in partially water-saturated kaolinite nanopores in relation to GCS in 

depleted shale gas/oil formations.  

The rest of this paper is organized as follows. In Section 3.2, we introduce the molecular 

model and force fields. We also present the simulation methods. In Section 3.3, CO2 adsorption in 

partially water-saturated siloxane and gibbsite kaolinite nanopores are analyzed. In Section 3.4, 

the potential implications and key findings are summarized. 

3.2  Molecular Model and Simulations 

3.2.1 Molecular Models 

Kaolinite models are created according to Bish [30] by cleaving along with the (0 0 1) 

plane. Kaolinite is a 1:1 type of aluminosilicate clay consisting of one Al-O octahedral sheet and 

one Si-O tetrahedral sheet with the unit cell formula of Al2Si2O5(OH)4. The unit cell of kaolinite 

has the following lattice parameters as a = 0.51535 nm, b = 0.89419 nm, c = 0.73906 nm, α = 

91.926°, β = 105.046°, and γ = 89.797°. Each kaolinite model is constructed by 12 × 6 × 1 unit 

cell, resulting in a clay patch of ~6.18 nm × 5.65 nm ( xL × yL ) in the x-y dimension with a thickness 

of 0.739 nm in the z-direction. Then, two clay layers are stacked parallelly to build two distinct 

slit-like kaolinite pores (gibbsite and siloxane) with the Al-O or Si-O plane facing each other as 

shown in Figure 3.1. To see whether the number of clay layers has a significant influence on the 

adsorption behaviors, we also test the cases using two-layer clay patches as the kaolinite surfaces 
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and compare with the single-layer model as shown in Figure A.1. We find that CO2 and water 

distributions are generally independent of the number of clay layers. The pore size of kaolinite slit 

pores is defined as the shortest vertical distance between the innermost surface O atoms. It is well-

known that micropores (i.e., pore size less than 2 nm) and mesopores (i.e., pore size between 2 nm 

and 50 nm) [115] dominate in shale formations [96, 109]. Thus, in this work, we design two pore 

sizes (2 nm and 4 nm). To explore the moisture effect on CO2 adsorption, we adopt a water 

concentration of 0.2 g/cm3 (corresponding to 880 and 440 water molecules in mesopores and 

micropores, respectively) which is within the water saturation range in shale reservoirs [116, 117]. 

       

(a)                                                                  (b) 

Figure 3.1 Kaolinite (a) gibbsite; (b) siloxane nanopores with a pore size of 4 nm. Color scheme: 

pink, Al; yellow, Si; purple, O in surface -OH groups; red, other O atoms. 

We use the CLAYFF force field [118] to describe kaolinite which has been widely used to 

study gas adsorption [95, 107, 109, 112] in clay and water-clay interfaces [103, 118, 119]. We use 

the flexible three-point SPC model to simulate water, as CLAYFF is optimized with SPC [118, 

120]. While most simulation works on gas adsorption use the rigid clay model [107-109], 

CLAYFF is a flexible model allowing atoms to move freely, and the -OH group is described by a 
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simple harmonic term. Therefore, in this work, we adopt a flexible kaolinite model by considering 

the stretching potential of surface -OH groups. In addition, to avoid undesirable translation and 

rotation of the clay layer, the middle Al atoms are frozen while all other atoms are allowed to move 

without any restrictions. The rigid TraPPE force field [121] is applied to describe CO2 molecules. 

The combination of TraPPE CO2 and CLAYFF has shown excellent performance in terms of CO2 

adsorption behaviors in various clay nanopores [95, 122]. The Lorentz-Berthelot mixing rules [123] 

are employed to calculate the interactions between non-bonded atoms. The non-bonded 

interactions are represented by pairwise Coulomb potential and Lennard-Jones (LJ) potential 

which are truncated at a distance of 12 Å with the tail correction. The long-range electrostatic 

potential is computed using the PPPM methods [124] with a precision value of 10-4. Three-

dimensional (3-D) periodic boundary conditions are applied in all the simulations. To avoid the 

influence of the periodic images in the z-direction, a vacuum space is placed with a length much 

larger than xL  or 
yL .  

3.2.2 Simulation Details 

Two distinct simulation scenarios are designed in this work: Scenario I represents CO2 

adsorption in kaolinite nanopores without water; Scenario II represents CO2 adsorption in 

kaolinite nanopores with pre-adsorbed water. Scenario I is conducted with the GCMC simulation 

using MCCCS Towhee software [125]. The chemical potentials of CO2 under various pressure 

conditions are obtained by Widom’s insertion method [126] based on the bulk CO2 phase in the 

NVT ensemble. During GCMC simulations, insertion/deletion, rotation, and translation are 

implemented for CO2, while for kaolinite only translational moves are applied except for Al atoms 

which remain fixed all the time. 20000 MC cycles per CO2 molecule are carried out to achieve 

equilibrium and 50000 MC cycles are conducted for sampling. In Scenario II, due to the low 
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acceptance ratio of MC moves for water [127, 128], water molecules are first randomly placed in 

kaolinite nanopores which are equilibrated by a subsequent 20-ns MD simulation in the NVT 

ensemble (performed in GROMACS software (version 2019.6) [129]) to obtain the initial water 

configurations. Then, GCMC simulations are conducted with the same MC moves for CO2 and 

kaolinite as adopted in Scenario I. On the other hand, we only apply transitional and rotational 

moves to water molecules as in the previous works [108, 130]. In other words, we assume that 

water molecules are not displaced out of kaolinite nanopores during CO2 adsorption. 50,000 MC 

cycles per fluid molecule are carried out for each pressure condition with the last 10,000 MC cycles 

used to obtain the average number of CO2 molecules, 
2

ave

CON . Then, we perform 20-ns MD 

simulations for water-CO2 mixtures in the NVT ensemble with the number of CO2 molecules as 

2

ave

CON  to achieve equilibrium followed by 40-ns production runs for data analysis. The temperature 

in MD simulations is controlled by using the Nośe−Hoover thermostat algorithm [131], which is 

set as 333.15 K for all the simulations. All snapshots are visualized by visual molecular dynamics 

(VMD) software [132]. 

3.3  Results and discussion 

In this section, we first analyze CO2 density distributions in two different kaolinite 

nanopores in the absence of water (Scenario I). Then, CO2 adsorption behaviors in partially water-

saturated kaolinite nanopores are presented (Scenario II). 

3.3.1 Scenario I: CO2 Adsorption in Kaolinite Nanopores without Water 

The CO2 density profiles along the z-direction without water in gibbsite and siloxane 

kaolinite mesopores (4 nm) under different pressure conditions are presented in Figure 3.2. While 

CO2 can form strong adsorption layers in both pores, the peaks of the first adsorption layer in 

gibbsite pores are more prominent than those in siloxane pores. The differences are more 
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pronounced at low pressures. Similar results are also observed in micropores as shown in Figure 

A.2. In addition, we also compare the results to those from the rigid clay models in which all 

kaolinite atoms are kept frozen as shown in Figure A.3. In siloxane kaolinite nanopores, the CO2 

density profiles from flexible and rigid models are comparable, while the rigid model 

underestimates the CO2 adsorption layer in gibbsite kaolinite nanopores. As discussed in Section 

2.2, the CLAYFF force field is developed as a flexible model [118], which can reflect a more 

realistic clay surface. Our study indicates that the flexible and rigid models might result in different 

gas adsorption behaviors for certain cases. 

     

(a)                                                                   (b) 

Figure 3.2 CO2 density profiles in (a) gibbsite; (b) siloxane kaolinite mesopores under different 

pressure conditions and 333.15 K. 

3.3.2 Scenario II: CO2 Adsorption in Kaolinite Nanopores with Water 

3.3.2.1 Gibbsite Kaolinite Nanopores 

In Figure 3.3, we present the schematic representations of CO2 and water molecular 

configurations in gibbsite kaolinite mesopores and micropores at 5 MPa and 333.15 K. Water tends 

to spread over the gibbsite surfaces to form water films due to strong H-bonding interaction with 

surface -OH groups [133], which is in line with the previous simulation findings [108, 130]. In 
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mesopores, water molecules completely occupy the surface region, while some areas remain 

exposed to CO2 in micropores. It is probably because there are more water molecules in mesopores 

than in micropores with the same cross-sectional surface areas ( xL ×
yL ). CO2 and water molecules 

have similar distributions at higher pressures as depicted in Figure A.4 and Figure A.5. To better 

understand CO2 and water distributions, we present their density profiles along the z-direction in 

gibbsite kaolinite nanopores in Figure 3.4. In mesopores, water dominates the surface region 

repelling CO2 from the surface to the middle of the pores which corresponds to the complete 

coverage of water films shown in Figure 3.3(c). On the other hand, CO2 molecules accumulate at 

the water-CO2 interface thanks to strong water-CO2 interaction, which is in line with the previous 

studies [108, 134, 135]. In micropores, as water cannot fully cover the entire surface, CO2 can 

adsorb on the surfaces where there is no water film as shown in Figure 3.3(d).  

           

(a)                                                                (b) 
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(c)                                                                    (d)  

Figure 3.3 Schematic representations of CO2 and water molecular configurations in gibbsite 

kaolinite (a) mesopores; (b) micropores at 5 MPa and 333.15 K from the y-z plane view. Water 

distribution pattern on gibbsite surfaces from the x-y plane view in (c) mesopores; (d) micropores. 

For a better view, water molecules are presented in a quick-surf mode in VMD. 

             

Figure 3.4 CO2 and water density profile in gibbsite kaolinite (a) mesopores; (b) micropores under 

different pressure conditions and 333.15 K with a water concentration of 0.2 g/cm3. 

3.3.2.2 Siloxane Kaolinite Nanopores 

The schematic representations of CO2 and water molecular configurations in siloxane 

kaolinite mesopores and micropores at 5 MPa and 333.15 K are shown in Figure 3.5. In contrast 

to Figure 3.3, water and CO2 molecules exhibit drastically different configurations in siloxane 
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kaolinite nanopores. Water film is no longer observed in siloxane nanopores, while water bridges 

form instead. The water bridges have a cylindrical symmetry according to the y-z and x-y plane 

views. The formation of water bridges is also reported in the previous works [33, 34], while they 

argued that it is due to the electric field induced by different clay surface properties. We also 

calculated the electric field inside the siloxane nanopores (see Figure A.6) with the method used in 

Xiong’s work [33] (see details in A1). It shows that the effective electric field zone (> 1V/nm) [33] 

only influences the water within 0.6nm of the surface while it is negligible in the middle of pores, 

which indicates that the directional-dependence water structure is not related to the electrical field. 

The distinct wettability properties of siloxane and gibbsite surfaces [32] might be one possible 

reason accounting for the different hydration states.  It has been reported that gibbsite surfaces are 

quite hydrophilic with a water contact angle (CA) of less than 10° while the siloxane surfaces 

present strongly CO2-wetting characteristics (water CA>140°) [32]. As a result, the water has a 

high tendency to spread over the gibbsite surfaces and form water films. While in siloxane 

nanopores, because the water is initially randomly distributed inside the pores, the water 

spontaneously assembles into spherical ones on both top and bottom surfaces to minimize the 

contact area with surfaces. During this process, the water droplets will encounter each other on 

both sides and are connected to form the unique water bridge structures. Once the water bridges 

are formed, it is difficult to transform into other conformations due to free energy barriers. The 

detailed discussion of local energy minimum for water bridges and energy barrier required from 

water bridge to an intermediate state is provided in A2. Furthermore, we also tried another initial 

configuration by placing water on one side of the nanopores and finally the water clusters evolve 

into the shape of semi-cylinder as shown in Figure A. 7. However, this work mainly targets on the 
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water bridge structure and the initial configuration effects on water structure will be discussed in 

future work. 

Additionally, we found that the shape of water clusters gradually transforms from the 

cylinder (at 5 MPa in Figure 3.5(a)) into the sphere frustum as pressure increases (see Figure A.8) 

indicating that kaolinite surfaces become more CO2 wet. The dependence of surface wettability on 

CO2 pressure is also reported by Zhou et al. [136] and Pan et al.[137]. On the other hand, the 

deformation of water bridges is not obvious in micropores (see Figure A.9). It is probably because 

the water in micropores has a stronger interaction with the kaolinite surface due to stronger 

confinement effects [138-140] which are in accordance with the higher H-bonding numbers in 

micropores (see Table 3.1). In this work, the hydrogen bonds are identified using a geometrical 

criterion, according to which a hydrogen bond is determined if r O⋯H< 3.5 Å and ∠O⋯O−H ≤ 30° 

[133]. 

     

(a)                                                               (b) 
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(c)                                                                  (d) 

Figure 3.5 Schematic representations of CO2 and water molecular configurations in siloxane 

kaolinite (a) mesopores; (b) micropores at 5 MPa and 333.15 K from the y-z plane view. Water 

distribution pattern on siloxane surfaces from the x-y plane view in (c) mesopores; (d) micropores. 

For a better view, water molecules are presented in a quick-surf mode in VMD. 

Table 3.1 H-bonding number between water and kaolinite surfaces under various pressure 

conditions and 333.15 K. 

H-bonding Number 5 MPa 10 MPa 15 MPa 20 MPa 

Siloxane Mesopore 12.3 11.6 9.2 8.6 

Siloxane Micropore 18.3 16.1 14.8 14.9 

 

Thanks to the cylindrical symmetry of water bridges, we present the two-dimensional (2D) 

density contour plots of CO2 and water using the cylindrical coordinates in Figure 3.6. CO2 

distributions in the middle of pores and the near-surface regions (highlighted by red dotted line) 

can be divided into six different zones as shown in Figure 3.6(a): Zone I (liquid phase), Zone II 

(liquid-gas contact area), Zone III (gas phase), Zone IV (liquid-solid contact area), Zone V (liquid-

solid-gas contact area), and Zone VI (solid-gas contact area). The one-dimensional (1D) density 

profiles of CO2 and water along the radius of the cylinder in the middle of pores (1.75 2.25z 
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nm) and the near-surface regions ( 0.2 0.4z  nm) at different pressure conditions are plotted in 

Figure 3.7. CO2 density in Zone I is negligible as its solubility in water is small, while the highest 

CO2 density value appears in Zone V. CO2 has a strong adsorption layer in Zone VI with its density 

value higher than that in Zone II. The peak density values in Zone II and Zone VI are higher than 

the CO2 bulk density (Zone III). Due to the competitive adsorption of water, the CO2 density in 

Zone IV is lower than its bulk value (Zone III). As pressure increases, the CO2 peak value 

difference between Zone II and Zone III, Zone V as well as Zone VI becomes less significant, 

which is in line with the previous observations [103, 136, 141]. In addition, the profile of the water 

droplet front (dashed black line) at the CO2-water interface (see Figure 3.6) gradually turns to be a 

more spherical one when pressure increases from 5 MPa to 20 MPa, which is in line with the shift 

of water density profiles to the right side shown in Figure 3.7(a). Here, the water front is defined 

as the position where the water density equals to 90% of the bulk water in Zone I.  

To quantitatively illustrate the shape deformation, we calculate the shape factor /s mR R =

which is defined as the ratio between the radius of cross section for the water clusters close to 

surface ( sR ) and in the middle of the pore ( mR ) as listed in Table A.1. If   equals to 1, the water 

clusters can be regarded to have a cylinder geometry and a larger   value indicates the 

transformation of water front to the spherical ones. We find that   in siloxane mesopores at 5 MPa 

is close to 1 indicating a roughly cylindrical geometry of water clusters while a more spherical 

front is observed at higher pressures. While similar phenomena are observed in micropores, the 

shape alteration of the CO2-water interface is not obvious as shown in Figure A.10 and Table A.1. 

Therefore, compared with the results in Figure 3.7(a), water distribution only presents a minor shift 

to the right side in Figure A.11(a). 
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While Zhou et al. [74] argued that the CO2 dissolution in water can account for up to 20% of 

total CO2 adsorption amount in kerogen nanopores, our results show that the contribution of 

dissolved CO2 in Zone I and IV is less than 2%. The differences can be mainly attributed to the 

different water contents and distribution patterns. They placed 0.451 g/cm3 of water (0.2 g/cm3 in 

our work) in kerogen pores which results in more dissolved CO2 and water occupies more available 

pore spaces. In addition, the primary contribution of dissolved CO2 in Zhou et al. [74] is from the 

water-solid surface region. In their work, the water clusters extend infinitely along one direction 

creating a broad water-solid surface. However, water bridges form in this work with limited 

contacting areas between water and kaolinite surfaces.  
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Figure 3.6. 2D density contour plots for CO2 and H2O using the cylindrical coordinate with the 

cylinder generatrix crossing the mass center of water clusters in kaolinite siloxane mesopores at 

different pressure conditions and 333.15 K. The black dashed lines represent the contour line with 

the water density equals to 90% of the bulk water. sR  and mR  denote the radius of cross section 

for the surface and middle part of the water clusters.   
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(a)                                                         (b) 

Figure 3.7 1D density profile of CO2 and water along the radius of cylinder in (a) the middle of 

pores; (b) the near-surface regions of siloxane mesopores at different pressure conditions and 

333.15 K. 

3.4  Implications for CO2 storage  

In the above sections, we elucidated CO2 adsorption behaviors in different kaolinite 

nanopores. To provide a better insight into CO2 sequestration, we presented the average densities 

of CO2 in Figure 3.8 which are defined as  

 
x y A

N M

L L w N


 
=

  
,   (3-1) 

where N   is the ensemble-averaged number of CO2, M is the molecular weight of CO2, xL

and 
yL represents the length of box size in x and y direction, respectively, w is the pore height, 

and AN is the Avogadro constant. 

         

(a)                                                                      (b) 

Figure 3.8. Average density of CO2 in kaolinite (a) mesopores and (b) micropores under various 

conditions. 
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In the absence of water, more CO2 can be sequestrated in gibbsite nanopores (the blue line is 

over the red line) due to stronger surface adsorption which is already discussed in Section 3.3.1. 

The CO2 storage amount difference in these two pores becomes smaller as pressure and pore size 

increase because the surface adsorption effect is weakened at high pressures and large pores. In 

mesopores, the existence of water leads to a higher CO2 sequestration amount in siloxane pores 

than that in gibbsite pores (red dotted line is over the blue dotted line), while in micro-pores more 

CO2 can be stored in gibbsite pores (blue dotted line is over the red dotted line). 

To quantitively compare the moisture influences on the CO2 sequestration in different 

kaolinite nanopores, the storage reduction efficiency   is plotted in Figure 3.9 which is given as 

follows  
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i
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0
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 = =

=

  −  
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,   (3-2) 

i

0.2

P

cwN =   and i

0

P

cwN =   represent ensemble-averaged CO2 number in nanopores when the water 

concentration is 0.2 g/cm3 and 0 g/cm3 at different pressure conditions. The negative values mean 

that the CO2 sequestrations are reduced while the positive ones indicate the enhancement of CO2 
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Figure 3.9 The CO2 storage reduction efficiency in kaolinite (a) mesopores and (b) micropores 

under various pressure conditions. 

In gibbsite mesopores with water, CO2 sequestration is reduced in the presence of water. The 

suppression is alleviated when pressure increases and finally tends to be leveling off. The reason 

is that water form films on the whole kaolinite surface mainly influencing the surface adsorption 

of CO2 which contributes less to the total CO2 storage amount when the pressure increases. In 

micropores, the influence of water on CO2 sequestration is comparable to each other for different 

pressure conditions. The partial depletion of surface CO2 and the second adsorption layer in Figure 

3.4(b) might be responsible for the pressure-independent CO2 storage reduction. Different from 

gibbsite pores, CO2 sequestration reduction is more significant at higher pressures in siloxane 

pores. As we have mentioned in Figure 3.7, the CO2 can form an adsorption layer in the gas-liquid 

interface and three-phase contact areas resulting in the surface excess of CO2 which can 

compensate for the CO2 sequestration loss arising from the reduction of available pore space due 

to water occupation. The increase of pressure leads to the reduction of surface excess of CO2, thus 

the compensation effects become weaker at high pressures leading to more significant 

sequestration reduction. Interestingly, when the pressure is low (5MPa), the CO2 sequestration is 

even slightly enhanced in gibbsite mesopores. The influence of pre-adsorbed water on the 

adsorption of CO2 involves a competition between the effect of excluded volume by water and the 

H2O-CO2 interactions. At low pressure, the excluded volume effect is not marked thanks to low 

CO2 density. As a result, the CO2 adsorption is enhanced by the surface accumulation of CO2 in 

Zone II and Zone V (see Figure 3.7) which is over the CO2 storage loss. A similar phenomenon is 

also reported in previous simulation work when they studied the CO2 adsorption in the presence 
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of water in single-walled carbon nanotubes [142]. Overall, the connate water has a more 

detrimental influence on CO2 sequestration in gibbsite pores. 

3.5 Summary 

In this work, we used MD and GCMC simulations to explore CO2 adsorption behaviors in 

dry and partially water-saturated kaolinite nanopores with two distinct basal surfaces. In the 

absence of water, a stronger CO2 adsorption layer is observed on gibbsite surfaces which means 

that more CO2 can be sequestrated in gibbsite pores. In gibbsite pores, water prefers to form a thin 

film covering the surfaces due to strong H-bonding interaction between water and surface -OH 

groups and drive CO2 to the middle of pores. While CO2 is depleted from the pore surfaces, it 

tends to accumulate at the water-CO2 interface. Unlike the gibbsite pores, water bridges take place 

in siloxane pores thanks to the initial water configurations and local energy minimum. In 

mesopores, the water droplets gradually transform into spherical ones as pressure increases, 

indicating that the surfaces become more CO2-wet. On the other hand, such phenomena are not 

pronounced in micropores because of stronger confinement effects. Based on the 2D density 

contour plots, the CO2 distributions can be divided into six different zones. The highest CO2 

density is at the three-phase contact areas. Meanwhile, CO2 presents a stronger tendency to 

accumulate in the solid-gas contact areas than the liquid-gas contact areas. While the presence of 

water reduces CO2 adsorption in kaolinite pores, a slight enhancement is observed in siloxane 

mesopores when pressure is low thanks to CO2 adsorption in Zone II and Zone V. Generally, water 

demonstrates more detrimental effects on CO2 adsorption in gibbsite pores. 

However, in this work, we do not consider the salt effect on the CO2 sequestration. The 

formation water usually contains various ions (e.g., Na+, Ca2+, CL-, etc.) with the salinity up to 35 

wt% [143] and the salt concentration is believed to have significant influences on CO2 
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sequestration in shale nanopores [74]. In addition, we only consider one possible water content in 

shale reservoirs while the water configurations depend on their concentrations [33] which would 

accordingly affect the subsequent CO2 adsorption. Therefore, it is worthwhile to investigate the 

effects of water and salt concentration on CO2 sequestration in future. 
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Chaper 4 Recovery Mechanisms of Hydrocarbon Mixtures in 

Organic and Inorganic Nanopores During Pressure Drawdown 

and CO2 Injection from Molecular Perspectives 

Abstract 

Competitive sorption of hydrocarbon mixtures (C1-C2-C3) as well as CO2 in shale nanopores 

is of critical importance to CO2 enhanced shale gas recovery. While experiments can measure 

mixtures sorption from macroscopic perspective, the underlying mechanisms at nanoscale is still 

ambiguous. In this work, we use Grand Canonical Monte Carlo (GCMC) simulations to study 

competitive sorption of C1-C2-C3 and C1-C2-C3-CO2 mixtures in organic and inorganic pores at 

reservoir conditions. The dependences of competitive sorption behavior on rock property, pore 

size, and fluid composition are explicitly examined. We find that while C1 in the adsorption layer 

can be readily recovered during pressure drawdown, C2 and C3 are trapped in pores, especially in 

organic micropores. Injected CO2 can effectively recover each component in the adsorption layer 

in organic pores, while in inorganic pores, the adsorption layer is dominated by CO2 molecules, 

displacing all hydrocarbon components. CO2 injection is an effective method to displace the 

heavier hydrocarbons. While pressure drawdown is more effective in inorganic pores, CO2 

injection performs better in organic pores. Our study should provide fundamental understanding 

about the recovery mechanisms of shale gas mixtures in various rocks and sheds light on the 

efficiency of CO2 enhanced recovery in shale gas reservoirs. 

4.1 Introduction 

Nowadays, shale gas plays an important role in meeting the growing global energy demand 

[37, 144-146]. Unlike conventional reservoirs, small pores with sizes in the range of a few 
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nanometers to tens of micrometers are widely distributed in shale [22, 41, 147]. Fluid-surface 

interaction is significant in nanopores, resulting in strong surface adsorption and adsorbed gas may 

contribute up to 85% of total gas content [37, 144, 148]. Comparing to the conventional reservoirs, 

shale has heterogeneous rock compositions consisting of organic and inorganic matters [26, 41-

46]. Organic matter is mainly composed of kerogen, which provides a significant contribution to 

gas sorption in shale [42, 47-50]. Inorganic matters, such as clay minerals (i.e., illite, 

montmorillonite, and kaolinite, etc.), can contain extensive amount of nanoscale pores and also 

greatly contribute to the gas-in-place (GIP) in shale [48, 51-53]. In addition to pressure drawdown, 

gas displacement by CO2 injection can enhance gas recovery and, in the meantime, sequestrate the 

green-house-gas (GHG) into underground [149-152]. Recently, CO2 huff-n-puff has gained 

extensive attention from engineers and scientists [39, 40, 153-156]. The huff-n-puff process is 

generally operated by three different stages: huff (CO2 injection), soaking, and puff (pressure 

drawdown). Therefore, understanding the competitive sorption between hydrocarbons and CO2 

may provide key insights into the gas recovery mechanism during CO2 huff-n-puff process.  

In the past few decades, there have been a large number of works on the competitive sorption 

between C1 and CO2, mostly indicating that CO2 is preferentially sorbed over C1 in shale [157-

164]. However, some shale formations [26, 54, 165] contain extensive amount of heavier alkanes, 

such as C2 and C3 [26]. As a result, understanding the sorption characteristics of C1-C2-C3 mixtures 

in organic and inorganic nanopores is crucial for the accurate estimation of GIP and provide 

important insights into shale gas production. There have been several experimental measurements 

on hydrocarbon mixture competitive sorption in various adsorbents [166-169]. Reich et al. [166] 

studied C1-C2 binary mixture sorption in active carbons at 212-301 K and pressure up to 35 atm. 

Cheng et al. [167] studied the selective sorption of hydrocarbon gas mixtures in various clays, 



43 

 

activated carbon, coal and shale at temperatures of 299 and 353 K and pressure up to 3 atm, 

revealing a strong preferential sorption of heavier alkanes over C1. Li et al. [168] measured C1-C2 

sorption isotherms in shale at temperature from 313 to 373 K and pressure up to 160 bar. They 

found that C2 exhibits preferential sorption over C1. While these measurements provided important 

insights into hydrocarbon mixture sorption in organic and inorganic matters, the studies on these 

mixtures and CO2 competitive sorption are rarely reported. In addition, experimental measurement 

cannot provide underlying mechanisms of hydrocarbon mixtures and CO2 competitive sorption in 

various rocks from molecular perspectives, which play critical roles in nanoscale pores.  

In this endeavor, molecular simulations and statistical mechanics based theoretical 

calculations become a viable and powerful option [39, 71, 170-177]. Pitakbunkate et al. [172] 

performed molecular dynamics (MD) and grand canonical Monte Carlo (GCMC) simulations to 

study C1-C2 mixture sorption in graphite nanopores. They reported that during pressure drawdown, 

the lighter components are released from the nanopores, while the heavier components are retained. 

Wang and Jin [176] used an engineering density functional theory (DFT) to study the competitive 

sorption C1-C2-C3-nC4 quaternary mixtures in graphite nanopores. They found that as pressure 

declines, while C1 and C2 can be released from the nanopores, large portion of C3 and nC4 may be 

trapped. Similar results are also suggested by Akkutlu and his coworkers [173, 177]. In addition, 

Sharma et al. [71] and Wang et al. [39] performed GCMC simulations to study the sorption 

behavior of C1-C2 mixtures in montmorillonite nanopores. They reported the C1 and C2 sorption 

isotherms as well as selectivity. Jin [24] et al. investigated nC4-CO2 mixture sorption in graphite 

slit-pores by GCMC simulations, suggesting that CO2 injection may assist recovering nC4 only at 

high pressures. Baek [178] et al. reported the stripping effect of CO2 on capillary-condensed 

hydrocarbons containing C1-C5 in organic pores. They concluded that CO2 can recover heavier 
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alkanes, once its mole fraction in bulk mixtures reaches 50%. Le et al. [179] conducted MD 

simulations to study the nC4-CO2 binary mixtures confined within slit-shaped silica and observed 

preferential CO2 adsorption to the pore walls. To our best knowledge, while much attention has 

been paid to C1 and its competitive adsorption with CO2 in clay minerals [73, 108, 122, 180-183], 

competitive sorption between hydrocarbon mixtures and CO2 remain largely unexplored. To some 

extent, these previous studies can implicate the efficiency of CO2 injection, but fails to reflect the 

shale gas recovery process with CO2 huff-n-puff. Recently, Zhou et al. [25] simulated the recovery 

of C1 by CO2 huff-and-puff from kerogen and compare the mechanisms of pressure drawdown and 

CO2 injection processes on shale gas recovery. Nevertheless, such method has not been applied to 

study hydrocarbon mixture recovery in inorganic and organic matters. 

In this work, we use GCMC simulations to systematically investigate hydrocarbon mixtures 

(C1-C2-C3) production from organic and inorganic nanopores with different pore sizes during 

pressure drawdown and CO2 injection at 333.15 K and pressure from 50 to 10 MPa. Scanning 

electron microscope (SEM) images of shale samples suggest widely distributed slit-shaped pores 

in shale [184-186]. Therefore, we use carbon slit nanopores [187] to study sorption characteristics 

in organic matter as in previous studies [24, 171, 173, 188-190]. Given that illite is one of the most 

common clay minerals in shale [26, 43, 46, 52], a full atomistic slit-shaped illite model [191] is 

used to study sorption in inorganic nanopores [122, 180, 181, 183]. The hydrocarbon molecules 

are simulated by united atom models and the three-site CO2 is modeled by explicitly considering 

the short-range van der Waals and long-range electrostatic interactions. By incorporating these 

features, our simulations focus on a molecular-level understanding of competitive sorption 

between CO2 and hydrocarbon mixtures in various nanopores and the recovery mechanisms.  
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The remainder of this paper is organized as follows. In Section 4.2, we introduce the 

simulation systems and procedures. In Section 4.3, we investigate the recovery characteristics and 

mechanism of each hydrocarbon component during pressure drawdown and CO2 injection by 

considering different pore sizes and types. In Section 4.4, we discuss the potential implications for 

shale gas recovery. Finally, conclusions are drawn in Section 4.5. 

4.2 Models and method 

4.2.1 Molecular Model 

In this work, we use the implicit 10-4-3 Steele potentials [187] to describe the fluid-wall 

interaction along the z-direction which is perpendicular to the surfaces for carbon slit nanopores, 
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where 3114 nmw
−= , 0.335 nm = , wf w f  = , with 28 Kw = , ( ) / 2wf w f  = + , with 

0.3345 nmw =  

We use fixed solid surfaces of illite which is a 2:1 clay mineral with the unit cell formula 

Si2AlO5(OH) and the coordinate of each atom is from the X-ray diffraction of Pyrophyllite-1Tc 

powder [191, 192]. The parameters of unit cell are 0.51602a =  nm, 0.89663b =  nm, 

0.93476c =  nm, 91.184 = , 100.464 =  and 89.752 =  [193]. The simulation cell consists 

of two clay sheets and each sheet contains 32-unit cells by replicating unit cell by 8 × 4 × 1. Owing 

to the isomorphic substitution in natural illite, one Si4+ is substituted by Al3+ every 8 Si4+ in the 

tetrahedral sheet so that the clay sheet has a negative charge. The negative charges are compensated 

by the interlayer K+ ions [122, 180, 181], forming a unit cell with chemical formula as 

K(Si7Al)Al4O20(OH)4. The pore size W  is defined as the distance between the center of mass of 
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oxygen atoms in silicon tetrahedron of the two sheets. The interactions among atoms in K-illite 

are described by CLAYFF [118], with potassium cations being mobile in the clay nanopores. 

Atomic structures of K-Illite with two sheets are shown in Figure 4.1.  

 

Figure 4.1 Schematic diagram of a K-Illite nanopore with pore size as 5 nm. Color scheme: yellow, 

Si; green, Al; red, O; white, H; blue, K. 

For hydrocarbon and CO2 molecules, we use the TraPPE force field [121, 194] to describe 

the non-bonded interactions based on pairwise-additive Lennard Jones (LJ) 12-6 potentials,  
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where ijr , ij , and ij  are the separation distance, LJ well depth, and LJ size, respectively. The 

cross interactions between the unlike atoms i  and j , are computed using the standard Lorentz-

Berthelot combining rules [76]. For TraPPE force field, C1 molecule is modeled as single site atom. 

The longer alkanes are regarded as united atoms whose bond length and angle are fixed as 1.54 Å 

and 114°, respectively. The CO2 molecule is treated as a rigid and linear structure with a fixed 
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bond length of 1.16 Å and angle of 180°. The Coulomb potentials are used to compute the 

interactions of clay-CO2 and CO2-CO2,   
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in which iq  is the partial charge of the site. All the LJ parameters and partial charge are listed in 

Table B.1. The short-range LJ interactions are all truncated at a distance of 1.2 nm. A rectangular 

box with the dimension of 4x yL L= =  nm in x- and y-directions for organic pores, while illite has 

box length of 4.128xL =  nm and 3.584yL =  nm along x- and y-directions, respectively. We use 

the three-dimensional Ewald summation (EW3D) to account for the long-range electrostatic 

interactions and slab geometry [195]. For a slab geometry system, the conventional Ewald 

summation method cannot be applied directly, since there is no periodicity in the one of three 

dimensions which is perpendicular to the surface. A commonly used approach is to create a 

sufficiently large empty space along the direction vertical to the surface by elongating the 

simulation cell [196, 197]. Spohr et al. [198] suggested that results for EW3D converge to the two-

dimensional Ewald summation (EW2D), when the empty distance is large enough. As a result, to 

avoid the influence from the periodic images in the z-direction, an empty space was placed in the 

simulation cell with a length much larger than xL  or yL  in this work. 

4.2.2 Simulation details 

The competitive sorption of hydrocarbon mixtures and CO2 are performed in the grand 

canonical ( VT ) ensemble with MCCCS Towhee [125]. Fluids in the pores are in a chemical 

equilibrium with those in an external bulk reservoir for given temperature and pressure which 

denotes that of bulk [164]. The snapshots are presented by Visual Molecular Dynamics (VMD) 

[199] in CPK model and the size of each atoms in the snapshots is smaller than its real LJ sizes. 
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According to actual shale gas reservoir conditions [26, 54, 165], we use a bulk mole ratio of 

80:15:5 for C1-C2-C3 mixtures at the initial reservoir pressure 0 50P =  MPa, which is a typical 

pressure for most shale gas formation. To investigate the pore size effect, we use 2W =  and 5 nm 

to represent the micropore and mesopore, respectively. 

The recovery of hydrocarbon mixtures can be separated into two different mechanisms: 

pressure drawdown and CO2 injection [164]. The simplified recovery process consists of pressure 

drawdown and CO2 injections as illustrated in Figure 4.20. Firstly, to initiate the gas production by 

the primary pressure drawdown, we lower the bulk pressure from 0P  to 1 15P =  MPa, assuming 

that the fluids in nanopores are in chemical equilibrium with an infinite bulk volume of 

hydrocarbon mixtures. Subsequently, CO2 is introduced into the bulk volume until its bulk mole 

fraction reaches 50%. The equilibrium pressure after CO2 injection are calculated by Peng-

Robinson equation of state (PR-EOS) [200]. During this process (huff), we assume a constant 

volume of the bulk reservoir (fractures). Therefore, the density of each hydrocarbon component in 

the bulk phase of C1-C2-C3-CO2 mixtures at an elevated pressure 2 28.7P =  MPa is the same as 

that in C1-C2-C3 mixtures at 1P . After the system reaches equilibrium, a pressure drawdown 

process (puff) is applied, starting from 2P  to 3 10P =  MPa, while the bulk composition remains 

unchanged. 
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(b) Inorganic Pores 

 

Figure 4.2 Schematic representation of shale gas recovery process in organic (top) and inorganic 

(bottom) pores. 

During MC simulation, K-Illite structure is kept fixed. Transitional move is applied to C1 

molecules and a C1 molecule is randomly removed from or inserted into the simulation box at 

equal probability, depending on the C1 chemical potential in the bulk volume. For simulations of 

CO2 and heavier alkanes, in addition to the MC moves mentioned above, a rotational move is 

applied and we employ a biased MC algorithm to insert/remove these molecules [201, 202]. As 

for potassium ions, we only perform random displacement move. The simulation consists of 0.15 

million MC cycles per adsorbate molecule for equilibrium and 0.5 million MC cycles per adsorbate 

molecule for sampling the density profiles. 

The chemical potentials are obtained by the Widom’s insertion method [126] using Monte 

Carlo simulations with NVT ensemble in bulk phase. The bulk densities of mixtures at given 

pressure and temperature are calculated from the PR-EOS [200]. All simulations are performed at 

system temperature of 333.15T =  K. We should note that the pressure in the simulations 

represents that of the external bulk reservoir, which is in chemical equilibrium with the nanopores. 
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4.3 Results and Discussion 

4.3.1 Primary production with pressure drawdown from P0 to P1 

4.3.1.1 Organic pores 

The snapshots of C1-C2-C3 mixtures in carbon slit nanopores at 0P  and 1P  are depicted in 

Figure 4.3. In the micropores and mesopores, as pressure declines, the amount of C1 molecules 

(yellow) decreases both in the surface adsorption layer and the middle of the pore. For C2 (cyan) 

there is no obvious change in the proximity of the surface. However, the propane distribution 

change (purple) is opposite to C1, showing an enrichment near the surface at a lower pressure. 

                                  

(a) Organic Mesopores, P0                                      (b) Organic Mesopores, P1 

                        

 (c) Organic Micropores, P0                                     (d) Organic Micropores, P1 

 
C1 C2 C3 
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Figure 4.3 Snapshots of C1-C2-C3 mixtures at 333.15 K in organic (a) mesopores at P0; (b) 

mesopores at P1; (c) micropores at P0; (d) micropores at P1. 

In order to further investigate desorption behavior of each component in organic nanopores, 

the hydrocarbon density distributions in micropores and mesopores at 0P  and 1P  are shown in 

Figure 4.4. Each hydrocarbon component forms surface adsorption due to strong fluid-surface 

interaction. The density in the middle of mesopores approaches the bulk, while that of micropores 

do not converge to the bulk, indicating that there is no free gas region. In mesopores, for C1, the 

peak of the first adsorption layer drops as pressure decreases, while there is a negligible change 

for C2. Nevertheless, C3 surface adsorption increases during pressure drawdown, which indicates 

that in the primary production, as pressure drops, it is the lighter components that are more easily 

produced, while the heavier components may tend to be trapped within the nanopores. This is 

because at a lower pressure, the competition from lighter molecules become weaker, so the heavier 

one is more readily adsorbed on the pore surfaces. Similar behavior has been reported in the study 

of adsorption of hydrocarbon mixtures in zeolites [203] and graphene nanopores [175, 188]. The 

changes of density profiles follow similar trends in micropores.  
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Figure 4.4 Density profile of (a) C1; (b) C2; (c) C3 in organic mesopores and (d) C1; (e) C2; (f) C3 

in organic micropores at 333.15 K, respectively. 

4.3.1.2 Inorganic pores 

The snapshots of C1-C2-C3 mixtures in K-illite at 0P  and 1P  in mesopores and micropores are 

shown in Figure 4.50. The potassium cations align close to the clay surfaces which have negative 

charges, due to the strong electrostatic interactions, as in previous studies [122, 180, 181]. Similar 

to organic pores, the number of C1 molecules decreases dramatically as pressure drops. However, 

comparing with organic pore, there is no apparent accumulation near the surface for C3. 

                          

(a) Inorganic Mesopores, P0                              (b) Inorganic Mesopores, P1 



53 

 

 

 

 

 

 

 

 

(c) Inorganic Micropores, P0                            (d) Inorganic Micropores, P1 

 
Figure 4.5 Snapshots of C1-C2-C3 mixtures at 333.15 K in inorganic (a) mesopores at P0; (b) 

mesopores at P1; (c) micropores at P0; (d) micropores at P1. 

In Figure 4.6 we show the density distributions of each hydrocarbon component 0P  and 1P  in 

inorganic mesopores and micropores. Similar to the organic pores, each specie coexists as surface 

adsorption and free phase in mesopores, while no free region can be observed in micropores. 

However, the peak value of the adsorption layer in K-illite is much smaller than those in carbon 

mesopores and micropores, dictating a weaker fluid-surface affinity. The first adsorption layer of 

C2 cannot be recovered in organic pores, while in the clay it is removable [39]. For C3 in K-illite 

pores, the increase in density distributions during pressure drawdown is insignificant compared to 

organic pores. Therefore, during pressure drawdown, it is still difficult to recover the heavier 

components from clay nanopores, especially for C3.  

C1 C2 C3 
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Figure 4.6 Density profile of (a) C1; (b) C2; (c) C3 in inorganic mesopores and (d) C1; (e) C2; (f) 

C3 in inorganic micropores at 333.15 K, respectively. 

4.3.2 CO2 injection with Huff -n-Puff 

 During this process, the bulk pressure first increases from 1P  to 2P  (huff), then decreases 

to 3P  (puff). 

4.3.2.1 Organic pores 

We present the snapshots of hydrocarbon and CO2 mixtures at 1P  (before CO2 huff), 2P  (after 

CO2 huff), and 3P  (after puff) in organic mesopores and micropores in Figure 4.7. The mesopores 

and micropores follows the similar trend. During the puff process as shown in Figure 4.7(b) and 

Figure 4.7(e), much more CO2 molecules are adsorbed on the surfaces than the alkanes. Meanwhile, 

the amount of the adsorbed hydrocarbon molecules becomes fewer after CO2 injection. Contrary 

to the huff process, an obvious increase in the number of C3 molecules in the surface region can 
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be observed, which is similar to the pressure drawdown without CO2 injection. Figure 4.8 shows 

the density profile of each component in C1-C2-C3-CO2 mixtures in organic mesopores and 

micropores at various pressures. It shows that CO2 exhibits a higher affinity to the organic pore 

surfaces compared with hydrocarbons [157, 159, 161]. In addition, the CO2 distributes closer to 

the surfaces.  

                            

(a) Organic Mesopores, P1               (b) Organic Mesopores, P2                 (c) Organic Mesopores, P3 

 

(d) Organic Micropores, P1              (e) Organic Micropores, P2                (f) Organic Micropores, P3 

 

Figure 4.7 Snapshots of (a) C1-C2-C3 mixtures in organic mesopores at P1 (before CO2 huff); (b) 

C1-C2-C3-CO2 mixtures in organic mesopores at P2 (after CO2 huff); (c) C1-C2-C3-CO2 mixtures 

in organic mesopores at P3 (after puff); (d) C1-C2-C3 mixtures in organic micropores at P1 (before 

CO2 huff); (e) C1-C2-C3-CO2 mixtures in organic micropores at P2 (after CO2 huff); (f) C1-C2-C3-

CO2 mixtures in organic micropores at P3 (after puff) at 333.15 K.  

C1 C2 C3 CO2 
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(a) Organic Mesopores, P2                                              (b) Organic Mesopores, P3 

 

(c) Organic Micropores, P2                                              (d) Organic Micropores, P3 

Figure 4.8 Density profile of each component in organic (a) mesopores at P2; (b) mesopores at P3; 

(c) micropores at P2; (d) micropores at P3. Dashed lines represent the location of the first 

adsorption layer. 

Figure 4.9 displays the density profile of each hydrocarbon component during pressure 

drawdown and CO2 injection for organic mesopores and micropores. In mesopores, during the CO2 

huff process (from 1P  to 2P ), all hydrocarbon components reveal a drastic decrease in the first 

adsorption layer due to CO2 displacement, which is in line with Akuttlu et al. [204]. During puff 

process, while the adsorbed C1 can be continuously produced, C2 in the adsorption layer cannot be 
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readily recovered. On the other hand, C3 molecules are re-adsorbed on the surfaces, which is 

similar to Figure 4.6. In organic micropores, as hydrocarbon component become heavier, it shows 

a more severe trapping effect during puff process. 

 

  

Figure 4.9 Density distributions of (a) C1; (b) C2; (c) C3 in organic mesopores and (d) C1; (e) C2; 

(f) C3 in organic micropores at 333.15 K. 

4.3.2.2 Inorganic pore 

We present the snapshots of hydrocarbon and CO2 mixtures at  (before CO2 huff),  (after 

CO2 huff), and  (after puff) in inorganic mesopores and micropores in Figure 4.10. Similar to 

Figure 4.5, the potassium cations are bound closely to the surfaces. Unlike the organic pore with 

CO2 injection as shown in Figure 4.7, the surface adsorption is dominated by CO2 molecules and 

hydrocarbon molecules are depleted from the surfaces. To better understand the molecular 

distributions during CO2 huff-n-puff process in inorganic mesopores and micropores, we present 

1P 2P

3P
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the density profile of each component in Figure 4.11. The peak value of CO2 density distributions 

in K-illite is about 1.5 times higher than that in organic pores. While CO2 molecule is charge 

neutral and has zero dipole moment, it has a strong quadrupole moment [205, 206], which increases 

sorption coupled with the charged clay atoms. In addition, we find that peaks of hydrocarbon 

density distributions are shifted towards the middle of the pores. In other words, hydrocarbon 

molecules form a minor adsorption layer upon the CO2 adsorption layer at the clay surfaces [183]. 

                             

(a) Inorganic Mesopores, P1             (b) Inorganic Mesopores, P2             (c) Inorganic Mesopores, P3 

 

(d) Inorganic Micropores, P1              (e) Inorganic Micropores, P2            (f) Inorganic Micropores, P3 

Figure 4.10 Snapshots of (a) C1-C2-C3 mixtures in inorganic mesopores at P1 (before CO2 huff); 

(b) C1-C2-C3-CO2 mixtures in inorganic mesopores at P2 (after CO2 huff); (c) C1-C2-C3-CO2 

mixtures in inorganic mesopores at P3 (after puff); (d) C1-C2-C3 mixtures in inorganic micropores 

at P1 (before CO2 huff); (e) C1-C2-C3-CO2 mixtures in inorganic micropores at P2 (after CO2 huff); 

(f) C1-C2-C3-CO2 mixtures in inorganic micropores at P3 (after puff) at 333.15 K. 
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(a) Inorganic Mesopores, P2                                            (b) Inorganic Mesopores, P3 

 

  

(c) Inorganic Micropores, P2                                           (d) Inorganic Micropores, P3 

Figure 4.11 Density profile of each component in inorganic (a) mesopores at P2; (b) mesopores at 

P3; (c) micropores at P2; (a) micropores at P3. Dashed lines represent the location of the first 

adsorption layer. 

Figure 4.12 presents the density profiles of each hydrocarbon component during pressure 

drawdown and CO2 injection for inorganic mesopores and micropores. In mesopores, CO2 huff 

causes a significant reduction of hydrocarbon adsorption layer and shifts it towards the middle of 

the pores. During puff process, both of C1 and C2 can be recovered from the adsorption layer, while 
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C3 molecules still reside in its adsorption layer. In micropores, during puff process. the amount of 

C3 in adsorption layer slightly increases.  

 

 

Figure 4.12 Density distributions of (a) C1; (b) C2; (c) C3 in organic mesopores and (d) C1; (e) C2; 

(f) C3 in organic micropores at 333.15 K. 

4.4 Implication for shale gas recovery 

In the previous sections, we revealed the hydrocarbon mixtures recovery mechanisms in 

organic and inorganic pores during pressure drawdown process and CO2 injection. To provide a 

better insight for shale gas recovery, we use the average densities in pores to compare the recovery 

process qualitatively as shown in Figure 4.13. The average density of each hydrocarbon 

component in pores i  is given as, 

 
i i

i
A

N M

VN
 = , (4-4) 
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where iN  is the ensemble averaged number of component i  in the pores, iM  denotes the 

molecular weight of component i , V  represents the pore volume, and A
N  is the Avogadro 

constant. 

 

 

Figure 4.13 Average density of (a) C1; (b) C2; (c) C3 in organic pores and (d) C1; (e) C2; (f) C3 in 

inorganic pores at 333.15 K. The red lines and symbols represent the mesopores and blue lines and 

symbols represent the micropores. The pressure drop, huff, and puff process are shown in solid, 

dashed and short dotted lines, respectively. The solid squares, spheres, diamonds, upper-triangle, 

and lower-triangle symbols represent P0, P1, P2, P3, and P4, respectively. 

In this part we design two different scenarios to exploit the shale gas reservoir with the same 

initial reservoir pressure 0P . For Scenario I, we drop the reservoir pressure from 0P  to 4 10P =  

MPa without CO2 injection. In organic pores, most of the C1 and part of C2 can be released, while 

C3 is prone to be trapped in the pores, indicating that the heavier components may be difficult to 
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be produced only relying on the natural energy drive. This trapping phenomenon is particularly 

severe for C3 as can be seen from Figure 4.13(c) and even shows an upward trend in average 

density with pressure depletion in organic micropores. For inorganic pores, all hydrocarbon 

components can be released from the nanopores during pressure drawdown. The production 

potential tends to decrease for the heavier hydrocarbon components and the smaller pore size. 

In Scenario II, after pressure drawdown from 0P  to 1P , we conduct CO2 huff-n-puff process 

until 3 4P P= . For all cases, the CO2 huff process is very efficient in hydrocarbon displacement. 

However, the following puff process has adverse effect on the heavier hydrocarbon production, 

especially in micropores. By comparing the average density at 3 4P P=  in Scenario I and II, 

although in some cases, the huff process is detrimental for the recovery of heavier hydrocarbon, 

the overall huff-n-puff process is favorable for production.  

To better explain Scenario II, in Figure 4.14, we present the recovery efficiency 
kRF  for 

component k  during different processes, which is defined as 

 
1

0

, 1 2 3= 100% ( 0,1,2; , , )i iP P

k i

P

RF i k C C C
 


+

−
 = = ,  (4-5) 

where 
iP  is the average density at pressure iP . We observe that ,0kRF  during pressure drop from 

0P  to 1P  decreases as pore size becomes smaller and hydrocarbon becomes heavier. Compared 

with organic pore, 
2 ,0CRF  and 

3 ,0CRF  are much higher in inorganic pores, while for 
1 ,0CRF in 

organic and inorganic pores are comparable. Interestingly, we observe that 
3 ,0CRF  can be negative 

in organic micropores. During CO2 injection and pressure from 1P  to 2P , 
3 ,1CRF  is the highest in 

both organic and inorganic pores, indicating that the huff process is most suitable for the heaviest 

component recovery. In addition, ,1kRF  becomes less significant as pore size increases. The huff 
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process is more efficient in organic pores than inorganic ones. The recovery behavior of puff 

process from 2P  to 3P  is similar to that from 0P  to 1P . A weaker efficiency of puff process can be 

observed in micropores and for the heavier hydrocarbons. 

            

           

   Figure 4.14 Recovery efficiency of each component in organic and inorganic mesopores and 

micropores in Scenario II. 

4.5 Summary 

In this work, we use GCMC simulations to study the recovery mechanism of hydrocarbon 

mixtures from organic and inorganic pores during pressure drawdown and CO2 injection. During 

primary production with pressure drawdown, C1 can be easily released from nanopores, while C2 
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and C3 incline to remain in the adsorption layer. Such trapping behavior can be observed in both 

organic and inorganic pores and is more pronounced in micropores. CO2 injection (huff) can 

displace most of hydrocarbons from the surface in organic pores. For inorganic pores, the first 

adsorption layer is dominated by CO2 molecules, while hydrocarbon molecules can be hardly 

observed. For smaller pores and heavier hydrocarbons, the CO2 displacement becomes more 

effective. The mechanism of the puff process is similar to the pressure drawdown and may not 

favorable to stripping the heavier fluids in the smaller pores. We also designed two exploitation 

scenarios for shale gas production and analyzed the recovery efficiency for various hydrocarbons 

in organic and inorganic pores. Pressure drawdown is more efficient for the lighter hydrocarbon 

recovery, while CO2 injection is an effective method to recovery the heavier ones. Our work should 

shed lights into the optimization of pressure drawdown and CO2 injection during shale gas 

production.  
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Chaper 5 CO2-Responsive Surfactant for Oil-in-Water 

Emulsification and Demulsification from Molecular Perspectives 

Abstract 

To economically and environmentally recover oil from reserviors and promote the CO2 

utilization (CU) project, CO2 repsonsive surfactants have been developed to undertake mutiple 

tasks including emusification and demulsification during different production stages. 

Understanding the switching mechanims of great importance to the choice and design of high-

performance CO2 responsive surfactants. In this work, we performed molecular dynamics (MD) 

simulations to study the emulsification and demulsification processes of a heptane/water mixture 

in the presence a typical CO2 responsive surfactant-lauric acids (LA). Before injecting CO2, the 

deprotonated lauric acids (DLA) can stabilize O/W emulsions in aqueous solution due to strong 

electrostatic repulsions and high interfacial activity of DLA, wheras the protonation of lauric acid 

(PLA) arising from CO2 injection would result in the coalescence of the emulsion droplets thanks 

to the greatly reduced hydrophilicity of the polar groups of lauric acids and surface charge 

neutralization, which is unfavorable to stabilize emulsions. The potential mean force (PMF) results 

shows a high energy barrier preventing the fusion process when two emulsion approach to each 

other in the absence of CO2, indicating a high stability of the emulsions. However, when the DLA 

turn to be PLA, the energy barrier disappeared and an attraction force occur due to entropic effect 

if two emulsions are close enough. Our study provides important insights into the structural 

properties of emulsions before and after CO2-triggered switching and sheds lights on the switching 

mechanims which may assist in picking and designing efficient CO2 responsive surfactants. 

5.1 Introduction 

Following primary and secondary oil recoveries, approximately a third to half of the original 
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oil in place (OOIP) remains trapped underground resulting in a great amount of residual oil [207, 

208]. As an effective enhanced oil recovery (EOR) technique [57], surfactant flooding has been 

widely used to further recover residual oil [58, 59]. One of the working mechanisms for surfactant 

flooding is to reduce oil-water interfacial tension (IFT) thanks to the amphiphilic characteristics 

of surfactants [60, 61], which is favorable for the formation of stable oil-in-water (O/W) emulsions, 

improving both microscopic displacement and macroscopic sweep efficiencies [62, 209]. In 

addition, formation of O/W emulsions is an effective approach to reduce crude oil viscosity during 

pipeline transportation process [210]. Unfortunately, these stable emulsions are unfavorable for a 

number of downstream operations, due to the increasing difficulties in oil-water separations [211] 

and oily wastewater treatments [212]. Traditionally, chemical demulsifiers and/or physical forces 

[211, 213, 214] can be applied to break O/W emulsions. However, these methods often come with 

high cost and sometimes may lead to a secondary environmental pollution [215]. Therefore, it is 

necessary to develop smart surfactants which can undertake multiple tasks including 

emulsification and demulsification to make oil production economically viable and 

environmentally sustainable. 

In this regard, CO2-responsive surfactants have attracted great attention among scientists and 

engineers in recent years due to their reversible conversions between emulsification and 

demulsification [216-220]. The switching process can be achieved by purging CO2 or N2 into the 

mixtures of oil, water, and surfactant formula [219, 221, 222], during which CO2-responsive 

surfactants can be switched between protonated and deprotonated forms due to pH change. One 

notable advantage of using CO2-responsive surfactants is that their switching trigger, CO2 gas, is 

usually available onsite in the flue gas, which enables flue gas utilization to improve process 

sustainability. Indeed, CO2-responsive surfactants have been considered as an important theme in 
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the context of carbon capture, utilization, and storage (CCUS) [55]. 

To design highly efficient CO2-responsive surfactants for real application scenarios, it is of 

critical importance to understand their interfacial behaviors during both emulsification and 

demulsification processes. While it has been widely accepted that the ability to reduce the IFT 

significantly benefits the emulsification process, the demulsification mechanism of CO2-

responsive systems varies in literature due to different functions of CO2-responsive surfactants [56, 

219, 221, 223-227]. Based on previous experimental studies, three demulsification mechanisms 

arising from CO2 purging have been proposed: I) Increased ionic strength [223, 224]: It has been 

reported that surfactants can be converted to dissolved salts after purging CO2, leading to a 

dramatic increase in ionic strength of aqueous solution which can largely suppress the electrical 

double layer (EDL) of emulsion particles, reducing repulsion [227]; II) Decreased surfactant 

concentration [221, 225, 226]: In the presence of CO2, the protonated surfactants carrying positive 

charges can bind to negative-charged surfactants through electrostatic interactions neutralizing 

some surfactants at the interfaces leading to increased IFT. III) Reduced interface activity [56, 219]: 

Certain acids and bases can form strong interface-active compounds to stabilize emulsions, while 

purging CO2 into the solution can destabilize the emulsions by protonating acids to reduce 

surfactant interface activity. In particular, Lu et al. [228] developed a series of CO2-responsive 

surfactants consisting of monoethanolamine (MEA) with long-chain fatty acids (LCFAs), which 

can not only stabilize O/W emulsion thanks to their low IFTs without CO2, but also can achieve 

efficient demulsification as LCFAs become protonated by purging CO2 into aqueous solution [229]. 

In addition, they designed two different protocols to distinguish the interfacial and solution 

switching processes of MEA-LCFA surfactants and concluded that the interfacial switching is 

weaker than solution switching, resulting in a much lower switching pH value. It was hypothesized 
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that the MEA and deprotonated LCFA pairing at the interface hinders the protonation of LCFA. 

While their work proposed a promising smart surfactant formula for efficient O/W emulsification 

and demulsification processes, the microscopic structural properties and interface hydration 

structures related to CO2 switching mechanisms from molecular perspectives still remain unclear. 

On the other hand, molecular dynamic (MD) simulation can provide important insights into 

the fundamental understanding about emulsification/demulsification processes in CO2-responsive 

surfactant systems from atomic and molecular levels. Zhang et al. [230] used MD simulations to 

analyze the interfacial properties of dodecane-brine system containing dodecyl-N, N-

dimethylacetamidinium (DMAA) with a slab model. They found that the protonated DMAA in the 

presence of CO2 can greatly reduce IFT, which might be favorable for emulsifications. Liu et al. 

[231] performed MD simulations to investigate emulsification and demulsification processes of 

hexadecane-water systems induced by DMAA. They reported that the protonated DMAA can 

stabilize hexadecane-water emulsions in aqueous solution, while the removal of CO2 leads to the 

oil-water separation. Sun et al. [232] studied demulsification behaviors of octane-in-water 

emulsions using cetyltrimethylammonium bromide (CTAB) and potassium phthalic acid (PPA) 

mixtures as emulsifiers by coarse-grained (CG) MD simulations. They found that demulsification 

takes place as pH increases due to the decrease in electrostatic repulsions among emulsion droplets. 

While these simulation studies have successfully illustrated some basic mechanisms in the CO2-

responsive surfactant systems, the role of CO2 in these studies has been limited to the 

emulsification process only. However, the demulsification process using CO2 as the trigger is more 

attractive from scientific and practical perspectives, since it is the highlight feature of CO2-

responsive surfactants which cannot be achieved by conventional non-switchable surfactants. To 

the best of our knowledge, MD simulation studies on the CO2-responsive surfactant systems in 
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which CO2 acts as a demulsification trigger have been rarely reported. 

Therefore, in this work, we perform MD simulations to investigate emulsification and 

demulsification processes of O/W emulsions before and after purging CO2 into an aqueous solution 

with lauric acids (LAs) at 300 K and 1 bar in relation to Lu et al. [56]. We use the deprotonated 

(DLA) and protonated lauric acid (PLA) to represent the cases before and after purging CO2, 

respectively. Before purging CO2, the systems can spontaneously form several stable O/W 

emulsion droplets due to high interface activity of DLA and strong electrostatic repulsion among 

negatively-charged emulsion droplets preventing coalescence. We find that all DLA molecules are 

distributed at the interfacial region with their hydrophobic tails extending into the oil phase and 

hydrophilic heads immersed in the water phase thanks to the electrostatic interaction with their 

counter-ions (i.e., MEA in this work) and hydrogen bonding (H-bonding) with H2O. After purging 

CO2, demulsification takes place with emulsion droplets merging into one single droplet 

spontaneously, due to the protonation of LAs, which greatly suppresses the electrostatic repulsion 

between emulsion droplets and reduces the interface activity of LAs. While most PLAs still occupy 

the interfacial region, the H-bonding interaction between PLAs and water is weakened 

dramatically, resulting in a higher IFT. The potential mean force (PMF) calculations reveal a strong 

repulsion between the emulsion droplets arising from the long-range electrostatic interactions 

before purging CO2, while the short-range entropic effect [233-235] dominates during the 

demulsification process after purging CO2. Collectively, our work provides some important 

insights into the emulsification and demulsification mechanisms in CO2-responsive surfactant 

systems which can assist the development of high-performance switchable surfactants and promote 

CO2 utilization. 
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5.2 Molecular Model and Simulations 

5.2.1 Molecular Models 

In this work, we design two distinct systems consisting of normal heptane (nC7), water (H2O), 

LA, and MEA to study O/W emulsification and demulsification triggered by CO2. Due to the 

limitation of computational capabilities, it is difficult to simulate emulsion droplets as large as 

several micrometers. Therefore, we use cubic simulation boxes with dimensions of ~11 nm × ~11 

nm × ~11 nm in this work, resulting in microemulsions [231]. While droplet size might play a role, 

we hypothesize that the interfacial properties and emulsification/demulsification processes can still 

be captured by our simulations.   

In each system, the nC7-H2O molar ratio is fixed at 1:80 as in Lu et al. [56], while varying 

number of LA and MEA molecules are added into the system corresponding to the oil/surfactant 

(O/S) ratio of 2.0, 1.5 and 1.0, resulting in six scenarios in total (Scenario I, II, and III for the 

cases before purging CO2 as well as Scenario IV, V, and VI for the cases after purging CO2). The 

surface concentration of surfactants ranges from ~1.4 to ~3.0 nm-2 which is in line with 

experimental measurements (~2.0 nm-2) [56]. For each scenario, we apply 15 different initial 

configurations to minimize the effect of initial conditions. DLA is used to simulate the cases 

without CO2, while its charge is balanced by MEA. On the other hand, we use PLA to study the 

effect of pH decrease arising from CO2 injection. In addition, bicarbonate ions (HCO3
-) are added 

into the solution to balance the total system charge. We note that as CO2 solubility in H2O at 1 bar 

is negligible [236], we do not explicitly consider the presence of CO2. Instead, the CO2 triggering 

mechanism is achieved by using different LAs according to pH conditions. In other words, in our 

simulation, we do not characterize the protonation/deprotonation processes of LA molecules, but 

rather study their interface structural properties and impacts on emulsification/demulsification 
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processes before/after purging CO2. The molecular structures of DLA, nC7, MEA, PLA, HCO3
- 

and H2O are shown in Figure 5.1 and the number of fluid molecules in each scenario is listed in 

Table 5.1. 

 

Figure 5.1 Molecular structures and formula of DLA, nC7, MEA, PLA, HCO3
- and H2O. Color 

scheme: white, H; red, O; cyan, C of MEA; green, C of DLA; yellow, C of PLA; black, C of nC7. 

Table 5.1 Number of fluid molecules in each scenario 

Scenario 

Before/After 

Purging 

CO2 

O/S 

Ratio 

nC7 DLA PLA MEA H2O HCO3
- 

I 

Before 

2.0 450 225 - 225 36000 - 

II 1.5 450 300 - 300 36000 - 

III 1.0 450 450 - 450 36000 - 

IV 

After 

2.0 450 - 225 225 ~35300 225 

V 1.5 450 - 300 300 ~35100 300 

VI 1.0 450 - 450 450 ~34600 450 
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5.2.2 Force Fields 

The Lennard-Jones (LJ) and partial charge parameters of nC7, LA, MEA and HCO3
- are 

obtained from the CHARMM force field [237] and H2O molecules are simulated by a modified 

TIP3P force field [238]. The CHARMM force field has shown an excellent performance in terms 

of oil-water interfacial behaviors [239, 240] and O/W emulsion properties [230, 241]. The non-

bonded interactions between atoms are modeled as pairwise-additive potentials including Lennard-

Jones (LJ) 12-6 and coulomb potentials, 
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where ijr , ij , and ij , iq  are the separation distance, LJ size, LJ well depth, and, the partial charge 

of atom i , respectively. LJ interactions between unlike atoms are obtained from the conventional 

Lorentz-Berthelot mixing rules [242, 243]. Lennard Jones (LJ) forces are modified to decay 

smoothly to zero between 1.0 and 1.2 nm [244]. The SETTLE algorithm [245] is used to constrain 

the bond length and angle of water molecules, while the LINCS algorithm [246] is applied to 

constrain the bond length for other molecules. The long-range electrostatic interactions are 

described by the particle-particle particle-mesh (PPPM) method [247] with a Fourier spacing of 

0.12 and a 1.2 nm real-space cutoff. Three-dimensional periodic boundary conditions are applied 

and all the simulations are conducted by GROMACS [129] (version 2019.1) software package. 

All of the simulated snapshots are visualized by visual molecular dynamics (VMD) software [132]. 

5.2.3 Simulation Details 

We calibrate the force fields by comparing various physical properties (i.e., densities (pure nC7 

and LA) and IFT (nC7-H2O and LA-H2O)) against available experimental data. Our calculation 
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shows a good agreement with experimental measurements in terms of fluid densities [248, 249] 

and nC7-H2O IFT [250] as shown in Table C2.1 Gaussian fitting parameter of ( )P   in Scenario 

I, II, and III  

Scenario A      CV  

I 0.085 0.065 0.023 0.35 

II 0.080 0.067 0.024 0.36 

III 0.078 0.071 0.029 0.41 

 

Table C.1. In terms of LA-H2O IFT, the experimental data is 8.7 mN/m [251], while our simulation 

result is 15.39±0.36 mN/m. This might be because some LA molecules become protonated in 

experimental conditions (although the pH condition was not reported in Ref. [251]), while their 

interfacial concentrations are not available. Therefore, we conduct a few more simulations with 

varying the number of DLAs at the LA-H2O interface and the IFT values are within a reasonable 

range compared to experimental data (see Table C2.1 Gaussian fitting parameter of ( )P    in 

Scenario I, II, and III  

Scenario A      CV  

I 0.085 0.065 0.023 0.35 

II 0.080 0.067 0.024 0.36 

III 0.078 0.071 0.029 0.41 

 

Table C.1). 

For emulsification processes, nC7, H2O, and DLA molecules as well as MEAs are initially 

randomly placed in the simulation box. Then, NPT (i.e., fixed number of fluid molecules, constant 
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pressure, and constant temperature) ensemble simulation is carried out at 1 bar and 300 K for 1000 

ns with a time step of 2 fs, followed by 60 ns production runs for data analysis. For demulsification 

processes, we graft H atoms to -COO- groups of DLAs in the final configurations of the 

emulsification processes to represent the protonation process induced by CO2 purging. We perform 

100-ns NPT simulations to achieve equilibrium followed by 60-ns production runs for data analysis. 

Finally, to investigate the emulsion stability, we select the typical emulsion droplets in different 

scenarios to calculate their PMF by using the umbrella sampling [252] as described in C1 section. 

5.3 Results and Discussion 

In this section, we first analyze geometries and sizes of emulsion droplets as well as density 

profiles of each species within the given emulsion droplets before/after purging CO2 into solution. 

Then, we calculate the PMF between emulsion droplets to illustrate their stability. In the end, we 

test one of the key hypotheses about the interface switching proposed in Lu et al. [56].  

5.3.1 Before Purging CO2 

In Figure 5.2, we present the formation of O/W emulsion droplets and their evolutions before 

purging CO2 for one specific initial configuration in Scenario I. We note that even with different 

initial configurations, the emulsification process is generally the same. The snapshots for Scenario 

II and III are shown in Figure C.1 and Figure C.2, respectively. In general, DLA and nC7 molecules 

aggregate spontaneously forming two or more stable O/W emulsion droplets with all DLA 

molecules at the interfaces (see DLA density distributions within the emulsion droplet later). We 

present the evolution of emulsion droplet number in each scenario in Figure C.3. nC7 and DLA 

molecules are considered to be part of the same emulsion droplet if any of their C atoms are within 

0.41 nm of each other [253]. The emulsion droplet number gradually decreases in all cases and 

finally stabilizes at ~600 ns. We note that after reaching equilibrium, a few loose oil or surfactant 
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molecules can be detached from the emulsion droplets (see in Figure C.4) and then re-merge into 

the droplets. The average emulsion droplet number (based on the trajectories between 600 ns and 

1000 ns) for Scenario I, II and III are ~2.1, ~2.4 and ~3.3, respectively, indicating that a lower 

O/S ratio leads to more O/W emulsion droplets in the system. This is probably because the 

averaged surface concentration (SC) of surfactants in the emulsion droplets decreases from 2.7 

nm-2 to 1.5 nm-2 as O/S ratio increases, which leads to the increase of the nC7-H2O IFT. Assuming 

the emulsion droplets as spherical ones (see C2 section), SC can be determined by 

 2

s

SC
4

sN

R
=  (5-2) 

where sR  and sN  represent the radius of emulsion droplets (which is analyzed in the later part) 

and the number of surfactants in each emulsion droplet, respectively. Furthermore, we study nC7-

H2O IFT with various numbers of DLAs with MEA as counter-ions. We find that IFT decreases as 

DLA SC increases (see Table C.2).  
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Figure 5.2 Formation of O/W emulsion droplets and their evolution (0, 50, 100, 300, 600, and 

1000 ns) for one specific initial configuration in Scenario I. We use green and black colors to 

represent DLA and nC7, respectively. For clarity, H2O molecules and MEAs are not shown here. 

For spherical emulsion droplets consisting of pure component, their radius sR   can be 

estimated based on the radius of gyration of that component, 
gR , within the droplet [254-256], 

 
5

3
s gR R=  (5-3) 

In this work, we assume that this simple relation can still be applied to the emulsion droplets 

consisting of nC7 and LA molecules, while we use an effective 
*

gR  of the mixture within a given 

emulsion droplet given as, 

 
*

, ,g o g o sf g sfR w R w R=  +   (5-4) 

where the ow  and sfw  are the weight fraction of nC7 and LA within the emulsion droplet, 
,g oR  and 

,g sfR  represent the radius gyrations of nC7 and LA within the emulsion droplet, respectively. By 

combining Eqs. (4-3) and (4-4), we can obtain sR which are used in this work. Then, the emulsion 

droplet radius probability distribution function ( )sP R  is given as 

 ( )
( )s

s

n R
P R

N
=  (5-5) 

in which ( )sn R  is the ensemble averaged number of emulsion droplets with their radius in the 

range from sR to s sR dR+  and N  is the ensemble averaged number of emulsion droplets in the 

system.  

In Figure 5.3, we present ( )sP R  and the corresponding Gaussian fits (as discussed in C2) in 

Scenario I, II, and III. In addition, the Gaussian fit parameters are listed in Table C.3. As O/S ratio 
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decreases, CV   gradually increases, while    decreases, indicating a more dispersed ( )sP R  

thanks to the formation of smaller emulsion droplets. Moreover, we also estimate the radius of 

emulsion droplets based on fluid density profiles (as discussed later): using the location where 

H2O density is equal to 90% of its bulk density (the red dotted line in Figure 5.4 (a)) and the peak 

location of O1DLA distributions. We pick four different emulsion droplets in each scenario to 

calculate their sizes by using different methods as listed in Table C.4. It shows that the relative 

errors among different methods are generally small. 

     

(a)                                               (b)                                              (c) 

Figure 5.3 ( )sP R  and the corresponding Gaussian fitting in Scenario (a) I; (b) II; (b) III.  

To investigate the structural properties of emulsion droplets, the number and charge density 

distributions of fluid molecules within a given emulsion droplet in Scenario I as a function of the 

radial distance from its COM are presented in Figure 5.4. The calculation details of the charge 

density profile can be referred to Ref. [244]. In addition, we also present one typical molecular 

configuration of the selected emulsion droplet and the surrounding water phase within 4.5 nm of 

the COM to ensure that the bulk water phase is reached by cleaving the emulsion droplet across 

its COM in Figure 5.4(c). The sR  of the selected emulsion droplets in each scenario are close to 

the expected values of ( )sP R  shown in Figure 5.3. In fact, as shown in Figure C.5, sR  of the 

select emulsion droplet remains unchanged from 600 ns to 1060 ns indicating an excellent stability. 
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The similar number and charge density distributions in Scenario II and Scenario III are presented 

in Figure C.6.  

We define the interfacial region based on the “90-90” criterion [257, 258], where the densities 

of nC7 and H2O are equal to 90% of their respective bulk densities. We find that all DLA molecules 

remain at the interfacial region with their COO- groups facing the water phase while extending 

their hydrophobic tails toward the oil phase, in line with previous simulation study [259], which is 

also consistent with the hypothesis proposed in Lu et al. [56]. Due to the negative charge of DLA, 

MEA is also enriched at the interface, which is also observed in Figure 5.4 (c) where DLA and 

MEA molecules pair with each other. We note that there are a considerable number of COO- groups 

in the water phase indicating a strong hydration around them. On the other hand, the charge 

distribution of emulsion droplets (including nC7 and DLA) reveals a negative peak as shown in 

Figure 5.4(b) thanks to the negative-charged DLA head groups. The negatively charged emulsion 

droplet is helpful for preventing the coalescence of emulsion droplets and their stability as we 

discuss later. Interestingly, H2O charge distribution generally has a positive peak in the interface 

region indicating that H2O molecules have an ordered structure at the interface with their H atoms 

pointing towards the DLA molecules forming H-bonding, which is also reported in previous 

simulation work studying silica nanoparticles at oil/water interface [260].  

      
(a)                                                                         (b) 
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(c) 

Figure 5.4 (a) Number density distribution; (b) Charge density distribution of different species 

within a given emulsion droplet with respect to its COM; (c) Typical molecular configuration of 

the select emulsion droplet and the surrounding water phase within 4.5 nm of COM of the emulsion 

droplet in Scenario I. OP, WP, BOD and BWD denote oil phase, water phase, bulk oil density and 

bulk water density, respectively. C12DLA, O1DLA and NMEA represent C12 atoms in DLA, O1 atoms 

in DLA and N atoms in MEA as shown in Figure. 5.1, respectively. 

The averaged H-bonding number between DLA and H2O per DLA molecule before purging 

CO2 is listed in Table C.5. The hydrogen bond is recognized when the donor-acceptor distance is 

less than 0.35 nm and the angle between the vectors of donor-hydrogen and hydrogen-acceptor is 

less than 30° [261]. In general, each DLA molecule can form more than five H-bonding with the 

surrounding H2O molecules. The high H-bonding number between DLA and H2O can be attributed 

to the negative charge of emulsion droplets as well as the accumulation of MEA molecules at the 

interface which need to be hydrated by H2O. Similar phenomenon is also observed in our previous 

study on hydration structures close to the negative-charged silica surface [262].  

To better understand the hydration structures around DLA head groups, in Figure 5.5(a), we 

present the corresponding spatial distribution functions (SDF) of Ow (O atom in H2O) and NMEA 
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(N atom in MEA) around the COO- group of DLA in Scenario I. The DLA head group is strongly 

solvated by H2O molecules with MEA surrounding it as well, which is line with the radial density 

distributions (RDDs) of O1DLA-Ow and O1DLA-NMEA (O1DLA denotes the O1 atom in DLA; see 

Figure 5.1) as depicted in Figure 5.5(b). The hydration number (HN) of Ow around the -COO- 

groups can be obtained by integrating the O1DLA-Ow RDD curve from 0r =  to the first peak as in 

Ref. [263], which can reflect the hydration ability of the head groups of DLA molecules. The HN 

values in different scenarios before purging CO2 are listed in Table C.6. Generally, each COO- 

group of DLA molecules can coordinate with ~3 water molecules before purging CO2. The similar 

RDD distributions for Scenario II and III are observed in Figure C.7. 

              

(a)                                                                         (b) 

Figure 5.5 (a) Spatial distribution function (SDF) of Ow (34/nm3), NMEA (5/nm3) around -COO- 

group of DLA; (b) Radial distribution density of Ow and NMEA around O1DLA in Scenario I. 

5.3.2 After purging CO2 

In Figure 5.6, we present the coalescence of O/W emulsion droplets and their evolutions after 

purging CO2 into the solution for one specific initial configuration in Scenario IV. The snapshots 

for other scenarios are shown in Figure C.8 and Figure C.9. The dispersed emulsion droplets 

gradually approach each other, then merge into a single big droplet in a relatively short period (<30 
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ns), suggesting an efficient demulsification process. Similar phenomena are observed for all other 

initial configurations in different scenarios. To determine the shape of the final droplet, the 

asymmetry parameter probability distributions ( )P   and the corresponding Gaussian fittings in 

each scenario are presented in Figure C.10. Similar to the cases before purging CO2, the expected 

values of Gaussian fittings are ~0.042 with CV values less than 0.5 (see Table C.7), indicating that 

all final droplets can be regarded to have a spherical shape. On the other hand, as shown in Figure 

C.11, the sizes of the final droplets conform to a single value with their ( )sP R  resembling the 

Dirac delta function ( sR  obtained from Eq. (5-3)). The spontaneous emulsion droplet merging is 

partially aided by the increased nC7-H2O IFT after purging CO2 as listed in Table C.8.  

 
Figure 5.6 Coalescence of O/W emulsion droplets and their evolution (0, 5, 10, 15, 20, and 25 ns) 

for one specific initial configuration in Scenario IV. The yellow color represents PLA molecules, 

while nC7 molecules are described by black color. For clarity, H2O, MEA, and HCO3
- are not 

shown here. 
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The density and charge distributions of different components after purging CO2 for one select 

final droplet in Scenario IV is presented in Figure 5.7 and the representative snapshots of 

emulsions and surrounding species within 4.5 nm of the COM is depicted as well. Similarly, as 

shown in Figure C.12, sR  of the select emulsion droplet remains unchanged for the last 60 ns-

production stage demonstrating an excellent stability. In Lu et al., they proposed that after CO2 

bubbling, most PLA tend to dissolve into oil phase [56], which is different from our simulation 

observations. PLA molecules prefer to locate at the oil/water interface with the hydrophobic chains 

of the surfactants extended into the oil phase and hydrophilic heads pointing toward the water 

phase. In fact, PLA molecules can also form H-bonding with H2O. However, as shown in Table 

C.5, the H-bonding number between PLA and H2O is almost only half of that between DLA and 

H2O. As a result, compared to Figure 5.4(a), the head groups of PLA are a bit away from the water 

phase. Different from Figure 5.4(b), the surface charge of emulsion droplets tends to be neutral 

after purging CO2 as shown in Figure 5.7(b), suggesting that the electrostatic repulsion is largely 

suppressed. The neutralization of emulsion surface might play an important role in breaking up the 

emulsions. At the same time, unlike the cases before purging CO2, MEA molecules are depleted 

from the interface thanks to the neutralization of emulsion surface charge. The depletion of MEA 

from the nC7-H2O interface is also suggested by the SDF results and the disappearance of the peak 

in the O1PLA-NMEA RDD curves as demonstrated in Figure 5.8(b). 

The SDF distributions of Ow around -COOH groups in PLA as depicted in Figure 5.8(a) also 

indicate that the hydration ability of LAs is significantly weakened after CO2 purging, which is in 

line with the decreased HN number (see Table C.6) and the drastically-reduced first peak value in 

the RDD curves shown in Figure 5.8(b). As a result, H2O forms much less ordered structure 

exhibiting tiny charge distribution peaks after purging CO2 as shown in Figure 5.7(b). The 
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decreased hydration ability is responsible for the reduction of the interfacial activity of the 

surfactant destroying the stability of the emulsions. We also notice that O1PLA-CHCO
- 

3
 presents a 

minor peak in the RDD curves compared to O1PLA-NMEA, which is corresponding to the local 

enrichment of CHCO
-

3
 (#5/nm3) around -COOH group of PLA. It is probably because HCO

- 

3 can 

form more H-bonding with PLA than MEA. We present the averaged H-bonding number between 

PLA and HCO
- 

3/MEA per PLA molecule in Table C.9. It shows that the H-bonding number between 

PLA and HCO
- 

3 is almost twice that between PLA and MEA. 

Nevertheless, a small amount of the PLA molecules would dissolve into the oil phase as the 

surfactant/oil ratio increases when PLA molecules are oversaturated at the interface in Scenario V 

and VI after purging CO2, although similar number and charge density distributions (see Figure 

C.13) and RDD distributions (see Figure C.14) are observed. Such results suggest that the 

surfactant depletion from the interface also plays a role during demulsification, especially when 

the SC of CO2-responsive surfactants becomes higher.  

     
(a)      (b) 
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(c) 

Figure 5.7 (a) Number density distribution; (b) Charge density distribution of different species 

within a given emulsion droplet with respect to its COM in Scenario IV. Typical molecular 

configuration of the select emulsion droplet and the surrounding water phase within 4.5 nm of 

COM of the emulsion droplet in Scenario IV. OP, WP, BOD and BWD denote oil phase, water 

phase, bulk oil density and bulk water density, respectively. C12PLA, O1PLA, NMEA, CHCO
-

3
 represent 

C12 atoms in PLA, O1 atoms in PLA, N atoms in MEA and C atoms in HCO3
- as shown in Figure. 

5.1, respectively. 

   

(a)                                                                    (b) 

Figure 5.8 (a) Spatial distribution function (SDF) of OW (34/nm3), NMEA (5/nm3), CHCO
- 

3

 (#5/nm3) 

around -COOH group of PLA; (b) Radial distribution density of Ow, NMEA and CHCO
- 

3

 around O1PLA 

in Scenario IV. 
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5.3.3 Assessment of Emulsion Stability by PMF 

In this subsection, we use the PMF between emulsion droplets to assess their stability 

before/after purging CO2 [264, 265]. PMF between the selected emulsion droplets with their radii 

close to the expected values from the Gaussian fitting in different scenarios is obtained by using 

the umbrella sampling method [80]. Figure 5.9 shows the PMF between two emulsion droplets 

with respect to the reduced coordinates s( 2 ) / wd R −  before/after purging CO2, where w  donates 

the LJ size of Ow. Before purging CO2, as two emulsion droplets approach each other, PMF renders 

a high potential energy barrier arising from the long-range electrostatic repulsion due to the same 

charges. Such a high potential energy barrier prevents the emulsion droplets from merging together, 

which is beneficial to their stability. However, after purging CO2, the PMF curves display distinct 

behaviors due to the surface charge neutralization. There is no apparent potential energy barrier as 

the droplets approach each other and once their separation distance is less than w , all systems 

exhibit a negative PMF, indicating that their aggregation is thermodynamically favorable due to 

the entropic effect [233-235]. The spontaneous aggregation is also in line with the coalescence 

process in Figure 5.6. These results clearly indicate that purging CO2 can demulsify the emulsion 

droplets by protonating LAs, while these emulsion droplets can be stable before purging CO2 [56].  

 

(a)                                              (b)                                            (c) 
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Figure 5.9 PMF between two selected emulsion droplets Scenario (a) I, (b) II and (c) III. Green 

and red lines indicate the emulsion surface is covered with PLA and DLA, respectively. 

In addition, Lu et al. proposed that the strong pairing between DLA and MEA account for the 

decreased interface switching pH [56]. To test this hypothesis, we calculate the PMF between the 

emulsion droplet with DLA at the interface and one single H3O
+ balanced by Cl- in different 

scenarios and investigate their distributions near the emulsion droplet (detailed discussion see C3 

section). While the protonation of DLA is a chemical reaction, this result can partially explain 

whether H3O
+ approach to the emulsion droplet is hindered or not. While our simulation reveals 

that DLA and MEA can form pairing at the interface as hypothesized in Lu et al. [56], it cannot 

prevent the adsorption of H3O
+. Nevertheless, there is possible competitive adsorption between 

MEA and H3O
+ at the interface. The role of counter-ions and additional salt ions in aqueous 

solution needs to be explored in future studies. In addition, the decreased surface pH mechanism 

proposed in Lu et al. [56] may be related to the dynamic chemical reaction processes which cannot 

be fully captured in our MD simulations. However, the interface structural properties and hydration 

structures revealed in this work may play an important role in the switching mechanisms of CO2-

responsive surfactant systems, which needs to be unlocked by the multi-disciplinary multi-scale 

quantum/statistical mechanical calculations. 

5.4 Summary 

In this work, we use MD simulations to explore the nC7-H2O emulsification and 

demulsification processes with LAs and MEA before/after purging CO2. The shape, size and 

interfacial properties of emulsion droplets are investigated before/after purging CO2. We find that 

before purging CO2, the system can form a few O/W emulsion droplets which remain stable 

throughout the simulation, which is line with the experimental observations [56]. All DLA 
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molecules stay at nC7-H2O interface with their hydrophobic tails inserted into the oil phase and 

head groups pointing toward the water phase [259] leading to a negative-charged emulsion surface 

which can effectively stabilize the emulsion droplets via electrostatic repulsion. MEA molecules 

are also enriched at the interface by forming pairing with DLA head groups. In addition, H2O has 

an ordered hydration structure near the interface [260] and forms a considerable number of H-

bonding with DLA, which is also aided by the accumulation of MEA molecules at the interface.   

After purging CO2, all emulsion droplets merge into one big droplet spontaneously indicating 

an efficient demulsification process. While PLA molecules still prefer to stay at the nC7-H2O 

interface, the H-bonding number between PLA and H2O is much smaller than that between DLA 

and H2O, which leads to the increase in IFT. Consequently, the reduction of surfactant interfacial 

activity is considered as one of the main driving mechanisms of the demulsification process [56, 

219], whereas the depletion of surfactants from the interface [266] also plays an important role at 

high surfactant surface concentration. Due to the protonation of -COO- groups in LAs, the surface 

charge of the emulsion droplet becomes neutral and MEA molecules are depleted from the 

interface. As a result, the electrostatic repulsion between emulsion droplets is greatly suppressed, 

which also contributes to the demulsification [214, 267].  

PMF calculations between two emulsion droplets before purging CO2 display a high potential 

energy barrier arising from the long-range electrostatic repulsion between two negatively charged 

emulsion droplets, which can explain the excellent emulsion stability. When DLA is deprotonated 

to become PLA, the potential energy barrier disappears and the PMF becomes negative if the 

emulsion droplets are close enough, resulting in the spontaneous aggregation. Such an attraction 

is due to the short-ranged entropic effect [233-235]. While our simulation observes strong DLA-

MEA pairings at the interface, the PMF between emulsion droplet and H3O
+ shows that the 
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presence of DLA-MEA pairs cannot prevent the H3O
+ adsorption at the interface. 

Collectively, our work unveils the structural and thermodynamic properties of O/W emulsion 

aided by CO2-responsive surfactant formula before/after purging CO2 and discloses the underlying 

mechanisms of emulsification and demulsification processes. While this work targets the LA-MEA 

system, the fundamental understanding from this work is helpful for design and optimization of 

CO2-responsive surfactant system consisting of LCFAs-amine which has broad applications in 

effective CO2 utilization.   

However, in this work, we do not consider the salt effect on the CO2-responsive surfactants. 

The formation water (so-called brine), which is ubiquitous in oil reservoirs, contains various mono-

valent and di-valent ions (e.g., Na+, Ca2+, CL-, etc.) with the salinity up to 35 wt % [143]. Wu et 

al. [268] has shown that the like-charged colloid spheres can attract each other in the presence of 

di-valent ions. Obviously, such a counter-intuitive phenomenon may have important implications 

in emulsion stability. In addition, salt ion valence and concentration play an important role in 

surfactant functionalities [269, 270]. Therefore, it is worthwhile to investigate the robustness of 

CO2-responsive surfactant formulas in the presence of various salt ions in future. 
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Chaper 6 Conclusions, Limitations and Future Plan 

6.1 Conclusions  

In this dissertation, the CO2 competitive adsorption with water or hydrocarbon mixtures in 

different shale nanopores including organic and inorganic ones are carefully investigated by using 

molecular simulations, which provides important insights for the CO2 geological sequestration and 

CO2 enhanced gas recovery mechanism in shale reservoirs. Additionally, the interfacial properties 

at oil-water interface with CO2-responsive surfactants are explored to reveal CO2 responsive 

mechanism. The key findings and potential applications are summarized below: 

1) The CO2 adsorption capacity in different kaolinite nanopores varies depending on surface types 

and more CO2 can be sequestrated in gibbsite nanopores. Based on this information, a more 

accurate estimation of CO2 sequestration amount in kaolinite minerals can be predicted by 

taking the surface type effects into considerations. 

2) The water exhibits distinct configurations (water film and bridge) in different kaolinite 

nanopores and it is proved to influence the subsequent CO2 sequestration behaviors. 

Interestingly, it is not always the case that the presence of water reduces CO2 storage amount 

while the enhancement also appears in siloxane mesopores when the pressure is low. 

3) The siloxane surfaces gradually turn to a CO2-wet ones as pressure increases indicating the 

wettability transition under different pressure conditions, which provides important insights 

for the prediction of capillary trapping capacity during CO2 sequestration by using a pressure-

dependent contact angle. In siloxane nanopores, the largest CO2 density occur in the three-

phase regions and the CO2 presents a higher tendency to accumulate in two-phase regions. It 

is suggested to create larger three-phase and two-phase region areas to achieve a maximum 

CO2 storage. 
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4) During primary production with pressure drawdown, the adsorbed lighter component is easily 

to be recovered while the heavier ones tend to be trapped inside nanopores.  As a result, the 

pressure-driven recovery method is unfavorable for extracting heavier components, which 

requires further efforts to take them out. 

5) CO2 huff process present distinct differences in organic and inorganic nanopores. CO2 can 

displace most of hydrocarbons from the surface in organic pores while all the hydrocarbons 

are totally depleted from surface area due to stronger interaction between CO2 and negatively 

charged surfaces.  It is indicated that the CO2 huff can work better for the illite-rich shale gas 

reservoirs than kerogen-rich ones. The mechanisms of the CO2 puff are similar to the pressure 

drawdown and it is not favorable for stripping the heavier hydrocarbons.  

6) Before purging CO2, the systems can spontaneously form several stable O/W emulsion droplets 

due to high interface activity of DLA and strong electrostatic repulsion among negatively-

charged emulsion droplets preventing coalescence. After purging CO2, demulsification takes 

place with emulsion droplets merging into one single droplet spontaneously, due to the 

protonation of LAs, which greatly suppresses the electrostatic repulsion between emulsion 

droplets and reduces the interface activity of LAs. In this regard, the switching mechanism are 

revealed by carefully analyzing the interfacial properties. 

7) The potential mean force (PMF) calculations reveal a strong repulsion between the emulsion 

droplets arising from the long-range electrostatic interactions before purging CO2, while the 

short-range entropic effect dominates during the demulsification process after purging CO2. 

The PMF calculation is helpful for predicting and screening high-performance CO2 responsive 

surfactants. 
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6.2 Limitations  

In the work of Chapter 3, we use the pure water to investigate the moisture effects on CO2 

adsorption in kaolinite nanopores and do not consider the salt effect on the CO2 sequestration. In 

addition, we only consider one possible water content in shale reservoirs while the water 

configurations depend on their concentrations [33], which would accordingly affect the subsequent 

CO2 adsorption.  

In the work of Chapter 4, we use the graphene model to represent the kerogen in shale reservoirs 

which is a very simplified model. The kerogen molecules developed by Ungerer et al. [271] based 

on the experimental indexes can reflect the realistic kerogen chemical structure which should be 

considered in the future work when studying kerogen. Moreover, in this work, we adopt a fixed 

illite model described by CLAYFF force field while the CLAYFF should be a flexible model 

allowing the free movement of surface atoms. 

In the work of Chapter 5, we study the interfacial properties of O/W emulsion at the ambient 

conditions (300 K and 1bar) which is far away from the reservoir conditions with high temperature 

and pressure. 

6.3 Future Works 

1) The formation water usually contains various ions with the salinity up to 35 wt% [143] and 

the salt concentration is believed to have significant influences on CO2 sequestration in shale 

nanopores [74]. Therefore, in the future, we plan to investigate the salt concentration effects 

on CO2 adsorption. In addition, the water structure varies with the water content in nanopores, 

as a result, water concentration influences is also suggested to be studied in the future. 

2) The kaolinite presents an electrically neutral surfaces without any counter-ions inside while 

other clay minerals such as montmorillonite and illite always carry negative charge due to the 
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isomorphous substitution, which is balanced by Na+ or K+. The charged surfaces is expected 

to result in distinct interfacial phenomena and significantly influence the distribution of the 

fluids. The CO2 sequestration in these clay nanopores in the presence of water would be a very 

interesting work which is not well explored in previous work. 

3) Most of the previous work focus on the CO2 or water competitive adsorption with 

hydrocarbons while the study on three components co-adsorption is rarely reported. Thus, it 

is suggested to investigate the coexistence of CO2-water-hydrocarbons in shale nanopores. 

4) At present, the design and test of CO2 responsive surfactants are only limited to the ambient 

conditions and deionized solutions which failed to match with the reservoir conditions with 

high pressure and temperature. The interfacial properties and robustness of systems need to 

be explored in the future.  
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Appendix A 

A1. Electric field calculation  

We calculate the electric field inside siloxane nanopores devoid of any fluid by computing 

the electrostatic force on a test proton with charge e. The LJ parameter of the proton is set to 0 to 

make sure that only electrostatic forces are applied to the testing atoms. As shown in equation S1, 

the electrostatic force F is the product of the electric field E and the charge e 

 F Ee= ,   (A-1) 

Because we use a test atom with charge e, the electrostatic force is equal to the electric field. To 

obtain the position-dependent electric field, we moved the testing atoms from the bottom to the 

top surface of the pore and calculate the electric field at different Z positions. 

 

A2. Analysis of energy local minimum of water bridge structure 

In this part, we analyze the surface energy of the systems with different water configurations 

to illustrate the formation of water bridges arising from local minimum effects. Here, we assume 

that the water clusters have ideal geometry shape (cylinder, hemisphere and hemicylinder), while 

the line tension is not considered. In siloxane mesopores, it contains 880 water molecules. To 

simplify, we assume that the density of water is 
31 g/cm and the total water volume is 326.31 nmV = . 

Case I: If the water exists as a cylinder with generatrix vertical to surface with a radius of Ir  and 

the height of the cylinder is equal to the pore size 4 nmH = as shown in Figure A2.1,  
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Figure A2.1. Schematic graph of the cylinder shape of water cluster in siloxane nanopore from 

the (a) x-z; (b) x-y plane view. 

Then, we can get 

 
2

Ir H V   = ,   (A-2) 

then 1.446 nmIr =  , the gas-water surface area is 
2 22 36.36 nmI

VL IA r H=    =  , the top and 

bottom solid-water surface area is 
2 26.57 nmIr  = , total liquid-solid area is 

213.14 nmI

LSA = . 

Case II: If the water exists as the hemisphere with a radius of IIr  as shown in Figure A2.2 

            

Figure A2.2 Schematic graph of the hemisphere shape of water cluster in siloxane nanopore from 

the (a) x-z and (b) x-y plane view. 
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then we can get 

 31 4

2 3
IIr V   = ,   (A-3) 

then 2.325 nmIIr =   the surface area is 
2 21

4 33.96 nm
2

IIr   =  , the solid-liquid area is 

2 216.98 nmIIr  = . 

Case III: If the water exists as the hemi-cylinder with generatrix parallel to surface (extending 

along y axis) with a radius of IIIr  as shown in Figure A2.3 

     

Figure A2.3 Schematic graph of the hemicylinder shape of water cluster in siloxane nanopore 

from the (a) x-z and (b) x-y plane view. 

Then we can get 

 
21

2
III yr L V   = ,   (A-4) 

then 1.767 nmIIIr = , the gas-water surface area is 
2

y

1
2 29.78 nm

2
IIIr L    = , the solid-liquid 

area is 
2

y2 18.96 nmIIIr L  =  

In summary, from Case I to Case III, vapor-liquid surface (VL) areas show the decline trend, 

while the liquid-solid (LS) surface areas increase. Accordingly, the vapor-solid (VS) surface areas 

will decrease due to the increase of liquid-solid surface areas. In the following, we would analyze 
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the surface energy change from Case I to other two cases. The total change of surface energy arises 

from the increase of LS surface area and decrease of VS and VL surface area. 

 VLLS LS VL VS VSE A A A   =  −  −  ,   (A-5) 

The increment of LS surface area equals to the decrease of VS surface area 

 LS VSA A =  ,   (A-6) 

Then we get 

 ( )LS LS VL VL VS VS LS LS VS VL VLE A A A A A      =  −  −  =  − −  ,   (A-7) 

Based on the three-phase contact angle equation, we know that 

 cos(180 )  ( 90 )LS VS VL    = +  −  ,   (A-8) 

Then the change of surface energy turns into 

 VL VLcos(180 ) (cos(180 ) )VL LS VL VL LSE A A A A     =  −  −  =  −  − ,   (A-9) 

The water contact angle on siloxane surface is 105 = when the surrounding is vacuum [101] 

From Case I to Case II, LSA =3.84 nm2, VLA =2.4 nm2 

 (3.84 cos75 2.4) 1.41 0I II VL VLE  − =   − = −  ,   (A-10) 

From Case I to Case III, 5.82LSA = nm2, VLA =6.58nm2 

 (5.82 cos75 6.58) 4.59 0I III VL VLE  − =   − = −  ,   (A-11) 

While the   value varies with different conditions, 
I IIIE −  is always less than 0, which means 

that the water structure in Case III has the minimum surface energy. As a result, the water bridge 

structure in Case I should be a metastable state. In this work, the water is initially randomly 

distributed in the nanopores, and at the early stage the water bridge is preferably formed. Because 

the siloxane surfaces do not like water molecules driving water molecules to assemble into hemi-

spherical ones on both sides of the kaolinite surfaces and finally the water clusters would connect 
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together to form water bridge structure. To covert the water bridge to other forms, firstly it would 

experience an intermediate conformation which needs overcome an energy barrier. 

Let’s suppose that the water bridge change from a cylinder shape to an intermediate 

configuration-circular conical frustum as shown in Figure A2.4. The radius of top and bottom 

plane on the cone is 1r  and 2r , and the height of the cone is 4 nmH = . The volume of circular 

conical frustum equals to 

 
2 2 3

1 1 2 21/ 3 ( ) 26.31 nmV H r rr r=    + + = ,   (A-12) 

 

Figure A2.4. Schematic graph of the transformation of water cluster from cylinder to circular 

conical frustum. 

We assume that radius of cylinder ( 1.446Ir =  nm) on the top surface in Case I decrease to 

1 1.20 nmr =  when it turns to the circular conical frustum. Based on eq (S-12), the radius of the 

cone on the bottom can be determined 2 1.68r = nm. The surface areas of liquid-solid interface 

increase to 

 
2 2 2

1 2( 0.25 nmI

LS LSA r r A =  + − =） ,   (A-13) 

Accordingly, surface areas of gas-solid interface decrease to 

 VS LSA A =  ,   (A-14) 

The vapor-liquid surface areas increase to 

 VL 1 2( ) I

VLA r r l A =  +  − ,   (A-15) 
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where 
2 2 2

2 1( ( ))l H r r= + −  

Total surface energy change (increase of LS, VL surfaces and decrease of VS surfaces) 

 ( )LS LS VL VL VS VS LS LS VS VL VLE A A A A A      =  +  −  =  − +  ,   (A-16) 

Then the change of surface energy turns into 

 ( )LS LS VL VL VS VS LS LS VS VL VLE A A A A A      =  +  −  =  − +  ,   (A-17) 

Combine with eq(A-8) 

 VL VLcos(180 ) (cos(180 ) ) 0VL LS VL VL LSE A A A A     =  −  +  =  −  +  ,   (A-18) 

We can see that E  always has a positive value. Therefore, it is unfavorable to transform into the 

intermediate state once the water bridge is initially formed resulting in a local energy minimum.  

Table A.1 Shape factor ( s

m

R

R
 = ) values for water clusters at different conditions. 

  5 MPa 10 MPa 15 MPa 20 MPa 

Siloxane Mesopore 1.15 1.23 1.70 1.71 

Siloxane Micropore 1.13 1.13 1.13 1.15 

 

  

Figure A.1 CO2 density profile in (a) gibbsite; (b) siloxane kaolinite mesopores in Scenario I and 

(c) CO2 and water density profiles in gibbsite kaolinite mesopores in Scenario II at 20 MPa and 

333.15 K. 
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(a)                                                                       (b) 

Figure A.2 CO2 density profile in (a) gibbsite; (b) siloxane kaolinite micropores under different 

pressure conditions at 333.15 K. 

   

(a)                                                            (b) 

Figure A.3 CO2 density profile in (a) gibbsite; (b) siloxane kaolinite mesopores under different 

pressure conditions at 333.15 K using rigid (dotted line) and flexible (solid line) clay models. 
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Figure A.4 Schematic representation of CO2 and water molecular configurations in gibbsite 

kaolinite mesopores at (a) 10MPa; (b) 15MPa; (c) 20MPa and 333.15 K with the water 

concentration of 0.2 g/cm3 from the y-z plane view. Water distribution pattern on gibbsite surfaces 

from the x-y plane view at (d) 10 MPa; (e) 15 MPa; (f) 20 MPa and 333.15 K in mesopores. For a 

better view, water molecules are presented in a quick-surf mode in VMD. 
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Figure A.5 Schematic representation of CO2 and water molecular configurations in gibbsite 

kaolinite micropores at (a) 10MPa; (b) 15MPa; (c) 20MPa and 333.15 K with the water 

concentration of 0.2 g/cm3 from the y-z plane view. Water distribution pattern on gibbsite surfaces 

from the x-y plane view at (d) 10 MPa; (e) 15 MPa; (f) 20 MPa and 333.15 K in micropores. For 

a better view, water molecules are presented in a quick-surf mode in VMD. 

 

(a) (b) 

Figure A.6 (a) Calculated electric filed in siloxane mesopores and (b) schematic graph of the 

electric field distribution inside the nanopores. 

   

(a)                                               (b)                                                 (c) 
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Figure A. 7 (a) Initial water distribution (on one side) from y-z plane view and final water structure 

(hemi-cylinder) after 20 ns from the (b) y-z and (c) x-y plane view in siloxane mesopores with the 

water concentration of 0.2 g/cm3. 

 

Figure A.8 Schematic representation of CO2 and water molecular configurations in siloxane 

kaolinite mesopores at (a) 10 MPa; (b) 15 MPa; (c) 20 MPa from the y-z plane view with the water 

concentration of 0.2 g/cm3. 

 

Figure A.9 Schematic representation of CO2 and water molecular configurations in siloxane 

kaolinite micropores at (a) 10 MPa; (b) 15 MPa; (c) 20 MPa from the y-z plane view with the water 

concentration of 0.2 g/cm3. 
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Figure A.10 2D Contour plots for the CO2 and H2O density using cylindrical coordinate with the 

cylinder axis crossing the mass center of water in siloxane mesopores at different pressure 

conditions. 

    

(a) (b) 

Figure A.11 1D density profile of CO2 and water along the radius of the cylinder within (a) middle 

( 0.75 1.25z  nm) and (b) surface areas ( 0.2 0.4z  nm) of siloxane mesopores at different 

pressure conditions.



135 

 

Appendix B 

Table B.1 Potential parameters of hydrocarbons, CO2 and clay. 

Atom  ( )K   ( )nm   ( )q e  

Hydrocarbons[194]    

CH4 148 0.373 0 

CH3 98.0 0.375 0 

CH2 46.0 0.395 0 

Carbon dioxide[121]    

C 27 0.28 +0.7 

O 79 0.305 -0.35 

Clay[118]    

st 0.000926 0.3302 +2.1 

ob 78.2 0.3165 -1.05 

obts 78.2 0.3165 -1.16875 

oh 78.2 0.3165 -0.95 

ho 0 0 +1.05 

ao 0.000669 0.4271 +1.575 

at 0.000926 0.3302 +1.575 

K 50.3 0.3334 +1 
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Appendix C 

C1. Umbrella sampling method for potential mean force (PMF) calculation 

Within the framework of umbrella sampling, a series of windows along the reaction coordinate 

are needed. As a result, before the PMF calculations, two identical emulsion droplets and the 

corresponding counter-ions are placed in the water phase with an initial reaction coordinate of 12.5 

nm defined as the separation distance d  between their center of mass (COM). Then a 2-ns 

simulation is carried out to drag one of the emulsion droplets to approach the other one via the 

umbrella potential with the spring constant as 1000 KJ/mol/nm2 and pull rate as 0.005 nm/ps, 

saving trajectory every 1 ps. Later on, a series of coordinate files in each frame are generated based 

on the pull trajectories. We select the configurations with d   from ~6 nm to 12.5 nm with an 

interval of 0.15 nm to generate different reaction windows. The schematic diagram of the PMF 

calculation between two emulsion droplets for one specific window in Scenario I in Figure C1.1. 

Then, the umbrella sampling simulations are separately conducted in NPT ensemble at 1 bar and 

300 K in each window for 30 ns (10-ns equilibration and last 20-ns runs for the PMF calculations) 

during which harmonic position constraints with a force constant of 1600 KJ/mol/nm2 are 

employed to restrain the distance between the emulsion droplets. Temperature is controlled using 

the Nośe−Hoover thermostat algorithm [131], while pressure is kept constant with the Parrinello-

Rahman pressure bath coupling [272]. Finally, the weighted histogram analysis method (WHAM) 

[273] is implemented in the GROMACS package to calculate PMF by merging each sampling 

window. 
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C2. Geometry determination of the emulsion droplet 

The geometries of these emulsion droplets can be quantified by the asymmetry parameter  , 

which is defined as [274], 

 
1 2 3

1 2 3

2I I I

I I I


− −
=

+ +
, (1) 

where 1I , 2I , and 3I  represent principal moments of inertia ( 1I > 2I > 3I ). We note that the loose 

surfactant or oil molecules as discussed above are not considered as emulsion droplets. For a 

perfectly spherical emulsion droplet, 0 =  . However, an emulsion droplet can be generally 

considered as a spherical one if 0.05    [274]. The asymmetry parameter probability 

distributions ( )P    in Scenario I, II, and III are shown in Figure C2.1. We also provide the 

corresponding Gaussian fits, which are given as, 

 ( )
( )

2

2
expP A

 




 −
=   

  

, (2) 

where A ,  , and   denote the peak height, variance and expected value, respectively. Their 

values for Scenario I, II, and III are listed in Table C2.1. According to the Gaussian fittings, we 

calculate the coefficient of variation (CV ), given as [275], 

 CV



= . (3) 

If CV < 1, it can be regarded as a low-variance distribution [276]. All CV values (see Table C2.1) 

are less than 1, indicating that ( )P   concentrate around  . As   for each case are in the range 

of 0.065~0.070, the geometries of these emulsion droplets can be roughly considered as spherical 

ones.  
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C3. PMF and density distribution analysis with H3O
+ 

Similar to the PMF calculations between two emulsion droplets, the PMF between the 

emulsion droplet and H3O
+ is obtained via the umbrella sampling method by dragging one H3O

+ 

toward the emulsion droplet along Z-direction which generates a series of 0.15-nm spacing 

windows as discussed in Section 4.2. The force field for H3O
+ is taken from Sagnella and Voth 

[277]. The PMF with respect to the reduced coordinates *

s( ) / wd R −  as well as the charge 

distributions within the emulsion droplet are shown in Figure C3.1. Here *d  refers to the distance 

between the COM of emulsion droplet and H3O
+. As H3O

+ approaches the emulsion droplet, the 

PMFs tend to decrease moderately first, while dropping sharply when the H3O
+ enters the region 

where the charge distribution of emulsion droplet becomes negative. Overall, the negative PMF 

results show that H3O
+ exhibits a strong preference to be adsorbed at the nC7-H2O interfaces, 

though MEA molecules form the electrostatic pairings with the -COO- head groups in PLA at the 

interface. 

 To better understand the H3O
+ adsorption at the interface, we investigate their distributions 

near the emulsion droplet. Firstly, we place one typical emulsion droplet in Scenario I along with 

MEA molecules (111 in total) in water phase resulting in a box size of ~11 nm in each direction. 

Then, various numbers of H3O
+ and Cl- ions (5, 25, and 55 each) are added randomly to the system, 

followed by several 60 ns-NPT simulations (30 ns for equilibration and last 30 ns for data analysis) 

at 1 bar and 300 K to analyze H3O
+ distributions. The fluid density distributions in Scenario I with 

different number of H3O
+ molecules are shown in Figure C3.2. It shows that H3O

+ has an 

enrichment at the nC7-H2O interface and as H3O
+ concentration increases, MEA molecules are 

gradually depleted from the interface. 

 



139 

 

Table C2.1 Gaussian fitting parameter of ( )P   in Scenario I, II, and III  

Scenario A      CV  

I 0.085 0.065 0.023 0.35 

II 0.080 0.067 0.024 0.36 

III 0.078 0.071 0.029 0.41 

 

Table C.1 Simulation results in comparison to experimental data for validation 

Density  

Compounds Exp. (g/cm3) Sim. (g/cm3) 

Relative Error 

(%) 

LA 

0.8634 [249] 

(333.15 K and 1 bar) 

0.8749±0.032 1.33 

nC7 

0.6796 [248] 

(298.15 K and 1 bar) 

0.6921±0.028 1.82 

 

IFT comparisons 

IFT Exp. (mN/m) Sim. (mN/m) 

nC7-H2O  

50.2 [251] 

(298.15 K and 1 bar) 

45.14±0.09 

LA-H2O 

8.7 [250] 

(348.15 K and 1 bar) 

15.39±0.36 
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LA-H2O IFT with various surface concentrations of DLA (Na+ as counter-ion) 

DLA Surface 

concentration 

(#/nm2) 

0 0.2 0.4 0.8 1.2 

IFT (mN/m) 15.39±0.36 13.39±0.27 12.28±0.34 11.04±0.29 8.74±0.26 

 

 

Table C.2 nC7-H2O IFT in the presence of DLA molecules at the interface (MEA as counter-ion) 

DLA Surface 

concentration 

(#/nm2) 

0 1 1.8 2.6 

IFT (mN/m) 45.14±0.09 38.89±0.15 27.46±0.24 11.90±0.35 

 

 

Table C.3 Gaussian fitting parameter of ( )sP R  in Scenario I, II, and III 

Scenario A (nm)  (nm)  (nm) CV  

I 0.151 2.91 0.30 0.10 

II 0.102 2.92 0.40 0.14 

III 0.086 2.75 0.43 0.16 
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Table C.4 Radius of select emulsion droplets in each scenario based on various methods 

Select 

Emulsion 

Droplet 

sR 1 (nm) 
sR 2 

(nm) 

Relative 

Error4 (%) 

sR 3 

(nm) 

Relative 

Error4 (%) 

Scenario I_1 2.94 3.00 2.04 3.20 8.84 

Scenario I_2 2.74 2.80 2.19 3.00 9.48 

Scenario I_3 2.71 2.75 1.48 2.92 7.75 

Scenario I_4 3.13 3.15 0.63 3.38 7.98 

Scenario II_1 2.83 2.86 1.06 3.10 9.54 

Scenario II_2 3.18 3.20 0.68 3.47 8.35 

Scenario II_3 2.96 3.00 1.35 3.23 9.12 

Scenario II_4 3.38 3.50 3.55 3.72 10.06 

Scenario III_1 2.62 2.65 1.15 2.90 10.68 

Scenario III_2 2.96 2.95 0.33 3.25 9.79 

Scenario III_3 3.62 3.60 -0.56 3.96 9.40 

Scenario III_4 1.74 1.70 -2.30 1.85 6.32 

 
1

sR : calculated based on effective gyration radius 
*

gR  of the nC7 & LAs within a given emulsion 

droplet as discussed in the main text. 

2

sR : obtained from peak position of O1DLA in number density profile  

3

sR : obtained from position of 90% bulk water density in number density profile 

1
4

1

( )
= 100%

i

s s

s

R R
Relative error

R

−
 , ( i =2 or 3 ) 
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Table C.5 Averaged H-bonding number between LAs and H2O per LA molecule in different 

scenarios 

Scenario I II III IV V VI 

H-bonding 

DLA PLA 

5.6±0.11 5.4±0.13 5.3±0.12 2.2±0.06 2.1±0.05 2.0±0.05 

 

Table C.6 HN of head groups in LAs in different scenarios. 

Scenario I II III IV V VI 

HN 

DLA PLA 

3.16 3.03 2.91 1.91 1.89 1.86 

 

 

Table C.7 Gaussian fitting parameter of ( )P   in Scenario IV, V, and VI. 

Scenario A      CV  

IV 0.113 0.042 0.018 0.43 

V 0.114 0.042 0.018 0.43 

VI 0.112 0.041 0.017 0.41 

 

 

 

 

 

 



143 

 

Table C.8 nC7-H2O IFT in the presence of PLA molecules at the interface with various surface 

concentration (with MEA and HCO3
- in aqueous solution).  

PLA Surface 

concentration 

(#/nm2) 

0 1 1.8 2.6 

IFT (mN/m) 45.14±0.09 40.51±0.11 32.23±0.19 25.25±0.32 

 

Table C.9 Averaged H-bonding number between PLA and MEA or HCO3
- per PLA in different 

scenarios. 

Scenario IV V VI 

PLA-MEA 0.011±0.004 0.015±0.003 0.019±0.004 

PLA-HCO3
- 0.021±0.006 0.029±0.006 0.038±0.006 

 

 

 

 

Figure C1.1 Schematic representation of PMF calculations between two emulsion droplets for one 

specific window in Scenario I. The color scheme is the same as Figure 5.1. For clarity, H2O 

molecules and MEAs are not shown here.  
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(a)                                     (b)                                                (c) 

Figure C2.1 ( )P   and the corresponding Gaussian fitting in Scenario (a) I; (b) II; (c) III. 

 

(a)                                    (b)                                            (c) 

Figure C3.1 PMF results between emulsion and H3O
+ and charge density distribution of different 

species within a given emulsion droplet with respect to reduced coordinates 
*

s( ) / wd R −   in 

different scenarios. 
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(a)                                        (b)                                          (c) 

Figure C3.2 Number density distribution of different species within a given emulsion droplet with 

respect to its COM with (a) 5 (b) 25 and (c) 55 H3O
+ in the system (each system contains 111 

MEA). OP, WP, BOD and BWD denote oil phase, water phase, bulk oil density and bulk water 

density, respectively. C12DLA, O1DLA, NMEA, OH3O
+ represent C12 atoms in PLA, O1 atoms in DLA, 

N atoms in MEA and O atoms in H3O
+, respectively. 

 
Figure C.1. Formation of O/W emulsion droplets and their evolution (0, 50, 100, 300, 600, and 

1000 ns) for one specific initial configuration in Scenario II. We use green and black colors to 

represent DLA and nC7, respectively. For clarity, H2O molecules and MEAs are not shown here.  

t=0 ns t=50 ns t=100 ns 

t=300 ns 
t=600 ns t=1000 ns 
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Figure C.2 Formation of O/W emulsion droplets and their evolution (0, 50, 100, 300, 600, and 

1000 ns) for one specific initial configuration in Scenario III. We use green and black colors to 

represent DLA and nC7, respectively. For clarity, H2O molecules and MEAs are not shown here. 

 

Figure C.3 Evolution of emulsion droplet number in the system in different scenarios with 

different initial configurations. Various colors represent different initial configuration cases. 

t=0 ns t=50 ns t=100 ns 

t=300 ns t=600 ns t=1000 ns 
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Figure C.4 One specific molecular configuration with loose surfactant detached from the emulsion 

droplets in Scenario I.  

 

(a)                                     (b)                                       (c) 

Figure C.5 Evolution of sR  for select emulsion droplets from 600 ns to 1060 ns in (a) Scenario 

I; (b) Scenario II; (c) Scenario III.   
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Figure C.6 (a-b) Number density distribution; (c-d) Charge density distribution of different 

species within a given emulsion droplet with respect to its COM in different scenarios. OP, WP, 

BOD and BWD denote oil phase, water phase, bulk oil density and bulk water density, respectively. 

C12DLA, O1DLA and NMEA represent C12 atoms in DLA, O1 atoms in DLA and N atoms in MEA 

as shown in Figure. 4.1, respectively. 

     

(a) (b) 

(c) (d) 

Scenario II Scenario III 

Scenario III Scenario III 
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(a)                                                       (b) 

Figure C.7 RDD of Ow and NMEA around O1DLA in (a) Scenario II; (b) Scenario III. 

 

Figure C.8 Coalescence of O/W emulsion droplets and their evolution (0, 5, 10, 15, 20, and 25 ns) 

for one specific initial configuration in Scenario V. The yellow color represents PLA molecules, 

while nC7 molecules are described by black color. For clarity, H2O, MEA, and HCO3
- are not 

shown here. 

t=0 ns t=5 ns t=10 ns 

t=15 ns t=20 ns t=25 ns 

(a) (b) (c) 

(d) (e) (f) 
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Figure C.9 Coalescence of O/W emulsion droplets and their evolution (0, 5, 10, 15, 20, and 25 ns) 

for one specific initial configuration in Scenario VI. The yellow color represents PLA molecules, 

while nC7 molecules are described by black color. For clarity, H2O, MEA, and HCO3
- are not 

shown here. 

 

 
(a)                                                  (b)                                               (c) 

Figure C.10 Asymmetry parameter distributions ( )P   and the corresponding gaussian fitting in 

(a) Scenario IV; (b) Scenario V; (c) Scenario VI. 

t=0 ns t=5 ns t=10 ns 

t=15 ns t=20 ns t=25 ns 

(a) (b) (c) 

(d) (e) (f) 
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(a)                                          (b)                                          (c) 

Figure C.11 ( )sP R  distribution of emulsions in (a) Scenario IV; (b) Scenario V; (c) Scenario 

VI.   

 
(a)                                 (b)                                         (c) 

Figure C.12 Evolution of sR  for selected emulsion droplets from 100 ns to 160 ns in (a) Scenario 

IV; (b) Scenario V; (c) Scenario VI. 
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Figure C.13 (a-b) Number density distribution; (c-d) Charge density distribution of different 

species within a given emulsion droplet with respect to its COM in different scenarios. OP, WP, 

BOD and BWD denote oil phase, water phase, bulk oil density and bulk water density, respectively. 

C12PLA, O1PLA, NMEA, CHCO3
- represent C12 atoms in PLA, O1 atoms in PLA, N atoms in MEA 

and C atoms in HCO3
- as shown in Figure. 4.1, respectively. 

   
(a)                                                     (b) 

Figure C.14 RDD of Ow, NMEA and CHCO3
- around O1PLA in (a) Scenario V and (b) Scenario VI. 

(a) (b) 

(c) (d) 

Scenario V 

Scenario V 

Scenario VI 

Scenario VI 


