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Abstract 

  Lab-on-a-Chip technologies have been developed over the past few decades and it 

has a wide range of applications. For example, in the field of medicine and agriculture, 

portable devices with the biosensoring function have a great potential in disease 

detection for animals and crop disease prevention for plants. To capture the targeted 

cells from real and complicated biological samples, dielectrophoresis (DEP) was 

proposed. A DEP force could be employed as a label-free technology for achieving 

target cell capture and separation. Target cells can then be detected and counted using 

impedance spectroscopy. To prevent the targets from being drafted away during the 

measurements, the frequency range of DEP should overlap the impedance 

measurement frequency. In this study, we use a sample interdigitated electrode 

configuration to explore the impacts of DEP force, and also to figure out the feasible 

frequency range during the capture, separation, and detection of cells in the 

microfluidic system. Simulations provide a modelling method and guidance of a 

kinetics system in the microfluidic channel.  
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Chapter 1 Introduction 

1.1 Background 

Nowadays, a biosensor has a wide area of applications and is a powerful 

analytical tool for drug discovery, medical diagnostics, food safety, agricultural and 

environmental monitoring, and even security and defense [1]. A popular design of the 

biosensor is based on the microfluidics technology and could be seen as a lab on a 

chip (LOC). The microfluidic technologies have been more and more required in 

recent for practivality [2]. Technologies are developed to process down a single lab or 

multiple labs to a portable chip-format device that can perform a chemical or 

electrical characteristic analysis. Numerous potential benefits of devices come with 

portable size, reduced cost, faster operation (detecting to analyzing) time, and 

increased accessibility to the prospective test [3-7]. 

A biosensor can be defined as a compact analytical device, which usually 

consists of two main characteristic components, recognition elements and detection 

elements [8-10], where recognition is the center of the molecular biosensing design 

[11]. Bio-recognition can be achieved by the process where the bioreceptor is 

combined with analytes, such as Enzymes, Cells, aptamers, DNA and other 

nanoparticles [14]. The accompanying might be a specific binding or non-specific 

binding with or without energy changing in different forms such as light, heat, pH, 

and mass can be seen as a bio-recognition signal [12,13].  

Another characteristic component of a biosensor is the detection element, 

which is a physicochemical transducer that can respond to a specific binding report or 

a chemical reaction of recognition elements [15]. Common transducers for the 

bio-recognition signal are photo-diode, thermistor, pH electrode, and Quartz electrode 

[14]. These transducers convert the bio-recognition event into a measurable signal, 

which will be modified and turned into a digital signal and then be displayed on the 

devices. 

The primary performances of a biosensor are selectivity, reproducibility, 
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stability, sensitivity, and linearity [14]. This thesis will mainly focus on the selectivity 

and sensitivity of a microfluidic and the Interdigitated electrodes (IDE) system based 

biosensor design. The microfluidic technology combines different sciences, such as 

chemistry, biochemistry, engineering, physics, micro-technology, nanotechnology, and 

biotechnology [16], and the IDEs system is based on electrical design. A simulation 

software called COMSOL Multiphysics was employed for the most part of simulation 

works. A microfluidic device can give a continuous flow in the micro-channel for the 

sensing process. This thesis design requires a continuous flow with relatively high 

sampling volume and sensing mechanisms from a microfluidic device such as a 

mechanical(syringe) pump or an electro-kinetic device. The detection/transducer 

technology in this thesis will be based on the impedance detection of the IDEs system 

that can provide simplicity and real-time detection [17,18]. Table 1 shows the 

comparison of other types of biosensors compared to this work: 

Transducer Technique Comparison 

 

Electrochemical 

Amperometric[19,20] Need redox elements to 

enhance the current 

production; time-consuming; 

Potentiometric[21,22] Sensitive to the surrounding 

environment; time-consuming; 

sensitive to temperature 

Optical Surface plasmon 

resonance(SPR)[23,24] 

Surface modification is one of 

the main challenges; bulky 

optical devices required 

 

Mechanical 

Cantilever[25,26] Sensitive to temperature; 

bulky devices required 

Quatz crystal[27,28] Sensitive to temperature and 

stress 
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1.2 Interdigitated electrodes (IDEs) system Overview 

In this research, an impedimetric interdigitated electrodes biosensor theoretical 

simulation will be presented. This Interdigitated-electrodes (IDEs) system is popular 

since the detection method is based on measuring the changes in the impedance of the 

electrodes, caused by the binding of the nanoparticles near the surface of the 

electrodes. Additionally, this system is a non-faradaic electrical system, which does 

not need an electrochemical reaction on the electrode to create a detectable signal. 

Since a non-faradaic system does not apply any electrochemical reaction, it is a 

feasible design for label-free applications.  

The entire system comes with two-electrode IDEs in the buffer solution that 

can be modeled by an equivalent circuit as a combination of resistors and capacitors. 

In Figure 1.2.1, the capacitor Cg is the parallel capacitance of the gap between two 

electrodes. Cdl capacitors are the double-layer effect equivalent capacitance when the 

electrical field is applied on the electrodes. When charged ions in the buffer solution 

are attracted to the surface of the electrodes, a separate layer of these charged ions 

will be formed which will act as a capacitor. Resistor R1 is the resistance of the buffer 

solution between the two electrodes. Therefore, the whole system is composed of 

three main components: the parallel gap capacitor Cg, the double-layer effect 

capacitor Cdl, and the gap resistor R1. The parallel gap capacitor Cg is determined by 

the chip dimensions such as gap spacing, electrode thickness, and the dielectric 

property of the medium solution. The double-layer effect will be detailed in the 

following chapter. The resistor R1 depends on the ionic concentrations of the buffer 

solution.  
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Figure 1.2.1 Equivalent circuit diagram for the two-electrode IDEs in the buffer 

solution, modified from [29,30,33]. 

As mentioned above, this system operates without any redox reactions or 

charge transfer to the electrodes and so it can be recognized as a non-faradaic system. 

Therefore, no complex circuit analysis is needed for the equivalent circuit such as 

charge transfer resistances or any diffusion of species in the solution that can cause a 

Warburg impedance on the electrodes [31,32]. This thesis will give detailed and 

close-to-practicality simulations of the two-electrode IDEs system’s impedance to 

explore the differences from the ideal design. 

From Figure 1.2.1, the overall impedance of the equivalent circuit can be 

written as [44]: 

                    
gdl

o
CjCj

RZ


1
)

2
( ·1                          (1.1) 

Where Zo is the total impedance, ɷ is the angular frequency, and j is an imaginary 
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number. The general frequency response of the overall impedance is shown in Figure 

1.2.2. In this figure, both impedance and frequency are displayed as a log scale. The 

impedance response has three significant regions in the frequency domain. The two 

cut-off frequencies from left to right are Lf  and Hf , in the range from 0 Hz to the 

left cut-off frequency Lf ; the impedance is mainly dominated by double-layer 

capacitors and dramatically decreases at low frequency, which will be discussed in a 

future chapter. The range between the two cut-off frequencies Lf  and Hf  is 

dominated by the resistance of the medium solution R1, which is why there is a flat 

impedance magnitude response without frequency dependence. When the frequency is 

higher than the right cut-off frequency Hf , the impedance magnitude decreases again, 

approaching 0 as the frequency increases. 
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Figure 1.2.2 Impedance response with double-layer effect in the frequency 

domain. (a) The magnitude of impedance with two cut-off frequencies and (b) 

phase of impedance for the two-electrode IDEs system’s equivalent circuit. 

The principle of this two-electrode IDEs system is to manipulate or modify 

any of these parameters in the equivalent circuit to see the resulting differences in the 

impedance response in the frequency domain. Any captured micro-particle cells, 

bacteria, or bind targets could change either the conductivity between the electrodes 

or the dielectric properties between electrodes, depending on the properties. Thus, a 

measurable impedance change can be generated for detection purpose. 

 

1.3 Micro-particles Capture 

The detection method discussed in the last section has explored how the 

impedance response changes throughout the frequency domain. From the research 

work [34], applying a rotating electric field on polarizable micro-particles could move 

and manipulate micro-particles, such as cells or marker particles, in the liquid media. 

In the microfluidic system shown in Figure 1.3.1, the whole channel is filled with a 

homogeneous, isotropic dielectric fluid with the permittivity ℇ1. When an AC voltage 

is applied to the electrodes, they impose a non-uniform, divergence-free electrostatic 
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field E0.  

 

Figure 1.3.1 Simplified diagram of Microfluidic system with IDEs system. 

The well-known dielectrophoresis (DEP) force is generated by the induced 

electrical potential when a dielectric sphere is in a dielectric medium. The expression 

of the DEP force is given by [35]: 

2

01

32 EKRF                     （1.2） 

In the equation (1.2), )2/()( 1212  K  is the Clausius-Mossotti (CM) factor 

(Ɛ1 and Ɛ2 are the complex permittivities of the medium solution and micro-particles, 

respectively). The sign of the CM factor will decide if the particle in the medium will 

be attracted to or repelled from the region of strong electric field intensity. Normally, 

the electric field is the strongest at the edge of electrodes. The concept and principle 

of the DEP force will be discussed in more detail in a future chapter.  

According to the equation for the CM factor, two complex permittivities affect 

the DEP force. Since the complex permittivity can be given as [35], it is 

frequency-dependent.   

 j/1

*

11    and  j/2

*

22             (1.3, 1.4) 
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At a specific frequency range, based on the difference between both the conductivity 

and relative permittivity of the micro particles, the real part of the CM factor will have 

a different sign as shown in Figure 1.3.2 [36]. This will lead to two different types of 

DEP forces (nDEP, which acts to move the particle away from the high field region, 

or pDEP, which acts to move the particle towards the high field region). According to 

the above principle, there is a feasible way to separate the different micro-particles in 

the microfluidic channel. This is beneficial because there are usually several different 

cells or particles in a red blood sample or another medical project. To find a certain 

frequency, one can apply a pDEP force on the aimed cells and an nDEP force on other 

unwanted cells to achieve the label-free cells capture process.    

 

Figure 1.3.2 Comparison of the model CM factors of live (solid line) and dead 

(dashed line) Yeast cells suspended in 1mM phosphate buffer [36]. 

The CM factor simulation involves Multi-layer models that are based on the 

reality of the different cell’s geometric structures. The Multi-layer model employs the 

specific permittivity and conductivity for each layer, as in the yeast cell multi-layer 

model shown below: 
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Figure 1.3.3 Physiologic diagram of multi-layer model, modified from work [36].  

These close-to-reality models and simulation approaches are used to figure out the 

required frequency of the DEP force that can capture the target cell and repel other 

micro-particles by the CM factor character curve.   

 

1.4 Goal 

The primary goal of this thesis research is to simulate a label-free, portable, 

precise biosensor platform for recognizing, detecting, and capturing target 

micro-particles. Specifically, this thesis will start by proving the concepts of the IDEs 

system, impedance detection, and DEP force. Then, it will cover simulation including 

the IDEs system’s electrical stationary analysis and impedance response. The target 

capture cell in this thesis was set up as the HEK_293 cell. Finally, the capture and 

separate condition for the IDEs system design and detection frequency will be figured 

out by simulations in COMSOL and Matlab. The target cell would be separated from 

other micro-particles in the microfluidic channel and will be captured by electrodes. 

The detection frequency range, which overlaps with the capture and separate 

frequency, would be found. Other factors affecting the capture and separation process 

on the target cell such as the flow rate in the micro-channel, an applied voltage of 

IDEs system, the conductivity of the medium solution, and the particle size would 

also be explored. The conclusion of the effect of these factors will help in coming up 
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with a referential value in the future chip design.  

 

Figure 1.4.1 Overview diagram of the thesis goal. 

 

1.5 Thesis Outline 

    This thesis will start with the design and proof concept of an IDEs system with 

early simulation results for different types of materials employed in the biosensor 

system in Chapter 2. The electrode gap spacing and the double-layer effect regarding 

the simulation will be discussed. In Chapter 3, different models for several common 

species of the cell will be developed, accompanied by simulation results and 

explanations. Chapter 4 will delve into the micro-particle capture process based on the 

concept of the DEP force and the principle of the microfluidic system. In Chapter 5, 

the ongoing and future work will be discussed.   
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Chapter 2 Interdigitated Electrodes (IDEs) System 

2.1 Introduction 

   To design an IDEs system, the most important considerations are the materials, 

dimensions, structure of the interdigitated electrodes, and connection with the 

microchannel. Throughout the previous designs [37-46], the interdigitated electrodes 

system has been an effective method to detect bio-particles. The material of IDEs 

should provide high sensitivity and should not be too expensive to fabricate for 

practical purposes. To have sufficient sensitivity, it is required to achieve the detection 

process during a low concentration of bio-particles. For industrial, agriculture, and 

medical purposes, the metal of interdigitated electrodes should be inexpensive for use 

as a Point-of-Care (POC) biosensor. Different kinds of materials could be employed 

for insulating substrates such as plastic, glass and silicon dioxide (SiO2). Gold and 

aluminum are the most popular materials that have been used for electrode 

nano-fabrication because of their biocompatibility and yield [47]. The dimension of 

the IDEs design including the digit’s width, the gap spacing between the digit, and the 

ratio of the digit’s width to the spacing are decisive to get a higher sensitivity to bind 

the bio-particles [48]. Because of the thesis’ emphasis, the microchannel fabrication 

and the chip fabrication will not be included in this thesis.  

     

2.2 Proof of Concept 

   A 2D model is set up for the IDEs System simulation since 2D models are easier 

to modify and can be solved much faster. Moreover, modeling mistakes are more 

easily found when working on 2D models. A simplification of a 2D model is 

represented in Figure 2.2.1. 



、 12 

 

Figure 2.2.1 A simplified representative model of the 2D IDEs system model 

showing a pair of electrodes finger. 

The capacitance between two electrodes gap can be calculated by: 

0U

Q
C                                    (2.1) 

Where the micro-particle in the electrical field supported by the IDEs system can 

change the charge density on the surface of electrodes according to the Gauss’ Law.  

 

Figure 2.2.2. Schematic of capacitance between electrodes and a metal particle. 
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When an aluminum particle was approaching the electrodes, the distance 

between the particle and electrodes decreased. According to 
d

A
C  , a parallel 

capacitor to each electrode side becomes more significant in this system as is shown 

in Figure 2.2.2. The charge density and charge distribution on the electrode surface 

was also affected when the particle invaded. Figure 2.2.3 shows the simulation results 

of an aluminum particle approaching the electrode surface, with the space charge 

density in a 2D color plot. Table 2.1 records the surface charge density of the 

electrodes.  

Figure 2.2.2 The space charge density changing due to the micro-particle. 

Figure 2.2.2 shows (A) charge density of an aluminum electrode surface, (B) space 

charge density of an aluminum electrode surface when a gold micro-particle is 1.5 

micrometers above the electrode surface, (C) space charge density of an aluminum 

electrode surface when an aluminum micro-particle is 0.5 micrometers above the 

electrode surface, and (D) space charge density of an aluminum electrode surface 

when an aluminum micro-particle is touching the electrode surface.  

 



、 14 

 

Table 2.1 The surface charge density of the electrodes when an aluminum 

micro-particle is approaching the electrode surface. (X-axis indicates the distance 

from the center of the micro-particle to the electrode surface. Y-axis indicates the 

charge density of the electrode surface.) 

 

   For detection, these changes in the surface charge density will affect the 

capacitance of the electrodes. When the micro-particle was closer to the electrode 

surface, the charge density on the electrode increased as shown in Table 2.1. 

According to equation 2.1, this charge increment was caused by the increase in 

capacitance. Where impedance is given by 
C

Z
1

 , the impedance will decrease 

according to this increment of the capacitance in the system. The slight impedance 

changes can be theoretically seen as a detection signal and are captured by the 

measurement circuit. Therefore, for the certain target particle to generate a significant 

change in the impedance variation, it is important for the design to obtain a high 

sensitivity of the biosensor. 
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2.3 Double-layer Effect 

In a biological system that has particularly high conductivity, there is an 

increasing need to consider and understand the dynamics and kinetics of processes in 

a wide range of frequencies [49-54]. Although dielectric spectroscopy (DS) and 

impedance spectroscopy (IS) can be strong methods for the investigation of biological 

samples, these measurement techniques are disturbed by a contemporary influence 

when a voltage is applied on a highly conductive biological system [55]. It is because, 

when an electric field is applied, the dissolved free ions wander freely and tend to 

move towards the electrode thus developing an ionic double-layer. This double-layer 

region is shown in Figure 2.3.1 [55] and will induce a huge electrical polarization of 

the material and a “near-absence” of the electric field at low frequencies [49,50].  

 

Figure 2.3.1 The modified schematic of the double-layers region produced by an 

applied electrical field [55]. 

The polarization electrical field Ep and bulk electrical field Eb were imposed by 

electrical field E, where EpEbE 2  and 2Ep >> Eb. These layers can be thought 

of as a resultant capacitance that will dominate the signal at lower frequencies [55]. 

The resultant capacitance leads to a difficulty in the interpretation of the data, where 

the measured characteristic is far from the real character of the material.    

   To get a more realistic model for the impedance simulation in this thesis, the 

double-layer effect on the electrode was considered and modeled. A new layer was 

established around each electrode and the thickness of the layer could be found by the 
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Debye length equation [56]: 

2

02 en

TkB
D


 

                                  (2.2) 

where Ɛ is the dielectric constant of the medium, kB is the Boltzmann constant, T is 

the temperature, n0 is the concentration of the ions, and e is the elementary charge.  

This calculation is verified with a concentration based “Transport of Diluted 

Species” module COMSOL simulation, which is implemented to visualize the 

double-layer as shown in the 2D model below: 

 

 

Figure 2.3.2 COMSOL simulation model of Double-layer (reddish film area) on 

the electrode. 

The dielectric constant of this layer should be defined as the Helmholtz model [57] 
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which is a simpler model that could lead to a capacitance (per unit area): 

     
H

CH


                             (2.3)  

where Ɛ is the dielectric constant and H is the radius of the ions. This model is 

expanded to the Gouy model [58] and the Chapman model [59] by adding 

Maxwell-Boltzmann’s statistics that account for the distribution of diffused ions. The 

model, therefore, can be adjusted to [58,59]: 

Tk

e
C

BD

GC


 cosh



                      (2.4) 

Where ɸ is the electric potential, e is the elementary charge, kB is the Boltzmann 

constant, T is the temperature in Kelvin, and the Debye length 
2

02 en

TkB
D


  .   

The two models can be combined by treating the Helmholtz model’s and the 

Gooey-Chapman model’s capacitance as capacitors in series [60], resulting in a 

complex model called the Stern model. Overall, the region around the electrode can 

be considered to be consisting of one stationary Helmholtz layer and another diffused 

layer of ions as defined in the Gouy-Chapman model. The capacitance per unit could 

be expressed after the combination [60]: 

GCHS CCC

111
                        (2.5) 

For a practical situation, such as in the medical industry, the concentration of the 

buffer ion will be restricted to a relatively low value [61]. At a low ion concentration, 

the Gouy-Chapman capacitance CGC in the equation (2.5) will be much greater than 

the Helmholtz capacitance CH. In this case, it can be estimated as GCS CC

11


 

where 

the equation of the Gouy-Chapman model can also be simplified as [58,59,60]:  
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)ln(coshcosh

|
2

sinh|2

)
2

cosh(
4

00

0

0










D

GCC              (2.6) 

In the equation (2.6), 
Tk

e

B


0  and the Debye length can be calculated using 

equation 2.2 and can be verified as the thickness of the double-layer simulated in the 

model as shown in Figure 2.3.2. As indicated in the equation (2.3), the dielectric 

constant of double-layer is given by DDL C  * . The impedance model was 

discussed in Chapter 1, and the equivalent circuit was shown in Figure 1.2.1. The 

overall impedance can be expressed as: 

gdl

o
CjCj

RZ


1
)

2
( 1                          (2.7) 

The simulations were done in COMSOL 5.4a and the results are shown in Figure 

2.3.3: 
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Figure 2.3.3 The impedance magnitude responses of the IDEs system 1) The 

green line shows the impedance response of the IDEs system without the 

double-layer effect. 2) The blue line shows the impedance response of the IDEs 

system with the double-layer effect. 

Figure 2.3.3 shows the significant differences at a lower frequency, where the 

double-layer capacitance dominates the impedance response; the impedance 

dramatically decreases from a high level at low frequency. When the frequency 

increases to the “Low cut-off” frequency, the impedance response will be dominated 

by the resistance of the medium solution. As the frequency increases to the “High 

Cut-off” frequency, the impedance response will be dominated by the gap parallel 

capacitor, and then it decreases again. Since the parallel metal gap capacitor 

dominates the region after the “High Cut-off frequency” defined by [62] 

g

cutoffH
CR

F
12

1


  impedance magnitude decline close to 0. 

 

2.4 Material of the IDEs system  

   One of the most popular materials for making biocompatible electrodes is gold, 

which does not oxidize or corrode easily [63-65]. Glass was widely used during the 

common substrate’s fabrication, but it can be difficult to pattern metals on glass. 

However, silicon dioxide grown on a silicon wafer can be a suitable alternative [66]. 

For practical fabrication considerations, aluminum can replace the gold electrodes 

because it is cheaper and has a higher yield [66].  

The simulation results for impedance magnitude and the phase response of both 

materials are shown in Figure 2.4.1.   
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Figure 2.4.1 COMSOL simulation results of Impedance responses of gold and 

aluminum electrodes. 

In Figure 2.4.1, the red line shows the impedance responses in the magnitude 

of gold electrodes and the green line shows the impedance responses in the magnitude 

of aluminum electrodes. The mint/blue line shows the magnitude of the impedance 

response when the micro-particle was dropped in the center of the electrode gap. The 

sensitivity of the IDEs system mainly depends on the difference of the electrode’s 

impedance responses before and after the micro-particle dropped in. According to 

Figure 2.4.1, the impedance magnitude and phase response of gold and aluminum are 

slightly different in the resistor region where the particle has a significant effect on the 

impedance response. Thus, considering the commercial and industrial purposes, 

aluminum is a better choice for replacing gold as the electrode material, which can 

also be also by the phase response of impedance shown in Figure 2.4.2. 
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Figure 2.4.2 Impedance sensitivities of gold and aluminum electrodes. 1) The 

gold line is the sensitivity of the gold electrode. 2) The silver one is the sensitivity 

of the aluminum electrode. 

 

2.5 Dimensions of electrodes and gap spacing 

Another important factor of sensitivity is the dimension of the IDEs system. 

The target micro-particle of this thesis design will be plastic beads, Yeast cells 

CHO_7, and HEK 293 cells. The radius of these micro-particles ranges from 4 

micrometers to 12 micrometers, therefore, the gap spacing was set up as 10 

micrometers for the purpose of capture. The ratio of the electrode to the gap spacing 

can have a significant effect on the impedance responses. To counter this, a series of 

simulations were followed at a range of frequencies and different electrode width to 

gap spacing ratio ranging from 1:2 to 8:1, and aluminum was selected as the material 

of the electrodes. The simulation results are shown in Figure 2.5.1: 
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Figure 2.5.1 The impedance responses of various ratios of electrode width to gap 

spacing. 

According to the simulation results shown in Figure 2.5.1, when the ration was 

increased, the impedance response also increased slightly. With the practical cost and 

fabrication constraints, the ideal electrode dimensions would minimize the digit width 

and even reduce the gap size. To ensure the electrodes are affordably and reliably 

fabricated, this thesis will use the ratio 2:1 as the electrode dimension. 

 

2.6 Distribution/Position of Micro-particle 

In reality, the position of micro-particles around the electrodes can affect the 

impedance response during the detection and capture process. These micro-particles 

are captured by electrodes around the edge of the electrode by employing the DEP 

force. The impedance responses could be affected by the different positions of the 

micro-particles. Thus, simulations are based on the position of micro-particles around 

the electrode edge. Figure 2.6.1 shows the simulation results of the impedance 

responses of different positions of the micro-particles. 
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Figure 2.6.1 Impedance responses of different positions of the micro-particles. 

In the figure, we can see the three different positions of micro-particles spinning 

around the electrode vertex. The positions were selected based on the geometry of the 

electrode, the double-layer and the distance to the particle normal. The angle between 

the horizontal direction and the electrode vertex to the particle center point was 

recorded and is shown in the legend of Figure 2.6.1. Compared to the impedance 

response shown in figure 2.4.1, the position of the captured particle did an 

interference on the impedance response, but it was under the tolerance of the detection 

system. The number of the captured particle also has a significant effect on the IDEs 

system. However, based on the 2D model, it is not under consideration, which will be 

in future work. It can also be avoided by utilizing the microwell process to give a 

physical restriction to obtain a single cell capture.       

2.7 Conclusion 

This chapter had a detailed discussion on the IDEs system’s principle and 

concepts. Abundant simulation models were set up in COMSOL to explore as many 

factors as possible for the characteristic of the IDEs system. As the basic structure of 

the biosensor, the IDEs system should be sensitive enough for the detection of 
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micro-particles. The material of the biosensor should be affordable and reliable for 

commercial and industrial purposes; therefore, aluminum was selected as the 

electrode material. Additionally, to save the cost of fabrication and power 

consumption, the dimension of the electrode to the gap space ratio was set up as 2:1. 

This provides a sufficient impedance response for detection, which is good for a PoC 

or a portable device in terms of cost and power supply. Finally, this chapter discussed 

the impedance responses for a close-to-reality situation, which will be further 

discussed in the following chapter with the DEP force capture process.   
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Chapter 3 Dielectrophoresis (DEP) force 

3.1 Introduction 

Dielectrophoresis (DEP), which can occur when a dielectric particle is placed 

in a non-uniform electrical field, is an ideal method to control the electrically neutral 

particles [67]. There are two types of DEP forces based on the study of the CM 

(Clausius-Mossotti) factor. If the DEP force compels a micro-particle to move 

towards a high gradient region of the electric field, the type of DEP force is positive 

(pDEP). If the DEP force compels a micro-particle to move away from a high gradient 

region of the electric field, it is a negative DEP (nDEP).  

The magnitude of the DEP force is dependent on the dielectric properties of 

the micro-particles and the suspension media. When a micro-particle is immersed in a 

suspension medium, the polarizability of the micro-particle will contribute 

significantly to the DEP force [68]. In this chapter, the concept and principle of the 

dielectrophoresis force will be discussed at first. Models with multiple shells and 

layers, employed in both the capture process and detection simulation, would be 

introduced. To achieve the capture process and the separate process goal of the 

biosensor design, the DEP force will be utilized and generated in the IDEs system.    
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3.2 Proof of Concept 

   A homogeneous spherical particle can be seen as a theoretical model for DEP 

when the particle is immersed in a dielectric medium. For a homogeneous spherical 

particle of radius R in a medium with permittivity Ɛm, the DEP force of this model can 

be calculated as follows: 

23 ||)Re(2 EfrF CMmDEP                    (3.1) 

where CMf is the Clausius-Mossotti (CM) factor, r is the radius of the particle and 
*

m  

is the permittivity of the medium. The equation (3.1) can be adjusted to equation (3.2) 

for a non-spherical shaped particle [69]: 

2
2

||)Re(
3

Ef
lr

F cmmDEP  


                  (3.2) 

where r is the radius and l is the length of an ellipsoid particle. This equation is 

usually used to model the dielectrophoretic response of red blood cells and carbon 

nanotubes [68]. 

   According to equation (3.1) and equation (3.2), if a certain IDEs system was given 

a certain micro-particle, the direction or the type of the DEP force will depend on the 

real part of the CM factor. The CM factor included in equation (3.1) and equation (3.2) 

is defined by complex permittivity (dielectric constants) as: 

)2/()( ****

mpmpCMf                       (3.3) 

*

p  and 
*

m  express the complex permittivity of the particle and medium respectively, 

and can be calculated by the relative permittivity p  and conductivity p . 

)/(*  ppp i                        (3.4) 

Here, i is the imaginary unit and ɷ is the angular frequency. The complex 

permittivity of the medium takes the same equation form, thus, the CM factor is a 

frequency-dependent parameter for a certain particle and medium. The sign of the real 
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part of the CM factor can cause a difference in direction of the DEP force. The real 

part of the CM factor depends on the frequency. 

As mentioned before, the sign of the CM factor will directly determine the type 

of the DEP force (nDEP or pDEP). A positive CM factor occurs when the particle’s 

polarizability is greater than the medium’s polarizability and is defined as [70]: 
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 , so the polarization P 

can be expressed as [70]: 

imp EP 0)(                         (3.6) 

According to equation (3.5) and equation (3.6), it is very important to select the 

right medium to suspend particles to get the expected polarizability. The DEP force 

will change with the relative polarizability when the particle has greater polarizability 

or lesser polarizability than the medium; the particle will move along the direction of 

the DEP force. When the real part of the CM factor is positive, leading to pDEP, the 

particle will move towards to the higher electric field region. On the contrary, when 

the particle experiences an nDEP, it will move away from a high electric field region 

to a low electric field region. The directions of the motion of a particle in pDEP and 

nDEP are shown in figure 3.2.1. 
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Figure 3.2.2 Particle movement tendency during pDEP in a non-uniform 

electrical field. 

In addition to plastic beads, more varieties of micro-particles will be included 

such as Yeast cells and HEK 293 cells for further research. Regarding the structure of 

these three kinds of micro-particles, a plastic bead is the simplest—it is a solid，

homogeneous, and zero-shell sphere. For a zero-shell model, the complex permittivity 

of the particle and medium can be defined by [71,72]: 

 /*

ppp i                            (3.7) 

 /*

mmm i                            (3.8) 

The complex permittivity is more complicated for a biological particle model 

because of the more complex heterogeneous structure that contains more than one 

layer. For biological particles such as Yeast cells and HEK 293 cells, the complex 

internal structures such as the cell wall, membranes, cytoplasm, and cell nucleus have 

different permittivities and conductivities. Therefore, different multiple-layer models 

are set up for these biological particles based on the different internal dielectric 
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properties.  

 

3.3 Multiple Layer Models 

To get close-to-reality simulation results, the refining method has applied different 

multiple layer models on the four target particles in this thesis work. Those models 

would be employed in three main simulations among the detection, capture, and 

separation process in order to help figure out the frequency range, flow rate, and apply 

voltage for the system design. Models are designed with regards to the biological 

structures and are developed from a single-layer model. For a single-layer model, the 

overall dielectric property is obtained from a combination of the properties of the 

outer shell and the inner core [73,74]： 
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Where the permittivities are the complex permittivities of the particle’s outer shell 

and inner membrane that can be calculated by using equation (3.7) or (3.8). Term r 

(which is equal to R-d, d is the thickness of the outer layer) is the inner radius and R is 

the outer radius. This model can be visually indicated as shown in Figure 3.3.1:  

 

Figure 3.3.1 Single-shell model of HEK 293 cell considering different dielectric 
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properties for the cytoplasm and membrane, modified from [73]. 

Another single-shell dielectric model could be expressed by equation (3.10) [75], in 

terms of cytoplasm conductivity σc, permittivity Ɛc, membrane capacitance Cm, and 

membrane conductance Gm. 
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Based on the single-layer model, this can be developed into a multiple-layer model by 

equation 3.11. The complex permittivity can be computed as follows [70]: 
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These two equations present the calculation of the complex permittivity of the cell 

membrane and cell nucleus for the two-shell model. The geometry of this two-shell 

model was shown in figure 3.2.4. This model is designed based on the Yeast cell 

biological structure including cells walls, membrane, and nucleus.   
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Figure 3.3.2 Two-shell model of Yeast cell considering different dielectric 

properties for the cytoplasm and membrane, modified from [76]. 

 

A more complex overlay multi-shell model can be applied to a CHO cell. There is a 

nuclear envelope outside the cell nucleus and membrane that can be seen as the shell 

for the nucleoplasm and cytoplasm. Therefore, a double-shell and double-layer model 

of CHO cells were designed based on the biologically simplified geometry indicated 

below: 
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Figure 3.3.3 Multi-shell model of CHO cell considering different dielectric 

properties for the cytoplasm and nucleoplasm with two shells modified from [77]. 

 

The equations (3.11) and (3.12) were extended and derivated into equation (3.13), 

which can be employed to calculate the complex dielectric constant of the third and 

the fourth layer. 
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3.4 Clausius-Mossotti factor 

The Clausius-Mossotti (CM) factor is one of the most important terms in the 

DEP force expression. The principle of the CM factor indicated by equation (3.3) 

highly depends on the dielectric properties of the medium solution and particles. In 

this thesis, we mainly focused on four types of particles, that is plastic beads, Yeast 

cells, HEK 293 cells, and CHO_7 cells. These four types of micro-particles can each 

be modeled by employing the models mentioned above. For medium solution, the 

thesis work starts from the basic and common solutions to the specific solutions for 

the adjustment of the CM factor. To adjust the CM factor character during a frequency 

sweeping of the microfluidic system, to find out the adapt frequency for both capture 

and detection purpose. 

3.4.1 CM factor of a plastic bead in the DI water 

      For a plastic bead, a simple model could be utilized; its CM factor can be 

calculated by the equation (3.3).  
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mpmpCMf                   (3.3) 

The complex permittivity of the medium solution and the plastic bead can be 

calculated by equations (3.7) and (3.8), where the simulation starts from the medium 

as deionized water. The Dielectric properties of the polystyrene bead and deionized 

water are shown in Table 3.1. 

 Value Unit 

Dielectric constant of Polystyrene bead 2.6 1 

Dielectric constant of deionized water 78.5 1 

Conductivity of Polystyrene bead 4.80E-4 S/m 

Conductivity of deionized water 2.00E-4 S/m 

Table 3.1 Dielectric properties of polystyrene bead and deionized water [79] 

The real part of the CM factor was simulated by Matlab R2018a. Figure 3.4.1 shows 

how Re(fcm) varies against the frequency in the range from 1Hz to 

100MHz.
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Figure 3.4.1 The real part of the CM factor for the zero-shell model of a 

Polystyrene bead in DI water. 

The case in Figure 3.4.1 shows that the crossover frequency is 4107 Hz. When the 

frequency was taken below 4107 Hz, pDEP was performed on the plastic bead 

suspending the DI water.  

 

3.4.2 CM factor of a HEK 293 cell in the DI water    

For a HEK 293 cell, a single-layer model as discussed before could be utilized. 

Where equation (3.9): 
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The dielectric properties, used to determine the dielectrophoresis behavior of HEK 

293 cells in the DI water, are referenced in Table 3.2 below [79]: 
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Parameter Value 

Cell diameter 12.5 um 

Membrane thickness 7 nm 

Cytoplasm conductivity 0.5 S/m 

Cytoplasm relative permittivity  60 

Membrane conductivity 7e-14 S/m 

Membrane relative permittivity  9.5 

Deionized water permittivity 78.5 

Deionized water conductivity 2e-4 S/m 

Table 3.2 Geometric and dielectric properties of viable HEK 293 cells [79]. 

 

Figure 3.4.2 The real part of the CM factor for the single-shell model of a HEK 
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293 cell in DI water. 

Figure 3.4.2 shows the characters of the Re(fCM) for the case of a HEK 293 cell in DI 

water. The frequency ranges from 10kHz to 100MHz, and the first crossover 

frequency would occur over 100MHz. Regarding the simulation results, crossover 

frequency comes out at a relatively high frequency, while the DEP force is positive on 

the HEK 293 cells before 100MHz.   

 

 

 

 

 

 

3.4.3 CM factor of the Yeast cell in the DI water 

To determine the CM factor of the yeast cell, the double-shell model is used in 

the Matlab simulation, where the model is built up based on equation (3.11) and 

(3.12). 
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To model viable yeast cells, the geometric and dielectric properties shown below were 

referenced:  
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Parameter Value 

Cell diameter 8um 

Membrane thickness 8nm 

Wall thickness 220nm 

Cytoplasm conductivity 0.2 S/m 

Cytoplasm relative permittivity  50 

Membrane conductivity 25e-8 S/m 

Membrane relative permittivity 6 

Wall conductivity 14e-3 S/m 

Wall relative permittivity 60 

Table 3.3 Geometric and dielectric properties of viable yeast cells [80]. 

The real part of the CM factor when a Yeast cell is suspended in DI water and the 

result is shown in Figure 3.4.3. The crossover frequency was figured out regarding the 

result as 
7104 Hz. Therefore, during frequency range from 100Hz to 

7104 Hz, 

yeast cells will be affected by the pDEP force. 
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Figure 3.4.3 The real part of the CM factor for the double-shell model of a yeast 

cell in DI water. 

 

3.4.4 CM factor of the CHO_7 cell in the DI water 

The multi-shell model, regarding the CHO cell biological structure, will be employed 

for CHO_7. The equation 3.13 was involved in the simulation to get the model of the 

third and the fourth layer, which were seen as the cell’s membrane and cytoplasm. For 

the multi-shell model of a CHO cell, the dielectric properties are given in table [77]: 

Parameter Value 

Cell diameter 6um 

Membrane thickness 5nm 

Nucleus radius 3.3um 

Nuclear envelope thickness 40nm 
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Cytoplasm conductivity 0.42 S/m 

Cytoplasm relative permittivity  60 

Membrane conductivity 1e-6 S/m 

Membrane relative permittivity 8.5 

Nucleoplasm conductivity 1.50 S/m 

Nucleoplasm permittivity 120 

Nuclear envelope conductivity 1e-3S/m 

Nuclear envelope permittivity 23.2 

Table 3.3 Geometric and dielectric properties of viable CHO_7 cells [77]. 

The real part of the CM factor was simulated when a CHO_7 cell was suspended in 

DI water; the result obtained is shown in Figure 3.4.4. The crossover frequency of the 

CHO_7 cell does not come out in the frequency range from 100Hz to 100MHz. The 

CHO_7 cell was affected by pDEP during the entire frequency sweeping. 
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Figure 3.4.4 The real part of the CM factor for the multi-shell model of a CHO 

cell in DI water. 

 

Overall, one purpose of this thesis is to simulate and figure out the frequency 

at which the capture process of a target cell in a micro-particle medium with multiple 

species can be achieved. A HEK 293 cell was selected as the target cell to be captured 

among the four micro-particles in the same medium. The pDEP force can be 

employed to attract the target micro-particle to the electrode edges and the nDEP 

force can help repel the interferential micro-particle away from the electrode. 

Therefore, it is important to find the critical frequency that can allow the pDEP effect 

on HEK 293 cells and the nDEP effect on the Polystyrene beads, Yeast cells, and 

CHO cells. Figure 3.4.5 shows the combined results of the four micro-particles; the 

blue line shows the Re(fCM) of polystyrene beads, the red line shows the Re(fCM) of 

HEK 293 cells, the yellow line shows the Re(fCM) of Yeast cells, and the purple line 

shows the Re(fCM) of CHO cells. To achieve the capture and separate goals 
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synchronously, the frequency range was selected where the Re(fCM) of the plastic bead, 

Yeast cell, and CHO_7 cell was below zero and that of the HEK 293 cell was above 

zero. Thus, the pDEP force will be applied on the HEK 293 cells and the nDEP force 

will be applied on the plastic beads, Yeast cells, and CHO cells at the same time. The 

target cell will split from the other particles and will finally be captured by the 

electrode digits. 

 

Figure 3.4.5 The real part of the CM factor response against the frequency of 

polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow) and CHO_7 

(purple) when suspended in the DI water. 
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3.5 Adjustment of medium solution conductivity 

As shown in Figure 3.4.5, the desired frequency did not appear. The blue and yellow 

lines have a significant drop when the frequency is increased, but the purple and red 

lines are approaching each other. Moreover, for both the blue and yellow lines to go 

below zero, the frequency has to be at a quite high level. This high and narrow 

frequency range is not good for impedance detection and circuit complexity. 

Considering the power consumption and circuit design, when a higher frequency is 

requested, larger power consumption and more powerful circuit elements are required. 

There is a way to improve this situation by adjusting the dielectric property of the 

medium. The former simulations were done with the micro-particle suspended in DI 

water. The following simulations will show how the conductivity changes have an 

effect on the real part of the CM factor performance. By adjusting the initial LEC 

buffer with the addition of PBS [77], the medium conductivity was changed to 200 

µS/cm, 400 µS/cm, and 1000µS/cm. The real part of the CM factor changes following 

the increase in buffer conductivity from 200 to 1000 µS/cm. Figure 3.5.1 to Figure 

3.5.3 show the Re(fCM) when four different kinds of micro-particles were suspended 

in Pbs with conductivity 200 µS/cm, 400 µS/cm, and 1000µS/cm.  
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Figure 3.5.1 The real part of the CM factor response against the frequency of 

polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), CHO (purple) 

when suspended in the buffer solution with 200 µS/cm conductivity. 

 

Figure 3.5.2 The real part of the CM factor response against the frequency of 

polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), CHO (purple) 

when suspended in the buffer solution with 400 µS/cm conductivity. 
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Figure 3.5.3 The real part of the CM factor response against the frequency of 

polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), CHO (purple) 

when suspended in the buffer solution with 1000 µS/cm conductivity. 

 

The expected frequency range was not yet displayed as can be seen in the above 

figures. However, there is a significant restriction on the plastic bead and yeast cell. 

The slight separation between the HEK cell and CHO_7 cell appeared among the 

frequency range 600kHz to 10MHz. Therefore, the next attempt simulations were 

done by continuing increasing the conductivity of PBS to a higher level; the results of 

this are shown below: 



、 45 

 

Figure 3.5.4 The real part of the CM factor response against the 

frequency of polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), 

CHO (purple) when suspended in the buffer solution with 1500 µS/cm 

conductivity. 
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      Figure 3.5.5 The real part of the CM factor response against the 

frequency of polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), 

CHO (purple) when suspended in the buffer solution with 2000 µS/cm 

conductivity. 

 

Figure 3.5.6 The real part of the CM factor response against the 

frequency of polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), 

CHO (purple) when suspended in the buffer solution with 4000 µS/cm 

conductivity. 

According to Figure 3.5.4, Figure 3.5.5, and Figure 3.5.6, the simulation results show 

the real part of the CM factor of four micro-particles that faced a deep restriction by 

the change in medium conductivity from 1500 to 4000 µS/cm by adding PBS. The 

peak value of the real part of the CM factor for both a Yeast cell and a HEK 293 cell 

dropped significantly when the conductivity was increased. Additionally, the expected 

separate frequency appeared, which ranged from 5105  to 7101 (Green highlight 

region). During this frequency region, only the HEK 293 cell was affected by pDEP 
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and got captured by the IDEs system, while the other particles were repelled away. 

Thus, when the medium conductivity is 4000 µS/cm, an ideal split frequency range is 

present. Another consideration of the detection process will be discussed in the future 

chapter. A high conductivity made from a high concentration of salinity can be toxic 

to cells [81], which will be discussed in the ongoing work as well.  

 

 

3.6 Cell capture in DI water (verification) 

The cell capture process was simulated using COMSOL Multiphysics 5.3a, which is a 

powerful multi-physics based simulation software. It combines “AC/DC”, “creeping 

flow”, and “particle tracing modules” to simulate the capture and separate process in 

this thesis. As shown above, in Figure 3.4.5, using water as the buffer medium cannot 

split HEK 293 cells from the other three cells. Although the separation of the target 

cells could not be achieved in the DI water, this simulation was done for the 

verification of the former principal and the theory of DEP. Four different models were 

also employed in this simulation, and the simulation result can visually present the 

particle movement and capture condition. Therefore, one test AC signal with a 

frequency of 1 kHz and a voltage magnitude of 1V peak-to-peak was applied to the 

IDEs system. The expected result for this signal and the IDEs system is that a pDEP 

force will be applied on all the four micro-particles according to Figure 3.4.5; the 

simulation results are shown in Figure 3.6.1. 
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Figure 3.4.5 The real part of the CM factor response against the 

frequency of polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow) and 

CHO_7 (purple) when suspended in the DI water. 

 

Figure 3.6.1 COMSOL particle tracing simulation results at 1kHz for 

particles in DI water. 

Figure 3.6.1 shows the movement of four kinds of micro-particles in the 

microfluidic IDEs system when the frequency was given at 1kHz. According to the 

responding CM factor character curve shown in Figure 3.4.5, it is expected that all 
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four types of particles were supposed to be captured by the pDEP force at 1kHz. 

However, this simulation shows a different condition of the particle movement. Only 

the HEK 293 cells (Red) and the yeast cells (Mint) are captured in this plot. It can still 

be seen that the CHO cells (light blue) and the Plastic beads (dark blue) were affected 

by pDEP, lowering them a little bit towards the electrodes. Therefore, it is necessary 

to explore the other factors that were affected by the movement for cell capture and 

separation. For instance, the flow rate and size of the particle will make an impact on 

the drag force, which mainly supports the particle motion in the direction of the x-axis. 

To show the impact made by the magnitude of the CM factor, another test was applied 

with a frequency at 1MHz, and the simulation results are shown in Figure 3.6.2.  

 

Figure 3.6.2 COMSOL particle tracing simulation results at 1MHz for 

particles in DI water. 

Compared to the simulation results in Figure 3.6.1, which was done at 1kHz, the Yeast 

cells got captured by the edge of the right electrode. This was caused because the 

magnitude of the real part of the CM factor increased from around 0.6 to 0.8. 

Therefore, a larger pDEP force was applied to the particle, in turn, changing the 

movement track. 
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3.7 Conclusion 

In this chapter, two types of DEP forces and the CM factor of the DEP force were 

introduced and explored. The CM factors of four micro-particles in the different 

conditions have been discussed in detail. The medium solution conductivity was 

adjusted to get an appropriate character curve of the CM factor, which can provide 

different types of DEP force on the target particles. The COMSOL simulation results 

demonstrate the ability of an IDE system to capture cells. Finally, the simulation 

results indicate that the DEP force is affected by the magnitude of the CM factor and 

there are other factors that affected the movement of particles. Overall, to capture the 

target cells or split the target cells from a bunch of micro-particles, the conductivity of 

the medium and the applied frequency are two controllable factors for the DEP force. 

More factors that could affect the particle motion such as the particle size and flow 

rate will be discussed with more detailed simulation results of the movement of the 

particles through the micro-channel in the next chapter.  
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Chapter 4 Selected Condition of Particle Capture Separation 

and Detection 

4.1 Principle of the particle momentum 

In the previous chapters, the IDE system, the DEP force, and the principle of cell 

capture were indicated. When the micro-particle is traveling in an IDEs based 

micro-channel, besides the DEP force, another force—the drag force, given by the 

flow—affects the particles. For a particle moving in the micro-channel, the 

momentum can be expressed with Newton’s Second Law. The net force on the 

particle is equal to the momentum change during a unit time, which can be shown as 

equation 4.1: 

extgDp FFFvm
dt

d
)(                    (4.1) 

This is shown visually in Figure 4.1.1: 

 

Figure 4.1.1 Net force on a particle during flowing in a microfluidic 

channel with IDEs system. 

 

In equation (4.1), FD is the Drag force which can be defined as: 
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
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
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
                    (4.2) 

Where Pm  is the particle mass (SI unit: kg), P is the particle velocity response time 

(SI unit: s), v is the velocity of the particle (SI unit: m/s), u is the fluid velocity (SI 

unit: m/s), gF is the gravitational force vector (SI unit: N), and extF  is any other 

external force (SI unit: N). The particle velocity response time can be expressed as: 






18

2

PP
P

d
                          (4.3) 

Where µ is the fluid viscosity (SI unit: Pa s), P is the particle density (SI unit: 

3/ mkg ), and pd  is the particle diameter (SI unit: m). 

The term gF  is the gravity force on the particle, which is given by: 

P

P
Pg gmF



 )( 
                     (4.4) 

Where ρ is the density of the medium fluid and g is the gravity vector. The term extF  

is the external force on the particle such as the Dielectrophoretic force in the case of 

an IDEs system. This force, which was discussed in Chapter 3, is given as: 

2

0

3 )
2

()(2 rms

fP

fP

fPext ErealrealrF 








            (4.5) 

rmsE  denotes the root mean square electric field. In equation (4.4), the term gF  

mainly depends on the density of the medium and particles. During the simulation, all 

the particle and medium densities ranged from 980 
3/ mkg  to 1070 

3/ mkg . In 

cases where there is a slight difference between ρ and P  or a small particle mass, 

gF  can be ignored since it is close to 0. 
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As shown in equations 4.2 and 4.3, the diameter of the particle plays an important role 

in its flow rate, since
2

1

P

D
d

F  . Therefore, the particle size will influence the particle 

momentum. This is especially significant for plastic beads that have a large range of 

size possibilities. Meanwhile, as 3

PDEPext rFF  , a larger size particle would have a 

cubic increment of DEP force, which can be a significant way to increase the DEP 

force. The difference in size between a living and dead cell is an important factor for 

the cell capture or separation process. This is also proved in the simulation results 

shown in Figure 3.6.1 in the previous chapter.  

Besides particle size, the flow rate plays an important role as well. When the cells are 

captured by the electrode edge, the DEP force must be balanced with the drag force. If 

a larger flow rate was applied in the micro-channel, the drag force would increase. 

Additionally, for the same height from the particle to the electrode in the Y-axis 

direction, a larger flow rate carries the particle and moves it faster, which is harder to 

capture during a limited effective distance of the electrical field. Thus, to prevent the 

particle’s secession from the electrode edge during the detection process, a flow rate 

as slow as possible would be desirable. A design with a larger digit length and channel 

width can reduce the flow rate. 

 

4.2 Frequency synchronization 

The final goal of this IDEs system design is to detect the target cell and 

define whether the target cell is captured or not. Since the detection signal and capture 

frequency are used at the same time, the frequency range of the capture frequency is 

limited. As discussed earlier in Chapter 2, impedance detection in this design is based 

on the different dielectric properties of micro-particles. The CM factor, which is a 

highly frequency dependent parameter for the capture process, was discussed in 

Chapter 3.  
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Figure 4.2.1. Impedance responses of plastic bead in the DI water. 

The green line in Figure 4.2.1 shows the simulation results of impedance response 

when a plastic particle was captured at the center of the electrodes’ gap in the DE 

water. The blue line is the impedance response of the electrode in the DI water when 

there are no particles in the surroundings. The impedance response difference clearly 

showed up between the frequency ranges from around 
3101  to 

5101  Hz. As 

discussed before, by this impedance difference, a detection signal will be generated 

and read by the detection circuit. Therefore, as a basic and simple instance to explore 

the DEP capture process, the capture frequency of the plastic bead should be applied 

within the frequency range where the detection circuit can detect the signal of 

impedance difference.  
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4.3 Particle size, Flow rate, and Applied voltage impacts 

 

Figure 4.3.1 CM factor of plastic bead in the DI water 

As seen in Figure 4.3.1, a pDEP force can be ideally applied when the frequency 

is lower than 
4108 Hz in the DI water and the plastic bead can be captured at 1kHz, 

which is an ideal frequency for capture goal. The plastic bead was selected as a basic 

and simple reference model to explore other factors of the particle’s movement during 

the IDEs micro-channel. Then, simulation results of the plastic bead model were used 

to predict and guide the micro-particle capture and separate process in a more 

complicated condition. As the result shown in the previous chapter, the particle size 

and flow rate may highly affect the movement of the plastic bead. The simulations 

were done to verify the effects in the COMSOL, where the frequency was selected at 

1kHz in the DI water.   
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Figure 4.3.2 2 µm radius plastic bead passing through the micro-channel in DI 

water with 120 µm/s @1kHz, ±1Volt (Vpp). 

 

Figure 4.3.3 4 µm (a), 6 µm (b),8 µm (c), 12 µm (d) radius plastic bead passing 

through the micro-channel in DI water with 120 µm/s @1kHz, ±1Volt (Vpp) 
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In Figure 4.3.2, the result plots show the plastic bead moving on the track. As the 

real part of the CM factor curve shown in 4.3.1, it is supposed to be captured by an 

electrode at 1kHz in the DI water. However, as discussed in section 4.1,  

2

1

P

D
d

F   

3

PDEPext rFF   

For a plastic bead with radius 2 µm in the DI water where the applied voltage is 1 Volt 

peak to peak and the frequency of the signal is 1k Hz, it cannot be captured at the 120 

µm/s flow rate. The radius of the bead was increased from 2 µm to 12 µm. The 

simulation results are shown in Figure 4.3.3, which show that a larger size of plastic 

bead can be more easily captured because of a more effective DEP force and a less 

effective drag force that will be applied on the plastic bead. When the plastic bead 

radius was given as 4 µm (shown in Figure 4.3.3(a)), the path of the bead’s motion 

was going down slightly since it was affected by pDEP. When the radius reached 6 

µm(b), the path of motion of the bead shows that the bead changed direction after 

passing the electrode and was eventually captured at the edge of the right electrode. 

As the radius kept increasing to 8 µm(c), the beads could be directly captured at the 

edge of the right electrode since the pDEP force is larger as compared to the drag 

force. In plot (d) with a radius of 12 µm, the beads were easily captured at the edge of 

the left electrode, which indicates that an even larger pDEP force was present.   

     As mentioned above, the radius affects the DEP force and drag force in terms of 

the particle dielectric properties and geometric properties. Another important factor 

that affects this kinetic system is the flow rate of microfluid, which provides the drag 

force directly by: 

)(
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vumF P

P

D 










                      (4.2) 

At the capture point, FDEP should balance with FD in this system. Also, there should be 
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enough time for the DEP force to capture the particle within the effective region 

before the particle passes by, which is highly relative to the flow rate. Different 

simulations were applied on the plastic bead when the radius was controlled as 4 µm 

and also the certain height of the particle position was controlled in the microchannel 

(25 micrometers in this case). 

 

Figure 4.3.4 4 µm radius plastic bead passing through the micro-channel in DI 

water with 30µm/s (a), 60µm/s(b), 120 µm/s(c), 200µm/s(d) @1kHz, ±1Volt (Vpp). 

As expected, a lower flow rate can make the process easy to capture the plastic 

bead. In plot (a) where the flow rate is 30 µm/s, plastic beads with a radius of 4 µm 

can be captured at the right electrode edge. As the flow rate increased, the DEP force 

was relatively low to capture the particle in the effective electrical field region, so the 

plastic beads could not get captured during the flow rate conditions of the plot (b), (c), 

and (d). 
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Another factor of the DEP force is the root mean square electric field rmsE  

(Unit: V/m), where the electrical potential V responsible was the applied voltage of 

the electrode. Therefore, the peak to peak voltage of the AC supply will also have a 

significant effect on the DEP force as: 

2

0

3 )
2

()(2 rms

fP

fP

fPext ErealrealrF 








            (4.5) 

2

rmsDEP EF   

For the purpose of capturing living cells and power consumption, a high voltage 

is not recommended. However, if the microfluidic device is limited in its minimum 

flow rate it can provide, a reasonably higher voltage can be a way to capture the target 

micro-particles. For plastic beads, which is kind of like an experimental mouse, 

simulations were done without consideration of cell survival and effects on 

temperature. 

 

Figure 4.3.5 4 µm radius plastic bead passing through the micro-channel in DI 

water with 120 µm/s @1kHz, ±0.5V(a), ±1V(b), ±2V(c), ±5V(d). 
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As discussed before, when the applied voltage doubled, the DEP force 

increased 4 times and the electrical field also increased. Where dropping down the 

flow rate from 120 µm/s to 30 µm/s, which is equivalent to increase the applied 

voltage from ±1V to ±2V. The simulation results in Figure 4.3.5 (c) and (d) showed 

the plastic bead capture at 120 µm/s by the applied voltage ±2V(c), ±5V(d). 

Compared to the flow rate control, the applied voltage is an easier and more effective 

way to get a larger DEP force and particle capture. 

Another important factor of the DEP force is the dimension of the IDEs 

system. The more enlarged the electrode array extension, the larger the DEP force will 

be. The IDE design will be an ongoing part of this project which will be discussed in 

further work.  

 

 

4.4 HEK 293 cell capture and separation 

Concluding all theories and principles mentioned before, the best separation 

frequency was selected at 5MHz for the target HEK 293 cell when the medium 

solution conductivity was adjusted to 4000 µS/cm. The real part character of the CM 

factor curve was shown in Figure 3.5.6, and the simulation was done in the COMSOL 

by the applied multiple physics modules; the capture and separate result plot are 

shown in Figure 4.4.1: 
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Figure 3.5.6 The real part of the CM factor response against the 

frequency of polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), 

CHO (purple) when suspended in the buffer solution with 4000 µS/cm 

conductivity. 

 

Figure 4.4.1 HEK 293 cells separate from mixed particle group and captured by 

IDEs system in the microfluidic with 4000 µS/cm at 5MHz. 

 

The results shown above indicate that the system captured the target cells 

perfectly and repelled all other interferences. To give a larger tolerance for the system 
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to capture and detect should be developed. Therefore, simulations were done to 

explore a lower conductivity medium solution and a larger frequency range of capture 

and detection. Since HEK 293 cells have the largest radius among the four discussed 

micro-particles, it means it would be more sensitive to the DEP force and less 

sensitive to the drag force. In Figure 3.5.1, at frequency 100kHz, for instance, plastic 

beads and Yeast cells would experience an nDEP force while HEK cells and CHO 

cells would experience a pDEP force. Both the HEK cells and CHO cells have a 

similar plot for the real part of the CM factor, but the HEK cells are more sensitive to 

the DEP force and less sensitive to the drag force. The HEK cells can be captured by 

increasing the flow rate and using a higher voltage to increase the momentum down to 

the electrode. Despite the CHO cell’s slight DEP force, the large drag force would 

push it towards the outlet of the microchannel. The COMSOL simulation results for 

this condition are shown in Figure 4.4.2: 

 

Figure 3.5.1 The real part of the CM factor response against the frequency of 

polystyrene bead (blue), HEK 293 cell (red), yeast cell (yellow), CHO (purple) 

when suspended in the buffer solution with 200 µS/cm conductivity. 



、 63 

 

Figure 4.4.2 HEK cell getting captured and separated from the micro-particle 

group when it was passing through the micro-channel in a 200 µS/cm medium 

buffer with 60 µm/s @100kHz, ±2V. 

 

 

 

By using a higher conductivity medium buffer, capture can be achieved with a 

lower power supply and faster flow rate to reduce the power consumption of the 

circuit. Figure 3.5.4 shows the real part of CM factors when the medium buffer 

conductivity was adjusted to 1500 µS/cm. 
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Figure 4.4.3 Real part of CM factor response against the frequency of 

polystyrene beads (blue), HEK 293 cells (red), yeast cells (yellow), CHO cells 

(purple) when suspended in the buffer solution with 1500 µS/cm conductivity. 

    It can be observed that there is a larger difference between the HEK cells and 

CHO cells in the frequency range from 1MHz to 10MHz. This will reduce the 

requirements of the power supply to increase the DEP force. However, it will need a 

larger capture frequency, which is not wanted for circuitry design and detection 

purposes. Figure 4.4.4 shows the COMSOL simulation results with the conductivity 

of the medium adjusted to 1500 µS/cm. 
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Figure 4.4.2 HEK cell getting captured and separated from the micro-particle 

group when passing through the micro-channel in 1500 µS/cm medium buffer 

with 60 µm/s @1MHz, ±2V. 

 

 

4.5 Cells Detection 

 

Figure 4.5.1 Impedance Spectroscopy of multi-shell models of a) IDEs 

system (Blue) b) Plastic bead (Green) c) HEK cell (Red) d) Yeast cell (Mint) e) 

CHO_7 cell (Purple). 

In Figure 4.5.1, simulations were done on the four multi-layer models in the 

COMSOL. The results show the impedance spectroscopy of the four different types of 

particles and electrodes. As explored in the previous chapter, regarding the character 

curve of the real part of the CM factor, the conductivity of the medium solution is 

selected at the level of 4000 µS/cm. The capture results are perfect and are shown in 

Figure 4.4.1 in an earlier chapter. The impedance responses are expressed in Figure 

4.5.2. 
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  Figure 4.5.2 Detected Impedance response of micro-particles a) Plastic 

bead (Blue) c) HEK cell (Red) d) Yeast cell (Green) e) CHO_7 cell (Purple). 

The applied frequency was selected at 5MHz during the capture process when 

the medium conductivity was adjusted to 4000 µS/cm. The detected impedance 

response, shown in Figure 4.5.2, had a significant response of the target cell (HEK 

293(red)) in contrast to other micro-particles. The simulation proves that the condition 

that was set up for cells capture can achieve cell detection at the same time. 

Additionally, the detection of this process can also tell whether a wrong particle was 

captured if the detection responses in a different level with the target cells.   
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4.6 Conclusion 

In this chapter, a series of detailed simulations were done by using COMSOL 

MultiPhysics. The indicated results are as expected from the previous simulations and 

conclusions. The capture frequency of a HEK 293 cell was selected at 5 MHz with 

medium solution @ 4000µS/cm, however, this is not the only frequency that can be 

applied for cell capture. For the purpose of detection, the capture frequency should be 

selected from the range of 1 kHz to 100 MHz, which is the most applicable frequency 

range for the impedance detection. The applied voltage should be controlled to as low 

of a level as possible for the cell liveness. However, increases in voltage is an 

effective way to increase the DEP force. The particle size is also an important factor 

for the capture process. As discussed before, for the micro-particle capture, a larger 

size of the particle is preferred since it can increase the DEP force and decrease the 

drag force significantly. The size of a plastic bead can be easily controlled. In 

comparison, it is hard to control the size of a cell. The size can still be a reference 

when selecting and culturing the cell sample. The size of a cell usually has a range 

according to the cell maturity. Since the flow rate mainly depends on the equipment 

such as the fluidic pump, channel width, and microfluidic structure, lots of designs 

can be used to decrease the flow rate and reduce the drag force. The type of DEP force 

applied to the different micro-particles is influenced by the selection of the medium 

solution. Different DEP force performances will be present for different particle and 

medium combinations. Thus, this thesis expressed the method to capture and separate 

the target cell from a group of micro-particles with different representative models, by 

giving a specific and reasonable combination of applied voltage, frequency, flow rate, 

and medium solution. 
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Chapter 5 Conclusions and ongoing work  

5.1 Conclusions 

This thesis work indicated and discussed a biosensor design based on the 

microfluidic and IDEs system. The goal of the thesis was achieved by simulations in 

COMSOL and Matlab. It firstly figured out the effect by the particle approaching the 

IDEs system with a double-layer effect, and then, explored the dimension and 

materials for the IDEs system to get a low-cost and relatively high sensitivity of the 

detection/transducer elements for the sensor design. The central part of the sensor 

design is the recognition element that employed the DEP force to obtain a label-free 

capture and separation of cells. The complicated condition of different types of 

micro-particles in the microfluidic system was investigated thoroughly from a basic 

model of the plastic bead. Multi-layer models were involved in different types of 

micro-particles. The real part CM factor, which is the most important impact factor of 

DEP force, was adjusted by changing the conductivity of the medium solution 

regarding the reasonable simulation results. The best selection of the conductivity of 

medium solution is 4000 µS/cm, which can provide a clear separation and capture 

frequency for HEK_293 cells from other micro-particles such as a plastic bead, Yeast 

cell, and CHO_7 cell. The frequency and applied voltage were selected at 5MHz and 

1V peak to peak when given a flow rate at 120 µm/s. By analyzing the kinetic system 

of a plastic bead in the micro-channel, an adept way for the capture and separate 

process in a lower conductivity medium solution was figured out. The simulations on 

the plastic bead and the size of the particle have a significant effect, and in the thesis 

condition, it provided a positive effect during the capture process. And finally, the 

HEK_293 can get captured and separated in a lower medium solution at 200 µS/cm 

and 1500 µS/cm. This can be helpful to keep cells live in the microfluidic system. In 

the POC or LOC purpose, like drug detection, a longer experiential period will be 

required.     
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5.2. Ongoing work 

This thesis was based on the theory and simulation to guide the IDEs system and 

microfluidic design. It figures out the direction and can avoid unnecessary issues with 

experiments. For the future work, the IDEs system could be improved with a physical 

restriction such as a micro-well to capture the single cell, which is more accurate and 

practical to be utilized in the industrial application. Also, in the thesis, four different 

types of models of the micro-particle were simulated and explored. These four models 

selected were representatives for all common particles in the medicine, agriculture, 

and other industrial environments. For a specific condition such as a blood sample 

with the cancer cell, to detect the cancer cell which could easily to set up a new model 

based on this thesis work and design the custom chips for specific applications. 

Therefore, wider area groups of sample combinations could be explored in further 

work.       
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