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Abstract
Two novel techniques were developed: nanomilling and direct writing of metal 

surfaces with self-assembled monolayers. This thesis first details the nanomilling of 

metal surfaces with 800 nm wavelength, femtosecond laser pulses and initial modeling of 

the microscopic processes in silicon. A careful study o f the single shot ablation threshold 

for copper was carried out yielding an incident single-shot ablation threshold and a 

reduction in this ablation threshold for multiple shots consistent with an incubation 

phenomenon. A two-temperature model was used to model the single-shot ablation 

threshold by describing the coupling of the laser energy to the electron subsystem and the 

relaxation o f this energy to the lattice subsystem through a temperature-dependent 

energy-coupling equation with a pre-factor commonly referred to as the g-parameter. 

The g-parameter was similar for all noble metals when the electron thermal conductivity 

was modeled using the plasma electron conductivity model. The plasma electron thermal 

conductivity resulted in the independence o f the single-shot ablation threshold on pulse 

width below the electron-lattice thermal coupling time and the adequate prediction of the 

single-shot ablation threshold for copper.

Nanomilling to depths o f less than 10 nanometers required determining the single­

shot ablation threshold, incubation coefficient and surface reflectivity. These laser 

parameters established that surface nanomilling occurred close to the multiple-pulse 

ablation threshold. Photomultiplier tube measurements of atomic emission during the 

nanomilling process showed photons emitted once every several shots. The results were 

consistent with a model that ablation occurred in bursts after a number of intervening 

incubation energy storage shots.
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A methodology was developed to manipulate the surface properties o f a self- 

assembled monolayer (SAM) of alkanethiol on a gold film by using nanomilling. CW 

laser patterned SAM surfaces created minimum line widths o f 4 /xm. SAM patterning 

with femtosecond pulses achieved minimum line widths of (375 ± 25) nm.

A molecular dynamics simulation o f silicon for femtosecond laser pulse ablation 

was extended to include an electron subsystem to model the avalanche ionization 

mechanism. The inclusion of avalanche ionization and a parametric study showed the 

potential of the model to predict the single-shot ablation threshold o f silicon over a larger 

femtosecond pulse range.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Acknowledgements

Great colleagues and great friends have made these past seven years successful.

First to Dr. Bob Fedosejevs, your guidance goes beyond this thesis, though I am grateful 
for your help and constant humbling. Your extensive knowledge in physics has always 
been impressive and your diverse research projects in optics have given me an extensive 
knowledge in the field. I will always remember our conversation in Puebla.

To Dr. Ying Tsui, who has been my check and balance system in this work ensuring that 
f did not deviate too far from my objectives. Thank you for all your patience in my 
energetic mental riffmgs. You are right; I am an excitable person.

To Blair Harwood, your contribution cannot be weighed. You have been a great friend 
and a great teacher in the technical aspects o f laser systems and optical design. I wish 
you all the best, you are a patient, caring and supportive person and I am definitely a 
better person for having known you.

To Dr. Alidad Amirfazli, I have enjoyed our collaboration and conversations, thank you 
very much for approaching our group with your project and to Dr. Reza Shadnam for 
your contributions. I would also like to thank Dr. David Wilson for the use o f his 
laboratory in the earlier work of the SAM project.

To my lab mates, especially Dr. Matt Reid, James Gospodyn, Dr. Mike Taschuk and 
Mike Argument, who were great friends that made those “truthful” moments easier to 
handle. To the newer people who joined our lab that became good friends: Rick Conrad, 
Dr. Craig Unick, Roman Holenstein, Yogesh Godwal and Zahid Chowdhury, you made it 
easy to cope with dealing yourself a 13-spade hand that you ended up opening as 7 NT.

To the Campus Rec. group, and in particular to Mike Chow, for an excellent recreation 
program that embraces all level o f “skill”, especially our Laser Mob Unit. Your activities 
have helped keep many people fit and given us a stress outlet. Through your 
organization, I found a great group of friends outside o f my academic sphere. To the 
most over-educated soccer team, Taps Thunderheads, thank you for taking on a relatively 
weak player and turning him into somewhat o f a soccer player. Especially to Dr. Dave 
Bressler, Dr. Dan Barreda, Doug McFarlane, Matt Bryman and Jeremy Wakaruk, you 
have been great friends and I wish you and your growing families all the best.

I am thankful to the Natural Sciences and Engineering Research Council (NSERC), the 
Canadian Institute for Photonic Innovations (CIPI), the Informatics Circle o f Research 
Excellence (iCORE), the Faculty o f Graduate Studies and Research and the Department 
of Electrical and Computer Engineering for their funding support.

A special note o f appreciation to Melissa Haveroen, Dr. Jon van Hamme, Roz Young and 
Nelson Young (thanks for helping with the MD project).

An important, final note o f appreciation goes to my family for their love and support. To 
my wonderfully patient and caring wife, Dr. Kathlyn Kirkwood: she beat me to the finish 
but was still supportive while raising our newborn son Liam while I finished this thesis. 
And to our parents, this thesis could not have been completed without your help, and I am 
forever grateful for their help in this achievement.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Contents

1. Introduction..............................................................................................................................1

1.1 Background......................................................................................................................1

1.2 Research obj ectives and thesis overview.................................................................... 2

1.3 Contributions...................................................................................................................4

2. Femtosecond Laser Pulse Heating and Ablation...............................................................5

2.1 Femtosecond laser pulse interaction with noble metals............................................7

2.2 Two-temperature model o f femtosecond laser pulse interaction with metals ....15

2.2.1 Introduction...................................................................................................15

2.2.2 TTM parameters........................................................................................... 17

2.3 Femtosecond laser pulse ablation of silicon............................................................ 25

2.4 Molecular dynamics modeling of femtosecond laser pulse ablation o f silicon ..30

3. Materials and Methods........................................................................................................ 46

3.1 Experimental too ls.......................................................................................................46

3.1.1 Femtosecond nanomilling and ablation threshold experiments............46

3.1.2 CW laser patterning o f self-assembled monolayers................................51

3.2 M aterials....................................................................................................................... 53

3.2.1 Target samples and substrates....................................................................53

3.2.2 SAM deposition chemicals........................................................................ 54

3.3 Femtosecond laser experiment techniques............................................................... 55

3.3.1 Preliminary notes on Ti:Sapphire laser performance............................. 55

3.3.2 Initial steps in the femtosecond laser experiments.................................57

3.3.3 Focal spot calibration..................................................................................60

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3.3.4 Femtosecond laser ablation threshold and incubation experiments......62

3.3.5 Femtosecond laser pulse nanomilling....................................................... 63

3.3.6 Femtosecond laser pulse patterning o f SA M s.........................................64

3.3.7 Reflectivity calibrations.............................................................................. 65

3.3.8 Transient reflection dynamics o f incident femtosecond laser pulses...67

3.4 Patterning SAMs with the Argon ion laser..............................................................69

3.5 SAM substrate preparation........................................................................................ 71

3.5.1 Patterning o f SAMs with the Argon Ion lase r.........................................71

3.5.2 Patterning o f SAMs with femtosecond laser pu lses ...............................72

4. Femtosecond laser pulse nanomilling o f metal surfaces..................................................74

4.1 Determining the single-shot ablation threshold for a material using Gaussian

spatially-shaped laser pulses......................................................................................74

4.2 Femtosecond laser pulse ablation threshold and incubation o f copper............... 77

4.3 Nanomilling copper surfaces.................................................................................... 82

4.4 Two-temperature modeling of femtosecond laser pulse interaction with

m etals............................................................................................................................ 86

4.4.1 Discretization o f the T T M ......................................................................... 87

4.4.2 TTM results for the ablation threshold and nanomilling o f copper......90

4.5 Discussion.................................................................................................................... 94

4.6 Engineering application: Smart micromachining.................................................101

5. Laser patterning of metal surfaces with self-assembled monolayers........................... 102

5.1 Self-assembled monolayers o f alkanethiols on metal surfaces...........................103

5.2 Patterning metal surfaces with self-assembled monolayers by thermally-

induced desorption.................................................................................................... 109

5.3 Modeling thermally induced self-assembled monolayer desorption from thin

gold film surfaces...................................................................................................... 114

5.4 Patterning metal surfaces with self-assembled monolayers by femtosecond

laser pulse nanomilling o f thin gold film surfaces................................................116

5.5 Discussion.................................................................................................................. 123

5.6 Engineering application: Self-assembled monolayer patterning of glass

substrates with femtosecond laser pulses............................................................... 126

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6. Femtosecond laser pulse ablation o f silicon...................................................................128

6.1 Pulse dependent single-shot ablation threshold o f silicon..................................129

6.2 Modeling femtosecond laser pulse ablation o f silicon with molecular

dynamics.....................................................................................................................134

6.2.1 Modeling avalanche ionization............................................................... 134

6.2.2 Dynamics of conduction band electron generation in the avalanche

MD simulation...........................................................................................137

6.3 Discussion................................................................................................................. 141

7. General D iscussion............................................................................................................ 150

7.1 The nanomilling mechanism...................................................................................150

7.2 Incubation and fatigue..............................................................................................152

7.3 Future experimental directions in nanomilling, incubation and fatigue............156

8. Conclusion.......................................................................................................................... 159

References................................................................................................................................... 161

A. Discretization of the T T M .................................................................................................176

A. 1 Formula development..............................................................................................176

A.2 Procedure for running the TTM ............................................................................. 182

A.3 TTM filenam es.........................................................................................................182

B. Derivation o f the Gaussian Beam Limiting Technique................................................185

C. Reporting o f the ablation threshold and incubation coefficient....................................188

C. 1 Error in the beam waist and the threshold energy for ablation..........................188

C.2 Error in the incubation coefficient.........................................................................190

C.3 An example............................................................................................................... 191

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Tables

Table 2.1: Thermophysical properties at room temperature o f metals o f interest in
laser ablation and TTM .......................................................................................8

Table 2.2: L Ha z  during the laser pulse in laser machining using equation (2.1) and
the room-temperature thermophysical properties o f materials.....................9

Table 2.3: Optical properties o f metals and ballistic electron range for typical
laser wavelengths...............................................................................................10

Table 2.4: Published incident ablation threshold fluences, $h,inc> and incubation
coefficients for noble metals............................................................................ 13

Table 2.5: Experimentally derived and theoretically calculated electron-phonon
coupling coefficients (g-parameter) for metals............................................. 22

Table 2.6: Published, experimentally measured, incident single-shot ablation
thresholds o f silicon...........................................................................................28

Table 2.7: Published, theoretically derived, absorbed single-shot ablation
thresholds o f silicon...........................................................................................35

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



List of Figures

Figure 2.1: Example of the temperature dynamics of the electron and lattice
subsystems from interaction with a femtosecond laser pulse over 
several picoseconds............................................................................................. 6

Figure 2.2: Example of the ablation threshold for a metal with a single-shot
ablation threshold of 1 J/cm2 and an incubation coefficient o f 0.80.......... 15

Figure 2.3: Electron thermal conductivity o f copper calculated using the
proportional and plasma electron thermal conductivity models.................20

Figure 2.4: Comparison of the full equation and the approximation o f the energy
coupling equation in the T T M ........................................................................ 23

Figure 2.5: HF-MD simulation of the single-shot ablation threshold o f silicon with
800 nm wavelength, femtosecond laser pulses as compared with 
experimental results reported in the literature.............................................. 33

Figure 2.6: HF-MD simulation of the single-shot ablation threshold o f silicon with
800 nm wavelength, femtosecond laser pulses as compared with 
theoretical results reported in the literature...................................................34

Figure 2.7: Impact ionization rate o f conduction band electrons for silicon
calculated using collisional integrals and the Keldysh ionization ra te ......43

Figure 3.1: Block diagram of the femtosecond laser system with the energy
selection optics, pulse width characterization and spatial 
characterization..................................................................................................47

Figure 3.2: Example o f the beam profile measured on the SP-980 CCD camera in
the equivalent focal plane system ................................................................... 49

Figure 3.3: Circuit diagram of the biasing o f the FND-100 silicon photodiodes.......... 50

Figure 3.4: Schematic of the SAM microscope slide mount............................................ 52

Figure 3.5: Polarization o f the main pulse and the pre-pulse from the output o f the
Ti:Sapphire laser............................................................................................... 56

Figure 3.6: Contrast ratio of the Ti:Sapphire laser after the half-wave plate and
Gian polarizer.....................................................................................................57

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3.7: Experimental setup for nanomilling and femtosecond SAM laser
patterning............................................................................................................58

Figure 3.8: General experimental setup for measuring the specular reflectivity.......... 65

Figure 3.9: Setup for measuring the diffuse reflectivity.................................................... 67

Figure 3.10: Experimental setup measuring the transient reflectivity o f a laser pulse
incident on a target with a specular reflective surface................................. 67

Figure 3.11: Experimental setup for the CW Ar+ direct laser writing o f SAM s..............70

Figure 4.1: SEM images o f GF copper foil ablation spots................................................78

Figure 4.2: An example o f the determination o f the major and minor axes diameter
and energy ablation threshold of GF copper foil for 1- and 10-shot 
ablation spots measured by SEM.................................................................... 79

Figure 4.4: Determination of the ablation threshold for the 250 nm copper thin
film for 1, 5 and 20 shots measured by SEM.................................................81

Figure 4.5: Nanostructured surface profiles measured by optical interferometric
profilometry....................................................................................................... 84

Figure 4.6: White light interferometric profilometry measurement and PMT traces
of nanomilled results......................................................................................... 85

Figure 4.7: Illustration o f the heated region by an ultrashort laser pulse modeled
by the T T M ........................................................................................................ 87

Figure 4.8: Discretization of the one-dimensional TTM in space and tim e...................88

Figure 4.9: TTM results for copper using the proportional electron thermal
conductivity heated by a 800 nm, 130 fs FWHM Gaussian-shaped 
laser pulse at 93.54 mJ/cm2 (absorbed) with g  = 10 x 1016 W/(m3-K)......91

Figure 4.10: TTM results for copper using the plasma electron thermal conductivity
for copper heated by a 800 nm, 130 fs FWHM Gaussian-shaped laser
pulse at 60.7 mJ/cm2 (absorbed) with g = 3 x 1016 W/(m3 K )....................93

Figure 4.11: Prediction of the absorbed single-shot ablation threshold for copper
using the PTS-TTM ..........................................................................................94

Figure 5.1: Schematic representation o f a 1-hexadecanethiol monolayer coating on
a thin gold film surface...................................................................................104

Figure 5.2: The SAM system with the thiol chemically bound to a gold-coated
glass substrate..................................................................................................110

Figure 5.3: An OM image of gold film damage by overheating the glass slide I l l

Figure 5.4: SEM images of two regions scanned with a +10 cm le n s ......................... I l l

Figure 5.5: An OM image o f a 70 /xm wide hydrophilic line written with a 90 mW
Ar+ beam focused by a +10 cm BK7 plano-convex lens...........................112

Figure 5.6: SAM line widths created by scanning the focal spot o f a CW Ar+ laser
at 200 /xm/s to induce thermal desorption.................................................... 113

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 5.7: 

Figure 5.8: 

Figure 5.9: 

Figure 5.10:

Figure 5.11:

Figure 5.12:

Figure 6.1: 

Figure 6.2:

Figure 6.3:

Figure 6.4:

Figure 6.5:

Figure 6.6:

Figure 6.7:

Figure 6.8: 

Figure 6.9: 

Figure 6.10:

SAM line widths created by scanning the focal spot o f a CW Ar+ laser 
at 200 /xm/s compared to the steady-state thermal model..........................115

Schematic o f the mechanism differences between the two SAM laser 
patterning techniques......................................................................................117

Determination of the ablation threshold of GF gold foil for 1, 10 and 
1000 shot ablation measured by S E M ..........................................................119

Determination o f the ablation threshold o f a 30 nm thin gold film with 
the hydrophobic monolayer surface for 1, 10, 100 and 1000 shot 
ablation measured by SEM ............................................................................ 120

SEM image o f a region on the gold-coated substrate scanned with an 
incident peak fluence of 150 mJ/cm2, a repetition rate o f 1 kHz and a 
scanning speed of 50 /xm/s............................................................................. 121

Sub-micrometer line widths o f SAMs on gold-coated substrate using 
NIR femtosecond laser pulse nanomilling................................................... 122

WLI images of intrinsic silicon ablation spots............................................ 130

Enhancement of the WLI image of Figure 6.1(c) to expose the region 
on the native oxide silicon sample labeled as B in Figure 6.1(a and c).. 131

Line out o f an ablation spot made on the intrinsic silicon with a native 
oxide measured using the W L I......................................................................131

Close up of the rim of the ablation spot made on the intrinsic silicon 
with a native oxide measured using the WLI...............................................132

Determination o f the single-shot ablation threshold for intrinsic and 
p-type silicon with femtosecond pulse widths at 800 n m ..........................134

Plot o f the avalanche MD simulation with the experimental single-shot 
ablation thresholds for different silicon w afers.......................................... 137

Strength o f the conduction band electron generation mechanisms 
during the laser pulse in the avalanche MD simulation near the single­
shot ablation threshold at 41 fs, 83 fs, 166 fs and 333 fs Gaussian 
FWHM pulse widths....................................................................................... 138

Conduction band electron density in the avalanche MD simulation 
volume for a 41.6 fs Gaussian FWHM pulse with an absorbed fluence 
o f 100 mJ/cm2..................................................................................................140

Conduction band electron density in the avalanche MD simulation 
volume for a 333 fs Gaussian FWHM pulse with an absorbed fluence 
o f 330 mJ/cm2..................................................................................................141

Transient reflectivity of the 800 nm, 140 fs to 150 fs FWHM Gaussian 
main pulse from silicon measured over a range o f incident peak 
fluences for (upper graph) p-type silicon and (lower) BOE etched 
intrinsic silicon.................................................................................................142

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 6.11: Absorption coefficient o f silicon from the Drude model modified
dielectric constants with a Drude dampening time o f 1 fs and the 
approximation of the FCA contribution from the two approximations 
at the 800 nm wavelength.............................................................................. 148

Figure C .l: Example o f an energy calibration curve for a photodiode and beam
waist measurement for a 100 nm thin copper film sample used in the
nanomilling experiments.................................................................................191

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Abbreviations, Variables and Units
Abbreviations

AFM Atomic force microscope (or microscopy)
AOI Angle o f incidence
BOE Buffered oxide etch
CCD Charge-coupled detector (or device)
CW Continuous-wave
e electrons (used in units)
ECE Department o f Electrical and Computer Engineering
EP Electric probe
ESEM Environmental SEM (see SEM)
evap Evaporated thin film
FCA Free-carrier absorption
FWHM Full width at half maximum
GBLT Gaussian beam limiting technique
GF Goodfellow [1]
HAZ Heat-affected zone
HF-MD MD simulation with Langevin heat-flow dynamics (see
MD Molecular dynamics
MecE Department o f Mechanical Engineering
11/a Not available (or not applicable)
NanoFab Nano fabrication Facility in the ECE Dept, at the U of A
NG Neutral glass (Schott filters for visible wavelengths) [2]
NIR Near-infrared
NIST National Institute for Standards and Technology
OM Optical microscope (or microscopy)
PDMS polydimethylsiloxane
PTFE polytetrafluoroethylene
PMT Photomultiplier tube
PTS Parabolic two-step
QCM Quartz crystal microbalance
ref. reference
SAM Self-assembled monolayer
SEM Scanning electron microscope (or microscopy)
STM Scanning tunneling microscope (or microscopy)
SW Stillinger-Weber (potential function in MD)
TOF Time-of-flight
TPA Two-photon absorption
TTM Two-temperature model
U of A University o f Alberta
UV Ultraviolet
UVGSFS UV-grade synthetic fused silica
WLI White light interferometer (interferometry)
x-tal crystal/crystalline

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Variables: Greek

a  general absorption coefficient (m '1)
« f c a  free-carrier absorption coefficient ( m -1)

ao linear absorption coefficient (m '1)
/? two-photon absorption coefficient (cm/GW)
y  Sommerfeld parameter (J/[m -K ])

£o permittivity o f free space (F/m)
Sr real part o f the dielectric constant
S\ imaginary part of the dielectric constant
r/(E) electric-field dependent avalanche coefficient
X wavelength (m)

peak fluence (J/cm2)
^th(l) single-shot ablation threshold (J/cm2)
$h(/V) TV-shot ablation threshold (J/cm2)
kq thermal conductivity coefficient (W/[m-K])
fjh hole mobility (m/[V-s])
jUe electron mobility (m/[V-s])
veff effective collision frequency
E, incubation coefficient (unitless)
p  density (kg/m3)
rcon collision time (s)
rP laser pulse width (s)
col laser angular frequency (rad/s)
0)pe electron plasma frequency (rad/s)

Variables: Roman

Ce electron heat capacity (J/[m -K])
Cl lattice volumetric heat capacity (J/[m3-K])
co vacuum speed of light (m/s)
D  diffusivity (m2/s)
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Units and Constants

All the units in this thesis, with a couple of exceptions and unless otherwise 

specified, are in Systeme Internationale (SI) or meter-kilogram-second (MKS) units. 

Units that are not SI are used for their familiarity and ubiquitous use in the literature. 

One unit in this thesis that does not conform to SI is Torr for reporting vacuum pressures. 

The SI unit for vacuum pressure is the Pascal (Pa) but is often reported in bar or Torr.

Some important relationships are listed below:

760 Torr = 1.01293 bar = 101.293 kPa
1 eV = 1.2398 jum [3] energy associated with wavelength
1 eV = 1.6022 x 10'19 J [3] energy in Joules associated with 1 eV
1 eV = 11 604 K temperature associated with 1 eV

21 2 3Ncnt = 1.11 x 10 /Amm cm' critical plasma electron density for an electron
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The symbols and values used for the fundamental constants and the significant 

digits used throughout the calculations in this thesis are from the NRL Plasma Formulary 

[3] and repeated here for the benefit of the reader.
n

Co = 2.9979 x 10 m/s speed of light in a vacuum
Bq = 8.8542 x 10'12 F/m permittivity o f free space
e=  1.6022 x l O'19 C charge
h = 6.6261 x 10'34 J s  Planck’s constant
kB = 1.3807 x 10'23 J/K Boltzmann’s constant
me = 9.1094 x IQ'31 kg rest mass o f the electron
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Chapter 1

Introduction

1.1 Background

Precision micromachining has been an active research topic with the availability 

of commercial femtosecond laser sources. Qualitative studies have shown that metals 

ablated with femtosecond laser pulses have limited residual damage features as a result of 

the interaction, allowing for precision drilling o f metals and ceramics [4], Metals can be 

structured on nanometer length scales into gratings [5], complex patterns like medical 

implants [6], and sub-wavelength features [7]. Much of the research and industrial focus 

in precision laser micromachining has been to eliminate collateral damage features and 

optimize the lateral feature sizes to the nanometer scale.

Laser micromachining o f surfaces for nanotechnology applications requires the 

controlled removal o f nanometer-scale size surface layers from a material substrate with 

little subsurface damage. The ablation threshold intensity, the ablation rate in the near 

threshold intensity regime, the incubation of damage through multiple laser pulses and 

the resultant surface morphology all need to be investigated when nanomilling metal, 

semiconductor and dielectric surfaces. In many cases, the ablation threshold is equivalent 

to the damage threshold.

High precision laser interaction with materials can be achieved with femtosecond 

laser pulses since little detrimental feedback occurs during their interaction with the

2
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surface. The coupling of energy from the electronic subsystem to the lattice occurs on 

the picosecond time scale and longer pulse widths enhance the propagation o f the heat 

into the bulk creating a region called the heat-affected zone (HAZ). If the pulse width of 

the laser is nanoseconds long, then the laser pulse can interact with the evolving plasma 

plume from the surface and drive the plasma to higher temperatures that result in 

additional pressure acting on the molten surface leading to spallation.

Metal surface nanomilling using femtosecond laser pulses is a more controlled 

technique that requires investigation into the laser interaction parameters dependent upon 

one or more pulses at near-threshold energy densities. Surface material removal at 

intensities near the ablation threshold can be controlled to remove material at an effective 

rate of sub-nanometers with each laser shot using near-infrared (NIR) femtosecond laser 

pulses. Understanding this phenomenon and controlling the parameters at the nanometer 

level is required for applications in fine tuning device operation on the sub-micrometer 

scale. For example, microelectronic devices, microelectromechanical systems and 

interdigitated surface acoustic wave devices can be tuned to exact operating parameters 

or frequencies by adjusting their size or adjusting the mass o f the metal electrodes.

1.2 Research objectives and thesis overview

The goal o f the thesis was to demonstrate nanomilling, defined as precision 

micromachining into the depth o f the material to less than 10 nm with no restriction on 

the lateral feature sizes. When this work began, this depth resolution was yet to be 

realized in femtosecond laser interaction research. I expected that the single-shot 

ablation threshold, $h(l), and the incubation coefficient, £  would be the main control 

variables in nanomilling. Copper was chosen as the main substrate since it is a 

commonly used material in technological devices. Careful characterization o f its ablative 

properties was undertaken in this study.

Temperature dynamics have been modeled using the two-temperature model 

(TTM), a set o f coupled partial differential equations that has been used in femtosecond 

laser pulse interaction studies with metals for decades [8]. This model predicts the 

single-shot ablation threshold by using the melting temperature as the predictor for the 

threshold. The temperature dynamics in metals is also an important feature in examining

2
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the incubation phenomenon so numerical modeling has been carried out in this work. 

Temperature dynamics in femtosecond pulse patterning of self-assembled monolayers 

(SAMs) on thin gold film surfaces was also important since the heating rates may 

determine the removal pathway. The use o f the noble metals, copper and gold, makes the 

modeling straight-forward due to their simpler electron dynamics.

Temperature dynamics provides a macroscopic model o f the heating and ablation 

process in metals but microscopic particle dynamics would provide more information on 

the restructuring o f the lattice and particle removal, useful for insight into the incubation 

phenomenon during femtosecond laser ablation. An initial approach was carried out in 

adapting an existing molecular dynamics (MD) simulation for silicon to include an 

electronic subsystem to model avalanche ionization. The electronic subsystem dynamics 

was required before modeling a metal with MD.

The thesis is divided into five main parts. The first part is a review chapter o f the 

physics and literature leading up to the proposed research project. The next part is a 

chapter on materials and methods, giving a detailed account o f the major experimental 

techniques used to demonstrate that nanomilling can be done on metal surfaces using 

NIR femtosecond laser pulses.

The third part is the development o f metal surface nanomilling and its 

applicability in engineering the surface layer. This part is broken into two chapters with 

the first chapter detailing the experiments and calibrations necessary to nanomill a copper 

surface as the test standard. Two-temperature modeling explores the temperature 

dynamics o f nanomilling and shows the ability o f the model to predict the single-shot 

ablation threshold and the scaling o f the threshold with the laser pulse width.

The next chapter details the development o f a novel nanometer-scale gold surface 

patterning technique using a continuous-wave (CW) laser and SAMs. SAMs are used to 

alter the surface properties o f a metal. The end product o f this work was to create 

barrier-free microfluidic channels defined as the confinement o f a liquid by surface 

wetting without physical walls. The reduction o f the channel widths to the nanometer 

scale to create sub-diffraction limited SAM line widths is developed with nanomilling.

The fourth part is an initial study to adapt an MD simulation o f silicon to provide 

insight into the particle dynamics in nanomilling. The milestone o f this chapter was the

3
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development o f an electronic subsystem as an initial step to modeling femtosecond metal 

interactions at nanomilling laser intensities.

The final part is a general discussion that hypothesizes on the dynamics of 

nanomilling from the results presented in the thesis and proposes a mechanism for 

incubation, the mechanism inherent to nanomilling.

1.3 Contributions

The thesis presents two novel techniques in the field o f laser-matter interactions. 

Controlled nanomilling o f metal surfaces to depths o f less than lOnm  was realized 

experimentally using near-infrared femtosecond laser pulses at near-ablation-threshold 

intensities [9]. CW laser patterning for heterogeneous metal surface functionality using 

SAMs is the second novel technique presented in this thesis [10-12].

Over the course o f this research, I have published the results o f a single-shot 

ablation threshold study on copper surfaces [13] that clarified the spread reported in the 

literature. Knowledge o f the single-shot ablation threshold was a key parameter in 

nanomilling metal surfaces. The nanomilling technique was presented the Conference on 

Laser Ablation (COLA) in Banff, Alberta, 2005 and was accepted for publication [9]. 

Initial results in the adaptation o f an MD simulation of silicon to include electron 

dynamics for the first time, for the development o f a microscopic nanomilling model, 

were presented at COLA 2005.

The CW direct laser surface patterning technique using SAMs, developed to 

create barrier-free microfluidic channels in collaboration with researchers in the 

Mechanical Engineering Department (MecE) at the University o f Alberta (U of A), was 

first presented at the International Conference on MEMS, Nano and Smart Systems 

(ICMENS) in Banff, Alberta, 2003 and published in the associated conference journal

[10]. Follow-up theoretical work done by our collaborators was published in Langmuir

[11] and the Journal o f Physical Chemistry B [12]. This technique was further developed 

in our laboratory to create sub-diffraction limited features using nanomilling and 

presented at COLA 2005 and was accepted for publication in the associated refereed 

conference publication [14],
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Chapter 2

Femtosecond Laser Pulse Heating and Ablation

Extensive reviews exist on laser matter interactions and I refer you to such 

references [15, 16] for further discussions on the material presented in this section since 

the review given here is not a complete overview o f material already discussed 

adequately in the literature.

In short, the physics o f interaction between an NIR femtosecond laser pulse and a 

metal surface initiates with the photon energy being transferred to the conduction band 

electrons. The electrons absorb the energy through collisions with other electrons, 

forming a distribution in tens o f femtoseconds that represents a temperature increase of 

the electronic subsystem. After the laser pulse, the electron energy relaxes to the lattice 

atoms through collisions at a transfer rate defined by the properties o f the lattice.

Electrons have a very small heat capacity and a very large thermal conductivity as 

compared to the lattice. The temperature rise o f the electrons is quite high for 

femtosecond interactions, usually several thousand Kelvin, and the high conductivity 

means the heat eventually propagates several hundred nanometers into the substrate with 

a majority o f the energy coupled from the laser beam occurring in the optical penetration 

depth of a few tens o f nanometers. The lattice atoms have a high heat capacity and low 

conductivity compared to the electrons, so the energy coupled from the electrons does not 

result in a very large temperature increase. These dynamics can be seen in Figure 2.1.

5
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Figure 2.1: Example of the temperature dynamics of the electron and lattice
subsystems from interaction with a femtosecond laser pulse over several 
picoseconds.

If the temperature of the electrons exceeds the work function o f the metal, then 

electrons can leave the surface and a positively charged region will remain. The work 

function o f the noble metals is usually about 5 eV (about 58 000 K) so it takes a 

significant amount o f laser energy to reach this electron temperature. Whether the 

remaining positively charged material is neutralized by the nearly infinite electrical 

conductivity o f the metal with free electrons shielding the charge or whether the charged 

cores repulse each other leading to Coulomb explosion is currently debated in the field of 

femtosecond laser pulse ablation. The latter phenomenon has been observed in 

semiconductors and dielectrics where the conductivity is not sufficient to neutralize the 

ionic cores before the ions respond to the force o f Coulomb repulsion.

The high electron temperatures that can be reached may be enough to melt or 

vapourize the metal once all the electron energy has coupled to the lattice. Extremely 

high electron temperatures that lead to lattice temperatures above the melting and 

vapourization temperatures is called “superheating” because the material is relatively

6
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cold when all the energy has been coupled to the electron subsystem. The thermal energy 

contained in the electrons can be sufficient to reach lattice temperatures that induce 

melting and eventually plasma formation. If the electron temperatures are not high 

enough to reach melting or vapourization, then the metal will heat up, expand, and 

recrystallize as though heated by conventional sources, but at a much higher rate.

Semiconductors have the same laser coupling pathways when heated by NIR laser 

pulses except that semiconductors do not have a high density o f conduction band 

electrons as do metals. The low conduction band electron density gives semiconductors a 

long optical absorption depth at NIR wavelengths and requires more absorbed energy 

than metals to lead to melting, vapourization and plasma formation. Femtosecond laser 

pulses have the intensity to be very efficient free electron generators in semiconductors 

and dielectrics. To generate conduction band electrons that lead to heating, electrons are 

promoted from the valence band by multiphoton absorption, which decreases the 

absorption depth. Subsequent heating comes from electron-electron collisions (or Joule 

heating) o f the conduction band electrons.

Femtosecond laser pulses are useful material diagnostic systems since they do not 

interact beyond the electron subsystem. If the pulse width gets longer than a picosecond, 

then heating o f the lattice occurs during laser interaction leading to motion and coupling 

to lattice atoms and ions. If the pulse width is longer than several picoseconds, then the 

laser pulse interacts with the developing plasma that forms from intense heating o f the 

metal, heating the plasma further and driving shock waves back into the material. The 

absence o f these effects is why femtosecond laser pulses are seen as a high precision tool 

for manufacturing precision devices on the micrometer and nanometer scale.

2.1 Femtosecond laser pulse interaction with noble metals

Within the transition metals, copper, silver and gold are the only metals that have 

a full d-shell and the Fermi surface passing through the 5-shell [17] and are referred to as 

the noble metals [18-20]. The electronic structure for each metal is:

Cu: [At] 3d10 4sl
Ag: [Kr] V °  5s1
Au: [Xe] 4/14 5d10 6sx

7
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This structure results in noble metals having free electrons that do not interact 

very well with the bound electrons (J-shell electrons), that are weakly scattered by the 

lattice vibrations [19], and that are simple to model because the Fermi surface passes 

through the spherical 5-shell; parabolic band structures are used to approximate the 

energy o f the free electrons [21]. The free electrons in the noble metals can travel more 

easily than in other metals where the Fermi surface passes through the more complex 

bands. The physical properties o f the noble metals and other metals in the periodic table 

are shown in Table 2.1.

Table 2.1: Thermophysical properties at room temperature of metals of interest
in laser ablation and TTM [19, 22, 23].

Metal

Atomic
Weight
(amu)

P  3
(g /cm )

7
(J/[m3 K2])

* 0

(W/[m-K])
CL

(J/[cm3 K])
T n e l t

(K)
T ’d

(K)
CF

(eV)

Cu 63.546 8.96 98.1 401 3.44 1357.8 343 7.04

Ag 107.87 10.5 62.9 429 2.47 1234.9 225 5.48

Au 196.97 19.3 71.4 317 2.49 1337.3 165 5.53

A1 26.98 2.70 135 237 2.42 933 428 11.66

Ti 47.88 4.51 316 21.9 2.35 1940 420 . . .

Cr 52.00 7.15 190 93.7 3.23 2180 630 . . .

Fe 55.85 7.87 702 80.2 3.53 1811 470 11.15

Ni 58.69 8.90 1060 90.7 3.96 1728 450 11.74

W 183.84 19.3 136 174 2.55 3687 400 . . .

Pt 195.08 21.5 750 71.6 2.86 2041.4 240 . . .

p  is the density of the metal, y  is the Sommerfeld parameter, Ko is the electron thermal conductivity, CL is 
the lattice volumetric heat capacity, Tmc[l is the melting temperature, r D is the Debye temperature and t/F is 
the Fermi energy

Aluminum, a main group metal, and the other transition metals have electron 

thermal conductivities consistently smaller than the noble metals, demonstrating that the 

electrons in the noble metals travel more freely. The Sommerfeld parameter, y, used as a 

measure o f the thermal mass of the electron, shows that the noble metals have lighter 

electrons that are closer to the rest mass than in the other metals.

Laser machining o f metals usually results in a significant HAZ, which is the result 

of a thermal field driven by interaction with a laser field. The HAZ is dependent on the

8
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laser pulse width and the extent of this zone in metals can be several micrometers 

because o f the high thermal diffusivity, D, of metals shown in equation (2.1) below:

Z h a z  *  2JD t̂  = 2^J-^tp ( m )  ( 2 . 1 )

where kq is the electron thermal conductivity, p  is the density, C l is the lattice volumetric 

heat capacity and rP is the laser pulse width. The factor o f two is a geometric factor for a 

spatial point source in an infinite medium and is most often used to get the 1 e-folding 

(1/e) length o f the HAZ (p.20 in ref. [15]). In Table 2.2, the advantage o f femtosecond 

pulse laser machining o f metals is evident since the length o f the HAZ extends less than 

1 jam, allowing for high quality results with limited modification outside the machining 

region compared to longer pulse widths. The HAZ for other non-metallic material is 

calculated from the diffusivity given in Table II o f ref. [15]. One should be careful, 

however, because the thermal interaction time may be significantly longer than the laser 

pulse length, particularly for ultrashort pulses.

Table 2.2: I>haz during the laser pulse in laser machining using equation (2.1)
and the room-temperature thermophysical properties of materials; the data for the 
non-metallic materials are from ref. [15].

D
(cm2/s)

■̂ HAZ
1 ns

by pulse width (nm)
10 ps 100 fs

Cu 1.17 680 68 6.8

Ag 1.74 830 83 8.3

Au 1.27 710 71 7.1

A1 0.98 630 63 6.3

Ti 0.093 190 19 1.9

Fe 0.23 300 30 3.0

Pt 0.25 320 32 3.2

c-Si 0.85 580 58 5.8

S i0 2 0.086 180 18 1.8

PMMA 0.0011 21 2.1 0.21

PI 0.0008 
. • .1 ~TT,— !--- TMT

18 1.8 0.18
PI is polyimide (Kapton ) and PMMA is polymethylmethacrylate
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The 5-shell conduction band o f the noble metals and the limited interaction o f the 

free electrons with the bound electrons and lattice leads to higher electron penetration 

depths than predicted by the optical skin depth. Electrons take longer to thermalize in 

noble metals resulting in longer penetration depths, called the ballistic absorption depth, 

5o [24-26], Table 2.3 shows that the electron penetration depth o f the ballistic electrons 

is greater than the optical skin depth for the noble metals, which then requires special 

treatment o f energy transport as will be shown in Section 2.2.2 when discussing the 

source term in the TTM.

Table 2.3: Optical properties of metals and ballistic electron range for typical
laser wavelengths [23]

A Reflectivity (%) Skin Depth (nm) 4 4
(nm): 248 266 400 800 248 266 400 800 (nm) Refs

Cu 36.6 33.7 48.8 96.3 11.1 12.6 14.9 12.6 70 [25]

Ag 25.7 24.7 84.4 96.6 14.5 16.0 15.2 11.4 142 [25]

Au 31.9 35.8 37.1 98.7 12.7 12.8 17.7 13.4 100 [27, 28]

A1 92.4 92.5 92.4 87.4 6.7 6.7 6.5 7.5 46 [25]

Ti 23.6 25.8 44.2 55.8 16.3 16.7 14.8 19.2 n/a

Cr 54.2 59.1 68.2 63.4 9.8 9.5 9.0 14.7 14 [25]

Fe 43.5 47.1 58.0 59.3 10.6 10.5 10.5 17.4 n/a

Ni 44.9 42.5 48.0 68.3 9.4 10.1 13.5 14.5 11 [25]

W 50.5 46.1 46.0 49.7 6.9 8.6 13.2 23.3 n/a

Pt 37.2 40.8 55.5 71.1 11.2 11.0 11.2 12.9 n/a

The reflectivity and optical skin depth is linearly interpolated from adjacent points if the value at the 
desired wavelength did not exist.

Nanomilling noble metals requires knowledge o f specific parameters for laser 

ablation: the single-shot ablation threshold, the incubation coefficient (defines the 

decrease o f the single-shot ablation threshold in multishot irradiation), the laser 

wavelength, A, the laser pulse shape, the laser pulse width, the laser energy penetration 

depth, k, and absorption at the wavelength o f interest. As seen in Table 2.1 and 

Table 2.3, the properties among the metals can vary significantly so noble metals were 

targeted for measuring and modeling the nanomilling process since they had similar 

properties. These laser ablation parameters determine the nanomilling regime and in this
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thesis, the femtosecond ablation threshold of copper was the primary goal to 

understanding some o f the controlling parameters for the interaction.

Many values for the ablation threshold o f copper have been determined by a 

variety o f experimental procedures. Extrapolation o f ablation rates [29-34], measurement 

of emitted particles by electric probes (EP) [35] and time-of-flight (TOF) techniques [36, 

37], and the Gaussian beam limiting technique (GBLT) pioneered by Liu [38] have been 

employed to experimentally determine the ablation threshold; however, except for recent 

ion and electron expulsion studies using TOF by Amoruso et al. [36, 37], all reported 

ablation thresholds for NIR femtosecond laser pulses were measured using multiple-shot 

interactions [30, 31, 33] yet the ablation threshold decreases with the number o f laser 

shots [39]. The published ablation thresholds for copper and gold are presented in 

Table 2.4 and will be discussed further in Sections 4.5 and 5.5.

Laser surface milling, at first glance, would appear to be limited to a minimum 

depth defined by either the optical penetration depth o f the metal (Table 2.3) or the extent 

of the HAZ (Table 2.2). Multiple-shot ablation threshold experiments, fa(N) where N  is 

the number o f incident pulses, indicate that the feature sizes are limited to the optical 

penetration depth at low fluences since the evolution o f the depth o f a crater scales with 

the incident fluence as shown below:

h = kAr In (m) (2.2)

where h is the ablation depth per pulse (or ablation rate) and kAR is the effective 

penetration depth. The ablation rate plotted against the incident peak fluence, fa^, 

provides a threshold value by extrapolation o f the ablation rate to the abscissa.

Multiple-pulse laser drilling experiments on noble metals have shown two 

ablation regimes, referred to as the “gentle” and “strong” regimes, with respect to the 

incident fluence. In the “gentle” regime, just above the ablation threshold, the effective 

optical penetration depth was similar to the optical skin depth. In the “strong” regime the 

effective penetration depth was similar to the ballistic electron penetration depths 

(compare &AR with values in Table 2.3, and see, for example, refs. [33, 40]). The fluence
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dependence of the optical penetration depths indicates that the nanomilling regime, near 

the ablation threshold for noble metals, may be limited to depths similar to the optical 

penetration depth as shown in Table 2.4 for femtosecond pulse nanomilling in the NIR.

Although multiple-pulse laser drilling experiments indicate that the ultimate depth 

per pulse is limited to the optical penetration depths in the “gentle” regime, the reduction 

o f the ablation threshold with the number o f incident laser pulses attributed to the 

cumulative effect o f thermal cycling in metals by nanosecond laser pulses [39] may be 

another pathway o f material removal that could further reduce the ablation rate to achieve 

sub-optical skin depth results (below 10 nm). Repetitive nanosecond laser interaction 

with a metal was described as promoting the slip-line defect formation in metal surfaces 

similar to mechanical fatigue and the multiple-pulse ablation threshold allowed 

characterization o f the incubation o f damage. Incubation was observed as a reduction in 

ablation threshold for an increasing number o f shots. This reduction was described by an 

incubation coefficient given as [39]:

^ ( A 0  = ^th(VN*-' (J/cm2) (2.3)

If £=  1, then no incubation is observed. An increase in the observed incubation of 

damage shows as a decrease in £

If the incubation effect with femtosecond laser pulses is a thermal cycling event, 

then it may be possible to interact in a region smaller than the optical skin depth since the 

temperature profile always has a maximum at the surface. The interaction region would 

occur very close to the ablation threshold. The effect o f incubation is shown in 

Figure 2.2 where the change in the ablation threshold with respect to incident shot 

number is highlighted by plotting equation (2.3) with $h(l) = 1 J/cm2 and £ =  0.80.

The most striking feature in Figure 2.2 is the rapid decrease in the ablation 

threshold over the initial 1000 pulses that appears to asymptotically approach the abscissa 

as though an ultimate ablation threshold exists, as has been assumed in studies on the 

ablation threshold for metals using the ablation rate. This expectation is likely the cause 

for lack of studies on the single-shot ablation threshold and incubation coefficient for 

femtosecond laser ablation as shown in Table 2.4.
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Table 2.4: Published incident ablation threshold fluences, $h,inc? and incubation
coefficients for noble metals with the measurement error in brackets. The detection 
methods (Det. Method) column indicates whether EP, TOF, material reflectivity 
changes (R), QCM, the GBLT (XXX-1), where XXX defines whether AFM, SEM or 
OM was used to measure the crater diameters, or ablation rate (XXX-2) where 
additionally a stylus profilometer (SP) measures the crater depth were used.
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Figure 2.2: Example of the ablation threshold for a metal with a single-shot
ablation threshold of 1 J/cm2 and an incubation coefficient of 0.80.

The hypothesis in this thesis is that nanomilling occurs close to the multiple-shot 

ablation threshold line where the depth of interaction is close to the optical penetration 

depth o f the metal. The main parameters for determining the multiple-shot ablation 

threshold line are the single-shot ablation threshold and the incubation coefficient as 

discussed. A theoretical model that can be used to compare the single-shot ablation 

threshold values for a noble metal is the TTM discussed in the following section.

2.2 Two-temperature model of femtosecond laser pulse interaction with metals

2.2.1 Introduction

Heating of a metal by a femtosecond laser pulse is often modeled using the TTM. 

The TTM is a coupled partial differential equation that describes the transport and 

relaxation o f energy deposited by an ultrashort laser pulse to the electron subsystem that 

couples to the lattice subsystem of a metal. The model includes a coupling coefficient 

that quantifies the transfer o f energy between the two subsystems. Overall, the TTM is a

15

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



formulation describing the macroscopic states o f the electron and lattice subsystems by 

their individual temperatures given by:

C <El = A '
e dt dz ,

K(Te,TL) ^  ~ g(Te - T L) + S (z ,t)
dz

CL^  = g(Te - T L) 
dt

(2.4)

where Tt is the electron temperature, 7 l is the temperature o f the lattice, Ce is the 

electronic heat capacity, C l is the lattice heat capacity, x(Tt,T\} is the 

temperature-dependent electron thermal conductivity, g  is a coefficient describing the 

transfer o f energy between the electrons and the lattice and S  is the laser heating pulse 

source function. The z-axis is normal to the surface plane.

This formulation with two coupled parabolic partial differential equations is 

referred to as the parabolic two-step radiation heating model (PTS) in ref. [50] and 

referred to in this thesis as the PTS-TTM. The PTS-TTM is one o f four formulations of 

macroscopic laser heating numerical methods described in ref. [50] with the conventional 

Fourier heating model with a laser source referred to as the parabolic one-step model.

The PTS-TTM o f equation (2.4) is often attributed to Anisimov et al. [8] who 

used this model to demonstrate that the mechanism for the observed emission of electrons 

from a metal surface was dominated by the photoelectric effect over a small range of 

intensities. The model showed that above intensities o f 1010W/cm2 for picosecond 

pulses the electron temperature, far out o f equilibrium with the lattice, could approach the 

work function o f a metal surface and the mechanism for electron emission would 

predominantly be that o f thermionic emission.

The TTM assumes that the electron and lattice temperatures are out o f equilibrium 

with each other due to the rapid heating o f the electrons from interaction with an 

ultrashort laser pulse. The key concept in this model is the nonequilibrium temperature 

between the electron and lattice subsystems and the rate of energy transfer between the 

two subsystems. The energy transfer rate was developed by Kaganov et al. [51] to 

explain the deviation from Ohm’s Law in the rapid heating o f electrons in metals. 

Kaganov et al. formulated a rate equation to describe the amount o f energy transferred to
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the lattice subsystem from the heated electrons. The coefficient in the rate equation, 

g(Te -  7l ), became known as the g-parameter and describes the rate o f energy transfer to 

the lattice from the electrons.

2.2.2 TTM parameters

The first variable in the PTS-TTM is the electron heat capacity. This variable is 

often taken in the TTM to be linear in temperature [8]:

C ,= y r ,  (J/[m3 K]) (2.5)

where y  is the Sommerfeld parameter or the constant o f electron heat capacity 

(J/[m3-K2]), the former term is used to refer to this variable in this thesis.

This relationship was derived by assuming that the electrons form a degenerate 

non-interacting gas o f free electron particles [19] that obey the Pauli exclusion principle. 

The Pauli exclusion principle allows only those electrons near the Fermi surface o f a 

metal to gain energy by heating since the increase in energy requires a change in the 

density o f states. Free states only exist above the Fermi level o f any material and for an 

electron gas a small fraction of the electrons can participate in the heat capacity [22],

Equation (2.5) is only valid below the Fermi temperature, TV, since the gas is 

assumed degenerate: two electrons can have the same orbital energy, but opposing spin 

states. The derivation on p. 152 of ref. [22] gives a theoretical electron heat capacity of:

c  = d u
dT

n 1 T
= V M b -  (2-6)

V F

where U is the kinetic energy of the system and the derivative is taken over a constant 

volume. The total number density o f electrons is given by N  [22].

The Sommerfeld parameter, usually associated with an experimentally measured 

heat capacity for a metal, does not agree completely with the constant terms in 

equation (2.6). The correction between the theoretical constant terms and the 

Sommerfeld parameter is done by giving the conduction band electrons in a metal a
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thermal mass > me. The increase in the effective mass o f the electron is believed to 

be a result o f interactions with the ion cores, phonon interaction and self-interaction in 

the gas, none o f which have been accounted for in this model [22]. For the TTM, the 

experimentally derived Sommerfeld parameter is used in equation (2.5) and is considered 

valid as long as Tt < r F.

In a metal, the electron thermal conductivity dominates over the lattice thermal 

conductivity. From the kinetic theory o f gases, the thermal conductivity is:

where k  is the thermal conductivity, C is the heat capacity, v is the velocity of the particle

where rcon is an effective collision time provided I = v?t [22]. The collision time, taken 

as the collision between the electrons and ions, is assumed inversely proportional to the 

lattice temperature according to the Sommerfeld model for conductivity (p. 18 in ref. 

[52]). This approximation leads to the common form o f the electron thermal conductivity 

shown on the far right o f equation (2.8), which I will refer to as the proportional electron 

thermal conductivity.

Equation (2.8) is valid for Te < TV [22]; however, Anisimov et al. provided a more 

general solution for the electron thermal conductivity that they claimed was valid for all 

temperatures up to and above the Fermi temperature [53]:

k  = y C v / (2.7)

and I is the mean free path. Using 7V = Vi mvf2 and substituting equation (2.6) for C, 

equation (2.7) becomes:

(W/[m-K]) (2 .8)

(W/[m-K]) (2.9)
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where 0e = k^TJU^ and 6*l = and % and ij are fitting parameters, which are

377 W/(m-K) and 0.139, respectively for copper [54], When dt «  1, K(Tt,TL) takes on 

the form o f equation (2.8). This equation will be referred to as the plasma electron 

thermal conductivity. This form of the electron conductivity with the hard constants 

0.16, 0.44 and 0.092 is commonly used for metals in the TTM for femtosecond laser 

pulse ablation [33, 54, 55].

The evolution o f the electron thermal conductivity with electron temperature, 

originally compared in ref. [55], is plotted for copper in Figure 2.3 and shows that the 

two models begin to differ when the electron temperature is only 2 % of the Fermi 

temperature (7.0 eV or 81 200 K for copper). The behaviour o f the plasma electron 

thermal conductivity model conforms to the understanding that the electrons are sensitive 

to the lattice vibrations at low temperatures when the collisions are dominated by 

phonons [56] but as the temperature o f the electron system increases, the effect o f the 

phonons is diminished and the electron motion is dependent on electron-electron 

collisions. The shift in dependence is shown in Figure 2.3 when the electron thermal 

conductivity becomes independent o f the lattice temperature at about 10 % of the Fermi 

temperature.

The next variable, the lattice heat capacity, is a constant in temperature for the 

PTS-TTM as predicted by the Debye model (Chapter 5 in ref. [22]). A constant lattice 

heat capacity is valid if  the lattice temperature is above the Debye temperature, 7b, and 

this condition is satisfied for the noble metals, although the initial temperature o f 300 K 

in the PTS-TTM is slightly below the Debye temperature for copper (Table 2.1). Closer 

inspection o f the temperature dependence o f the lattice heat capacity showed that as long 

as the lattice temperature o f the metal is above approximately 0.7 7b, the constant lattice 

heat capacity is still close to the asymptotic value (Figure 7 in Chapter 5 o f ref. [22]). A 

temperature o f 0.7 7b is near 300 K for most of the metals in Table 2.1.
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Figure 2.3: Electron thermal conductivity of copper calculated using the
proportional and plasma electron thermal conductivity models [55].

To couple the energy deposited in the electron subsystem to the lattice subsystem 

requires electron-phonon coupling. The electron-phonon coupling coefficient was first 

derived to explain deviations observed in Ohm’s Law [51], which Kaganov et al. [51] 

believed resulted from electrons having a higher equilibrated mean energy, out o f thermal 

equilibrium with the lattice. Assuming that the electron subsystem was in thermal 

equilibrium and obeyed Fermi statistics, an energy coupling equation was derived by a 

phonon distribution function whose population was defined by electron state transitions. 

The general form of the energy coupled to the lattice per unit time per unit volume was:

where m is the effective electron mass, p  is the material density, 5 is the sound velocity 

and C is a constant describing the interaction between the electrons and the lattice.

> (W/m3)

(2 .10)
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The original derivation of energy coupling between electrons and phonons was 

stated in ref. [51] to have been derived in ref. [52], In Chapter 9.3 o f ref. [52], the 

coupling o f the conduction band electron energy by a transition between states was 

derived by describing the coupling as a result of a displacement or dilation o f the ion 

lattice resulting from longitudinal lattice vibrations (transverse lattice vibrations do not 

yield density fluctuations) [52]. The displacement potential resulting from longitudinal 

phonons scattered free electrons whose energy was taken up by the phonons. In this 

derivation, an energy function, C, appeared that was expected to have values between 

1 eV and 10 eV that would not vary greatly over the scattering vectors. This function 

could be taken as constant for a particular material and for perfectly free electrons, an 

approximation made for the noble metals. The electrical conductivity was inversely 

proportional to C2 allowing the constant to be measured experimentally. Experimentally 

measured values reported in ref. [52] are given in Table 2.5.

Kaganov et al. [51] provided several approximations to the general form of 

equation (2.10) depending upon the temperature range o f interest. The best 

approximation for the TTM is equation (9) in ref. [51] assuming that Te, 7 1 »  7b:

(W/m3) (2.11)
2(2;r) ft p s  TD

The constant, C, is usually stated in units o f eV since it is small, but is substituted 

into equation (2.11) in units o f Joules. Anisimov et al. [8] took this equation as the 

energy coupling factor in the PTS-TTM, which is used written more familiarly as g(Te - 

71), where g  is taken as a constant and from the approximation above is:

S - " I ! ' (W/[mJ-K]) (2.12)
2(2;r) n p s  TB
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Table 2.5: Experimentally derived and theoretically calculated electron-phonon
coupling coefficients (^-parameter) for metals. The Exp. column are values 
obtained by comparing PTS-TTM calculations to measurements and the Calc, 
column are for values calculated using equation (2.12) with C given in the table. 
The electron thermal conductivity model used to predict the ^-parameter is given in 
the /cType column as either the proportional model or plasma model.

Metal
g-parameter* 

Exp. Calc.
C

(eV)
K

Type Refs.

Cu 10 2.48 6.2 prop. [57]

Cu l 2.48 6.2 prop. [44]

Cu (3.9 ±0.5) 2.48 6.2 prop. [58]

Cu 3 2.48 6.2 plasma [59]

Ag 2.1 0.550 4.6 plasma [55]

Au (2.2 ± 0.3) 0.557 6.35 prop. [25]

Au 1.1 0.557 6.35 prop. [49]

Al 31 n/a n/a plasma [55]

C r 42 n/a n/a prop. [60]

Co 93 n/a n/a prop. [25]

Ni 36 n/a n/a prop. [60]

Mo 13 n/a n/a prop. [60]

Ru 110 n/a n/a prop. [25]

Pt
* ri-il _

25 n/a 
~  ~~'7T7,TT

n/a
nr;r

prop. [25]

* The g-parameter is given as (1016 W/[m3-K])

Equation (2.11) plotted against equation (2.10) in Figure 2.4 shows that the 

approximation agrees with the general form of the electron-phonon energy coupling for a 

lattice temperature starting at room temperature (300 K) and progressing to melting 

temperatures above 1000 K for all electron temperatures below the Fermi temperature.

A summary o f the previously reported g-parameters in the literature is also given 

in Table 2.5 including the form of the electron thermal conductivity used in the 

PTS-TTM to estimate g. Notice that except for the higher reported value in ref. [57], the 

g-parameter for the noble metals is nearly an order o f magnitude lower than the transition 

metals, indicative o f the different transport properties between these types o f metals. The 

theoretical g-parameter values are calculated using the values for C (p.268 of ref. [52]).
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Figure 2.4: Comparison of the full equation and the approximation of the energy
coupling equation in the TTM, derived in [51]. The lines are the general equation 
[equation (2.10)] and the points are the approximate solution of equation (2.11).

The definition o f the sound velocity is important for calculating the g-parameter. 

The sound velocity used to calculate the g-parameter in Table 2.5 was the longitudinal 

velocity propagating in the [100] direction of a cubic crystal [22, 61]. This velocity was 

the smallest sound velocity as compared to longitudinal velocities in the [110] or [111] 

directions (see Section 3f in ref. [61]). The sound velocity varies significantly in 

different references. The calculated longitudinal sound velocity in the [100] direction for 

copper and silver, respectively, is 4345 m/s and 3436 m/s. The sound velocity tabulated 

in ref. [62] gives sound velocities with no direction or type as 3500 m/s for copper and 

3650 m/s for silver and since the g-parameter varies as sA, small variations in the sound 

velocity affect the calculated values significantly.

The geometry of the region heated by the laser pulse may also affect the selection 

o f the appropriate sound velocity. Extensional waves, measured for a cylinder with 

dimensions a fraction o f the sound wavelength, have sound velocities o f 3750 m/s for 

rolled copper, 2680 m/s in silver and 2030 m/s for hard-drawn gold [61] and would yield 

g-parameters o f 4.45 x 1016 W/[m3-K]), 1.49 x 1016 W/[m3-K]) and 1.35 x
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1016 W/[m3-K]) for copper, silver and gold, respectively, closer to the experimental 

values reported in Table 2.5. The geometry o f the ablation spots may play a role in the 

appropriate choice o f the sound velocity when the ablation spots are smaller than the 

sound wavelengths, which is the criterion for using the extensional sound velocities 

rather than the longitudinal sound velocities. The g-parameter is inversely proportional 

to the electron-phonon coupling time. The noble metals, with a g-parameter of 

approximately 1016 W/(m3-K), have an electron-phonon equilibration time of tens of 

picoseconds.

The final parameter in the PTS-TTM is the source term that describes the 

intensity change over the depth as:

S(z, t) = dI{-zz l l  = a (i _ # ) /( ,)  exp(_ az) [W/m3] (2.13)
dz

This equation describes an incident ID intensity distribution that is linearly 

absorbed in a Beer’s Law profile at a constant rate, a , in the z-direction. This equation 

assumes that the depth o f the material is long enough such that the portion o f the intensity 

transmitted into the material, (1 - R), is completely absorbed. The temporal pulse shape, 

I(t), depends on whether the pulse is shaped as a constant (Top Hat), Gaussian or 

hyperbolic secant squared distribution in time. The pulse shapes and their functional 

forms are discussed further in Section A. 1 where the discretization of the PTS-TTM is 

developed.

A variation o f the source term, particularly for noble metals, is the inclusion of the 

ballistic absorption depth. The ballistic absorption depth may be much larger than the 

optical penetration depth for a metal as shown in Table 2.3 and is added to the TTM 

source term as shown below [25, 26]:

. d l(z ,t)  (1 - R ) t / .
S  (z ’ = — 1—  = *— T  expdz o + ob

[W/m3] (2.14)

where 5 is a x and <$, is given in Table 2.3.
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The ballistic absorption depth was included in the TTM to explain deviations of 

transient reflectivities in thin gold films probed with a femtosecond laser pulse at 500 nm, 

a wavelength where the reflectivity is linearly related to the electron temperature [25]. 

The original PTS-TTM source equation overestimated the reflectivity (electron 

temperature) because o f its shorter absorption depth. Ablation rate experiments show 

that the ablation rate is proportional to the optical penetration depth for the “gentle” 

regime and not the ballistic penetration depth. The optical penetration depth is used in 

the PTS-TTM in this thesis.

The TTM is a macroscopic model describing the collective behaviour of the 

electron and lattice subsystems. For the nanomilling ablation regime, peculiarities in 

each o f the subsystems may be important and a microscopic model that describes the 

behaviour of individual particles is required. The MD simulation is a relatively new 

technique for describing the microscopic properties o f a material under laser irradiation 

and is described in the following chapter.

2.3 Femtosecond laser pulse ablation of silicon

The understatement o f the century is the importance o f silicon to our 

technological progress. It is one o f the most abundant materials on the planet, it is 

manufactured to high precision and its properties can be finely tuned [63]. The ability to 

finely tune the properties o f a silicon crystal makes silicon an appropriate choice for 

controlled parameterized studies on femtosecond laser ablation and modeling of 

semiconductors.

What has emerged over the last two decades o f research into silicon and its 

response to femtosecond laser pulse interaction is that there are two pathways o f material 

response depending on the absorbed intensity. The first is a thermal pathway, where 

photon energy absorbed by the valence band electrons is sufficient to drive the 

temperature o f the lattice to the melting temperature before returning to an amorphous or 

crystalline structure without ablation [64, 65]. The second pathway, the non-thermal 

pathway, excites enough valence band electrons into the conduction band to create a 

critical electron density for the incident wavelength, which destabilizes the lattice and
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causes an abrupt expulsion o f the energetic species into vacuum leaving behind a 

relatively cool substrate [66-68].

The thermal pathway defined by the melting threshold terminates with a surface 

that appears to be similar to the native sample showing no signs o f laser interaction. The 

dynamics occur over several picoseconds and it usually reaches a steady-state in 5 ps 

[65]. The reflectivity o f the surface shows a dip in the reflectivity as the conduction band 

electron density approaches the plasma resonance, where the real part o f the dielectric 

constant is zero for the wavelength of interest [69]. After several picoseconds, the 

reflectivity slowly decays as a result of carrier diffusion into the bulk [65].

At approximately twice the single-shot melting threshold fluence, a non-thermal 

regime is encountered, which defines the single-shot ablation threshold fluence, $h(l)- 

The dynamics o f this energy density were originally seen as a sharp change in the 

reflectivity of the silicon surface that occurred in under a picosecond [65]. The surface 

examined under microscopy showed a crater in the irradiated region, indicating that a 

catastrophic breakdown was initiated as the energy density increased. For the 1 /zm 

probe wavelength, most sensitive to ffee-carrier dynamics [70], as the excitation fluence 

was increased, the minimum reflectivity point appeared earlier in time that indicated that 

the resonant absorption peak was occurring sooner or that the free-carrier density was 

being generated at higher rates [65]. At four times the melting threshold, an abrupt 

change in the reflectivity curve occurs, likely because o f material expulsion at 

approximately 600 fs after the laser pulse, demonstrating the rapid nature o f this pathway.

Other groups have observed high conduction band electron densities in sub­

picosecond time frames [67] but time-resolved optical reflectivity experiments indicated 

that significant material removal occurs after approximately 20 ps [66]. The material 

expansion in ref. [66] is indicated by the appearance of Newton rings due to the 

interference o f the probe beam with itself as it reflects from the surface and the 

expanding interface o f the ablation front.

Further studies into melting versus ablation have revealed that the final crystalline 

state of silicon surface will vary depending on the excitation fluence [71]. Crystalline 

silicon will relax to an amorphous state or crystalline state after heating depending on the 

maximum temperature that is reached. Raman spectroscopy images in the melting
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fluence regime confirm that the silicon will remain amorphous, but at fluences above the 

ablation threshold, silicon will recrystallize to a single crystal [71].

Although a consistent qualitative picture o f silicon ablation exists, variability in 

the excitation wavelength and mechanisms have led to variation in the reported ablation 

thresholds for silicon at femtosecond pulse widths. At 620 nm to 625 nm wavelength 

excitation, it is generally agreed that the threshold for the thermal pathway is in the range 

of 100mJ/cm2 to 170mJ/cm2 [64-66, 69, 72]. The angle o f incidence (AOI) and 

polarization varies among these studies so there is still some ambiguity as to whether the 

threshold is the incident melting threshold for 0° AOI.

Table 2.6 shows the results in the literature for silicon ablation with pulse widths 

ranging from 5 fs to 1 ps in the visible to NIR wavelengths. This table shows that few 

publications o f the single-shot silicon ablation threshold at femtosecond pulse widths 

report all the material parameters that may contribute to the variability in ablation 

thresholds for silicon, especially the variability in the single-shot ablation threshold at the 

frequently studied 100 fs pulse widths.

Table 2.6 also shows that experimental techniques can contribute to the variability 

since they vary in the measured dynamics and have inherent sensitivities. The GBLT, 

which analyzed the relationship between the ablation diameter and the incident Gaussian 

beam intensity distribution [38] (also see Appendix B), can vary in its accuracy by 

instrument error. In addition, multiple rings have been observed relating to different 

processes o f amorphization, chemical reaction or ablation [71, 73] and a clear 

identification o f the relevant processes is often not given. Diameters measured by AFM 

and SEM will be sensitive to different surface modifications and their overall accuracy is 

related to the feature sizes being measured. Large ablation spots made by long focal 

length lenses (> 20 cm) are less sensitive to instrument accuracy than small ablation spots 

made by microscope objectives [74].

Pump-probe reflectivity defines the ablation threshold as the fluence where the 

reflectivity reaches that o f liquid silicon [69], but may suffer in accuracy due to spatial 

averaging, a problem overcome in time-resolved optical microscopy. Pump-probe 

reflectivity and time-resolved optical microscopy could potentially lead to thresholds 

smaller than those reported by the GBLT since the ablation spot may not be visible [65].
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Table 2.6: Published, experimentally measured, incident single-shot ablation
thresholds of silicon. The silicon conditions (cond.) are X: crystalline, I: intrinsic, N: 
n-type, P: p-type and SOS: silicon on sapphire; T is the material thickness; reported 
pulse width is Gaussian FWHM, italicized values have no reported pulse shape; 
bracketed value for $h is the reported error; reflectivity values in italics are 
assumed from other sources [23]. The focal spot diameter is given under D. Note 
the addition of the pump-probe (P-P) detector method to those listed in Table 2.4.

(cond.)
P

(Q-cm)
T

(fim)
Env.

(Torr)
X

(nm)
Tp

(fs)
R

(%)
<*h(l)

(mJ/cm2)
D

(/tm)
Det.

Method Ref

SOS(IOO) n/a 0.50 Air 620 90 33.8 120(20) 90 R [72]

I(lll)-P n/a n/a Air 620 130 35.1* 150mei, n/a P-P [66]

I ( l l l ) - P n/a n/a Air 620 130 35.1* 320abi n/a P-P [66]

1(100) (111) n/a n/a io-i° 620 100 22.6* 300 n/a GBLT [64]

1(111) n/a n/a Air 620 90 35.1 lOOmelt 150 R [65]

N(11 l ) - p n/a n/a io-4 780 5 33.1 200 10’s OM-1 [73]

N(11 l ) - p n/a n/a io-4 780 25 33.1 170(15) n/a OM-1 [75]

n/a 10-50 n/a 10'7 780 100 20.8* 150 316 TOF [76]

n/a 10-50 n/a 10‘7 780 120 33.1 160fast 160 TOF [77]

n/a 10-50 n/a 10'7 780 120 33.1 3 1 0 siow 160 TOF [77]

N(11 l ) - p n/a n/a 10‘4 780 400 33.1 280(30) n/a OM-1 [75]

N(n/a) 10-30 n/a Air 786 85 33.0 158 20-120 AFM [78]

N(n/a) 10-30 n/a Air 786 200 33.0 238 20-120 AFM [78]

N(n/a) 10-30 n/a Air 786 633 33.0 240(40) 20-120 AFM [78]

n/a n/a n/a Air 786 1000 33.0 362 20-120 AFM [78]

X(100) n/a n/a 10'1 790 130 33.0 150-300 6.7 SEM-1 [74]

(100) n/a n/a Air 800 83 32.9 458 2 AFM-2 [79]

X (1 0 0 )(lll) n/a n/a Air 800 120 32.9 210(10) 8 SEM-1 [80]

X(100) (111) n/a n/a Air 800 120 32.9 110(10) 24 SEM-1 [80]

N(11 l ) - p n/a n/a Air 800 130 32.9 260me]t 50 OM-1 [73]

N (ll l ) n/a n/a Air 800 130 32.9 3 5 0;iInm] 50 OM-1 [73]

N( l l l ) 0.02 400 Air 800 130 32.9 270meit 51 OM-1 [71]

N( l l l ) 0.02 400 Air 800 130 32.9 410 ail rl ,j i 51 OM-1 [71]

N( l l l ) 0.02 400 Air 800 130 32.9 580abi 51 OM-1 [71]

N(n/a) 10-50 n/a 10'7 1055 900 19.4* 180 316 TOF [76]

N(n/a) 10-30 n/a Air 1060 400 31.5 56(53) n/a AFM [78]

N(n/a) 10-30 n/a Air 1060 1000 31.5 87(48) n/a AFM [78]
* indicates that the experiment was not done at normal incidence
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Techniques that define ablation by the “appearance” o f ablation spots by SEM or 

AFM suffer from the depth resolution o f the device. Large spots that are nanometers 

deep may not reliably appear in these techniques. This type o f methodology would likely 

lead to higher threshold values since it would be the point where significant material 

removal occurred. Ablation rate thresholds from single-shot depths also have accuracy 

problems similar to GBLT where the instrument error and focusing condition would 

determine accuracy.

TOF techniques define ablation at the intercept o f zero ion expulsion when 

analyzing the ion flux relationship with the incident fluence. The detector sensitivity 

would play a strong role in the extrapolation of the zero particle detection point if  it takes 

a significant fraction o f the material to generate a response. If the dynamics o f ablation 

change because a new material response regime is entered, then the weaker low intensity 

response may be overshadowed by the stronger high intensity response, which when 

extrapolated will give a higher threshold. For example, the thermal pathway may not 

necessarily have significant ion expulsion in the nanosecond time frame and not be 

observed; however, very sensitive ion measurements can detect very small amounts of 

emitted material corresponding to nanometer removal depths, which other detection 

techniques may not observe.

The samples vary in initial conduction band electron density, apparent in 

Table 2.6, with samples ranging from intrinsic silicon to doped samples o f n- or p-type. 

Resistivity and geometry with crystalline orientation is also not being reported 

consistently. Equating the results to models is especially difficult if  one does not 

understand the nature o f the experimental technique, its inherent errors and the original 

surface properties while optimizing the simulation to match the experimental values.

The initial carrier density in semiconductors is a possible variable in the 

determination o f the femtosecond laser ablation threshold. Semiconductors and 

dielectrics usually have long linear absorption depths, oq, when irradiated by photons in 

the NIR and visible spectrum. The ablation o f semiconductors and dielectrics is expected 

to follow the creation o f a critical density of electrons for the excitation wavelength since 

a highly absorbing phase exists just before the critical density is reached [69]. Silicon has 

an approximately 10 (im skin depth in the NIR but also has a strong two-photon
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absorption (TPA) coefficient [72]. Silicon can also create high energy electrons through 

free-carrier absorption (FCA; also called electron-photon-phonon collision). This process 

generates higher energy electrons in the conduction band from photon absorption that can 

proceed to increase the electron density in the conduction band by collisions with the 

valence band electrons: impact ionization. Overall, the combination o f these two 

processes is referred to as avalanche ionization.

The strength o f FCA and impact ionization for the wavelength and material of 

interest should factor into the determination o f the single-shot ablation threshold of 

silicon and the initial density o f electrons may play a role. Intrinsic silicon with low 

initial conduction band electron densities of IO10 e'/cm3 may require TPA versus FCA in 

the initial interaction, modifying the observed single-shot ablation threshold as compared
• 1 S Tto an n-type silicon wafer with an initial conduction band electron density o f 10 e'/cm . 

It is uncertain what role a high hole density with very few conduction band electrons may 

have on the single-shot ablation threshold as well.

2.4 Molecular dynamics modeling of femtosecond laser pulse ablation of silicon

Two o f the most challenging questions in laser ablation studies indicated in the 

previous section is: “When does ablation occur and what dynamic pathways does it 

follow?” The challenge exists because experimentally we do not have the tools to view 

all contributions to the ablation process. The physics have to be reverse engineered from 

experimental information and from the available literature. The problem is compounded 

because the information collected experimentally is a convolution of collective 

behaviours o f individual particle systems in a variety o f states. For example, the 

collective behaviour o f a large free electron density in a semiconductor can be an 

aggregate o f electron-electron, electron-phonon and electron-hole interactions, each with 

their own properties. Conclusions drawn on the individual subsystem or particle 

behaviour is still an estimate from observed collective behaviour.

Theoretical investigations, including the TTM, also operate on collective 

behaviour at the macroscopic level on properties such as temperature and pressure, and 

do not provide insight into the particle dynamics. MD simulations are used to model 

individual particles and with the proper governing equations can begin to answer the
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question: “When does ablation occur and what are the pathways to material removal?” 

The attractive feature o f MD simulations is the ability to examine material subsystem 

particle dynamics (electrons, ions, neutrals and photons), an ability not available 

experimentally. Technically, MD has no limitations since it uses Newtonian mechanics 

to numerically solve the iV-body problem and quantum effects can be included to 

simulate, for example, the density increase of water and silicon upon melting [81].

Our group has been improving an MD simulation o f silicon that was originally 

developed by Dr. E.E.B. Campbell’s group (herein called the original MD). Details of 

the original MD have been published previously [82, 83]. In summary, the original MD 

simulation used an empirical potential function derived by Stillinger and Weber [84] (SW 

potential) to create a tetrahedral lattice structure of silicon particles using 2- and 3-body 

potential functions. The 2-body potential gives the balance o f attractive and repulsive 

forces to create a distribution of silicon particles with an interatomic distance of a = 

2.35 A; the 3-body potential distributes the particles into a tetrahedral structure. The 

3-body potential is an example o f a quantum effect included in the MD simulation. The 

3-body potential governs the density increase o f silicon upon melting [81]. Balamane et 

al. [85] modified the coefficients of the empirical SW potential to have the correct bulk 

cohesive bond energy since the SW potential was originally optimized to give the proper 

melting temperature [86]. Forces on the particles by neighbouring particles were 

calculated using Newtonian mechanics with temperature being simulated by the average 

energy o f the particles. To increase the temperature, the kinetic energies o f the particles 

are scaled by a constant given by the equipartition theorem.

The original MD had the photons interacting with the atoms rather than the 

electrons. To model ultrafast melting and laser absorption, the bonds simulated by the 

SW potential were removed according to the excitation level o f an atom. Because the 

density of particles in each o f the simulation cells could vary, the probability o f an 

absorption event was calculated based on the Beer’s Law absorption profile [87] rather 

than using a constant absorption value for each cell. Silicon is dominated by linear and 

TP A, so a linear absorption coefficient of oto = 803.49 cm'1 [88] and an instantaneous 

TPA coefficient o f /? = 55 cm/GW [67] were used for the 800 nm wavelength.
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If a linear absorption event occurred for an atom, then a photon was removed 

from the simulation volume and a conduction band electron was “created” by randomly 

breaking the atom’s bond with one of its neighbours. A broken bond was simulated by 

removing the attractive portion of the 2-body potential and the entire 3-body potential 

between the two atoms. Similarly, if  a two-photon event occurred for an atom, two 

photons were removed and a conduction band electron with twice the photon energy was 

“created” by breaking two bonds in the same manner as before. When an atom lost a 

valence band electron to the conduction band, the simulation labelled this atom as 

“excited”. If the atom was continually excited, without the electron relaxing back into 

the valence band and the total absorbed energy reached 4.85 eV (the work function of 

silicon [23]), then the electron became a free independent particle. This electron was 

labelled as “free” and was released halfway between the excited atom and one o f its 

neighbours (Via = 1.17 A) in a random direction with the total absorbed energy minus the 

work function energy. The ion was simulated by putting the full SW potential back on to 

the atom and adding a Coulomb force with a cut-off distance o f 20 A. This cut-off 

distance was sufficient since there was no improvement going to greater distances [83] at 

a cost to computational time.

Three electron relaxation pathways were implemented. Conduction band 

electrons, represented as excited atoms through broken bonds, relaxed into the valence 

band 500 fs after excitation and transferred this energy to a nearby atom within a 3.8 A 
distance to simulate optical phonon creation. This relaxation simulation is similar to a 

temperature increase by adding to the momentum o f the nearby atom. The second 

relaxation mechanism had the free electrons, created when an atom reached an excitation 

energy higher than the work function, recombine non-radiatively if  it passed within 1 A 
of an ion and coupled this energy to the ion by adding to its momentum. The last 

relaxation mechanism had ions relaxing to neutral particles within 1 ps to simulate 

electron recombination from the bulk.

The original MD simulation was modified to include periodic boundary 

conditions, a heat flow model at the base o f the simulation volume and was adapted to a 

parallel code to run on the Westgrid system at the University o f Alberta (U of A) (herein 

labelled as the HF-MD). Periodic boundary conditions on the side walls o f the
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simulation and a 1-D heat flow simulation coupling the MD system to the heat bath at the 

base o f the simulation using Langevin dynamics [86] improved the code by removing 

artificial dampening conditions that resulted in ablation thresholds that were an order of 

magnitude higher [83] than those reported experimentally. This improvement was the 

initial step in creating an MD simulation that began to report ablation thresholds of 

silicon from NIR, 100 fs laser pulse widths that matched results in the literature [86]. 

The results o f the HF-MD simulation as compared to the experiments reported in the 

literature, as listed in Table 2.6, are shown in Figure 2.5 [86, 87].
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Figure 2.5: HF-MD simulation of the single-shot ablation threshold of silicon with
800 nm wavelength, femtosecond laser pulses as compared with experimental results 
reported in the literature. The literature values and references are listed in 
Table 2.6.

Comparing the HF-MD to the experimental results in the literature for the single­

shot ablation threshold by assuming all values were reported as incident fluences shows a 

large spread in the data and a weak fit to the trend of the HF-MD with pulse width. The 

GBLT data has a large spread at 100 fs pulse widths confirming the earlier discussion 

that accuracy can be a weakness in the technique if the ablation spots become too small
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or the outer edge o f the spot is ambiguous. The “appearance” o f the ablation spots by 

AFM/SEM also shows a spread. The TOF and pump-probe data is close to the HF-MD 

results at 100 fs and the TOF data, along with the AFM data, shows the ablation threshold 

to have a weak dependence on the pulse width, contrary to the HF-MD. For longer pulse 

widths, the energy deposition required may decrease for ablation as compared to the 

HF-MD with avalanche ionization energizing the electrons promoted by TP A to the 

conduction band. The HF-MD lacks this mechanism at this stage in its development.

In Table 2.7, results of other MD simulations and a 1-temperature heat flow 

model (1TM) are listed. The results of the original MD code at the 700 nm wavelength 

are shown where the simulation was done with a 25 A diameter focal spot and absorption 

coefficients (a  and P) set 2000x higher in order to get 90 % absorption of the pulse 

energy in 10 nm. The results from the HF-MD simulation as compared with other 

theoretical single-shot ablation thresholds are shown in Figure 2.6.
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Figure 2.6: HF-MD simulation of the single-shot ablation threshold of silicon with
800 nm wavelength, femtosecond laser pulses as compared with theoretical results 
reported in the literature. The literature values at various wavelengths and 
references are listed in Table 2.7.
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Table 2.7: Published, theoretically derived, absorbed single-shot ablation
thresholds of silicon. The theoretical technique is given in the second last column

X
(nm)

rP
(fs)

T
(nm)

N
(atoms)

$ h ,  abs

(mJ/cm2) Tech. Ref

266 500 30 99 000 350 MD [89]

308 2.4 n/a n/a 115.6 (£=59%) 1TM [90]

308 4 n/a n/a 114.0 1TM [90]

308 7 n/a n/a 114.8 1TM [90]

308 10 n/a n/a 110.0 1TM [90]

308 30 n/a n/a 102.5 1TM [90]

308 100 n/a n/a 91.8 1TM [90]

308 200 n/a n/a 82.0 1TM [90]

308 500 n/a n/a 72.2 1TM [90]

700 10 10 23 000 3000(1000) MD [83]

700 50 10 23 000 4000(2000) MD [83]

700 200 10 23 000 6000(2000) MD [83]

700 1000 10 23 000 6000(2000) MD [83]

780 20 4.3 64 230(70)melt * MD [75]

780 20 4.3 64 270(70)abi * MD [75]

780 500 4.3 64 900(300)melt * MD [75]

780 500 4.3 64 960(300)abl * MD [75]

* originally reported in eV/atom and converted to absorbed fluence

The theoretical results, other than the 1D-HT of Pronko et al. [90], show an 

increase in energy deposition required for longer pulse widths. All o f the MD models 

listed lack an avalanche model and generate electron densities through TP A. The 

experimental data in Figure 2.5 does not support this trend at the longer pulse widths.

Linear absorption and TPA are not the only means o f electronic excitation in 

silicon [78, 91, 92]. Laser-induced breakdown of weakly absorbing to transparent solids, 

or simply solids having a energy band gap greater than the photon wavelength between 

the bound valence electrons and conduction band electrons, follows an additional 

process: avalanche ionization [56, 93]. This process, along with linear absorption and 

TPA, can generate a large enough electron density to make a highly absorbing surface 

layer with resistive metallic properties near the critical electron density for the photon
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wavelength [94]. The strength of each process changes with the photon wavelength and 

field intensity. As the wavelength increases, from simple energetic calculations ignoring 

momentum conservation, linear absorption will no longer yield conduction band 

electrons. For silicon with a band gap of 1.11 eV [22], linear absorption no longer occurs 

at wavelengths greater than 1100 nm.

Increasing the wavelength beyond 2.23 jam (0.555 eV), TPA can no longer 

produce conduction band electrons and a larger number of simultaneous photons need to 

be absorbed to produce these electrons with each multiple having significantly lower 

rates. Avalanche ionization will eventually predominate at longer wavelengths and the 

two mechanisms that need to occur are FCA and impact ionization.

FCA is the absorption o f photons by conduction band electrons. An electron in an 

oscillating field gains no energy, so a collision with an ion core or a lattice vibration is 

required to transfer the energy in the laser field to the electron (electron-photon-phonon 

collision). Carriers in the conduction band continually collide with electrons in the 

valence band; if  the energy of an electron in the conduction band is greater than 2 U g ,  

then a collision with a valence band electron will yield two conduction band electrons 

with energies just above the band gap energy: this process is called impact ionization 

(electron-electron collision). The energizing of conduction band electrons and the 

collisions with the valence band electrons will exponentially increase the conduction 

band electron density leading to breakdown of the material.

Previous MD simulations of silicon have used photon energies (wavelengths) in 

the visible range where linear and two-photon processes dominate conduction band 

electron production leading to material breakdown. The avalanche ionization rate at 

these wavelengths is much smaller than the conduction band electron production rates of 

the other two processes and the addition o f avalanche ionization would probably have 

little effect on the final results. The HF-MD simulation uses photon energies in the NIR 

(800 nm) and should include avalanche ionization with multiphoton absorption to be a 

complete model o f NIR laser-silicon interaction.

To explore the modeling of avalanche ionization, first we explore a simplified 

calculation by some authors that lump FCA and impact ionization into one rate equation 

since calculation o f all contributions to conduction band electron density requires solving
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the Boltzmann transport equation [93]. In the papers o f Bloembergen [93] and Du et al. 

[95], the avalanche ionization rate, rj(E), was dependent on the applied electric field 

strength and was derived using simplified electron multiplication by considering in the 

low frequency limit that:

- { ^ M  (2.15)
dt dt generation V d t  7  losses

where nc(t) is the number o f conduction band electrons and tj(E) is the avalanche 

ionization rate. The second and third terms in equation (2.15) are the creation electrons 

by tunnelling or multiphoton ionization and the loss o f electrons by recombination or 

electron capture at defect sites. Initial conduction band electrons required to start the 

process originate from [93]:

a) intrinsic thermal carrier densities

b) tunnelling (usually in the low frequency limit)

c) multiphoton ionization (usually in the high frequency limit)

To calculate the avalanche ionization rate, the initial thermally excited electron 

density was considered sufficient such that contributions by multiphoton ionization or 

tunnelling [95] were ignored. Losses were also neglected because the mean free path of 

the electrons was such that an insufficient number o f electrons would leave the focal 

volume for zj, < 10 ns [93]. With the electron generation mechanism in the material 

dominated by avalanche ionization, the generation o f free carriers was given by simple 

electron multiplication:

n,(t) = n0 exp )rj{E{t'))dt'
v°

(e/cm  ) (2.16)

where «0 is the initial density o f conduction band electrons (eVcnT3).

By assuming a constant AC electric field in time, the integral in the exponent of 

equation (2.16) reduces to r/(E)Tp. To calculate the avalanche ionization rate, a 

relationship with DC gas breakdown was made assuming the electron collision time was
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smaller than the period o f the AC field (ftp < 1). The electrons gain energy through 

collisions in the presence of a laser pulse (Joule heating at low frequencies, inverse 

bremsstrahlung at high frequencies) [93]. With this assumption, the generation of 

carriers was compared to the DC breakdown of a gas experienced over a cathode-anode 

gap by the Townsend coefficient [93]:

where a(E) is the Townsend coefficient, d is the distance between the cathode and the 

anode. The logarithm of equation (2.16) with the constant AC electric field 

simplification is equivalent to equation (2.17) provided the losses were negligible in both 

cases giving:

where Vddft is the drift velocity o f the electrons in the cathode-anode gap and was

those present in laser generated electric fields [95]. The Townsend coefficient is 

calculated using equation (2.3) in the paper by Thomber [96]:

where U\ is the electron ionization energy (J), E, is the electric field necessary to 

overcome the decelerating effects of ionization (eV/cm equivalent to V/cm), Ep is the

In -=- = a{E )d
(2.17)

a (E )d  = tj(E )tp 

t](E) = a {E )v^n
(2.18)

considered to saturate at 2 x 107 cm/s in high electric fields (few MV/cm), especially

/ \

(2.19)
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electric field to overcome optical-phonon scattering (V/cm), EkT is the electric-field 

strength to overcome thermal scattering (V/cm), e is the energy associated with 1 eV 

(J/V).

Substituting equation (2.19) into equation (2.18) gives the avalanche ionization 

rate r/(E) and using the values for silicon from Van Overstraeten and DeMan from 

Table I in the paper by Thomber [96] (U\=  3.6 eV, E\=  1.404 MeV/cm, Ep = 

222.9 keV/cm, Ekr= 9.747 keV/cm), the avalanche ionization rate can be estimated for 

the electric field strength at the threshold intensity for silicon ablation. The incident 

threshold fluence for silicon ablation is approximately 300 mJ/cm for a Gaussian laser 

pulse with a FWHM pulse width o f 130 fs. Using equation (A. 17), the peak intensity of 

this pulse is 2.2 x 1012 W/cm2 and with a reflectivity o f 33 % at 800 nm [23], the peak 

intensity in the silicon sample is 1.4 x 1012 W/cm2. Using equation (B.2) to calculate the 

electric field in the medium from this intensity (repeated below):

= H £ pkf  = f e L  = (W/m2) (2.20)
L ZTj ITJq

assuming that /Ar = 1 in the material and with r/o being the impedance of free space 

(377 Q) with the relative permittivity £ î ~ 13.5 for silicon [88], the peak electric field 

inside the material at the surface at the threshold intensity is -1 7  MV/cm. The avalanche 

ionization rate at this field strength is 9.4 x 1013 s '1; a nearly sufficient rate to produce a 

critical density o f electrons within a 130 fs FWHM Gaussian pulse width. The prediction 

for the pulse width scaling o f fluence to maintain a fixed ionization rate for a Gaussian 

pulse shape in time, where the dominating mechanism is avalanche ionization, is a t ' ' a 

scaling using equations (2.20) and (A. 17) for the electric field and substituting this 

electric field equation into equation (2.19).

Breaking avalanche ionization down to its constituent components, FCA and 

impact ionization, requires the solution to the Boltzmann transport equation as mentioned 

earlier. The solution shows the generation of conduction band electrons from all 

mechanisms and determine the relative strengths of these mechanisms. Kaiser et al. [94] 

simulated 500 nm (2.48 eV), 50 fs to 200 fs pulse width laser interaction with Si02 (Ug =
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9 eV) using the Boltzmann transport equation with collisional integrals for electron- 

electron collisions (electron thermal equilibration), electron-phonon collisions (lattice 

heating), electron-photon-phonon collisions (FCA), impact ionization and multiphoton 

ionization. The collisional integrals model the microscopic processes o f energy and 

momentum transfer without using empirical models based on phenomenological data. 

They found that avalanche ionization was not linearly proportional to the rate o f electron 

production for pulse widths less than 200 fs as shown in Figure 6 in ref. [94] and assumed 

in the previous discussion on avalanche rates. For pulse widths below 200 fs, the rate of 

electron generation was linearly proportional to the electron density after the electron 

density reached 6 x 1012 e'/cm3. In the paper of Kaiser et al., they also demonstrated that 

as the band gap energy decreased to 6 eV from the 9 eV, used in their first set of 

calculations, the avalanche ionization rate did not contribute significantly over the 

multiphoton ionization rates for pulse widths below 200 fs, demonstrating the weak effect 

band gap has on changing the generation rates.

The weakness o f the avalanche ionization rate at smaller pulse widths was already 

evident from the papers o f Bloembergen [93] and Du et al. [95]; however Kaiser et al. 

[94] advocated the separation o f the phenomenon into its distinct mechanisms of FCA 

and impact ionization because after the laser pulse valence electrons can be promoted to 

the lower end o f the conduction band from collisions with electrons in the high energy 

tail of the conduction band electron distribution as shown in Figure 3 o f ref. [94], Impact 

ionization is also a relaxation mechanism for the conduction band electrons into the 

valence band when the laser pulse interaction has ended.

Simulation o f the Boltzmann transport equation using the Fokker-Planck 

approximation to calculate the conduction band electron distribution function o f silicon 

was made by Azzouz [91] for 800 nm, 100 fs laser pulses. The rate o f conduction band 

electron generation from impact ionization was dependent on the electron energy not the 

electric field intensity. Conduction band electron generation was modeled as [97]:

^ ^  = - ^ ^  + R^ ( U . t ) + Rri(U .')  (e/[cm 3'S]) (2.21)
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w herea t/) is the distribution function of the conduction band electrons at energy U with 

U=  0 taken at the bottom of the conduction band, J(U,t) is the loss o f electrons due to 

Joule heating and energy diffusion and Rx represents the generation rate o f conduction 

band electrons by impact ionization (imp) and photoionization (pi). Electrons generated 

by impact ionization by assuming equal sharing of the impacting electron energy between 

the impacting and generated electrons, an assumption that is not necessarily valid [98], 

were shown to have an overall rate of:

Rimp (U , 0  = - v ( U ) f ( U )  + 4v(2U  + UG ) f ( 2 U  + UG) ( e / [ c m \ ] )  (2.22)

where v(U) is the ionization rate from Keldysh theory and the factor o f 4 is necessary to 

ensure that integration over energy gives dn/dt = I v(U)f(U) dU. This equation shows that 

the rate at energy U referenced from the bottom of the conduction band increases with 

electrons having energy twice the energy U plus the additional band gap energy Ug since 

only these electrons have enough energy to remain in the conduction band after collision. 

The rate is reduced by the loss of electrons at energy U through collisions since those 

electrons do not have enough energy to remain in the conduction band.

The Keldysh-form o f the ionization rate, v{U), is:

{ U ) = P
/  \ x 

* L - i
V^th j

(s '1) (2.23)

where P  is a constant used as a fitting parameter, Uth is a hard threshold for the initiation 

of the ionization usually taken to be Ug and x  is the exponent for this model, which is 

equal to 2 for the Keldysh equation.

Azzouz [91], using P = 20 fs'1, Uth = 1.12 eV and x  = 2, showed that avalanche 

ionization can have an increasing role in the production of conduction band electrons as 

the band gap shrinks (for this paper, dielectrics had hv<  Ug). Avalanche ionization still 

did not contribute greatly over multiphoton absorption to the production o f conduction
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band electrons until the pulse width of the laser was longer than 100 fs since the electrons 

did not have enough time to build up a sufficient density to cause material breakdown.

Several authors [98-100] have demonstrated that the impact ionization rate is a 

function o f the electron energy as shown in equation (2.23); however, since silicon is an 

indirect band gap material with non-parabolic band structures, the direct substitution of 

the Keldysh form is questionable since it was originally derived for large direct band gap 

materials having parabolic band structures [98],

Cartier et al. [99] derived a three-level Keldysh impact ionization rate equation 

that fit the impact ionization data generated by measurements o f soft x-ray photoemission 

and calculations with Monte Carlo methods based on realistic band structures for Si. 

Kamakura et al. [98] used a first-order perturbation theory to calculate an impact 

ionization rate for Monte Carlo simulations of silicon. The impact ionization rate with 

electron energy referenced to the bottom of the conduction band was determined to be:

v(f/) = 10u ( t / - l . l ) 46 (s'1) (2.24)

The difference between equations (2.23) and (2.24) results from the different band 

structures used to derive the respective formulas. Sano et al. [100] indicated that forcing 

x = 2 for all materials results in a wide range o f P  values as fitting constants and, as 

shown in Cartier et al. [99], can require the summation of several Keldysh-type rates to 

fit the data. Sano et al. used a full collisional integral probability calculation for the 

impact ionization, but did not provide a final analytical formula. The results o f these 

models are shown in Figure 2.7.

To demonstrate that a constant avalanche ionization rate overestimates the impact 

ionization rates o f the electrons, the calculation o f the avalanche rate with the Townsend 

coefficient at the ablation threshold as calculated earlier is also shown in Figure 2.7. The 

constant avalanche rate does not coincide with the collisional integral models until 

electron energies reach over 4 eV referenced to the bottom of the conduction band. An 

energy o f 4 eV referenced to the bottom of the conduction band is greater than the 

conduction band energy o f an electron created by TPA (2x1.55 -  Eq = 1.98 eV), and the
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avalanche ionization rate overestimates the impact ionization rates o f silicon as shown in 

Figure 2.7 at 1.98 eV.

The impact ionization rate of equation (2.24) by Kamakura et al. [98] will be used 

in the avalanche MD code since the full collisional integrals in Sano et al. [100] closely 

follow the rates calculated by Cartier et al. [99] and Kamakura et al. and the impact 

ionization rate in equation (2.24) is easily implemented in the MD simulation. The 

impact ionization rate using the Keldysh formula o f equation (2.23) with the parameters 

from Azzouz [91] gives one to three orders o f magnitude larger impact ionization rates in 

silicon than in the Kamakura model.
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Figure 2.7: Impact ionization rate of conduction band electrons for silicon
calculated using collisional integrals and the Keldysh ionization rate [98-100] using 
the parameters for silicon from ref. [91]. The upper line is the avalanche ionization 
rate of equation (2.18) calculated using the Townsend coefficient [93, 95] at the 
ablation threshold. The electron energy is referenced to the bottom of the 
conduction band.

Impact ionization cannot proceed in the MD simulation without the FCA 

mechanism to increase the electron energy in the conduction band. The maximum 

electron energy that can be created in the MD simulation, stated earlier, is from TPA
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creating an electron with an energy of 1.98 eV referenced to the bottom of the conduction 

band. Linear and two-photon absorption only applies to valence band electrons. A 

correction needs to be made in the HF-MD model to include FCA to increase the 

conduction band electron energy and smooth out the distribution function in the 

conduction band as shown in Figure 3 in the paper o f Kaiser et al. [94],

The standard method for calculating FCA is the model given in Schroder et al. 

[70] used to examine the photon absorption efficiency for photodetectors o f n-type and p- 

type silicon with FCA being a detrimental mechanism. The equation is applicable at 

room temperature since intrinsic carrier density is dependent on the temperature of the 

semiconductor [101], To eliminate the difficulties associated with carrier density 

changes with temperature, Schroder et al. made comparison experiments to the model 

with artificially doped silicon wafers to measure the effect o f high concentrations of 

majority carriers on photon absorption. The absorption coefficient for FCA was:

where ne is the density o f the majority carrier, n is the refractive index and /xc is the 

mobility o f the majority carrier. The numerical value for « fc:a  was obtained by 

substituting in the constants in MKS units and using /xe = 0.100 m2/(V-s), m0?t = 0.28me 

[70] and n = 3.69 [23],

There are two values listed in equation (2.25) because the first result was given in 

Schroder et al. [70] after substitution of the fundamental constants, the mobility and the 

effective electron mass shown above. This FCA coefficient was implemented in the MD 

code. The second value resulted from substitution o f the fundamental constants from the 

NRL Plasma Formulary presented at the beginning o f this thesis. The second result has a 

unitless coefficient and the units of otfca come from the units for X and ne. The second 

value will be used in future implementations o f the MD simulation.

a . Schroder 
FCA 4 n 2e ^ n m l v,iat 

= 1.964xlO-18A2̂ « e (cm'1) 

= 1.82x10”10 A2

(2.25)

44

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



As a further note, a regression fit to the experimental data in Schroder et al. [70] 

gave « f c : a  = l x 10"18/t2«e cm '1, half o f the theoretical value, indicating the variability in 

the selection o f «Fca and the need for a sufficient parametric study in the MD simulation. 

Equation (2.25) is an approximation made to a more general form of the equation given 

by Schumann Jr. et al. [102] for ffee-carrier absorption in semiconductors. 

Equation (2.25) was approximated by assuming coltco\\ «  1.

The addition o f impact ionization and FCA to the HF-MD simulation should 

allow a better fit to the experimental data in Figure 2.5 as well as allow a comparison to 

reflectivity studies on silicon that correlate electron density generation with the optical 

properties o f silicon.
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Chapter 3

Materials and Methods*

Two general sets o f experiments were conducted over the course o f this thesis that 

can be categorized as femtosecond laser pulse experiments and CW laser experiments. 

The femtosecond laser pulse experiments comprised the single-shot ablation threshold 

and incubation measurement experiments, femtosecond nanomilling experiments and 

femtosecond laser pulse patterning o f SAMs on gold-coated glass substrates experiments. 

The CW laser experiments were done in MecE using an Argon ion (Ar+) laser to pattern 

SAMs on gold-coated substrates by thermal desorption. The thermal patterning o f SAMs 

with the CW laser project was a collaboration with Dr. Alidad Amirfazli and M. Reza 

Shadnam (Ph.D. student) in MecE at the U o f A. My role in this collaboration was to 

develop and characterize the experimental technique for controlled laser patterning of 

SAMs on gold-coated microscope slide substrates.

3.1 Experimental tools

3.1.1 Femtosecond nanomilling and ablation threshold experiments

For the femtosecond laser pulse experiments, a commercial regeneratively 

amplified femtosecond Ti:Sapphire laser system (Spectra-Physics Hurricane) [103] was

*

Portions of this chapter were previously published in S. E. Kirkwood, M. R. Shadnam, R. Fedosejevs, and 
A. Amirfazli, "Direct writing of self-assembled monolayers on gold coated substrates using a CW Argon 
laser," The International Conference on MEMS, NANO, and Smart Systems, pp. 48-52, 2003.
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used. This system was contained in a single chassis that allowed the user to select either 

amplified femtosecond pulses (nominal output o f 700 /*J, 130 fs pulses at a maximum 

repetition rate o f 1 kHz) at a 800 nm center wavelength with a lOnm  bandwidth as 

measured by a commercial fibre-coupled spectrometer [104], or femtosecond seed pulses 

from a mode-locked oscillator (Spectra-Physics Mai Tai) as shown in Figure 3.1. The 

oscillator had a nominal output of 7.5 nJ to 10 nJ energy, < 100 fs pulse duration at a 

repetition rate o f 80 MHz and a selectable wavelength between 750 nm and 850 nm.

Evolution

Regenerative
Amplifier

C S

<\1 I
m v  i v v v  rr

Legend
C: Compressor stage

F: Schott NG filters
GP: Gian Polarizer 
HW: Half-wave plate 
L: +1 m lens

M: 45° AO l 800 nm  Dielectric
Mirror 

PD: Photodiode 
S: Stretcher stage
SW: Single reflection window 
W: 2° fused silica wedge

M ,

Tripler

SW  ]..

Autocorrelator
'M

CCD
c = 1=3

To
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Figure 3.1: Block diagram of the femtosecond laser system with the energy
selection optics, pulse width characterization and spatial characterization. The 
autocorrelator is a Positive Light SSA and the CCD camera is a Spiricon SP-980. 
The optics and beam lines indicated by dotted lines were optional beam lines steered 
by flip mirrors. The polarization of the main beam was parallel to the optics table 
as indicated after the first mirror in the diagram.

To amplify the Mai Tai seed pulses, the Hurricane used chirped pulse 

amplification. The seed pulses were spectrally stretched by a grating to nanosecond pulse 

durations and amplified in a Ti:Sapphire crystal pumped by a Q-switched Nd:YLF laser 

(Spectra-Physics Evolution) at 523.5 nm wavelength in the regenerative amplifier. A 

Pockels cell extracted seed pulses at a maximum 1 kHz repetition rate from the 80 MHz 

pulse train o f the Mai Tai for injection into the regenerative amplifier and a second 

Pockels cell rotated the polarization o f the amplified pulse after about 13 round trips in 

the cavity for coupling out o f the amplifier by a thin film polarizer.
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The pulse was recompressed in a gold grating compressor giving final pulse 

energies between 400 /xJ and 600 /xJ per pulse. Adjustment o f the distance between the 

retro-reflector and the compressor grating could be used to tune the amplified pulse 

widths from 120 fs to 800 fs FWHM assuming a Gaussian temporal profile. Dispersion 

compensation for the optics to the final experimental setup could be achieved by chirping 

the pulse so that the blue component was at the leading edge o f the pulse.

A commercial single-shot autocorrelator (Positive Light SSA) [105] with 20 fs 

resolution was used to measure the pulse width o f the amplified pulses at the output o f 

the laser system. This autocorrelator was a background-free detection system that split 

the input beams into two non-collinear beams that overlapped in a KDP crystal. The 

second harmonic light was imaged onto a linear charge-coupled detector (CCD) array 

after a blue filter so that only the autocorrelation beam (second harmonic) was recorded. 

The output o f the CCD array was viewed on a Tektronix TDS360 oscilloscope at 5 ms 

full sweep time where the FWHM of the output pulse was measured.

To calibrate the autocorrelator, a micrometer, which controlled the position o f the 

retro-reflecting mirror, was adjusted (xspace) and the movement in time of a reference 

point on the oscilloscope (for example: the peak o f the pulse) was recorded (fopt). The 

calibration o f the autocorrelator was 2xspace/(co fopt) in fs//xs (the distance was doubled 

since the micrometer was mounted on a retro-reflector stage). Multiple calibrations 

yielded (0.455 ± 0.01) fs/fis. To determine the FWHM of the original pulse, we first 

assumed that the incoming laser pulse was Gaussian in time, which requires that the 

autocorrelation FWHM (in fs) be divided by the square root o f 2. Overall these two 

calibration values were equivalent to multiplying the autocorrelator FWHM (in /is) by 

0.32 to get the FWHM of the Gaussian pulse in femtoseconds.

A commercial imaging system (Spiricon SP-980 CCD camera [106] and LBA-PC 

software [107]) was used to characterize the focal spot quality o f the femtosecond pulses 

defined by a 100 cm lens (herein referred to as the equivalent focal plane system). The 

beam was picked off by a 0.5° fused silica wedge, propagated through a set o f NG Schott 

glass filters, reflected off a 2° fused silica wedge and was focused onto a Spiricon SP-980 

linear CCD array by a 100 cm focal length UV-Grade Synthetic Fused Silica (UVGSFS) 

lens. Any distortions due to misalignment in the regenerative amplifier were corrected to
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obtain a high quality Gaussian beam spot. Slight ellipticity o f the beam was acceptable 

as shown in Figure 3.2.
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Figure 3.2: Example of the beam profile measured on the SP-980 CCD camera in
the equivalent focal plane system. The major axis of the beam profile is on the left 
and the minor axis is on the right.

Two power meters were used for energy calibrations: a Spectra-Physics Model 

407A power meter with the 407 thermocouple head and a Gentec TPM-300CE power 

meter with the PS-310WB thermocouple head [108]. The Spectra-Physics Model 407A 

was used for the femtosecond laser ablation experiments. The Gentec power meter was 

used mainly for the CW laser patterning of self-assembled monolayers experiments with 

the Ar+ laser and in the femtosecond laser experiments when the Spectra-Physics 407A 

was not available due to repairs.

In the femtosecond laser experiments, the power meters were used to calibrate 

FND-100 ultrafast silicon photodiodes [109] at the 800 nm wavelength that monitored the 

pulse energy in each shot. The photodiodes were mounted in Hammond Series 1411 

aluminum enclosures [110] with an approximately 2" hole cut into the front face. Two 

UYGSFS diffuser plates were mounted over the opening to scatter the input laser
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radiation, making the devices insensitive to beam steering (the entire assembly is referred 

to herein as a photodiode). The photodiodes were biased at 90 V DC and mounted on 

Dylux rods that were held in anodized aluminum post tubes to eliminate ground loops. 

The calibration o f the photodiodes was done before every experiment so their absolute 

calibrations and sensitivities to each incident wavelength were never required (see 

Appendix C.3 for an example o f an energy calibration).

The circuit diagram of the photodiode detectors built by Blair Harwood (our lab 

technician) is shown in Figure 3.3.

BNC1 D1 R1

Figure 3.3: Circuit diagram of the biasing of the FND-100 silicon photodiodes.

The nanomilling samples were mounted on a computer controlled 3-dimensional 

Melles Griot Nanomover I system [111] that was capable o f 50 nm position resolution. 

The positioning stage had an extra kinematic mount on the front face to allow the 

experimenter to fine tune the alignment o f the target to 0° AOI. This mount was built by 

the Department o f Electrical and Computer Engineering (ECE) Machine Shop.

For experiments performed under vacuum, a chamber that could accommodate 

the Nanomover was used. This chamber was also built by the ECE Machine Shop. The 

diffusion-pumped vacuum chamber was 60 cm in diameter and 50 cm high (141 L 

volume) and was capable o f base pressures o f 10'5 Torr under ideal conditions. A 

3" diameter CaF2 window for coupling the laser into the chamber was mounted at a slight 

angle o f inclination to keep retro-reflections from focusing into the optic.

To measure singly-excited copper atoms removed from the copper thin film 

substrate during nanomilling, a Hamamatsu R7518 photomultiplier tube (PMT) [112] 

was used. A 1" interference filter with a centre wavelength o f 326.1 nm and a 10 nm

C2: 1 pF
)2: FND-100 photodiode 

R2: 1 kQ
BNC2: Signal BNC 
outer casing o f  BNC cables 
eferenced to ground)

1NC1: 90 V Supply Input 
D l: 1N4007 Diode
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bandwidth (CVI F10-326.1-3 [113]) and a 12 % transmissivity was mounted to the front 

of the detector to measure photons emitted at the copper emission lines o f 325 nm and 

327 nm. To define the observation angle precisely, an 11 mm diameter aperture was 

placed before the interference filter. The PMT was calibrated using a diffuse scattering 

barium sulfate plate irradiated with calibrated laser pulses to provide a known intensity 

source (W/Sr) with an absolute error o f ±15 %. This calibration was done by Michael 

Taschuk (Ph.D. student) and details can be found in his thesis [114]. For these 

experiments, the PMT was biased from 700 V to 1200 V, which corresponded to gains 

between 105 and 107, and the response was linear for incident photon numbers o f less 

than 104.

Offline diagnostic tools were used to measure the resultant ablation spots and 

SAM line widths. A Philips FEI LaB6 Environmental Scanning Electron Microscope 

(ESEM) in the Advanced Microscopy Facility in the Department o f Biological Sciences 

at the U o f A and a LEO 1430 Scanning Electron Microscope (SEM) with a tungsten 

filament as an electron source in the Nano fabrication Facility (NanoFab) in ECE were 

used to measure the ablation diameters of metal samples and the line widths o f patterned 

SAM substrates. A Zygo New View 5000 white light interferometer (WLI) [115] was 

used as a profilometer to measure ablation depths o f samples and the ablation diameters 

of silicon since the silicon samples did not form adequate images on the SEM even with a 

thin gold conductive film added to the surface. It is not clear as to why an image o f a 

gold-coated silicon surface was not possible; however, diameters were measured as 

accurately as possible with the profilometer.

3.1.2 CW laser patterning o f  self-assembled monolayers

For direct writing o f SAMs on gold-coated glass substrates, a CW Coherent 

Innova 70 Ar+ laser [116] was used. The Innova 70 is a discharge pumped laser that lases 

in wavelengths ranging from 457 nm to 529 nm depending on the cavity configuration 

with a maximum output power o f 700 mW in a single-line mode at 488 nm. For these 

experiments, the flat high reflector was used and the wavelength was tuned to 488 nm 

with the cavity aperture set to 4 to get the best spatial quality as defined by imaging the 

Ar+ laser with the Spiricon imaging system. The laser was operated in Low Light power
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regulation mode (2 W maximum) with the tube current monitored and recorded each time 

it was turned on. The laser usually required a 15 minute warm-up time.

A half-wave plate and Gian polarizer combination was used for energy selection 

in these experiments. An Industrial Fibre Optics photometer (EF-PM) [117] was used as 

an energy diagnostic tool and was calibrated for each experiment by a calibrated 

standard. The calibrated standard was a Newport 1815-C power meter with the setup 

DIP switch set to 1010 corresponding to a “Low Power with Attenuator” Mode with an 

OD 3.0 (Model 883-SL) filtered semiconductor detector head (Model 818-SL) [118] with 

the CAL set to 4.52 for 488 nm.

The thin gold film microscope slides required special handling to ensure the 

surface was not contaminated. A special mount was made in the MecE Machine Shop 

that clamped down on the slide to hold it during laser processing with contact parts made 

of PTFE as shown in Figure 3.4.

FRONT VIEW

M icroscope slide 
hangs down in 
m ount for laser 
exposure

Through holes for
%"-20 bolts

SIDE VIEW

PTFE keeps gold 
surface with SAMs 
from becoming 
contam inated

Plunger with PTFE 
p re sse s  against 
slide to hold in 
place

Figure 3.4: Schematic of the SAM microscope slide mount. The front perspective
on the left shows the through holes designed for mounting on the front of the Oriel 
stage and the orientation of the holder during experimentation with details of the 
PTFE shown on the right.

Samples were mounted on 2D Oriel stages that translated perpendicularly to the 

optic axis with Oriel motorized micrometers controlled by the Triple Controller, Model 

18010 (now part o f Newport [118]). The Oriel mounts were attached to a magnetic base.
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The focusing optic (10 cm or 25 cm focal length lens) was mounted on a third Oriel stage 

for translation along the optical axis.

An Environmental Process Control (EPC) Chamber was built in the MecE 

Machine Shop. The chamber was made o f Plexiglas with an inlet for nitrogen gas and an 

air outlet at the base that allowed for the Encoder Mike wire to feed through and for the 

expulsion of the ambient atmosphere. One side o f the chamber was attached by screws 

and had a rubber seal to allow for sample loading, and a 1/16" thick BK7 window was 

mounted on one face for laser coupling into the chamber. A small steel plate was 

recessed in the base o f the chamber to mount the translation stages with a magnetic base 

in the chamber. The MecE Machine Shop tested the chamber and showed that the 

atmosphere was 97 % nitrogen after 7 minutes o f flushing.

The SAM lines were imaged using either the ESEM or SEM as described in 

Section 3.1.1. The line widths were measured by size o f the dark region in the image that 

resulted from the brightness differences between the two SAMs [119].

3.2 Materials

3.2.1 Target samples and substrates

The single-shot ablation threshold and incubation coefficient were measured for 

both bulk and thin film samples o f copper and gold, and bulk samples o f silicon. For the 

experiments with copper, a sample of commercial high purity polycrystalline copper foil 

25 pm  thick [1] was used with a specified purity of 99.9 % and an average roughness i?a 

of (280 ± 80) nm as measured by white light interferometry in a 120 pm  field o f view. 

The foil was stored tightly wrapped and showed no visual signs o f aging or discoloration.

The thin metal films were prepared in the NanoFab by sputtering the films onto 

silicon substrates in a Kurt J. Lesker CMS Series deposition system [120] that used 

magnetron sputtering with sputter targets supplied by the NanoFab. The silicon 

substrates used for deposition o f the films were cleaned by Piranha etch in the clean room 

facilities before sputtering. The quality o f the thin film samples varied since thin films 

were made by various users and stored in a variety o f conditions over the years. The 

copper thin film samples prepared for the nanomilling and threshold determination 

project were 250 nm thin films sputtered onto a silicon substrate with a 250 nm
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chromium adhesion layer between the copper and silicon layers. The film was visually 

smooth with an Ra of (0.6 ± 0.2) nm measured by the white light interferometer in a 

120 jim  field o f view. The 250 nm copper thin film sample was stored in a nitrogen 

environment to minimize oxidation o f the surface.

Other copper thin film samples were used to explore the sensitivity o f the ablation 

threshold to sample variations. The single-shot ablation threshold was measured for a 

500 nm copper thin film that had been exposed to ambient air for one year and showed 

visible signs o f oxidation (the surface was mottled with brown patches indicative of 

oxidation). Copper samples o f varying thicknesses were prepared for other depth 

profiling experiments using Laser-Induced Breakdown Spectroscopy. The films had 

copper thicknesses varying from 100 nm to 300 nm with chromium adhesion layers 

varying from 50 nm to 300 nm. The reflectivity o f the thin film samples was measured as 

a calibration step.

Gold thin films were sputtered onto microscope slides for the SAM patterning 

projects. The microscope slides were made of soda lime glass [121] and purchased 

through Fisher Scientific as Premium microscope slides (catalogue number 12-544-1). 

The glass slides were not cleaned before sputtering since the slides were purchased pre­

cleaned and wrapped in cellophane to eliminate debris and to keep them clean.

Two types o f silicon substrates were used to measure the single-shot ablation 

threshold. The first was purchased through the NanoFab. The silicon was p-type silicon, 

Boron doped, with a <100> orientation and a resistivity o f 1-30 Q-cm [122]. The second 

sample was high-resistivity (5000 Q-cm to 7000 Q-cm) intrinsic silicon with a (100) 

orientation [123]. Both samples were single-side polished.

3.2.2 SAM deposition chemicals

For the patterning o f SAMs on gold-coated glass substrates, gold thin film 

samples were prepared as indicated in the previous section and then stored in a clean 

glass microscope slide holder filled with 200-proof denatured ethanol [124]. Two SAM 

chemicals were used to achieve either a hydrophobic or a hydrophilic region. The 

hydrophobic monolayer was Fluka 1-hexadecanethiol (95 % purum, 100 mL) purchased 

from Sigma-Aldrich (catalogue number 52270) [125]. The hydrophilic monolayer was
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16-mercaptohexadecanoic acid (90%  pure, 1 g) purchased from Sigma-Aldrich 

(catalogue number 448303-1G). SAM surface patterning will be described in 

Section 3.5.

3.3 Femtosecond laser experiment techniques

3.3.1 Preliminary notes on Ti:Sapphire laser performance

The Ti:Sapphire laser system was arranged on the optics table when the lab was 

built so that the output passed through the two apertures indicated in Figure 3.1. The first 

aperture alignment was made using the last mirror inside the Hurricane chassis. The 

alignment through the first aperture was always verified but rarely adjusted. The output 

beam was reflected at 90° by a dielectric mirror through the first aperture, as shown in the 

figure, to an aperture at the far end of the table. Alignment through the second aperture 

was made using a diffraction pattern formed by closing down the first aperture. The 

second aperture was imaged by a CCD camera and viewed on a television screen so the 

alignment could be optimized. This was a necessary step since all the experiments in the 

lab were built based on this starting alignment.

Energy selection was made by a combination half-wave plate and Gian polarizer. 

The Gian polarizer was oriented to maintain the horizontal polarization state o f the laser 

(parallel to the optics table). The output o f the Ti:Sapphire had a pre-pulse that occurred 

8 ns before the main pulse. This pre-pulse resulted from leakage out o f the regenerative 

amplifier resulting in a pulse about 1000* smaller in energy occurring one round-trip 

(8 ns) before the main pulse.

The pre-pulse was measured using a FND-100 ultrafast silicon photodiode, 

labelled PD in Figure 3.1, optimized for faster transients and limited stored energy by 

changing the circuit in Figure 3.3 to C l = 1 pF, C2 = 1.5 pF and R2 = 50 Q (referred to 

as the pre-pulse photodiode). The pulse train was measured on a Tektronix TDS360 

scope with a 50 Q terminator. This configuration caused the pre-pulse photodiode to 

saturate at approximately 200 mV peak voltage when the main pulse arrived, so Schott 

NG glass filters were used to reduce the input beam energy as required. The 

transmissivity o f the filters was calibrated in another experiment and these values were 

used to correct the main pulse and pre-pulse measurements to calculate the contrast ratio.
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The polarization o f the main pulse and the pre-pulse from the output o f the 

Ti:Sapphire was measured by removing the half-wave plate and rotating the Gian 

polarizer. The peaks o f the main pulse and the pre-pulse were measured as stated above 

using NG Schott glass filters and correcting for transmissivity. The polarization of the 

pre-pulse was shifted approximately 15° from the main pulse as shown in Figure 3.5.

The offset in the pre-pulse polarization from the main pulse forced energy 

selections to be kept between 0° and 30° on the half-wave plate (45° theoretically giving 

zero energy). If the half-wave plate was turned beyond 30°, then the contrast ratio would 

drop giving a pre-pulse o f significant energy compared to the main pulse interacting with 

the sample. Another undesired effect was polarization mixing. The polarization o f the 

main pulse was 1000:1, so angles beyond 30° also led to a mixed polarization that was 

undesired since these would affect laser-induced periodic surface structuring, which was 

investigated along with the single-shot ablation threshold. The measurement o f the 

contrast ratio against the half-wave plate angle is shown in Figure 3.6.
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Figure 3.5: Polarization of the main pulse and the pre-pulse from the output of
the Ti:Sapphire laser. The minimum in the main pulse at 90° and 270° is actually 
484 mV and 598 mV, respectively.
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Figure 3.6: Contrast ratio of the Ti:Sapphire laser after the half-wave plate and
Gian polarizer. The reference line shows the desired 1000:1 contrast ratio for the 
experiments. Two measurements were made as shown by the two data sets.

Energy selection was made between 0° and 30° on the half-wave plate as stated 

earlier and further reductions in energy were achieved using NG Schott glass filters in the 

main beam path.

The optical components were mounted in kinematic mounts with anodized 

aluminum bases and post holders, and brass posts. Anodized aluminum collars were on 

the brass posts to allow adjustment o f the AOI on an optic after the height o f the optic 

was defined. Most o f the optics mounts were built in the ECE Machine Shop.

3.3.2 Initial steps in the femtosecond laser experiments

Femtosecond laser-material interaction studies were carried out in several setups 

over several years. The setup shown in Figure 3.7 was used for the majority o f the results 

reported in this thesis and represents the generic setup for ablation experiments. When 

the nanomilling experiment was built initially, the laser beam was centered on the 

apertures shown in Figure 3.7. The lens was placed into the beam path and its alignment
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was adjusted such that the diffracted 4 % retro-reflection from each face was aligned on 

the second aperture as it was closed. When the two retro-reflections aligned, this 

indicated that the lens was square to the beam (0° AOI) and the optic axis went through 

the centre o f the lens. This procedure minimizes ellipticity and asymmetry in the focal 

spot. The lens was oriented with the curved surface towards the Ti:Sapphire output to 

minimize 3rd order aberrations and to allow the focal spot to approach the diffraction 

limit. A collar on the brass post maintained the height alignment o f the optic so it could 

be removed from the setup during experimental alignment.

|  From laser

Figure 3.7: Experimental setup for nanomilling and femtosecond SAM laser
patterning. The labels in the diagram correspond to: M, 45° AOI 800 nm centre 
wavelength dielectric mirrors; A, apertures; W, CaF2 window mounted at an angle; 
L, focusing lens; D l, FND-100 photodiode assembly; D2, PMT; S, substrate and 
motion stage.

At the start o f each experiment, a beam block was placed after the first aperture in 

the nanomilling setup, the lens was removed from the setup and the sample was mounted 

on the Nanomover before the aperture on the Ti:Sapphire chassis was opened. The 

Ti:Sapphire was aligned along the table as indicated in the previous section.

Preliminary calibrations of the laser were made by measuring the autocorrelation 

FWHM on the Tektronix TDS360, the contrast ratio on the pre-pulse photodiode at 0° on 

the half-wave plate, the spatial profile on the equivalent focal plane camera system, and
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the output energy on the Spectra-Physics power meter at 1 kHz. If the contrast ratio was 

above 1000, the equivalent focal plane spatial profile was Gaussian with a FWHM of 

approximately (1 0 0 ± 2 0 )/im , the pulse width was less than 4 5 0 /is FWHM (143 fs 

FWHM Gaussian), and the output power above 400 mW, then the experiment continued. 

If any of these conditions were not met, I realigned the Ti:Sapphire system and the extent 

o f this realignment depended on the degree of non-conformity.

If the experiment continued, then the laser beam was steered towards the 

experimental setup by dielectric mirrors at a 45° AOI. Since the laser was horizontally 

polarized, it was p-polarized on the mirrors and provided sufficient leakage light to 

measure the pulse energy with the photodiode. The laser was directed to the 

experimental setup though two final alignment apertures, shown in Figure 3.7, to square 

the beam along the pre-defined experimental path.

The beam block was placed between the sample location and the lens location and 

the laser was aligned through the apertures using two steering mirrors. Once the beam 

was centered on both apertures, the beam block was removed and the reflective sample 

was aligned using the kinematic mount on the Melles Griot to 0° AOI with the main laser 

by aligning the reflected light from the sample to the first aperture. The beam block was 

replaced between the lens and sample location and the lens was replaced into its holder. 

The AOI o f the lens was adjusted (yaw adjustment) until the two diffracted retro- 

reflections from the surface o f each face overlapped on the back o f the second aperture 

and the brass post was secured.

The energy reference plane was defined as after the lens, so energy calibrations 

were made by placing the power meter (Spectra-Physics or Gentec) after the focusing 

optic. The focal lengths o f the lenses were greater than +20 cm so the intensity was still 

well below the damage threshold for the power meter in the first few centimeters.

The output o f the photodiode was measured on a Tektronix TDS 210/220 digital 

oscilloscope with either a 1 MQ or 50 Q termination. Care was taken to make sure the 

peak voltage did not exceed 10 V. A 1 MQ termination was the input impedance of the 

oscilloscope and the femtosecond pulse caused a rapid nanosecond rise followed by a 

slow decay at the RC time constant defined by 1 MQ input impedance and the RG-58 

BNC cable capacitance o f ~30pF/ft. The measurement o f the photodiode signal was
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made at 100 ps after the very fast rise o f the signal since the oscilloscope tended to have 

noise fluctuations at the peak. The point 100 jus from the peak was a clean, well-defined 

point in the curve. The pulse energy was defined as the difference in the voltage from the 

baseline to the voltage 100 jus after the peak. If the cables were longer than 6 ft, then the 

RC  time-constant was such that the signal would not relax to zero before the rise o f the 

next pulse at the 1 kHz repetition rate. It was imperative that each pulse in the calibration 

reached the baseline before the next pulse or else the calibration was distorted for 

experiments done in single-shot mode or at repetition rates o f less than 1 kHz. For longer 

cable lengths, a 50 Q terminator gave pulse-like signals in a 5 ns time scale and the peak 

of the pulse referenced to the baseline was used as the photodiode signal.

Random triplicates o f 6 to 8 energy values were made when calibrating the 

photodiode with the power meter. This test verified whether any systematic errors were 

present during calibration such as warming of the sensor head over time that could lead to 

changing energy measurements over time. The power meter was zeroed at the start of 

every calibration to compensate for any temperature changes.

The photodiode and power meter measurements were plotted in an Excel 

spreadsheet and a linear regression of the data determined the calibration in V/J. The 

intercept was examined for a significant offset (95 % confidence interval) that indicated 

bias in the calibration (see Appendix C.3).

3.3.3 Focal spot calibration

Two focal spot positioning techniques were used to define the position o f the 

target with respect to the focal plane. The first technique used a diode laser focused on 

the target by a 20 cm lens at an angle from the optical axis. The reflected light from the 

target was defocused by another 20 cm lens to propagate several meters to a sheet of 

graph paper with 1/2 cm square divisions on a wall. To determine the focal plane 

position on the graph paper, a reflective target such as silicon with a low damage 

threshold was mounted on the Nanomover, as indicated in Section 3.3.2, and the target 

was moved along the optical axis, through the focal region, with a single shot taken every 

Az (usually with a 100 pm  step size) on a fresh spot. The sample was removed and the 

spots examined by optical microscopy.
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The position on the Nanomover corresponding to the location o f the minimum 

spot size was noted and the sample was remounted on the Nanomover and aligned for 0° 

AOI to the Ti:Sapphire beam, as discussed in the previous section, to ensure that the 

diode laser returned to the same spot on the wall. The sample was translated to the focal 

spot position and a mark was made at the diode laser position on the graph paper. For 

every new experiment with a specularly reflective sample and the Ti: Sapphire at 0° AOI, 

the position o f the diode spot on the wall indicated that the sample was at the focal spot to 

within 20 /nm. Backlash is an inherent mechanical error in all motion stages, but it was 

not compensated for in this calibration technique either since it represented very little 

error in the Nanomover positioning.

If the focal spot measurements in the optical microscope were inconclusive, for 

example, the step size passed through the focal region too quickly and smaller steps were 

required, the calibration was repeated until a satisfactory focal plane was determined. 

The smallest Rayleigh range for these experiments was approximately 400 fim  with a 

10 fim  2 e-folding beam radius, making this technique sufficiently accurate.

The second focal spot positioning technique was introduced later in the 

experiments. A CCD camera on a periscope with a 10x microscope objective was 

mounted off the optical axis in the chamber and a pin was placed in the exact center of 

the chamber as defined by HeNe lasers that criss-crossed through alignment decals 

mounted on the window ports o f the chamber. This reference point was imaged by the 

CCD camera while the pin was illuminated by the HeNe lasers. Once the image was 

formed, the HeNe lasers were removed and the diode laser was focused onto the pin and 

adjusted until the illumination was seen on the CCD camera.

The nanomilling lens was mounted on a translation stage that had a mechanical 

micrometer adjustment and was aligned to be square with the Ti:Sapphire beam path as 

described in Section 3.3.2. A reflective sample was mounted on the Nanomover target 

positioning stage and an ablation spot was made with a single shot to provide a scattering 

point for the diode laser. The sample was moved towards the reference plane in the 

centre of the chamber, as defined when an image formed on the CCD camera. The image 

indicated the sample was at the centre of the chamber and now the lens position needed to 

be calibrated so that the Ti:Sapphire focal spot was also at the reference plane.
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The focal plane was defined in the same manner as the first calibration technique 

by taking single shots at fresh spots on the sample, except the lens was moved towards 

the sample with each shot and the position of the lens recorded. In the end, the lens was 

translated to the lens position where the minimum spot size was located as measured by 

optical microscopy. At the end o f each experiment, the Nanomover target positioning 

stage was parked in the same position, out o f the focal plane.

Each fresh sample for subsequent experiments was mounted on the positioning 

stage and an ablation spot made at the edge of the target by a single-shot of the 

Ti:Sapphire laser. This spot was imaged onto the CCD camera using the diode laser as 

an illumination source indicating that the sample was at the reference plane, which now 

coincided with the focal plane o f the nanomilling lens.

A microscope objective could have been used as a machining lens and would 

have made a practical imaging system, except that the ablation spots would have been too 

small and the errors too large in calibrating the single-shot ablation threshold and 

incubation coefficient o f a material.

3.3.4 Femtosecond laser ablation threshold and incubation experiments

After the initial setup, the Ti:Sapphire was switched to single-shot mode and the 

power meter was removed from the chamber. If the experiment required a vacuum, then 

the chamber was pumped down at this stage; otherwise the chamber was sealed and left 

at atmospheric pressure. The sample was moved to the image plane as defined by one of 

the focal spot positioning techniques given in Section 3.3.3.

Random triplicates o f ablation shots were made with N  shots incident on each 

spot. Measurements were usually made of the 1, 5, 10, 100 and 1000 shot ablation 

thresholds. A typical A-shot ablation threshold experiment would start with a marker o f 

several shots at the beginning of a column to help identify the zero position and each data 

point was separated by approximately 100 pm  so smaller spots could be found later in the 

offline measurement device.

After an ablation series was completed for a sample, the sample was removed 

from the Nanomover and imaged by the offline techniques described in Section 3.1.1. A 

MATLAB script program was written to measure the ablation diameters measured by the
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ESEM/SEM. Using the Image Processing Toolbox, the images were loaded individually 

into the program and the user evaluated the images by defining the centre of the ablation 

spot and then the edges that determined the extremities o f the major and minor axis o f the 

ellipse (or circle). An ellipse was drawn over the ablation spot and if  the user accepted 

the ellipse as representative o f the ablation crater and orientation, the calibration of 

pixels/jum (collected in Microsoft Photo Editor using the scale bar on each image) was 

entered into the program and the new image saved with a new file extension. A new file 

extension allowed the user to keep the original image while maintaining a record o f the 

measurement.

If the ellipse did not adequately represent the ablation spot, then the user clicked 

outside the image frame and repeated the process until an ellipse that represented the 

ablation crater was determined. The program repeated until all the ablation spots for an 

/'/-shot data series were measured and the results were written to a text file with two 

columns for the ellipse axes in pm  and two columns for the axes measurements in pixels. 

The data were analyzed with the technique presented in Section 4.1 o f the next chapter. 

Ablation spots were made in random triplicates so that ablation spot measurement error 

statistics could be collected and used in calculating the overall error in the reported 

ablation threshold (see Appendix C).

3.3.5 Femtosecond laser pulse nanomilling

Initial steps and focal plane calibrations were the same as outlined in 

Sections 3.3.2 and 3.3.3.

The PMT was placed as shown in Figure 3.7, 12 cm from the target sample and 

the observation solid angle was ~6 x 10'3 Sr. The PMT output was attached to a 

Tektronix TDS360 scope set to 25 ns/div and 200 mV/div using a 50 Q terminator. The 

laser was triggered by computer and the oscilloscope was triggered by the 

synchronization pulses sent by the delay generator used to control the timing of the 

Ti:Sapphire regenerative amplifier. Synchronization forced the PMT signals from the 

copper emission to occur at the same point in the scope trace, essential for data post­

processing. Further background optical noise reduction was accomplished by covering 

the chamber with black cloth and turning off the room lights during experimentation.
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Incident fluences were chosen near the ablation threshold for multiple pulses as 

demonstrated in Figure 2.2 and experiments were performed at atmospheric pressures. 

The nanomilled depths were measured offline using white light interferometry.

The PMT trace generated by each laser shot was captured through the GPIB port 

of the oscilloscope to a computer running LabVIEW. The incident photon number was 

calculated by integrating the area over a 25 ns window providing a value in V ns that was 

directly proportional to the number o f incident photons. At these low photon rates, the 

interference filter acts like a “probability filter” instead of an intensity attenuator so the 

peak detection was not reduced by 12 % in the final calculations. Using the absolute 

calibrations, the photons incident on the PMT were plotted for each shot number.

3.3.6 Femtosecond laser pulse patterning o f  SAMs

Initial steps were the same as outlined in Section 3.3.2 and we assume that the 

focal plane was calibrated for this procedure. A mechanical beam block was used to 

initiate and terminate exposure of the sample to the laser beam running at 1 kHz. 

Chemical preparation is described in Section 3.5.2.

The thin gold film microscope slide coated with the hydrophobic monolayer was 

mounted using a variation o f the mount shown in Figure 3.4. The new mount did not 

have an arm that offset the sample to hang next to the translation stage; instead the 

through holes were underneath the sample holder system so that the sample was centered 

on the Nanomover in the vacuum chamber. The sample holder was attached to the 

Nanomover before mounting the SAM-coated samples.

Samples were removed from the hydrophobic monolayer solution with PTFE 

tweezers while wearing powder-free gloves and gripped on the sides o f the slide by 

gloved hands. Samples were blown dry using nitrogen gas from the ECE building supply 

at 8 psig and care was taken to make sure both sides o f the sample were dry.

The slide was placed into the sample holder and was translated to the focal plane. 

The chamber was closed and the sample was exposed to the focused Ti:Sapphire beam 

while moving at a predetermined speed with incident fluences above and below the 

multiple shot ablation threshold. The scanning speed was determined by the repetition 

rate of the laser and estimated beam spot as follows:
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v — — - R (/xm/s) 
N

(3.1)

where 2wo is the 2 e-folding intensity beam diameter in /xm, N  is the number o f incident 

pulses desired for the irradiation and R is the repetition rate o f the laser.

After scanning all the lines on the target, the sample was removed while wearing 

gloves and immersed in the hydrophilic monolayer solution for approximately five 

minutes. Afterwards it was rinsed with ethanol, blown dry with nitrogen and stored in 

the nitrogen gas filled storage chamber to keep the sample from oxidation by ozone. 

Offline measurements were made with ESEM/SEM to measure the hydrophilic line 

widths and the white light interferometer measured the resultant surface features.

3.3.7 Reflectivity calibrations

To measure the variability in the reflectivity o f the thin film samples, the specular 

reflectivity was measured in the setup shown in Figure 3.8.

Figure 3.8: General experimental setup for measuring the specular reflectivity.
The labels in the diagram correspond to: M, 0° AOI 800 nm centre wavelength 
dielectric mirror; W, BK7 window; S, substrate under test; D l, power meter or 
photodiode; D2, photodiode.

The reflectivity o f the samples was measured at the 800 nm wavelength using the 

amplified pulses from the Ti:Sapphire as the illumination source. A 0° AOI 800 nm 

dielectric mirror was the reflection standard and the reflectivity was also measured using

■
D1
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the Spectra-Physics power meter at position A in Figure 3.8 to measure the incident pulse 

energy and in the D1 position to measure the reflected pulse energy.

A calibration curve o f the standard was generated between the reflected energy 

detector (D l) and the incident energy detector (D2) in random triplicates at select 

energies by rotation o f the half-wave plate between angles o f 0° and 30°. The standard 

reflector was replaced by the sample under test and the same curve was generated 

between the reflected and incident energy detectors. The reflectivity was calculated as:

R =
D2
Dl

s  standard

Dl
D2

Dl
K o r r ^ ^ f ^ K o r r  (3-2)

^ sam p le  standard

where RCOn is the corrected reflectivity if the standard was not measured as 100 %.

Variations o f this technique have been used. Specular reflectivity could be 

measured, for example, by placing the power meter at positions A and D l to measure the 

standard and this procedure can be repeated for the sample.

The reflectivity o f rough samples requires an integrating sphere to collect all the 

light scattered on the surface. An in-house integrating sphere coated with barium sulfate 

paint with photodiode detectors was used. The photodiodes were mounted on the 

periphery with baffles in front o f each of the detectors to block from direct illumination. 

The reflectivity was measured using a 20 mW CW Melles Griot diode laser operating at 

790 nm wavelength [111]. The diode laser was part of an assembly that included a Diode 

Driver and Thermoelectric Cooler; the current was set to 73 mA and the temperature to 

20.2°C. The alignment is shown in Figure 3.9.

The chopper was set to -360 Hz to generate a time-varying signal on the 

photodiodes where the peak-to-peak (pk-pk) values of the two photodiodes were 

measured on a Tektronix 210 scope. Samples in the sphere were mounted off from 

normal incidence. The pk-pk values o f the samples under test were compared to the 

pk-pk values o f the diffuse scatter standard to calculate the reflectivity o f the sample.
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Figure 3.9: Setup for measuring the diffuse reflectivity. The labels in the diagram
correspond to: M, 45° AOI 800 nm centre wavelength dielectric mirrors; C, beam 
chopper; D l, integrating sphere.

3.3.8 Transient reflection dynamics o f  incident femtosecond laser pulses

The experimental setup was built in the configuration shown in Figure 3.10. The 

configuration was based on the desire to collect the incident and reflected amplitude and 

spectrum of the ablation laser pulse to measure the transient changes in the sample 

reflectivity. The incident and reflected spectra were similar so the spectrometers were 

removed from the setup, but the configuration was maintained.

Figure 3.10: Experimental setup measuring the transient reflectivity of a laser 
pulse incident on a target with a specular reflective surface. The labels in the 
diagram correspond to: M, aluminum mirrors; F, NG Schott glass filters; A, 
apertures; W l, 2° UVGSFS wedge; W2, Dynasil 4000 window; L, 15 cm BK7 plano­
convex lens; S, specularly reflective sample on Oriel stage; D l and D2, photodiodes; 
D3 and D4, Ocean Optics spectrometers (removed, see text).

> 4 ^  P V
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From Ti:Sapphire
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The focal plane position from the lens was approximated from the focal length 

specifications o f the lens since exact positioning o f the sample at the focal plane was not 

absolutely necessary. The ablation diameters were used to calculate the beam waist (see 

Section 4.1). A standard reflector was placed in the sample position, S in Figure 3.10, at 

the approximate focal plane with the Ti:Sapphire at very low intensities and the apertures 

for the reflected laser beam were installed to define this reference point. After calibration 

of the standard reflector, the sample under test was mounted in the modified SAM sample 

slide holder, described in Section 3.3.6, and placed in the reference position, which would 

cause the reflected beam to pass through the apertures.

To start each experiment, the laser energy, the autocorrelation pulse width, the 

focal spot spatial quality and the contrast ratio were measured after the laser beam was 

aligned down the optical table as indicated previously. A beam block was placed in front 

of the wedge, W l, and the lens was removed from the setup. A standard reflector (0° 

AOI 800 nm dielectric mirror) was placed in the sample focal plane and the laser was 

aligned through the first two apertures and the beam block was placed between the lens 

and the sample. The lens was replaced into the beam line and the angle and centering of 

the lens was adjusted until the two retro-reflections from the surface o f each face 

overlapped on the back o f the second aperture. The brass post for the lens was secured.

Calibration o f photodiode D l attached to a Tektronix TDS210/220 oscilloscope 

with a 1 MQ termination was made by measuring the voltage signal 100 [is after the peak 

voltage rise from the laser pulse. The voltage readings were calibrated against the 

Spectra-Physics power meter using the same technique described in Section 3.3.2. The 

incident energy was attenuated a couple o f orders o f magnitude below the ablation 

threshold o f the mirror (assumed to be 1 J/cm2) using Schott NG absorbing filters and the 

standard reflector in the sample position was aligned so the laser beam propagated 

through the final two apertures. Photodiode D2 was attached to another Tektronix 

TDS210/220 oscilloscope and measured the same as D l, and was calibrated against the 

incident photodiode D l with the same technique as above.

After cross-calibration o f the two photodiodes, the beam was blocked, the 100 % 

reflection standard removed and the Oriel stage with the sample moved into the focal
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plane. The attenuated beam hit the sample and an IR camera (Find-R-Scope [126]) was 

used to verify the alignment through the reflection apertures.

The repetition rate o f the TirSapphire was reduced to single shot mode and a fresh 

spot on the sample was irradiated with fluences that ranged above and below the ablation 

threshold. Incident fluences a couple o f orders below the ablation threshold were used to 

verify the baseline reflectivity o f the sample since they were previously measured using 

the technique described in Section 3.3.7.

The photodiode responses were recorded for each shot to calculate the reflectivity 

and the fluence was calibrated by measuring the ablation spot diameters and calculating 

the beam waist with the analysis technique described in Section 4.1.

3.4 Patterning SAMs with the Argon ion laser

Gold thin film substrates were prepared in the NanoFab as described in 

Section 3.2.1 and deposition o f the hydrophobic monolayers will be discussed in 

Section 3.5. The experimental setup was built in Dr. Wilson’s laboratory on the fifth 

floor of MecE at the U of A. This setup is shown in Figure 3.11.

Two focusing optics were used to assess the variation in the resultant SAM line 

widths due to variations in intensity and beam size. The distance from the optic to the 

sample was calculated using Gaussian beam ray matrix calculations assuming a 

collimated beam input to the BK7 plano-convex lens. The distance from the lens mount 

to the BK7 window was calculated and the position o f the Environmental Process Control 

(EPC) Chamber defined for experiments involving either lens. An outline was drawn on 

the steel plate to make sure the magnetic base, which held the target positioning stage, 

was returned to the same spot each time. The confocal range o f the 10 cm lens was 

calculated to be 10 mm, and the 25 cm lens to be 66 mm (for the 514.5 nm line). To 

ensure that the smallest focal spot was incident on the sample, the lens was scanned along 

the optical axis for the 10 cm lens and left stationary for the 25 cm lens, since the 

maximum range o f the Oriel stages was 25 mm.
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Figure 3.11: Experimental setup for the CW Ar+ direct laser writing of SAMs. 
The labels in the diagram correspond to: M, aluminum mirrors; A, apertures; H, 
half-wave plate; G, Gian polarizer; W, 2° UVGSFS wedge; D l, Industrial Fibre 
Optics photometer; L, 10 cm or 25 cm BK7 plano-convex lens; EPC, environmental 
process control chamber; S, substrate and motion stage, the angled arrow indicating 
translation along the y-axis (out of the page). The Gentec TPM-300 power meter 
with the PS-310WB head was used as the calibration standard.

Before the experiment, the laser was aligned through the two apertures using the 

aluminum mirrors with the EPC Chamber and lens removed from the optical path. After 

alignment, the photometer was calibrated against the calibration standard power meter 

placed after the 2° wedge quartz plate. The small change due to the lens and entrance 

window to the sample in the Environmental Chamber was calibrated by separate 

measurements and used to calculate the actual power at the sample position.

After calibration, the focusing lens was aligned in the system by examining the 

transmitted beam on the second aperture and the two reflected beams on the first 

aperture. The EPC Chamber was placed in the optical path and the back reflection of the 

coupling window was aligned with the first aperture. A gold-coated slide without an 

SAM surface was mounted in the slide holder with the power set to a minimum and the 

slide tilt was adjusted such that the back reflection was centered on the first aperture and 

the magnetic base was secured.

After the complete alignment, the hydrophobic SAM-coated sample was mounted 

in the PTFE holder. The EPC Chamber was sealed and the nitrogen flow started. After 7
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minutes, patterning of the SAM surface began. Incident powers were within a range 

delimited by gold film damage and the threshold for monolayer desorption. Incident 

powers ranged from 50 mW to 150 mW for the 10 cm lens, and 100 mW to 250 mW for 

the 25 cm lens.

The procedure for patterning the SAM substrates involved random triplicates of 

incident power values to minimize systematic errors and examine experimental error. To 

create the lines, the focused beam was scanned at 200 /xm/s to draw 6 mm long lines. 

The incident power was monitored before and after each scan since the power of the Ar+ 

laser could drift during a run. The resultant widths were correlated to the measured 

incident power.

After completing the scan sequence for each slide, the chamber was opened and 

the processed hydrophobic SAM-coated microscope slide was dipped in the hydrophilic 

solution. After a two minute immersion, the sample was removed, blown dry with 

nitrogen, and placed in a fresh container with absolute ethanol for storage.

3.5 SAM substrate preparation

3.5.1 Patterning o f  SAMs with the Argon Ion laser

Sample preparation was done by M.R. Shadnam for this portion o f the project. 

The substrates were prepared by cleaning 1 mm thick soda-lime glass microscope slides 

(Erie Electroverre Glass) for 2 hours in chromic acid and subsequent rinsing with 

distilled water. The slides were sonicated in acetone for 10 minutes, rinsed in distilled 

water, blown dry with nitrogen and stored in 200-proof denatured ethanol [124], This 

procedure ensured the surface cleanliness before forming the gold surface layer by 

sputtering a 50 A titanium adhesion layer and a 300 A gold film layer in an ultra-high 

vacuum chamber in the NanoFab. After removal from the chamber, the slides were 

immediately transferred to a 1 mmol/L ethanolic solution o f 1-hexadecanethiol for 

2 hours, rinsed with and stored in ethanol.

The hydrophilic solution, prepared on the day of the experiment, was a 1 mmol/L 

ethanolic solution o f 16-mercaptohexadecanoic acid. After preparation, the solution was 

further filtered by a PTFE filter (~l-3 /xm pore size).
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3.5.2 Patterning o f  SAMs with femtosecond laser pulses

When the femtosecond patterning project started, I bought chemicals and

developed my own SAM deposition technique based on the literature review of SAMs on 

metal surfaces in Section 5.1. The following procedure assumes that the 30 nm to 50 nm 

gold thin film substrates were prepared, stored in ethanol and available for deposition of 

the SAM preceding this procedure. Powder-free gloves were worn always.

The glassware was cleaned using a 10:1 solution o f deionized (Dl) water 

(available in all ECE laboratories) and Versa-Clean liquid (Fisher Scientific catalogue 

number 04-342) measured in a graduated cylinder and poured into a 600 mL beaker. 

Versa-Clean is a non-toxic alternative to chromic acid fo r  cleaning glassware. A 

100 mL volumetric flask, a 150 mL beaker, a PTFE-coated spatula, PTFE tweezers, 

staining dishes and a glass funnel were cleaned with a lint-free towel (Kim-Wipes) 

soaked in the cleaning solution and rinsed with Dl water. The glassware was dried for 

10 minutes on a Versa-Dry pad in a fume-hood under a heat lamp.

The hydrophobic monolayer solution was made by drawing from an amber bottle 

used to store a small 5 mL to 10 mL sub-sample o f the chemical to keep from 

contaminating the original sample. A weighing boat was placed in the leveled analytic 

scale (Denver Instruments APX-60) and zeroed. The hydrophobic chemical was

extracted using a Pasteur pipette and disposable bulb and was measured to 25.8 mg. The

pipette was disposed in the glass disposal and the bulb thrown in the regular trash.

The contents o f the weighing boat were poured into the 100 mL volumetric flask 

and the boat rinsed with a squeeze bottle filled with denatured alcohol (85 % ethanol, 

15 % methanol) to ensure all the liquid was poured into the flask. The flask was topped 

to 100 mL and then poured into the staining dish. The staining dish was a square glass 

jar that kept microscope slide surfaces separated while immersed in a liquid. A stainless 

steel 6" 20-gauge sparging needle, used for aerating liquids, was attached to an argon 

tank and the needle was put into the 1 mmol/L hydrophobic monolayer solution. Argon 

flowed at 5 psig for 10 minutes after the gold-coated slides were immersed in the 

hydrophobic solution [127]. The gas flow was turned off, the needle was removed slowly 

and the dish covered with aluminum foil as to not disturb the argon gas-filled head space. 

The slides were stored for 24 hours in this solution.
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The hydrophilic solution was made on the day of the experiment (next day from 

making the hydrophobic SAM slides). A fresh weighing boat was placed in the analytic 

balance and the balance was zeroed. A sample o f 28.8 mg o f the hydrophilic compound 

was extracted using a PTFE-coated spatula and the contents o f the weighing boat were 

rinsed into a clean 100 mL volumetric flask with an ethanol-filled squeeze bottle. The 

flask was filled to 100 mL as measured by the bottom of the meniscus. The flask was 

placed in a sonicator filled with water for several minutes until the large pieces of the 

solute were broken down and dissolved. The solution was poured into a 150 mL beaker 

and covered with aluminum foil.
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Chapter 4

Femtosecond laser pulse nanomilling of metal 
surfaces*

4.1 Determining the single-shot ablation threshold for a material using Gaussian 

spatially-shaped laser pulses

A frequently used technique for determining the ablation threshold was developed 

by Liu to measure the diameter o f a Gaussian laser beam by examining the ablation 

diameters on a material surface at various laser energies [38]. To evaluate the ablation 

threshold for copper, the dependence o f the ablation spot size on the ablation threshold 

fluence and peak incident laser fluence for a Gaussian profile beam is given by:

D 2 = 2 wl In pk (m2) (4.1)
\  r th  /

*
Portions of this chapter were previously published in: S.E. Kirkwood, A.C. van Popta, Y.Y. Tsui, and R. 

Fedosejevs, "Single and multiple shot near-infrared femtosecond laser pulse ablation thresholds of copper," 
Appl. Phys. A, vol. 81, pp. 729-735, 2005; S.E. Kirkwood, M.T. Taschuk, Y.Y. Tsui, and R. Fedosejevs, 
"Nanomilling surfaces using near-threshold femtosecond laser pulses," J. Phys. Conf. Ser. (accepted May 9, 
2006).
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where D  is the diameter o f the ablation spot, wq is the e-folding electric field amplitude 

beam radius (or 2 e-folding intensity radius) for a Gaussian beam spot, is the peak 

energy density (fluence) and </>& is the threshold fluence for observable damage. We have 

called this technique the Gaussian beam limiting technique (GBLT).

The ablation threshold was measured for different numbers o f laser shots, N. In 

each experiment where the sample surface was irradiated with N  pulses at each sample 

point, eight to ten different pulse energies that extended over a range o f approximately 

0.5$h(jV) to 20$h(AO were measured. These energies were repeated in triplicate to 

evaluate the experimental error. The major and minor diameters o f the ablation spots 

were measured by scanning electron microscopy, since a small amount o f ellipticity was 

often observed in the ablation spots, and the squares o f these diameters were plotted 

against the logarithm of the incident pulse energy to give two curves for each experiment:

A.2 = 2w2 In
f  e  ^pulse

V ^th ,
(m2) (4.2)

where i represents either the major or minor axis, w, is the 2 e-folding intensity beam 

radius and the ratio o f pulse energies replaces the ratio o f fluences in equation (4.1). A 

linear regression fit o f the data provided a slope that gave the major and minor beam 

radii, and an intercept for each line at A2 = 0 to get Ah- The weighted average [128] of 

the energy threshold from each line at the D 2 = 0 intercept was converted into the 

threshold fluence, $h, for ablation using:

2 F ->
K =     (J/cm ) (4.3)

7 tW  • W  • major minor

Increased precision in the measurement o f the ablation threshold was achieved 

from repeated experiments (see Appendix C.3). The errors in the ablation threshold and 

beam radius were calculated from the standard deviation in the linear regression fits of 

equation (4.2) [128]. The error in the energy was a combination o f the accuracy of the 

energy monitor and the precision in the calibration against the photodiode. All error
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values were calculated as the first standard deviation assuming a random, normally 

distributed error.

To evaluate the incubation coefficient, a weighted least squares fit o f all the 

iV-pulse ablation thresholds for a sample was made to the linearized form of 

equation (2.3) (p.201 o f ref. [128])

Ink  (AT)] = (f -1) ln(iV)+ Ink  W] (4.4)

The slope o f the fit returns the incubation coefficient and the intercept provides 

the single-shot ablation threshold. The single-shot ablation threshold was a free variable 

in the least squares fit and was compared with that from equation (4.3) for consistency 

within the error bars o f the measurements.

For each measurement o f spot diameters from N  incident pulses, repetition of an 

experimental data set on different days did not always yield equivalent beam radii (w,) 

due to variations in the beam spots from day-to-day fluctuations in the laser operating 

conditions. Normalization o f the data set with respect to the beam waist allowed for 

combining experimental data points graphically to demonstrate the consistency of the 

measurements. Normalization was done in terms of a relative diameter squared, D r^ , 

where the diameters were normalized to the respective Gaussian beam diameters 

determined from each individual experiment as given by:

jry    '̂ minor'̂ major   1 | ^
Rsq 4 w ■ w ■ 2major minor

p̂k (unitless) (4.5)

where Dmajor and Dmmor are the diameters o f the individual ablation spots measured with 

the MATLAB program and wmajor and wmjnor is the extrapolated beam waist from 

equation (4.2). This normalization is a post-processing normalization that has also been 

used by Lenzner et al. [129].
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4.2 Femtosecond laser pulse ablation threshold and incubation of copper

Measurements o f the single-shot and multiple-shot ablation thresholds are 

reported and the reduction of the ablation threshold with the number o f shots can be 

quantified in terms o f an incubation coefficient for fs NIR laser interaction. The only 

previously reported measurement o f an incubation parameter for copper is that o f Jee et 

al. [39] who used 1064 nm, 10 ns Nd:YAG laser pulses on nearly surface-defect-ffee 

copper samples o f different crystal orientations. Three different copper samples were 

used in this chapter to study the variation in the ablation threshold for samples with 

different surface reflectivities: GF copper foil and two thin films o f copper with 

thicknesses o f 250 nm and 500 nm. Often in practical laser ablation applications, metal 

surfaces have been exposed to air for a long period o f time and may have modified 

surface reflectivities. The effects o f surface quality will be shown.

The ablation threshold for the GF copper foil was evaluated using the method 

described in Section 4.1 for N -  1 ,2, 5, 10, 100 and 1000 pulses. Examples o f scanning 

electron microscope (SEM) images o f ablation spots are shown in Figure 4.1.

The ablation diameters were measured at the outer boundary o f the ripple zone as 

shown in Figure 4.1. Such rippling is often observed on metal surfaces [15, 39, 130] and 

are not a major focus o f the current investigation. The 1000-pulse ablation spots were 

slightly more difficult to ascertain since the rippling boundary crossed into a region 

containing debris. An annular region immediately surrounding the rippled ablation 

region was nearly free o f debris indicative o f some cleaning from the blast wave 

produced by the ablation plasma expanding outwards after each laser shot. This 

surrounding region was not measured as an ablated zone. An example o f 1 and 10 shot 

data from one experiment (limited to these data sets for clarity o f plot) is shown in 

Figure 4.2. A plot o f the full experimental results for N =  1, 10 and 100 pulses is shown 

in the upper graph o f Figure 4.3. The average single-shot ablation threshold from all the 

experiments on the copper foil sample was determined to be $h(l) = (1.06 ± 0.12) J/cm2.
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(c) (cl)

Figure 4.1: SEM images of GF copper foil ablation spots. The incident peak
fluence and elliptical diameters measured were (a) 1 shot, 6.1 J/cm2, 23.7 ftm x 
23.5 |nn (b) 10 shot, 1.1 J/cm2, 18.3 ftm x 17.1 /un (c) 100 shots, 1.4 J/cm2, 27.4 jtm x 
23.1 ftm, (d) 1000 shots, 1.9 J/cm2, 34.3 ftm x 32.1 /tm. The scale bars are 20 ftm 
long and the small arrows indicate the measured diameter extremities. The electric 
field polarization for all spots is indicated in the top left image.
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Figure 4.2: An example of the determination of the major and minor axes
diameter and energy ablation threshold of GF copper foil for 1- and 10-shot 
ablation spots measured by SEM. The closed symbols represent the major axis 
data, and the open symbols, the minor axis. The lines are equation (4.2) with the 
major axis having values w = 14.1 jim, and Eth = 3.3 /iJ, and the minor axis having 
values w = 13.4 Jim and Eth = 3.2 jiJ for the 1-shot data. For the 10-shot data, the 
major axis has values w = 14.6 fim, and £ th = 1*7 fiJ, and the minor axis has values 
w = 14.0 fim and jFth = 1.7 nJ.

Strong incubation o f damage was observed for multiple shot data as shown in the 

upper graph o f Figure 4.3. The ablation thresholds measured in each individual 

experiment were plotted versus the number of shots on a log-log plot in the lower graph 

o f Figure 4.3 in order to visualize the incubation effect. The incubation coefficient 

determined by a least squares fit using equation (4.4) was evaluated as £=  0.76 ± 0.02.

79

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.0
1 Shot 
10 Shot 
100 Shot1.5

1.0

0.5

0.0
100.1 1

Incident Peak Fluence (J/cm )

-  ^

jz -a  
.!2 o ±; .c
3  (A
5  £ 

£

1.0

0.1

10001 10 100
Number of Applied Pulses N

Figure 4.3: Determination of the ablation threshold of GF copper foil for 1, 10
and 100 shot ablation measured by SEM for three sets of experimental data 
(Upper). The lines are equation (4.5) with $ h ( l)= 1*06 J/cm2, $h(10) = 0.581 J/cm2 
and $ h(100) = 0.307 J/cm2. (Lower) Plot of the multishot ablation threshold versus 
number of shots for copper. The line is equation (2.3) with $h(l) = 1.01 J/cm2 and 
£=  0.76.
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For comparison between different copper samples, independent experiments with 

a highly reflective 250 nm copper thin film and a more absorbing 500 nm copper thin 

film were carried out. For the 250 nm copper thin film the normalized beam diameters 

for the ablation experiment measured by an SEM are plotted in Figure 4.4 versus the 

incident fluence. From these data, a measured single-shot ablation threshold of
'y

(1.10 ± 0.11) J/cm and an incubation coefficient o f 0.76 ± 0.06 were determined which 

were consistent with the copper foil results.

1.5
1 Shot 
5 Shot 
20 Shot1.2

0.9

0.6

0.3

0.0
1 10

Incident Peak Fluence (J/cm2)

Figure 4.4: Determination of the ablation threshold for the 250 nm copper thin
film for 1, 5 and 20 shots measured by SEM. The line is equation (4.5) with $h(l) = 
1.10 J/cm2, $h(5) = 0.680 J/cm2 and $h(20) = 0.557 J/cm2.

The ablation threshold was expected to depend significantly on the absorption 

coefficient for the sample. In a separate experimental investigation, a 500 nm copper thin 

film, which had been exposed to ambient air for over a year, was also used in ablation 

studies using single-shot femtosecond pulses. The 500 nm copper thin film exhibited 

obvious evidence o f surface contamination since reddish and brownish coloured regions 

were visible on the surface. A single-shot ablation threshold experiment with this sample
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yielded $h(l) = (0.272 ± 0.084) J/cm2. This value is significantly below the value for the 

above samples; however, the reflectivity o f this sample was visually less than that of the 

above samples and a measurement of surface absorptance at 800 nm of the various 

samples was carried out.

Measurements o f the specular reflectivity o f each film were made by firing the 

unfocused femtosecond laser beam onto the sample and collecting the reflected energy at 

a repetition rate o f 1 kHz with the power meter placed approximately 48 cm, distance d\ 

in Figure 3.8. from the sample. The sample was placed at a 4° AOI and the reflected 

power within a 2° cone angle was measured and compared to that o f a high-reflectivity 

normal incidence dielectric mirror. The mirror had a measured reflectance o f greater than 

0.997 ± 0.002 at this angle and wavelength.

The 250 nm copper thin film gave a measured reflectance (primarily specular) of 

0.940 ±0.019. Since no additional scattered radiation was observed, this reflectivity 

gave an absorptance o f 0.06 ±0.019 for the 250 nm thin copper film sample and an 

absorbed single-shot ablation threshold o f (66 ± 21) mJ/cm2 relative to the measured
■y

incident single-shot ablation threshold o f (1.10 ± 0.11) J/cm . The 500 nm thin copper 

film had a reflectance o f 0.774 ± 0.031, which gave an absorptance of 0.226 ± 0.031 and
■y

an absorbed single-shot ablation threshold fluence of (61 ± 1 9 ) mJ/cm from the 

measured incident threshold fluence of (272 ± 84) mJ/cm2.

Since the copper foil was not optically smooth and some scattered reflectance 

could be observed from the sample, integrating spheres were used to measure the total 

reflectivity in two separate experiments as discussed in Section 3.3.7. The results gave a 

reflectance o f 0.948 ±0.012 for the copper foil. This yielded an absorbed single-shot 

ablation threshold fluence o f (55 ±13) mJ/cm2. Note that the theoretical reflectance of a 

fresh copper surface at 800 nm (1.55 eV) is 0.961 [23].

4.3 Nanomilling copper surfaces

After establishing the single-shot ablation threshold and the incubation coefficient 

for a clean copper surface with 130 fs laser pulse widths in the NIR, nanomilling 

experiments were performed for different incident pulse numbers near the multiple-shot 

ablation threshold line as illustrated in Figure 2.2.
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To quantify the nanomilling results, optically smooth surfaces were required. 

Two copper thin film samples sputtered onto silicon wafers were used with thicknesses of 

100 nm and 300 nm. For each sample, the single-shot ablation threshold, the incubation 

coefficient and reflectivity were measured, as described in Section 3.3.4 and 

Section 3.3.7. The single-shot ablation threshold for the 100 nm and 300 nm copper thin 

film samples were measured to be (890 ± 40) mJ/cm2 with a reflectivity o f (97 ± 1) % 

and (896 ± 80) mJ/cm2 with (83 ± 1) % reflectivity at the 800 nm wavelength, 

respectively. Both thresholds deviated from the single-shot ablation threshold previously 

reported for both bulk copper samples and a thin copper film with a 250 nm thickness 

where the reflectivity was approximately 95 %. The single-shot ablation threshold for 

thin films of metals has been reported to decrease as the film thickness approaches the 

characteristic length for electron diffusion [26, 44, 49]; the lower single-shot ablation 

threshold for the 100 nm copper film is within expectation. The single-shot ablation 

threshold for the 300 nm thin copper film was anomalous, but given the low reflectivity it 

possibly had an altered crystal structure from pure polycrystalline copper as a result of 

the deposition conditions employed for fabrication.

Despite the discrepancy in the single-shot ablation threshold for the 300 nm thin 

copper film, the incubation coefficient o f this sample agreed with the value previously 

reported in Section 4.2. The average incubation coefficient for both samples was 

measured to be 0.77 ± 0.01 making the 300 nm sample an interesting comparison to our 

well-controlled thin copper film samples. The incident fluence for each experiment was 

established using the GBLT by measuring the diameters created by the single-shot 

ablation craters versus energy and extracting the slope for each experiment as described 

Section 4.1.

Optical profilometry scans [115] of the nanomilled surfaces established that 

nanomilling did occur near the ablation threshold for copper. Figure 4.5 shows 

nano structured profiles for copper thin film surfaces as they occurred with respect to the 

ablation threshold and incident pulse number.
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Figure 4.5: Nanostructured surface profiles measured by optical interferometric
profiiometry. The scan length in each profile is 30 pm across and all aspect ratios 
are equivalent at 3000:1 and directly comparable, except for the profile labeled A. 
This profile is discussed in the text. The shaded region defines where nanomilling 
should not occur with the solid line representing the multiple-shot ablation 
threshold defined in equation (2.3). The profile labeled B will be discussed further 
in the text.

All profiles were plotted with the same aspect ratio o f 30 pm:10 nm (3000:1) 

making all data directly comparable except for that labelled A, which is the 83 % 

reflective sample. Using $ h ( l)“  852 mJ/cm2 and £ =  0.77, a line was drawn in 

Figure 4.5 to differentiate between the regions expected to show material removal and the 

region where no ablation was expected, similar to Figure 2.2.

The crater profiles in Figure 4.5 were less than 10 nm deep with the exception of 

the profile labelled A (83 % reflective sample). Those structures produced near the 

nanomilling threshold were not perfectly Gaussian in shape and may indicate a nonlinear 

enhancement o f minor irregularities in the beam. Incident energy densities further above 

the multiple-shot ablation threshold line resulted in surface structures with bumps in the 

centre o f the laser interaction region rising to less than 10 nm heights. Although surface 

nanostructuring may be of interest, it was our goal to avoid such structures. These 

nanostructures may be void formation within the sample or between the film and the 

substrate.
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Figure 4.6: White light interferometric profilometry measurement and PMT
traces of nanomilled results, (top left) 97 % reflective sample nanomilled at f a  = 
290 mJ/cm2 and PMT trace (top right) and the 83 % reflective sample nanomilled at 
f a  = 458 mJ/cm2 (bottom left) and PMT trace (bottom right).
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Reflectivity played a significant role in the nanomilling results in the 

multiple-shot regime as well as the single-shot. The nanomilled shot indicated by A in 

Figure 4.5 showed a hole 371 nm deep milled by illuminating the 300 nm sample with a 

reflectivity o f 83 % with 20 pulses having a peak incident fluence o f 458 mJ/cm . The 

enhanced drilling rate is not surprising if  the incident energy is scaled with reflectivity, 

however a priori knowledge of reflectivity may not be available when operating on 

specific device under tests, making online monitoring a key component in nanomilling.

To establish a simple real time monitor o f the nanomilling process, a PMT was 

used to detect optical emission from ejected species during the ablation process as 

described in Section 3.3.5. The bottom right of Figure 4.6 shows an example of the PMT 

trace measured for the sample irradiation leading to profile A in Figure 4.5. In contrast, 

irradiation o f the sample with 97 % reflectivity illuminated with 500 pulses having a 

of 290 mJ/cm2 yielded a crater o f 1.9 nm depth and PMT signals as shown at the top right 

of Figure 4.6. For the 371 nm hole, the PMT measured many photons emitted at every 

shot while for the 1.9 nm hole, two spikes o f approximately the same integrated values 

were measured. These spikes at the top right o f Figure 4.6 corresponded to single photon 

detection events. The probability o f observing a single false positive event in 1000 laser 

pulses was estimated as less than 1 % making the observation o f two photons emitted in a 

run of 500 shots statistically very significant.

4.4 Two-temperature modeling of femtosecond laser pulse interaction with metals

The PTS-TTM is a one-dimensional (space) numerical model that gives the 

temperature profile into the metal ignoring lateral heat diffusion, which is acceptable for 

comparison to experiments with focal diameters much larger than the optical skin depth 

and the heat penetration depth [131, 132].

The TTM has been used to predict the ablation threshold o f metals [44], electron 

emission from a metal [8, 133], thermo-modulation [25, 57, 131] and ultrafast heat 

transport [24] by assuming that the melting temperature was an appropriate metric. The 

basic model assumes that the melting temperature is reached isometrically and 

isobarically, an assumption that will not be challenged in this thesis; however, combined 

PTS-TTM and MD modeling shows pressure changes o f approximately 5 GPa

86

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(compressive and tensile) in a 50 nm film nearly 1 ps after interaction with a 200 fs at 

430 mJ/cm2 absorbed fluence [134], Pressure changes would affect the transport 

properties o f the material.

4.4.1 Discretization o f  the TTM

Figure 4.7 illustrates the concept of the PTS-TTM that will be modeled in this 

thesis. The focused laser pulse interacts with a small lateral section o f the metal surface. 

Ignoring the lateral diffusion of energy in the material (x-axis direction), the region 

outside the dashed lines in Figure 4.7 represents the assumption o f the hard energy 

density threshold nature of ultrashort laser ablation with no HAZ. If the heat is not 

considered to diffuse laterally and if  the surface does not reach the melting temperature at 

that point in the x-axis, then no ablation will occur.

z = 0

z = L

Figure 4.7: Illustration of the heated region by an ultrashort laser pulse modeled
by the TTM. The heated region is shown as the hatched region. The Cartesian co­
ordinate system for the simulation is shown on the top left of the material schematic. 
The dashed lines at the edge of the heated region demonstrate the hard threshold 
nature of the heating process in the TTM for a metal. The Gaussian-shaped curve 
represents the spatial extent of the laser pulse. The length-to-depth aspect ratio is 
approximately 150:1.

The PTS-TTM, equation (2.4), was solved using a one-dimensional 

finite-difference time-domain numerical scheme in the z-axis. Both o f these equations 

are first-order derivatives in time and second-order derivatives in space. To evaluate the 

PTS-TTM, Te, Tu  Q and k  represent functions f z , t )  that are at least twice differentiable
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in both space and time. These functions can also be approximated on a uniform grid of 

space and time divided up into steps Az and At, respectively, as shown in Figure 4.8.

\  n = 0

i = 0 " 
1 
2 
3

M- 

i = M

At

N- 1 N

Az

Figure 4.8: Discretization of the one-dimensional TTM in space and time. The
dark line on the left indicates the infinitesimal slice of material at the initial time 
step before it propagates in time from left to right. A position P  of the function is 
defined by its index location P(i,n); here P{2,1). The discrete function only exists on 
the intersecting points.

The value o f the function fiz ,t) at a point P  at node (i,n) can be written as:

f ( z , t ) \P = /0'Az,«AO = f ( z n tH) = /O ’, n) = / " (4.6)

where i and n are integers. The last term in equation (4.6) will indicate the value of the 

discrete function at node (i,n). To avoid confusion between the notation / ” for the 

discrete function at node (i,n) and the derivatives o f the function J[z,t), written as f zz{z,t) 

for the second-order partial derivative o f the continuous function in the z-axis or f( i,n )  for 

the first-order partial derivative in time evaluated at the node (/,«), the function and its 

derivatives will include (z,t) or (/,«).

For the time derivative, the first-order accurate forward-difference equation is:
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For the spatial derivative, the second-order accurate central-difference equation is:

(4.8)

These discrete equations are an explicit time-marching formulation of the 

PTS-TTM with associated stability requirements. An implicit scheme could be used to 

create an unconditionally stable discrete model; however, since the PTS-TTM was a set 

of nonlinear coupled partial differential equations, an explicit scheme was easier to 

implement provided the stability criterion was met.

This scheme was an initial-value problem with insulated boundary conditions:

where T  is the electron temperature, U is the lattice temperature and L  is the length of the 

simulation.

The stability o f the PTS-TTM should be evaluated using Maximum Analysis 

[135] since it was a nonlinear partial differential equation. The PTS-TTM with the 

proportional electron thermal conductivity, equation (2.8), was evaluated by examining 

the more rapidly evolving electron temperature equation using von Neumann analysis. 

This analysis technique replaces the temperature, T, with an error function dtexp(//?x). 

To perform von Neumann analysis on the PTS-TTM, U was set to 300 K, the 

g-parameter and source term were ignored, and the electron temperature equation was

r(z ,0 ) = f/(z,0) = r o (K) (4.9)

dz dz

— U(0,t) = — U{L,t) = 0 (4.11)

(4.10)
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solved for |«| < 1 . This technique provided a sufficiently stringent stability requirement 

for the model. The complete discretization of the TTM and the stability requirement is 

derived in Appendix A.

4.4.2 TTM results fo r  the ablation threshold and nanomilling o f  copper

The melting temperature o f copper, 1357.8 K [23], was taken as the predictor for 

the single-shot ablation threshold. Using the thermophysical parameters from Table 2.1, 

the peak absorbed fluence for the ablation of copper was calculated to be 93.5 mJ/cm 

with a g-parameter of 10 x 1016 W/(m3-K) for a Gaussian pulse having a FWHM of 

130 fs at 800 nm. The sample thickness was 800 nm in the simulation and the grid step 

size, Az, was 1.6 nm. The temporal dynamics o f the electron and lattice temperatures and 

the spatial profile o f the temperatures at their peak values are plotted in Figure 4.9.

At the single-shot ablation threshold predicted by the PTS-TTM with the 

proportional electron thermal conductivity, the peak electron temperature reached 

18 200 K (1.6 eV), well below the Fermi temperature. At this peak temperature, the 

thermophysical parameters described in Section 2.2.2 were still valid. The rear surface of 

the material for both the electron and lattice temperatures did not heat up, indicating that 

the length o f the simulation was adequate to avoid artificial heat trapping.

To determine the sensitivity o f the predicted ablation threshold to the 

thermophysical parameters, each of the parameters were tuned ±10 % and the ablation 

threshold varied as follows: Cl, 12 %; y, 2 %; kq, 4 %, showing that the ablation 

threshold was most sensitive to the lattice heat capacity, which is expected since the 

melting temperature was the predictor.

The prediction o f the ablation threshold was also examined as a function of the 

simulation grid parameters. For simulation lengths greater than 600 nm, the ablation 

threshold was the same. If the simulation length dropped to 400 nm, then the predicted 

ablation threshold dropped to 92.3 mJ/cm2 (1.3 %) due to artificial heat trapping in the 

simulation volume. Simulation step sizes o f less than 2 nm had the same predicted 

ablation thresholds.
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Figure 4.9: TTM results for copper using the proportional electron thermal
conductivity heated by a 800 nm, 130 fs FWHM Gaussian-shaped laser pulse at 
93.54 mJ/cm2 (absorbed) with g  = 10 x 1016 W/(m3*K). (upper left) The electron 
temperature over time showing the peak electron temperature is 18 200 K. (upper 
right) The lattice temperature over time showing the peak lattice temperature is 
1358.9 K (slightly above the melting temperature). The peak electron temperature 
was reached 60 fs after the peak of the laser and the lattice temperature peak was 
reached 9.5 ps after the laser peak, (lower left) The electron temperature through 
the sample at the time of peak temperature showing no artificial heat trapping, 
(lower right) The lattice temperature through the substrate at the time of the peak 
temperature also shows no artificial heat trapping.
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The absorbed single-shot ablation threshold of 93.5 mJ/cm2 was up to 1.5x higher 

than the absorbed threshold fluences measured in Section 4.2. Increasing the g-parameter 

to 15 x 1016 W/(m3-K) and 20 x 1016 W/(m3-K), decreased the predicted absorbed 

single-shot ablation threshold to 76 mJ/cm and 65 mJ/cm , respectively, approaching the 

experimental absorbed single-shot ablation threshold determined in Section 4.2. 

Increasing the g-parameter to larger values in the 1017 W/(m3-K) range to fit the 

single-shot ablation threshold raised a question: if  the noble metals have similar 

properties and are themselves different than the other transition metals (Table 2.1), then 

why does the g-parameter of copper differ from silver and gold and approach values of 

the transition metals (Table 2.5) [136]?

The PTS-TTM predicted that the peak electron temperature o f copper from 

interaction with a 130 fs Gaussian FWHM pulse width at 800 nm was 18 200 K when 

melted at 93.5 mJ/cm . This peak temperature was 22 % of the Fermi temperature and 

from Figure 2.3, a large discrepancy between the two models for the electron thermal 

conductivity can be seen. Changing the electron thermal conductivity to the plasma 

model o f equation (2.9) and using the parameters 377W/(m-K) and 0.139 for copper 

[54], the predicted absorbed single-shot ablation threshold for a 800 nm, 130 fs pulse was 

60.7 mJ/cm2 with a g-parameter o f 3 x 1016 W/(m3-K), within the bounds o f the 

experimentally observed single-shot ablation threshold in Section 4.2 and the 

g-parameters measured and calculated for the noble metals as reported in Table 2.5. This 

result is shown in Figure 4.10. A g-parameter of 3 x 1016 W/(m3-K) gave an absorbed 

single-shot ablation threshold o f 172 mJ/cm2 for the proportional electron thermal 

conductivity o f equation (2.8).

Using the plasma electron thermal conductivity in the TTM, the absorbed 

single-shot ablation threshold at 800 nm was predicted for a range o f Gaussian pulse 

widths as shown in Figure 4.11. The simulation length varied from 600 nm to 800 nm 

and the mesh sizes varied from 1 nm to 5 nm spatial step sizes. The spatial step was 

increased to accommodate longer simulation times for longer pulse widths. A 

comparison was made to the ablation threshold variation with pulse width predicted by 

the proportional electron thermal conductivity with a g-parameter o f 10 x 1016 W/(m3-K).
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Figure 4.10: TTM results for copper using the plasma electron thermal 
conductivity for copper heated by a 800 nm, 130 fs FWHM Gaussian-shaped laser 
pulse at 60.7 mJ/cm2 (absorbed) with g  = 3 x 1016 W/(m3-K). (upper left) The 
electron temperature over time showing the peak electron temperature is 26 200 K. 
(upper right) The lattice temperature over time showing the peak lattice 
temperature is 1357.8 K (slightly above the melting temperature). The peak 
electron temperature was reached 107 fs after the peak of the laser and the lattice 
temperature peak was reached 20.8 ps after the laser peak, (lower left) The electron 
temperature through the sample at the time of peak temperature, (lower right) The 
lattice temperature through the substrate at the time of the peak temperature.
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Figure 4.11: Prediction of the absorbed single-shot ablation threshold for copper 
using the PTS-TTM with the plasma electron thermal conductivity at the 800 nm 
wavelength (filled circles) and a comparison to the PTS-TTM with the proportional 
electron thermal conductivity (open circles). The line is a guide for the eye.

The temperature dynamics were simulated using the PTS-TTM for a few of the 

nanomilling laser fluences presented in Figure 4.5. A 300 nm slab was simulated at three 

absorbed fluences o f 4.4 mJ/cm2, 8.7 mJ/cm2 and 13.5 mJ/cm2, corresponding to incident 

peak fluences o f 88 mJ/cm2, 170 mJ/cm2 and 290 mJ/cm2 at 95 % reflectivity. The peak 

lattice temperature reached 367 K, 435 K and 515 K, for each case respectively, and the 

peak electron temperature was 5 000 K, 8 000 K and 10 600 K, respectively. The lattice 

temperatures are below melting, as expected, but the heating rates are 4 x 1013 K/s, a rate 

that may be significant in the incubation o f damage as will be discussed in Chapter 7.

4.5 Discussion

From the measurements in Section 4.2, the incubation of damage is an important 

factor in multiple-shot measurements o f the ablation threshold. Only one measurement 

of incubation for copper had been reported giving a typical value o f 0.92 [39], In that 

work, 10 ns, 1064 nm pulses were used and incubation of multiple-pulse damage was
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attributed to the accumulation of to a slip-line defect formation below the observable 

onset o f laser damage. The slip-line defect accumulation was based on a thermal cycling 

model and was consistent with metal fatigue studies and parameters. No scaling law 

exists for mapping incubation data from the nanosecond to the femtosecond regime, but a 

possibility will be discussed in Chapter 7. The result o f the present measurement 

indicates that the incubation coefficient may decrease (increased effect o f multiple pulse 

damage incubation) from nanosecond to femtosecond pulse widths for NIR pulse laser 

irradiation o f copper surfaces. This decrease may result from the much more rapid 

thermal cycling of the temperature profile o f the copper on a picosecond time scale with 

femtosecond irradiation, leading to larger stresses than the slower, gentler cycling on a 

nanosecond time scale with nanosecond pulses. The incubation phenomenon might 

depend on the final preparation o f the sample surface, but for the two different samples 

measured here, a foil surface and a thin film surface, the results were similar.

A number o f previous reports o f the ablation threshold for copper give values in 

the range of hundreds o f mJ/cm for 800 nm, 100 fs to 200 fs laser interaction [30, 31, 

33]. These reports on ablation thresholds were from drilling experiments on metal 

surfaces where hundreds o f shots were used to determine the drill depth and the results 

were extrapolated to find the minimum fluence at which damage occurred. The drill rate 

was usually fit to equation (2.2).

This ablation rate technique is often used to evaluate ablation thresholds of 

materials [29, 31-33, 43], These threshold values are characteristic o f surface machining 

with hundreds or thousands o f pulses and are appropriate for a surface with a 

significantly altered morphology and reflectance for each pulse compared to a clean 

surface, and that has internal stress damage from the HAZ from previous laser shots. 

Thresholds deduced from ablation rate studies would be significantly lower than those for 

single shots on clean surfaces. In addition, there is often a weak and strong ablation 

regime that is observed, leading to two threshold values, as mentioned in Section 2.1.

In the NIR, Nolte and Momma et al. [30, 31] have reported the weak and strong 

ablation thresholds as 0.14 J/cm2 and 0.46 J/cm2, respectively. Furusawa et al. [33] also 

reported the strong ablation threshold as 0.43 J/cm2 for 120 fs to 150 fs pulses. These 

thresholds are considerably lower than our single-shot threshold value for clean copper
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samples. Confirmation that a large part of this threshold reduction may be due to 

increased effective absorption from the roughened and damaged surface can be seen 

when the weak ablation threshold from UV femtosecond pulses is examined. Preuss et 

al. [29] and Li et al. [34] reported values for the weak ablation threshold of copper of 

0.17 J/cm2 and 0.16 J/cm2, respectively, using 500 fs, 250 nm pulses. For pure copper, 

the expected absorption for 250 nm radiation is 63.4 %. The absorbed energy fluences at
9  9these threshold values would be in the range of 0.101 J/cm to 0.108 J/cm . Previously 

reported measurements for 248 nm, 250 fs pulses [137] for copper targets indicate a 

reflectivity value that increases by about 13 % when the intensity increases from 

1012 W/cm2 to 1013 W/cm2 and the absorbed fluences may be lower than these estimates 

and close to the values reported here. The fact that the reported UV threshold values are 

close to the 0.14 J/cm2 threshold value reported at 780 nm by Nolte et al. [31] indicates 

the likelihood of equivalent strong absorption occurring for the 800 nm measurements in 

this multiple-shot ablating regime.

Ablation thresholds have also been measured by single-shot TOF measurements 

of electrons and ions liberated from the surface. Amoruso et al. [36, 37] gave a weak 

ablation threshold o f 0.54 J/cm2 for p-polarized light and ~1.5 J/cm2 for s-polarized light 

at 50° AOI on solid copper targets for 120 fs, 780 nm laser pulses. In those experiments, 

the authors report cleaning the target with low power laser shots prior to the main shot, 

which based on our incubation results above, may have incurred some degree of 

incubation damage. The expected absorptances for pure copper surfaces at 0° AOI, 50° 

p-polarized AOI and 50° s-polarized AOI are 3.6 %, 6.3 % and 2.7 %, respectively. If 

one uses the ratio o f these expected absorptances to scale the results o f Amoruso et al. to 

0° AOI, then the reported thresholds would correspond to 0.945 J/cm2 and 1.13 J/cm2 

from the p- and s-polarized thresholds, respectively. While the real absorptances o f the 

copper samples used in those experiments are expected to be somewhat higher than the 

theoretical values for pure copper (as with our experiments), the s- and p-polarized 

reflectivity curves are expected to behave in a similar manner to the pure copper. The 

predicted scaling to 0° AOI is expected to remain approximately valid. The resultant 

scaled threshold values are similar to our threshold value reported here.
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A few previous single-shot thresholds have been reported in the nanosecond pulse 

regime. The nanosecond pulse interaction is dominated by classical heat diffusion 

scaling and cannot be related directly to the femtosecond measurements. The damage 

fluences should be higher, scaling as x'A in this regime. The previously reported single­

shot thresholds range from 1.8 J/cm2 for 23 ns, 248 nm pulses measured by an electric 

plasma probe [35] to 10.5 J/cm2 for 10 ns, 1064 nm pulses measured by 200x Nomarski 

OM and SEM imaging [39] o f the surface damage. Given the expected 63.4 % 

absorption for 248 nm pulses and approximately similar absorption for 1064 nm pulses 

versus our 800 nm pulses, these results are consistent with the expected large increase in 

the absorbed threshold fluence for nanosecond pulses versus our 130 fs pulses.

One can estimate the expected ablation threshold based on the simple theoretical 

model o f the two-temperature model o f ablation, as was done when the study on the 

single-shot ablation threshold and incubation coefficient for copper was originally 

published [13]. Corkum et al. [44] presented a model for melting thresholds o f metals for 

the case o f ultrafast laser interaction where the pulse width o f the laser used was shorter 

than a critical time parameter defined as the time where significant heat transfer to the 

lattice occurs. Based on the PTS-TTM for the electrons and lattice, they examined 

coupling o f the electron energy to the lattice subsystem. An electron thermal diffusion 

depth, at which point the energy couples to the lattice, was calculated as:

Z R = f 128l 8(  k 2C \  K0
 ̂ ft ; U r imgV j

4 (m) (4.12)

where ko is the lattice thermal conductivity, C l is the lattice volumetric heat capacity, 

A7jm is the difference between the melting temperature and initial temperature, y  is the 

Sommerfeld parameter, and g  is the electron-lattice coupling coefficient. For example, in 

[13], we substituted in the material parameter values from standard reference handbooks 

[23, 138], kq — 4.01 W/(cm-K), CL= 3.4 J/(cm3-K), A7-m = (1360.8 -  298) K, and y= 

97 J/(m3-K2) and selected an electron-lattice coupling coefficient as g =  1017 W/(m3-K).
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An electron penetration depth (zR) o f 240 ran was calculated. The absorbed melting 

threshold $h,amelt was estimated as [44]:

< C = ClA ^ r (J/cm2) (4.13)

Substituting the lattice volumetric heat capacity, the temperature differential and 

the derived penetration depth yielded an absorbed melting threshold o f 87 mJ/cm . 

Corkum et al. [44] calculated an absorbed threshold of -6 0  mJ/cm2 with numerical 

integration o f the detailed coupling equations for a picosecond pulse with g  = 

1017 W/(m3-K) using the proportional electron thermal conductivity model of 

equation (2.8). If the electron-lattice coupling coefficient is changed to their reported 

value of 1016 W/(m3 K), then the electron penetration depth would reach 760 nm with an 

estimated absorbed melting threshold of 280 mJ/cm2. The more widely reported value of 

1017 W/(m3-K) was consistent with the damage thresholds reported in ref. [13]. Noble 

metals typically have similar thermophysical properties and since the g-parameter can be 

derived using these parameters [51], the g-parameters should be similar for all the noble 

metals near a value o f 3 x 1016W/(m3-K) shown in this work and given in other 

references [58, 59].

The PTS-TTM model of Corkum et al. [44] used the proportional electron 

thermal conductivity equation to predict the ablation threshold for copper. Numerical 

simulations with this model yield a melting threshold of 93.5 mJ/cm2, close to the 

87 mJ/cm2 above. The PTS-TTM calculations in Figure 4.11 show two problems with 

the proportional electron thermal conductivity: the predicted ablation thresholds are much 

higher than found experimentally and the thermal conductivity becomes quite high at 2 % 

of the Fermi temperature. The deviation from the r172 dependence o f the ablation 

threshold should lead to a pulse width independent regime as shown in the experimental 

results o f Corkum et al. [44]. The PTS-TTM with the proportional electron thermal 

conductivity shows an increase of the single-shot ablation threshold between 10 ps and 

50 ps pulse widths when the peak electron temperature during laser interaction increases 

from 1700 K from a 50 ps laser pulse to 3900 K from 10 ps laser pulse width interaction. 

This electron temperature range occurs in the regime where the two electron thermal
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conductivity models deviate in Figure 2.3. The proportional electron thermal 

conductivity increases significantly, requiring more energy to drive the metal to the 

melting temperature. Since publishing our work in the single-shot ablation threshold and 

incubation coefficient on clean copper surfaces [13], a change in the PTS-TTM when 

examining the models o f the electron thermal conductivity and the plasma electron 

thermal conductivity has become apparent with a g-parameter o f 3 x 1016 W/(m3-K) a 

more appropriate choice for modeling femtosecond laser heating o f copper surfaces.

The morphology of the resultant copper foil surfaces is also o f interest in 

nanomilling materials. In the SEM images o f Figure 4.1, rippling was observed on the 

copper foil surfaces. According to Young et al. [130], rippling occurs on metals with a 

period equal to the incident wavelength of light and is oriented perpendicular to the 

electric field polarization. By orientation, the authors refer to the “ripple line” direction. 

The appearance o f ripples in this manner was also observed by Jee et al. [39]. Further 

discussion of rippling can be found in ref. [15] and references therein. As can be seen in 

Figure 4.1, we observed similar rippling patterns in the irradiation of copper with 

single-shot and multi-shot ablation measurements. The absence o f ripples on the 250 nm 

copper thin film sample is also o f interest. This was consistent with the observations of 

Young et al. [130] that rippling would only occur on a metal due to wave scattering from 

defects, especially scratches. The foil sample in Figure 4.1 had considerable surface 

roughness and structure to begin with, making the starting roughness or pre-existing 

features important in the seeding o f such ripples in applications o f nanomilling.

To avoid the rippling morphology in the nanomilling results, thin optically- 

smooth copper thin films were used. The nanomilling results, especially the result at the 

top left o f Figure 4.6, show that irradiation at the low fluence o f 290 mJ/cm leads to very 

gentle ablation with little excitation of the copper atoms. The average material removal 

rate corresponded to a few isolated atoms in each laser pulse, a process observed in MD 

simulations [86, 87]. The excitation of copper atoms is expected to be a stochastic event 

that occurs with a probability that increases with the absorbed fluence. The number of 

emissions observed could be used as a diagnostic for the rate o f the nanomilling process.

The bump formation in the nanomilling results is a peculiarity with thin films 

below the ablation threshold. Models o f nanojet formation using single-shot femtosecond
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laser pulses have shown that thin 60 nm metal films with a high plastic deformation 

potential, in particular copper, silver and gold, are prone to the development o f bumps 

and jets when irradiated at fluences near the ablation threshold [139]. The metal does not 

reach the melting temperature and the momentum gained through excitation forces the 

film off of the substrate. When the melting temperature is reached, further structuring to 

a hollow nanojet may be formed with the metal stretching out; the ultimate size limited 

by surface-tension forces. At higher fluences, these structures would be destroyed. 

These structures are expected to vanish if nanomilling on optically smooth bulk copper 

samples were used to characterize the nanomilling process.

Two hypotheses on nanomilling dynamics currently exist and are the subjects of 

future investigations. Nanomilling could be occurring in bursts after a certain amount of 

energy has been stored over many sub-single-shot ablation threshold shots. Such 

dynamics would be consistent with the isolated photon emission events shown in upper 

right graph of Figure 4.6. The other possibility is that the material is being removed 

continually in small random amounts with detectable amounts occurring at random.

One publication has previously reported nanometer-scale depth removal using 

70 fs, 800 nm laser pulses on copper surfaces with an ablation rate o f 3-10 pm/pulse [42], 

In that work, three multiple-shot ablation thresholds were observed at 18 mJ/cm2,
9 9220 mJ/cm and 1 J/cm , where the last two thresholds were attributed to the gentle and 

strong ablation regimes, and the third at 18 mJ/cm2 was attributed to a multiphoton 

absorption process similar to that seen in the ablation of transparent polymers with 

248 nm, 500 fs laser pulses. The multiphoton absorption fit to the data shows a 

comparable trend to the crater depths observed for incident pulse numbers greater than 

105 at incident fluences below 220 mJ/cm2, but the physics are not clear as yet.

The ablation rate o f 3-10 pm/pulse is an interesting result since it is similar to the 

ablation rates observed in this work with a minimum ablation rate o f approximately 

0.7 pm/pulse (-1.4 nm/2000 shots) seen in Figure 4.5 to 4 pm/pulse (-2  nm/500 shots) 

shown at the top left o f Figure 4.6. Atoms have sizes of approximately 220-250 pm 

[140], so these ablation rates would indicate sub-atomic machining on a continual basis. 

Details o f the individual constituents in an ablation plume at these low incident fluences 

can be revealed using TOF particle diagnostics and MD simulations. Further
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investigations, both experimental and theoretical, will be required to establish the true 

nature of this low fluence regime.

The nanomilling mechanism would be revealed when the incubation mechanism 

for femtosecond pulse widths is understood. Two competing theories exist to explain 

incubation: the first is that the sub-threshold pulses lead to energy stored in the material 

by permanently disordering the crystalline structure, and the second is that repetitive 

thermal cycling leads to material fatigue. The difference between these hypotheses is that 

incubation would not be observed in a truly amorphous material such as quartz with the 

first hypothesis. The second hypothesis would show incubation in all materials and 

would be dependent on the macroscopic material properties.

4.6 Engineering application: Smart micromachining

Excited particle emission during nanomilling allows the user to precisely control 

the amount o f material removed and the quality o f the nanomilling process. The PMT 

monitors the progress o f nanomilling. If too many photons are emitted for any one shot, 

as shown in the bottom right graph of Figure 4.6, nanomilling can be shut off before 

catastrophic drilling occurs, improving the quality o f the process. This monitoring 

technique is useful in industrial applications where the reflectivity, an important 

parameter in laser-matter interactions [13], is not necessarily known and the process can 

be terminated if  the device could be destroyed.

A logical extension would be to controllably drill layered substrates where the 

detection o f the second or any subsequent layer indicates termination o f the nanomilling 

process. This end-point micromachining [136] technique could be applied in circuit 

board repair or SAW trimming where the appearance of the dielectric layer in the PMT 

signal would indicate the complete removal o f the metal layer and the termination of the 

nanomilling process.
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C hapter 5

Laser patterning of metal surfaces with self­

assembled monolayers*

SAM systems are o f interest for their application to wetting, electrochemical, 

microcrystal and micro fluidic studies. Technologically, we are interested in SAM 

systems for their potential in the development o f bio-sensors and barrier-free microfluidic 

lab-on-chips. Nanoscale engineering of metal surfaces can be extended from applications 

requiring nanomilling o f the native substrate to applications that operate on the 

adsorption layers, made controllably through self-assembly, as shown in this chapter. 

Two techniques will be described: the first is a thermal technique that desorbs the SAM 

from the substrate within a heated region created by scanning a CW laser focal spot; the 

other technique exploits nanomilling to minimally remove a metal surface and the SAM 

through ablation. The contrast between the thermal desorption and ablative removal of 

SAMs is important since the SAMs are also shown to prove that the nanomilling 

technique is ablative.

* Portions of this chapter were previously published in: S.E. Kirkwood, M.R. Shadnam, R. Fedosejevs, and 
A. Amirfazli, "Direct writing of self-assembled monolayers on gold coated substrates using a CW Argon 
laser," The International Conference on MEMS, NANO, and Smart Systems, pp. 48-52, 2003; M.R. 
Shadnam, S.E. Kirkwood, R. Fedosejevs, and A. Amirfazli, "Direct patterning of self-assembled 
monolayers on gold using a laser beam," Langmuir, vol. 20, pp. 2667-2676, 2004; S.E. Kirkwood, M.R. 
Shadnam, A. Amirfazli, and R. Fedosejevs, "Mechanism for femtosecond laser pulse patterning of self­
assembled monolayers on gold-coated substrates," Journal of Physics: Conference Series, 2006 (Accepted 
October 20, 2005).
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5.1 Self-assembled monolayers of alkanethiols on metal surfaces

Nanoscale engineering o f material surfaces can be accomplished by manipulating 

the adsorption layer. Monolayers o f hydrocarbons and water vapour always coat the 

surface o f materials in air, but selected molecules could be chosen to adhere to surfaces to 

tune their behaviour. Fatty acids are hydrophobic molecules, they do not mix with water, 

and smearing fatty acids onto metal surfaces, which are naturally hydrophilic, changes 

the metal surface to hydrophobic: water will bead on the metal rather than spread out as a 

film. This technique was used in the 1930s in steam condenser plants where heat transfer 

from steam to cooling water was required to be rapid and efficient [141]. Keeping the 

water on the cool metal plates as droplets increased the surface area of the water 

compared to a uniform film, increasing the efficiency of the plant. Fatty acids were 

smeared on the plates to make the water vapour condense as droplets, but the water 

vapour eventually reverted back to a film as the fatty acids were washed away.

Blackman et al. [141] hypothesized that since sulfur had an affinity to noble 

metals, a hydrocarbon or fatty acid with a sulfur head would likely bind to the plates and 

keep the hydrocarbons from washing away. They noticed that the molecules could 

adsorb from the gas phase as well as from solution, so adding these molecules to the 

water vapour made the water form as droplets on the plates as they adsorbed onto the 

surface and increased the efficiency o f the plates by over 2 0 0  % due to the increased 

surface area presented by droplet formation.

The work o f Blackman et al. [141] on molecules that adsorb readily and behave 

collectively on a material surface demonstrated what is now referred to as SAMs. SAMs 

are monolayer systems that form spontaneously when a substrate is immersed in a 

solution o f the desired monolayer and the affinity o f the head group to the substrate is 

sufficient to promote chemical bonding [142], An example o f the 1-hexadecanethiol 

SAM coating used in this thesis is shown in Figure 5.1.

We worked with 16-carbon alkanethiols (alkane for single bonded carbon atoms, 

thiol is the sulfur-hydrogen combination) where the gold surface and the thiol (HS) head 

group have a strong interaction potential and have been shown to create stable, ordered 

structures on gold surfaces [143]. The surface characteristics can be manipulated by
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changing the terminal (or tail) group or the alkane chain length to create a surface with 

different properties in neighbouring regions.

Tail group

Head group
Gold-coated 
glass substrate

Figure 5.1: Schematic representation of a 1-hexadecanethiol monolayer coating
on a thin gold film surface. The height of the monolayer (h) is 2 1  A, the tilt angle (6) 
is approximately 30° and the distance between sulfur atoms (</) is 4.95 A.

From ellipsometry and IR studies, the 16-carbon alkanethiol SAMs were shown to 

be 2 1  A thick [144, 145] and tilted at an angle o f approximately 30° [144-147]. This 

angle is necessary because the van der Waals interactions optimize the steric (packing) 

properties by having the carbons of the molecules entering the kinks in the chain like a 

ratchet. Blackman et al. [141] hypothesized that van der Waals interactions would 

preferentially lead to erect molecules on the surface, not a “lying-down” format. The 

strength o f the Van der Waals interaction is dependent on the chain length since 

alkanethiol SAMs with fewer than eight carbons remain disordered and fail to reach a 

“standing-up” stable phase [143]. Scanning tunnel microscopy (STM) and e' diffraction 

studies showed that the molecules have a crystalline orientation with a sulfur atom 

spacing o f 4.995 A (see, for example, Figure 9 in ref. [147] or Figure 1C in ref. [148]).

SAMs o f ̂ -alkanethiols (a general term with n representing the number of carbon 

atoms in the chain [149]) were used since the head group (thiol) had an affinity for the 

gold substrate and the tail group tuned the metal between hydrophobic and hydrophilic,
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depending on the molecule. A methyl group (-CH3, this group is represented in 

Figure 5.1) gives a metal surface hydrophobic qualities and a carboxylic acid group 

(-COOH) gives the metal a hydrophilic quality. Another example o f an SAM is a 

carboxylate head group (-COO) with an 1 1 carbon chain that has an affinity to alumina 

glass surfaces and its organization also comes from van der Waals interactions with the 

carbon groups in the all-trans configuration [142], The terms cis and trans are

configuration terms with trans referring to the isomer configuration o f ^  \  versus cis

with the configuration of \  /  [17]. The use o f trans in describing the saturated

hydrocarbons in the SAMs indicates that the freely rotating molecules have adopted a 

similar configuration since it is the only configuration to allow for tight packing o f the 

carbon molecules and high van der Waals interaction. A molecule like undecanoic acid 

could give a glass surface hydrophobic properties or di(ethyl perfluoroctanoate) disulfide 

would give a metal surface a PTFE-like behaviour (that could prevent bio-fouling in 

microfluidic systems [147, 150]).

Homogeneous systems in general are not very interesting in the application of 

SAMs. More complex systems may require spatial variation o f the tail groups, 

depending on the application. For example, tail groups could have complex protein 

adsorption properties to study DNA activity [151] in a specific region on a lab-on-chip 

assembly and be protein resistant in other regions [152], making patterning of SAMs an 

important engineering endeavour.

In this work, SAMs o f 1-hexadecanethiol [HS(CH2)i5CH3, hydrophobic] and 16- 

mercaptohexadecanoic acid [HS(CH2)isCOOH, hydrophilic] were deposited from 

solution to pattern gold thin film substrates. These are «-alkanethiols and have been 

extensively studied over 20 years starting from work by George Whitesides’ group at 

Harvard University [119, 143, 153, 154], The dynamics o f SAM formation and stability 

have also been extensively studied with significant contributions by G. Poirier at NIST 

using STM [148, 155-157].

Poirier studied gas-phase molecular adsorption o f ^-alkanethiols using STM to 

show that self-assembly occurred in two stages [148]. The first stage was rapid, 

occurring over seconds to minutes. It started with the sulfur binding to free surface sites 

on the gold with the molecule in a lying-down phase (see Figure 8  in ref. [148]) until the
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concentration on the surface was nearly 90 %. The second stage started with the 

molecules nucleating in a standing-up phase over several hours. Macroscopically, at 

90 % adsorption (in the lying down phase) the surface would have the wetting properties 

expected of the system; however, it would still not be very stable because the van der 

Waals interactions necessary for a stable SAM occur in the standing-up phase. The 

second phase is an important step in the formation of the SAMs.

These growth phases were observed using surface plasmon resonance 

spectroscopy (SPRS) [158]. SPRS can monitor film thickness and optical properties 

similar to ellipsometry and in particular can measure the dynamics o f film formation by 

coupling the evanescent field of a laser through a prism into a surface plasmon and 

equating the incident angle for minimum reflectivity with the dielectric constant o f the 

film. In the work o f Peterlinz et al. [158], the formation dynamics o f several n- 

alkanethiols differing in solution concentration were measured. The first stage was rapid 

as indicated by Poirier [148] and followed first-order Langmuir adsorption isotherm 

kinetics; a function o f the available sites for adsorption [158, 159]. The second ordering 

stage was longer and took 24 hours before the 2 1  A height was achieved for the 16- 

carbon alkanethiols. The standing-up phase was only observed for solution 

concentrations o f 0.1 mmol/L to 1 mmol/L showing that SAM formation was especially 

sensitive to solution concentration. At concentrations below 1 nmol/L, the SAM 

formation was incomplete.

Three complications affect the stability o f n-alkanethiol SAMs on noble metal 

surfaces over the long term and affect the applicability o f  ̂ -alkanethiol SAMs in practical 

systems. The first complication is film quality. SAMs o f n-alkanethiol have been 

observed restructuring the gold surface to minimize stresses [156], which results in void 

formation [148]. Thin gold films made by evaporation (a common technique) can have a 

high density o f grain boundaries on the surface at evaporation rates o f ~0.5 A/s and 

develop a (100) structure that limits the extent of van der Waals interactions and leads to 

weaker monolayer films if  the gold films were made at fast deposition rates (-1.5 A/s) 
[160]. Sulfur atoms at grain boundaries or void locations are susceptible to chemical 

reactions or higher desorption rates [148, 161].
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Sulfur oxidation is the second complication since it oxidizes easily in the presence 

o f ozone [127, 157, 162]. Sulfur atoms exposed at grain boundaries and vacancies from 

film restructuring are no longer protected by the barrier created by the carbon chains as 

shown in Figure 5.1. Oxidized sulfur (sulfinate and sulfonate) is weakly bound to a gold 

substrate and can be rinsed off easily with ethanol [127]. Ozone was shown to be very 

destructive at partial pressures in the atmosphere (10'7 Torr) by STM, where oxidation 

was nucleated at the vacancy islands, and the ozone completely removed the molecules 

from the gold surface in 33 minutes [157].

Long term storage is the third complication with n-alkanethiol SAMs on noble 

metal surfaces. SAM coated substrates cannot be left in ambient conditions since it is 

susceptible to oxidation by atmospheric ozone. Storage in solution also poses a problem 

for two reasons. First, atmospheric gases are present in liquids and special precautions 

are required to remove the gas from the solution. More advanced storage techniques 

include bubbling argon gas into the ethanol or solution to remove the ambient air before 

sealing it [127]. Photo-oxidation in the presence of O2 and UV light is also an oxidation 

pathway since O2 does not oxidize sulfur directly [162]. Second, SAMs exist in 

equilibrium with the monolayer solution and are subject to reversible dynamics. An 

octadecanethiol SAM with radiolabeled 35S was observed to desorb from a surface after 

removal from the 1 mmol/L solution and submersion into a pure solvent. Over a couple 

of days, the SAM surface coverage equilibrated to 80 % coverage when stored in water 

and 50 % coverage in ethanol [163]. Water did not degrade the SAM completely due to 

its limited solubility with hydrocarbons. A 5 % solution of dimethyl sulfoxide (DMSO) 

in pure water kept an alkanethiol SAM surface stable for upwards o f 550 days [164],

An advantage to ^-alkanethiol SAMs is that they displace surface contaminants at 

the expense of formation time. Chlorine is a typical contaminant o f high-purity gold and 

it was displaced through self-assembly [165]. Intentionally placed propanethiols (3 

carbons) were displaced by octadecanethiol, but increased the formation time, though 

forming a stable structure in the end [143].

SAMs are used frequently in biological studies o f protein or DNA activity 

towards desired markers. Two types of SAMs are required, one with the marker at the 

tail group and another to prevent biofouling, the adsorption o f undesired proteins on a
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surface, since the response is measured as an increase in film thickness in surface 

plasmon resonance experiments. The use o f poly- or oligo(ethyl glycol) groups were the 

most useful to prevent biofouling. The protein or DNA that shows activity towards a 

marker binds to the surface, but other proteins that do not show activity don’t 

accidentally stick to the gold surface, confusing the results [151].

SAMs are also useful for nonlinear optics with some tail groups showing second 

harmonic generation and electro-optic switching [147]. MEMS devices with cantilevers 

made o f metal tend to show static friction (stiction) effects as they are pulling away from 

the substrate and SAMs adsorbed to the cantilevers eliminate the stiction effect and allow 

for free oscillatory movement o f the cantilever [166].

Many SAM patterning techniques have been developed over 20 years and a 

review on the topic can be found in ref. [149]. In summary, two types o f patterning 

techniques are used: serial and parallel. Parallel processing refers to techniques that can 

pattern the entire substrate in one application. Microcontact printing (juCP) is the most 

popular since it can create features o f less than 1 0 0  nm and the fabrication o f the stamp is 

simple. An elastomer stamp is fabricated from a polymer such as PDMS and the SAM is 

the ink that is transferred to the head group compatible substrate. This technique is 

considered rapid because it can pattern an entire surface; however, it is only fast if  you 

ignore the pre-processing overhead, and it is inflexible to change, requiring a new stamp 

with every variation.

Parallel processing by lithography techniques refer to photo-desorption of SAMs 

without removal o f the underlying substrate using an exposure mask pattern. SAM 

lithography relies on direct desorption of the M-alkanethiolate negative ion (RS', R 

representing the carbon chain molecule) at 193 nm [167] or by photo-oxidation o f the 

sulfur atom by illuminating the substrate through a mask with UV light, for example an 

Hg lamp, in the presence o f oxygen [167, 168]. The resolution of this technique is 

limited to the illumination wavelength and imaging techniques. The disadvantages of 

lithography are similar to juCP with pre-processing overhead and new masks required for 

each variation.

Serial direct writing techniques based on nanotechnology tools have reduced the 

feature sizes to lO nm  [149], Dip-pen techniques that drag a small volume of liquid
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between the tip and substrate to deposit the SAM and AFM/STM techniques to remove 

SAMs in the vicinity o f the tip are extremely slow techniques. The advantage to these 

serial techniques is their patterning flexibility.

A fast and flexible technique is required that fills the gap between the rather 

inflexible parallel techniques and the flexible but slow serial techniques. Laser patterning 

meets both requirements, though a thorough study is required to determine the resolution 

limitations o f the technique. In this thesis, the methodology and proof-of-concept results 

of a novel technique for complex SAM pattern formation is developed.

Nanoscale engineering of SAM surfaces with lasers is a relatively new technique 

and using SAMs as etch resists, serial patterning of substrates using femtosecond pulses 

could lead to rapid prototyping of micropattems to avoid the expense o f photolithography 

masks until the final mass production stage.

5.2 Patterning metal surfaces with self-assembled monolayers by thermally- 

induced desorption

For this work, direct writing occurs by scanning a CW laser focal spot to remove 

SAMs from gold-coated microscope slides and depositing new SAMs into the irradiated 

regions to create specific surface properties. The direct laser writing o f n-alkanethiol 

SAMs was developed to compete with current patterning systems in speed, flexibility and 

resolution, especially since many offer nanometer-scale resolutions. One o f our goals in 

demonstrating this technique was creating barrier-free microfluidic channels on the gold 

substrate by controlling the surface hydrophobicity and hydrophilicity through SAM 

patterning. An example is a hydrophilic channel made of carboxylic acid-terminated 

molecules in a methyl-terminated matrix. The -CH3 matrix is created by a hydrophobic 

monolayer o f 1-hexadecanethiol and the hydrophilic channels by a -COOH terminated 

16-mercaptohexadecanoic acid monolayer. After thermally desorbing the hydrophobic 

monolayer from the surface with a laser, the cleared regions are replaced with the 

hydrophilic monolayers. This process is depicted in Figure 5.2
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Figure 5.2: The SAM system with the thiol chemically bound to a gold-coated
glass substrate, (a) Homogeneous hydrophobic monolayer surface (b) Surface after 
localized exposure to laser (c) Surface after replacement with the hydrophilic 
monolayer.

SAMs were desorbed thermally with laser powers between 50 mW and 150 mW 

using a +10 cm focal length lens, and between 100 mW and 250 mW using a +25 cm 

focal length lens using the experimental procedure in Section 3.4. The two focal lengths 

yielded different spots sizes and intensities for the previously mentioned power ranges. 

The necessity of heating the SAM to a temperature at which desorption would occur 

limited the minimum power. The damage threshold of the gold film limited the 

maximum power in the experiment. If the laser intensity exceeded the damage threshold 

of the gold film, then damage was seen on the gold surface as shown in Figure 5.3.
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Figure 5.3: An OM image of gold film damage by overheating the glass slide. The
scale bar is 50 ftm.

Establishing the threshold for monolayer desorption involved gradually reducing 

the incident powers from the damage threshold of the gold film until no desorption 

occurred. The SAM patterned gold surfaces were examined by SEM and these results 

were used to determine the threshold for SAM desorption. Figure 5.4 shows a successful 

and unsuccessful creation o f a hydrophilic SAM line. The dark region is the hydrophilic 

monolayer and the bright region is the hydrophobic monolayer [119].

100 pm
Figure 5.4: SEM images of two regions scanned with a +10 cm lens, (a) 30 mW
incident power was used in the region between the arrows and did not yield 
hydrophobic monolayer desorption, (b) 50 mW incident power was used and the 
hydrophobic monolayer was desorbed and replaced by the hydrophilic monolayer.
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The slides were imaged by OM within one day of the writing. Placing a small 

drop of tridecane from a syringe, and drawing the drop along the hydrophilic lines 

created barrier-free microfluidic lines that could be measured by OM as shown in 

Figure 5.5. The line widths reduced in size with a reduction in incident laser intensity, 

but the line widths were always greater than the focal spot size measured using the 

Spiricon camera system. The 2 e-folding intensity focal beam radius for the 10 cm lens 

was 22.6 /xm and for the 25 cm lens was 52.5 /xm. The line widths, as they scale with 

incident power for both lenses, are shown in Figure 5.6. The line widths ranged from 

30 /xm to 100 /xm in the +10 cm lens experiments and 90 /xm to 200 /xm in the +25 cm 

lens experiments.

Figure 5.5: An OM image of a 70 /xm wide hydrophilic line written with a 90 mW
Ar+ beam focused by a +10 cm BK7 plano-convex lens, delimited by arrows. The 
image results from tridecane bound within the hydrophilic region of the surface. 
The white scale bar is 50 /xm long.
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Figure 5.6: SAM line widths created by scanning the focal spot of a CW Ar+ laser
at 200 jtm/s to induce thermal desorption, (upper) The lines created with the 10 cm 
lens and (lower) SAM lines created with the 25 cm lens.
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5.3 Modeling thermally induced self-assembled monolayer desorption from thin 

gold film surfaces

As part o f our collaboration, M.R. Shadnam, a Ph.D. student in the Surface 

Engineering and Instrumentation Laboratory under Dr. Alidad Amirfazli, developed a 

thermal model to predict expected monolayer line widths from scanning a focused CW 

Ar+ laser under different focusing conditions. The main variables involved in producing 

these lines and accurately modeling the process were the incident power, 2  e-fold 

intensity beam diameter, surface absorption, scan speed, thermal conductivity and 

thermal diffusivity.

The model was based on Fourier’s law with temperature-dependent thermal 

properties and a laser heat source modeled as:

7TW0
S(z) (5.1)

where P  is the laser power, A is the absorbed percentage, wq is the 2 e-folding beam waist 

and v is the laser scanning speed. The delta function in the z-axis is used since the beam 

waist is much smaller than the absorption depth [1 1 ],

The thermal properties o f the system were governed by the soda lime glass slide 

for a focused CW laser spot [169] and the thermal diffusivity o f 3.3 x 10'7 m2/s and 

thermal conductivity o f 0.872 W/(m-K) for the soda lime glass were taken from the 

manufacturer’s data [121]. The thermal conductivity was temperature dependent and 

using data from the literature as well as the manufacturer’s data, a 6 . 8  x 10’4 W/(m-K2) 

slope was determined [1 1 ].

Two approaches can be taken to solve for the SAM desorption width observed 

experimentally. A 2D time-dependent temperature distribution requires a Green’s 

function [170] and the steady-state solution with a temperature-dependent thermal 

conductivity and temperature-independent thermal diffusivity requires a Kirchoff 

transformation [171, 172]. Analysis o f the two approaches yielded the same lateral 

features with the time-dependent solution giving the asymmetry in the temperature 

distribution along the scanning direction [11], The steady-state solution was equivalent
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to the time-dependent Green’s function results since the scanning velocity was smaller 

than 0.3D/wo, where D  is the diffusivity [169], which results in a maximum scanning 

velocity o f 2 mm/s for the 25 cm focal length lens where wo = 52.5 /xm.

The steady-state analytical solution was used in ref. [11] with the SAMs line 

widths considered to be 1 0 0  % desorbed after the gold surface reached a temperature 

between 470 K and 490 K [173, 174]. Thermal desorption o f radiolabeled sulfur in 

octadecanethiol molecules in an oven showed complete removal o f the SAMs at 

temperatures over 490 K [163]. An error analysis was performed to examine the 

appropriate selection o f the beam waist, temperature-dependent thermal conductivity and 

desorption temperature, and in this work, Shadnam et al. [11] found that the 

temperature-dependent thermal conductivity o f 6 . 8  x 10'4 W/(m-K2) and desorption 

temperature of 485 K were the best predictors for the SAM line width. The beam waist 

was also optimized to get a better fit and the results are shown in Figure 5.7.
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Figure 5.7: SAM line widths created by scanning the focal spot of a CW Ar+ laser
at 200 /un/s compared to the steady-state thermal model, (left) The lines created 
with the 10 cm lens, (right) SAM lines created with the 25 cm lens.
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The model assumes that the absorption of the laser and the diffusivity were 

constant in temperature. Changing the temperature-dependent thermal conductivity and 

the diffusivity by 10 % yielded the same trend lines as shown in Figure 5.7. Changes in 

the absorption coefficient from 44 % [11] by 10 % shifted the lines, but did not alter their 

slopes. The beam waist was the most sensitive parameter, changing the slopes of the 

lines. For the 25 cm lens data on the right in Figure 5.7, changing the absorption 

coefficient rotated the line about the point near 170 mW, with the smaller beam waists 

giving a closer fit to the data at 100 mW. The optimization o f the parameters in ref. [11] 

already gave 2 e-folding beam radii for the 10 cm and 25 cm lenses o f 15.5 m and

44.5 /im, respectively, both smaller than the experimentally measured beam waists of

22.6 jxm and 52.5 /rm, respectively.

5.4 Patterning metal surfaces with self-assembled monolayers by femtosecond 

laser pulse nanomilling of thin gold film surfaces

Thermal desorption o f SAMs limited lateral feature sizes to the micrometer-scale 

with the minimum line width reached to date o f 4 fim  with a 10x objective [175]. To 

reach the nanometer-scale, non-thermal pathways to SAM removal are required, and 

nanomilling is an ideal mechanism in the NIR since removal o f less than 10 nm in depth 

would not disturb the surface morphology to affect the behaviour o f the barrier-free 

micro fluidic channels. To clarify the definition o f the mechanisms involved in each of 

the techniques, a schematic defining desorption versus ablation is shown in Figure 5.8.

The CW laser methodology has been extended to femtosecond laser pulses to 

perform sub-diffraction limited patterning of SAMs o f 1-hexadecanethiol (hydrophobic) 

on a 30 nm gold thin film substrate using fluences below the single-shot ablation 

threshold. The remaining bare region can be etched to create patterns similar to 

lithographic techniques or backfilled with 16-mercaptohexadecanoic acid (hydrophilic) as 

done in our work to tune the surface energy. The patterning technique for CW laser 

interaction was shown to be thermal, but thermal patterning was not expected to be valid 

for femtosecond laser pulses. To predict the patterning pathway, we assumed at first that 

the process was photolytic.
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Figure 5.8: Schematic of the mechanism differences between the two SAM laser
patterning techniques. (Left) The SAM is thermally desorbed when the gold atoms 
heat up to the desorption temperature (dotted fill) and break the thiolate bond. 
(Right) The SAM is removed with the few gold atoms removed by nanomilling the 
surface.

The sulfur-gold bond dissociation energy at room temperature is 

(253 ± 14.6)kJ/mol [23]. Converting the dissociation energy into bond energy gives 

2.63 eV/bond and this energy is equivalent to a photon at a wavelength o f 472 nm. If the 

SAMs are removed by a photolytic reaction and the energy is dominated by the thiolate 

bond, then 2-photon absorption of 800 nm photons would remove the SAMs. Van der 

Waals interactions are necessary for the stability o f the SAM (see Section 5.1) so more 

energy may be necessary to remove the SAMs.

Experiments for determining the nature of the n-alkanethiol bond strength on the 

gold surface using laser desorption Fourier transform mass spectrometry (LD-FTMS) 

[176], showed that 193 nm wavelengths produced the negative ion of the n-alkanethiol 

molecule. LD-FTMS is a technique where the focal spot of an ArF laser beam is used to 

remove organic molecules from a metal surface without decomposing the molecule. In 

Brewer et al. [177], they showed that the removal pathway at 254 nm is oxidation with 

ozone and would also occur if  oxygen was present in the molecule, like 

16-mercaptohexadeanoic acid (-COOH terminal group). We are patterning the methyl 

group terminated SAM, so with no oxygen present, 193 nm wavelengths would be 

required to remove the SAM from the gold. This evidence formed the hypothesis that the
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femtosecond removal mechanism was ablative rather than photolytic since multiphoton 

absorption probability increases with f  and the intensity would be in the nanomilling 

regime before it was high enough to allow for 5-photon photolytic bond cleavage.

The first step was to measure the single-shot ablation threshold and incubation 

coefficient o f the bulk and the 30 nm thin gold films (Sections 3.3.2 to 3.3.4) to 

determine whether patterning was occurring in the nanomilling regime. The ablation 

threshold and incubation coefficient o f a clean bulk gold sample represented the expected 

values for any gold substrate under femtosecond laser pulse interaction. From these 

expected values, differences in $ h(l)  and E, may then be related to film thickness [26], 

reflectivity/absorption changes from the deposition technique [13] or the presence o f an 

SAM. The bulk gold fa  and Rvalues are shown in Figure 5.9. The single-shot ablation 

threshold and incubation coefficient measured for a 30 nm thin gold film with a SAM 

coating is shown in Figure 5.10.

Line scans for laser patterning were made in the nanomilling fluence regime at 

50 /xm/s with the Ti:Sapphire running at a 1 kHz repetition rate after calibrating the 

single-shot ablation threshold and incubation coefficient for the sample. The incident 

beam waist on the sample was extracted from the calibration by equation (4.1) so that the 

effective number o f pulses could be calculated by equation (3.1).

SEM images o f the thin gold film substrates after laser scanning showed the 

removal o f the hydrophobic SAM in the focal region o f the laser and the deposition o f the 

hydrophilic SAM as in Figure 5.11. The line width of the patterned region was 

approximately 6  /xm, while the smallest line width observed was approximately 4 /xm 

wide. Compared to the intensity diameter o f the laser (24.8 /xm or 20.6 /xm FWHM), the 

minimum value indicates a five times reduction from the FWHM focal spot size of the 

laser to the resulting line width demonstrating the ability o f femtosecond laser pulses to 

pattern SAMs on gold-coated substrates below the diffraction-limited spot size.
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Figure 5.9: Determination of the ablation threshold of GF gold foil for 1, 10 and
1000 shot ablation measured by SEM (Upper). The lines are equation (4.5) with 
$h(l) = 833 mJ/cm2, $ h(10) = 361 mJ/cm2 and $ h(1000) = 169 mJ/cm2. (Lower) Plot 
of the multishot ablation threshold versus number of shots for gold. The line is 
equation (2.3) with $h(l) = 8 6 8  mJ/cm2 and £=  0.83.
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Figure 5.10: Determination of the ablation threshold of a 30 nm thin gold film with 
the hydrophobic monolayer surface for 1 , 1 0 , 1 0 0  and 1 0 0 0  shot ablation measured 
by SEM (Upper). The lines are equation (4.5) with $h(l) = 553 mJ/cm2, $h(10) = 
255 mJ/cm2, $ h(100) = 183 mJ/cm2 and $ h(1000) = 135 mJ/cm2. (Lower) Multishot 
ablation threshold versus number of shots for gold. The line is equation (2.3) with 
$ h(l) = 553 mJ/cm2 and £=  0.80.
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Figure 5.11: SEM image of a region on the gold-coated substrate scanned with an 
incident peak fluence of 150 mJ/cm2, a repetition rate of 1 kHz and a scanning speed 
of 50 fim/s. With the incident elliptical Gaussian intensity beam radius of 14.0 /tm 
by 12.4 jim and the major axis parallel to the scan direction, the overlap of the 
pulses gives an effective incident pulse number of 560 pulses for the line scan.

To prove that nanometer-scale lateral feature sizes were possible, smaller line 

widths were drawn with a 40x microscope objective. The objective replaced the 15 cm 

lens in the transient reflectivity experimental setup o f Section 3.3.8. An aluminum mirror 

was placed between the two apertures before the objective in Figure 3.10 to image the 

substrate with a CCD camera placed next to detector D1. The Oriel stages were mounted 

at 0° AOI and the focal plane was defined as the position in the z-axis from the image 

plane where the minimum spot size was seen by optical microscopy.

Two lenses were placed in the main beam path before the experimental setup to 

reduce the spot size such that the two e-folding beam waist was smaller than the input 

aperture of the objective to achieve a Gaussian focal spot rather than an Airy spot. A 

100 cm lens was placed 56 cm before a -50 cm lens in the beam line to collimate the 

divergent laser beam; the filter holder was moved before the Galilean telescope to avoid 

nonlinear absorption effects in the filters. The telescope reduced the incident 2 e-folding 

elliptical intensity beam waist o f 3.5 mm x 3.4 mm with respective full angle divergences 

of 360 prad and 250 p,rad by a factor o f two to avoid any clipping while entering the 

8.9 mm microscope objective entrance aperture. The transmissivity o f the objective was
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calibrated in this configuration to be (45.1 ± 1.5) %. The single-shot ablation threshold 

and the focal plane beam waist were measured using the GBLT and yielded 

(112 ± 19) mJ/cm2 and 1.80 /rm * 1.76 /xm, respectively. Sub-diffraction limited line 

widths are shown in Figure 5.12.

Figure 5.12: Sub-micrometer line widths of SAMs on gold-coated substrate using 
NIR femtosecond laser pulse nanomilling. Lines were scanned at 1 kHz repetition 
rate at a speed of 3.7 /un/s (959 pulses) with an incident peak fluence of (left) 
37 mJ/cm2 and (right) 26 mJ/cm2. The contrast and brightness for the image on the 
right has been exaggerated to emphasize the SAM line.

Sub-diffraction limited SAM line widths o f (750 ± 50) nm for incident laser 

fluences o f 37 mJ/cm2 and (375 ± 25) nm for 26 mJ/cm2 were near the 959-pulse ablation 

threshold o f the film of approximately (28.5 ± 4.9) mJ/cm2 assuming an incubation 

coefficient o f 0.8. White light interferometry profiles o f the nanomilled region showed 

that the lines had a bumped morphology in portions o f the scanned line o f less than 

10 nm, similar to the regions seen in Figure 4.5 and within expectation o f recent results 

modeling nanojet and bump formations on noble metals [139].
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5.5 Discussion

For the thermal patterning of the SAM surface, evidence o f patterning was 

indicated by the wetting properties and the SEM images of the surface. These indicators 

proved that the reaction was desorption, as compared to incomplete reactions 

(decomposition) such as carbon bond cleavage or R-sulfur cleavage, with R representing 

the carbon chain. Carbon-bond cleavage would leave a methyl terminated group with the 

same hydrophobic properties as the background on the surface and would not show 

differential wetting. R-sulfur atom cleavage would leave no free gold atoms for 

hydrophilic SAM bonding and the hydrophilic monolayers would at most physisorb to 

the surface; however, physisorbed SAMs are easily rinsed away [162, 178]. Contact 

angle measurements performed in Dr. Amirfazli’s lab independently confirmed that our 

channels had the appropriate wetting angle consistent with -COOH terminated molecular 

groups chemically bound to the gold film surface.

To model the CW desorption system, we needed to know whether we have a 

thermal or photolytic reaction. If we are breaking a bond that is sensitive to a particular 

wavelength (photolytic), then no incident power dependence would be observed. At the 

sensitive wavelength, an on/off behaviour will occur as opposed to a substrate-dependent 

reaction where increasing reactions occur for increasing powers. Figure 5.6 showed a 

substrate-dependent reaction because the line widths o f the SAMs are increasing as the 

power increases at the edges demonstrating that a thermal model was required.

The feature sizes, which were governed by the thermal parameters o f the substrate 

and whose results were not sensitive to changes in these parameters, could not be reduced 

unless faster scan rates or smaller beam waists were used. The smallest beam waists 

from a 10* microscope objective result in 4 pm feature sizes, but are still larger than a 

well-focused beam spot. We showed that by using a non-thermal pathway for SAMs, 

nanomilling of the substrate, sub-diffraction limited feature sizes could be achieved.

TTM modeling o f copper nanomilling showed that the temperature on the surface 

rose to 500 K in a picosecond with relaxation beginning soon afterwards. The heating 

time would be several picoseconds and too fast for a reaction governed by slow reaction 

rates. The reaction rate dependence can be illustrated by examining a kinetic equation:
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where 6(f)is the fraction o f surface coverage, n is the order o f the reaction (considered 

first order here: dependent on available reaction sites), v is  the frequency factor or a co­

factor dependent on the heating rate and Ea is the activation energy [179]. The frequency 

factor describes the reaction frequency and how often it “notices” the change in 

energetics. A low frequency factor, on the order o f 108, responds to slow rates, such as 

conventional heating. If the heating rate is too rapid, then other less energetically 

favourable reactions (with activation energies Ea that are higher than the low frequency 

reaction), may occur if  the frequency factor o f that reaction is much higher, say 1 0 14.

The mechanism for the patterning of the SAMs using femtosecond laser pulses 

was found to be ablative, defined as removal of the SAMs along with at least a few gold 

atoms. Reducing the peak incident fluence from above the ablation threshold showed 

that removal o f monolayers occurred at the periphery o f the visibly damaged gold spots 

and continued to occur even when visible damage to the film was not seen by SEM, as in 

Figure 5.11 and Figure 5.12. With continued reduction o f the removal o f the 

monolayers stopped. To determine whether the removal regime was ablative, 

measurements o f $h(l) and £ were made as shown in Figure 5.10. Measuring £ required 

additional measurements of the multiple-shot ablation threshold for N =  10, 100 and 

1 0 0 0 , with the measured <f\h(N) for the 30 nm gold thin film coated with the hydrophobic 

monolayer as (553 ± 45) mJ/cm2 for N =  1, (255 ± 30) mJ/cm2 for N =  10, 

(183 ± 16) mJ/cm2 for N =  100 and (135 ± 10) mJ/cm2 for N -  1000. This gave an 

incubation coefficient o f 0.80 ± 0 .0 1 .

The presence o f the hydrophobic monolayer on the thin gold film was not 

expected to perturb the ablation mechanism and alter the thresholds when compared to a 

clean gold thin film. Published values for the single-shot ablation threshold confirmed 

this hypothesis. Amoruso et al. [36] used 780 nm, 120 fs pulses at a 50° AOI to measure 

the electrons and ions removed from the surface o f bulk gold (99.99 % purity). Scaling 

the ablation threshold of the vapourization regime of 460 mJ/cm2 using tables for the 

complex index o f refraction for gold at 800 nm [180] in the p-polarized state yielded
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700 mJ/cm2 for the single-shot ablation threshold. This threshold is higher than the value 

measured here; however, it has been established that the ablation threshold will decrease 

as the thickness o f a metal decreases below the electron diffusion length with a critical 

thickness o f -443 nm for gold [26, 49]. Quartz crystal microbalance (QCM) 

measurements o f the single-shot ablation threshold at 850 nm for a 250 nm thick gold 

electrode resulted in a value between 350 mJ/cm2 and 450 mJ/cm2 [181]. This agrees 

with our measured single-shot ablation thresholds being between our values for bulk gold 

and a 30 nm thin film.

To our knowledge only one report on the incubation coefficient o f gold exists: a 

value o f 0.922 for gold films with thicknesses varying from 90 nm to 1500 nm [49] for 

2V> 104 shots with 200 fs laser pulse widths. These measurements were made at the 400 

nm wavelength, which is above the resonant rZ-shell absorption line for gold [45] and it is 

uncertain how this affects the incubation coefficient when scaling to 800 nm.
9  9The fluence range for patterning was 90 mJ/cm to 190 mJ/cm for line scans 

made at 50 [xm/s at a 1 kHz repetition rate, which corresponded to irradiances o f 510 to 

560 pulses for any one spot. Above 190 mJ/cm2, visible ablation damage was observed 

in the centre o f the patterning region. The damage threshold for this pulse range varies 

from 134 mJ/cm2 to 183 mJ/cm2 using the multiple shot ablation threshold scaling 

equation with the incubation coefficient, equation (2.3), including the errors. This places 

the patterning regime into the near-threshold ablation region, where nanomilling was 

measured in thin copper films just above the multishot ablation threshold as in Figure 4.5.

Chang et al. [182] showed NIR femtosecond pulse SAM patterning on gold films 

and proposed that SAM removal was due to photo-oxidation o f the gold-sulfur bond; 

however, no substantial argument or control experiment was presented. To determine 

whether photo-oxidation was required for patterning in the femtosecond regime, we 

performed O2 dilution experiments. By pumping down the vacuum chamber to 

-100 mTorr and refilling to 633 Torr with N 2(g) from the blow-off o f a liquid nitrogen 

tank sequentially three times, a ratio of one oxygen molecule in the chamber per 

1 0  million sulfur atoms on the monolayer surface was achieved. This assumed a (5 A) 2 

area per sulfur atom on the gold thin film surface and an initial 2 1  % molar concentration 

of oxygen at atmospheric pressure. Line scans were made at 50 jum/s between

2 2 5
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130 mJ/cm2 and 190 mJ/cm2 and no measurable change in the contrast ratio or the line 

widths was detected by SEM for experiments done in an oxygen deprived atmosphere 

and in ambient air.

Considering the above discussion, the previously proposed mechanism for 

femtosecond laser patterning (800 nm, 220 fs) o f SAMs on gold thin films as photo­

oxidation [182] is not plausible. The peak incident fluence for the study in [182] would 

be ~ 1 J/cm2 with 5 pulses overlapping (using their theoretical focal spot size of 1.6 /im 

and scanning conditions o f 70 mm/s, 5.5 mW and 100 kHz). This fluence, well above 

$h(l) here, would lead to ablation o f the sample as the dominant patterning mechanism 

and since no control experiment as described above was performed, the photo-oxidation 

proposal cannot be substantiated.

The advantage o f the laser patterning procedure is its flexibility to produce 

complex patterns with a variety o f SAMs differing in chain length and functional group, 

allowing for modulation o f the surface properties. Introduction o f pattern changes is easy 

since this is a simple three-step procedure. The mechanism for patterning allows for 

erasing and re-writing any pattern. Computer-aided motion and control can optimize 

processing time and pattern control and allow for repeatable and precise chips built in an 

assembly-line format.

Laser removal o f SAMs is not unique since it has been observed using LD-FTMS 

[176]. Mixed SAM surfaces were made using laser desorption by Takehara et al. [183] 

who used a pulsed laser and single shot exposure with a focused beam and ten-shot 

exposure with an unfocused beam to desorb monolayers in a single location from a gold 

electrode surface. In Takehara et al. [183], the mechanism for desorption or bond 

breaking was not indicated.

5.6 Engineering application: Self-assembled monolayer patterning of glass 

substrates with femtosecond laser pulses

The main focus o f the thesis was to determine the mechanisms for SAM 

patterning with CW and femtosecond pulse width laser systems. In the CW regime, a 

thermal mechanism caused desorption of the molecules from the gold substrate. For the 

femtosecond laser pulses, an ablative regime was required since the heating rates were
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too fast for the molecules to respond to the change. The applicability o f SAMs on noble 

metal substrates is limited due to the stability issues outlined in Section 5.1. 

Siloxane-terminated SAMs are stable SAMs on glass substrates [152] and with the 

limited surface etching of nanomilling, femtosecond laser pulses can be used to pattern 

microfluidic substrates to create complex heterogeneous substrates for diagnostic 

methods. Biofouling may also be an issue in certain regions o f a substrate and selective 

deposition and patterning of PTFE-terminated SAMs can also be used.

Multiphoton absorption at the SAM bonding site could also be a patterning 

pathway for glass substrates using femtosecond laser pulses since the ablation threshold 

of dielectrics are typically 10 to 100 times higher than for metal surfaces. The strongest 

bond strength known is that o f the carbon-carbon bond at 700 kJ/mol [23], which is 

equivalently 7.25 eV/bond, making any bond energies between an SAM and a glass 

substrate less than this maximum value and accessible to direct photon desorption, 

especially with the availability o f third harmonic (4.66 eV/photon) femtosecond laser 

pulses.

This work has shown that nanomilling o f metal surfaces is a fast, flexible and 

corrective SAM patterning technique that can be a competitive methodology to many of 

the available patterning techniques. This technique can also be applied in a 

complementary fashion as a prototyping tool for more expensive lithographic techniques.
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C hapter 6

Femtosecond laser pulse ablation of silicon

Predicting the possible mechanisms of nanomilling, and especially incubation, 

requires a model that provides details into the microscopic properties o f materials under 

femtosecond laser pulse interaction. The TTM is a macroscopic model that yields 

thermal properties o f the material and can only predict the single-shot ablation threshold 

of a metal provided melting is an adequate predictor and the material reaches melting 

isobarically and isometrically. A microscopic model is still required to give a more 

detailed picture o f the non-equilibrium interaction and to distinguish between ion 

expulsion and free electron generation at low incident laser fluences as responsible for 

the incubation phenomenon or a thermal cycling phenomenon, presented in Chapter 7. 

Furthermore, a microscopic model would also provide insight into the pm/pulse ablation 

rates reported in Hashida et al. [42] and in Chapter 4 o f this thesis on nanomilling.

Jee et al. [39] demonstrated that incubation was similar to a metal moving through 

a fatigue stress-strain cycle. If a metal is approaching the melting temperature when 

irradiated by laser pulses below the single-shot ablation threshold, then it may be possible 

to explain the incubation phenomenon at femtosecond pulse widths using the thermal 

stress-cycling model presented by Jee et al. and discussed as a future experimental 

direction in Section 7.2.

Before doing thermal stress-cycling analysis and modeling, a microscopic model 

to predict the ablation threshold adequately for metals requires avalanche ionization to
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explore the microscopic properties under femtosecond pulse interaction. Our group has 

been working on an MD simulation for silicon that can be used to predict the single-shot 

ablation threshold of silicon by 800 nm, 100 fs Gaussian FWHM laser pulses. The 

HF-MD simulation did not have an independent electron subsystem and it lacked an 

avalanche ionization mechanism. To adapt the code for metal ablation, an electron 

subsystem needed to be added. Predicting the scaling o f the single-shot ablation 

threshold o f silicon over a range of pulse widths would indicate the success of the new 

model making it amenable for laser-semiconductor and eventually laser-metal dynamics.

The MD simulation o f the single-shot ablation threshold o f silicon is still an open 

issue since the fit with the experimental data over pulse width is not complete. Open 

questions remain in modeling the fundamental processes for laser absorption by the 

conduction band electrons and coupling of this absorbed energy to the lattice in the MD 

simulation. This section gives the results of adding avalanche ionization to the HF-MD
j|G

simulation (herein called the avalanche MD) .

6.1 Pulse dependent single-shot ablation threshold of silicon

The single-shot ablation threshold of silicon was measured using the experimental 

technique described in Section 3.3. Images o f the spots were made using the WLI and 

the single-shot ablation threshold was analyzed using the Gaussian beam limiting 

technique described in Section 4.1. Examples o f WLI images are shown in Figure 6.1 

with an enhanced image in Figure 6.2 highlighting the 1 nm deep ring around the crater.

The ablation spots had a protrusion o f about 4 nm around the edge of the ablation 

hole. At higher incident fluences, the height o f this protrusion remained approximately 

constant and as the hole depth increased, it was clear that the lip o f the ablation spot 

occurred further out from the centre o f the spot than this protrusion; therefore, all ablation 

spot measurements were made to the outside edge of the protrusion indicated by the 

arrow labelled A m Figure 6.1 for low fluences ($* < 1 J/cm ) and out to the shoulder of

The update to the HF-MD simulation was written by Nelson Young, B.Sc. (Physics, University of 
Alberta), an undergraduate 4th year electrical engineering student. I managed the project by participating in 
the examination of the literature and guiding the direction of the project with N. Young and performing 
single-shot ablation threshold experiments on silicon substrates. Code writing, compilation and testing 
presented in this thesis was performed by N. Young.
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the crater for high incident fluences. An example of a crater made at low incident fluence 

imaged along the dotted line in Figure 6.1(a) is shown in Figure 6.3.

-10 nm

Figure 6.1: WLI images of intrinsic silicon ablation spots. The images on the left
(a and c) are intrinsic silicon with a native oxide and on the right (b and d) intrinsic 
silicon with no native oxide. The incident peak fluence and elliptical diameters 
measured were (a) 310 mJ/cm2, 26.9 fim x 26.4 n m, (b) 340 mJ/cm2,
35.7 |im x 3 4 . 7  pim, (c) 450 mJ/cm2, 53.1 nm  x 52.8 fim, (d) 500 mJ/cm2, 60.8 jtm x
59.8 jtm. The dotted line in (a) is an example line out discussed in the text. The 
arrows indicate two regions on the silicon with a native oxide after ablation. The 
region labelled A indicates the outer edge of the protrusion at low incident laser 
fluences. The region labelled B shows the region that was etched to ~1 nm, 
consistent with the thickness of a native silicon oxide layer.
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Figure 6.2: Enhancement of the WLI image of Figure 6.1(c) to expose the region
on the native oxide silicon sample labeled as B in Figure 6.1(a and c).

Ec

-12

-14
45 6020 25 30 35 40 50 55

Distance (//m)
Figure 6.3: Line out of an ablation spot made on the intrinsic silicon with a native
oxide measured using the WLI. The incident peak fluence was 310 mJ/cm2 and the 
measured diameter was 26.9 fim. The dotted line is a guide for the eye showing the 
0  nm level and the arrows indicate the measured points for evaluating the ablation 
threshold.
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The single-shot ablation threshold for silicon was evaluated using the diameters as 

indicated in Figure 6.3. The spikes in the ablation spots were only visible for low 

incident fluences. At higher incident peak fluences ($ * >  1-5 J/cm2), the protrusions 

were clearly inside the crater. The ablation threshold was also calculated using the 

protrusions as the edge o f the crater for the low fluence crater diameters to see the error 

that would be produced if  they were used as an edge feature and the single-shot ablation 

threshold varied by approximately 4 %, within the error o f the reported ablation 

thresholds.

The outer rim defined in Figure 6.1 by the arrow labelled B is a region that was 

only visible on the silicon sample with a native oxide. It was approximately 1 nm to 

2 nm deep and is shown in close up in Figure 6.4. This region is interesting because it 

appears to be as deep as the expected native oxide depth o f approximately 3 nm for a 

silicon sample [71].

Ec

-10

-12

-14
50 55 60 65 70

Distance (//m)
Figure 6.4: Close up of the rim of the ablation spot made on the intrinsic silicon
with a native oxide measured using the WLI in Figure 6.3. The lines on the graph 
are guides for the eye showing that the surface has dropped a couple of nanometers 
before reaching the edge of the crater and then the spike. The incident peak fluence 
was 310 mJ/cm2.
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A plot o f the incident single-shot ablation threshold is shown in Figure 6.5. The 

incident $ h(l)  with respect to pulse width was also measured for a p-type silicon 

substrate doped with boron as supplied by the NanoFab. Experiments for each pulse 

width were done in random triplicates and the error bars represent the first standard 

deviation from the diameter measurements, and the slope and intercept regressions (see 

Appendix C). The experiments done with the intrinsic silicon samples were done in 

vacuum to closely match the conditions o f the MD simulation where no pressure above 

the simulation particles exists. The experiments done with the p-type silicon were done 

in ambient atmospheric conditions.

The reflectivity is an important parameter, as shown in Section 4.2 with copper, 

since it can result in large variations in the incident single-shot ablation threshold making 

the report o f the absorbed single-shot ablation threshold more important. The reflectivity 

of the silicon samples was measured to verify that the reflectivity did not vary among 

samples. Reflectivities o f the p-type silicon samples were measured as (32.7 ± 0.8) % 

using the specular reflectivity technique described in Section 3.3. The reflectivity o f the 

intrinsic silicon sample with the native oxide removed with a buffered oxide etch (BOE) 

was measured using the transient reflectivity experimental setup at low incident fluences. 

The reflectivity o f the BOE intrinsic silicon sample was measured as (34.4 ± 0.1) % from 

the weighted average o f multiple measurements over random triplicates of incident 

fluences. The expected reflectivity o f single crystal silicon at 800 ran from standard 

reference material was 32.9 % [23]. The reflectivity o f the intrinsic silicon sample before 

the BOE was not measured, but from the results in Figure 6.5 and the small variation 

between the p-type and BOE silicon sample and their proximities to the expected value, 

the intrinsic silicon reflectivity is likely close to the reflectivity o f the BOE silicon.
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Figure 6.5: Determination of the single-shot ablation threshold for intrinsic and
p-type silicon with femtosecond pulse widths at 800 nm.

6.2 Modeling femtosecond laser pulse ablation of silicon with molecular dynamics

6.2.1 Modeling avalanche ionization

The original MD code accounted for electron excitation by breaking the SW 

potential between neighbouring atoms; this simulated ultrafast melting. If one-photon 

absorption occurred, then one SW potential was modified: one bond was broken. If TPA 

occurred, then two bonds were broken. The probabilities were calculated as [87]:

PXhv = 1 -  exp -  a ° ^ s' (unitless) 
I  PA )

(6 .1)

(unitless) (6 .2)
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where Ms\ is the atomic mass of Si (28.0855 g/mol) [23], p  is the density of silicon 

(2.329 g/cm3) [23], A is the cross-sectional area (3.8 A)2, Nph(z) is the number o f photons 

entering the cell at a depth z from the surface and Eph is the photon energy (1.55 eV).

In the HF-MD, probabilities were used to model absorption since the density of 

atoms in the simulation cell could fluctuate. The probabilities were compared to a 

random number generated at the start o f each loop with the loop repeated for the number 

o f atoms that were in the simulation cell at a given time step.

To change the HF-MD to operate with an electron subsystem, the first change was 

to reduce the probabilities o f the one- and two-photon absorption probabilities by four. 

These absorption events operate on valence electrons and since there are four valence 

electrons in silicon, the loop needed to be increased by a factor o f four. As valence 

electrons were promoted to the conduction band, the number o f loops reduced.

The probability o f FCA was calculated similar to the linear absorption 

probability:

^fca = 1 -  exp ^ F C A -^ S i

pA
(unitless) (6.3)

The FCA coefficient, «fca, in the simulation was 1.964 x 1 O' 10 x 

(800xl0‘7 cm)2«cB (cm *) = 1.26 x 10‘18«cb (cm'1) using the coefficient in ref. [70]. The 

carrier density was constant at one electron in each simulation cell ( 1 .8  x 1 0 22 e'/cm3) and 

the loop repeated for every conduction band electron in the simulation cell. The initial 

conduction band electron density was zero, so the above conduction band electron 

density in the probability was an adequate value for the MD.

To complete the avalanche MD model, the energy of each electron needed to be 

tracked because the impact ionization, equation (2.24), depends on the energy of each 

electron in the conduction band.

To track the conduction band electron energy for the impact ionization model, the 

avalanche MD code was modified to break only one SW potential for any absorption 

event and track the conduction band electron energy referenced to the top of valence 

band. If a one-photon event occurred, the energy o f the electron in the conduction band
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was h v  and if  a TPA event occurred, the electron energy was 2h v. In this accounting 

system, in subsequent interactions the conduction band electrons could also:

a) increase in energy from FCA

b) couple back to the parent atom and release its energy by recombination

simulated by an increase in the atom’s kinetic energy

c) impact ionize another valence band electron and share the energy equally

between the pair o f electrons

d) become a free electron if  the electron energy reached the work function

(4.85 eV) of silicon and become subjected to Coulomb forces

To track the conduction band electron energies, each atom in the simulation had 

four floating-point numbers whose values were the energies o f the individual electrons in 

the conduction band. A value of zero indicated an electron bound to its parent atom in 

the valence band. At this stage in the development o f the model, the avalanche MD code 

does not distinguish between a direct or indirect band gap semiconductor. Effectively, 

the code models silicon as a direct band gap semiconductor with a 1.12 eV band gap 

energy and a continuous conduction band structure (i.e.: no exclusion rules on electron 

occupation and phonon coupling to conserve momentum transfer) except that it uses 

experimental values that are relevant for the indirect band structure o f silicon.

To model impact ionization, the simulation would determine whether any 

conduction band electrons surrounded the parent atom. If those electrons had energy of 

at least 2Eq but less than 4.85 eV, then an impact probability was calculated using the 

impact ionization rate multiplied by the time step o f 0.5 fs. The impact ionization rate of 

equation (2.24) had to be shifted in energy since the electron energies in the MD 

simulation were referenced from the top o f the valence band. The probability o f an 

impact ionization event was the multiplication of this shifted rate with the MD time step:

K{u) = l-9x 10U(C7 -  2(7G ) 4 At (6.4)

The avalanche MD simulation was done in a 1 0 x 1 0 x 1 2 0  cell volume, which 

described a simulation volume of 3.8 nm x 3 .8  nm x 45.6 nm. Ablation was defined as 

the removal o f 2 nm layer (2949 particles), a depth that could be measured
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experimentally using advanced imaging systems such as an AFM or an interferometric 

depth profiler. The simulation times were long (upwards of 9 days) and convergence to a 

simulation that gave an absorbed fluence with an exact removal o f 2949 particles was 

difficult. The reported MD single-shot ablation thresholds are averages o f two 

simulations with values that span through 2949 particles.

A comparison o f the avalanche MD to the experimental measurements for the 

intrinsic silicon single-shot ablation threshold carried out in vacuum and the p-type 

silicon wafer carried out in air is shown in Figure 6 .6 .
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Figure 6 .6 : Plot of the avalanche MD simulation with the experimental single-shot
ablation thresholds for different silicon wafers. The upper line is the avalanche MD 
with an FCA coefficient as given in equation (6.3) and the lower is 1 0 * this value. 
The avalanche MD simulation results were scaled by the 32.9 % reflectivity of 
silicon to be an incident single-shot ablation threshold.

6.2.2 Dynamics o f  conduction band electron generation in the avalanche MD 

simulation

The avalanche MD simulation results in Figure 6 . 6  showed that the single-shot 

ablation threshold depended strongly on the TPA coefficient since at smaller pulse widths
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the (Ah(l) continued to decrease at a rate. Exploiting the advantage o f MD to access 

material subsystems, the electron generation mechanisms were plotted for fluences at the 

ablation threshold at several pulse widths. In Figure 6.7, the number o f occurrences of 

each o f the four mechanisms shows that TPA was the dominant mechanism for pulse 

widths between 41 fs and 333 fs FWHM.
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Figure 6.7: Strength of the conduction band electron generation mechanisms
during the laser pulse in the avalanche MD simulation near the single-shot ablation 
threshold at 41 fs, 83 fs, 166 fs and 333 fs Gaussian FWHM pulse widths. The first 
set of bars has an absorbed fluence of 100 mJ/cm2 (41.6 fs), the second set of bars 
has an absorbed fluence of 140 mJ/cm2 (83.6 fs), the third set has an absorbed 
fluence of 180 mJ/cm2 (166.5 fs) and the last set has an absorbed fluence of 
330 mJ/cm2 (333 fs).

The dynamics of conduction band electron generation was plotted over the pulse 

width to examine the final density o f the electrons in the conduction band and to 

determine when the maximum density was reached. The critical density for 800 nm was 

calculated for the free-electron mass of me (a maximum value) and the electron-hole
21 3plasma effective mass in silicon o f 0.18me [69] (a minimum value) to be 1.74 x 10 cm' 

and 3.14 x 1 0 20 cm"3, respectively.
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There are several electron effective masses in silicon, which depend on the 

process being considered. The fundamental effective masses are the longitudinal and 

transverse with values o f 0.92me and 0.19me, respectively (p. 216 in ref. [22]). There 

exists a conduction band or thermal velocity effective mass o f 0.28me [184, 185] and a 

density-of-states effective mass [185] that are functions o f the fundamental effective 

masses. All o f these effective masses are used in the description o f room-temperature 

silicon. At elevated temperatures and conduction-band electron densities, an electron- 

hole plasma is formed where the optically probed effective mass can be as low as 0.15me 

to 0.18me [186], Schroder et al. [70] used mopt = 0.28me, for heavily-doped Si in 

equation (2.25) in Section 2.4, in line with the conduction band electron effective mass 

for room-temperature silicon. A comparison of FCA with the Drude model will follow 

where the electron-hole plasma effective mass o f 0 .1  Sme is used in the description of the 

dielectric function.

In Figure 6 .8 , the number of electrons promoted from the valence band to the 

conduction band over the time of the pulse is shown for a 41.6 fs Gaussian FWHM pulse. 

The maximum electron density was reached at the end of the pulse since impact 

ionization can continue after the pulse if  there are excited electrons in the conduction 

band. Impact ionization is one o f three relaxation mechanisms for silicon, the other two 

relaxation mechanisms are Auger recombination and diffusion into the bulk, both of 

which tend to occur at time scales greater than 1 ps [65].

In Figure 6.9, the number of electrons promoted over a 333 fs FWHM Gaussian 

pulse width is shown. The maximum electron density was reached near end o f the pulse 

as with the 41.6 fs pulse. In both cases, the critical density o f electrons for the 800 nm 

wavelength was exceeded before the laser pulse reached its peak. For the 41.6 fs laser 

pulse, the critical density was reached between 15 fs and 25 fs before the peak, and for 

the 333 fs laser pulse the critical density was reached 122 fs to 172 fs before the peak of 

the pulse. Up to the point in the kink in the conduction band electron density in 

Figure 6.9, linear absorption was the dominant conduction band electron generation 

mechanism until the intensity was sufficient for TPA to dominate; once again 

demonstrating the potential o f MD simulations to examine the microscopic dynamics in 

laser ablation.
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Figure 6 .8 : Conduction band electron density in the avalanche MD simulation
volume for a 41.6 fs Gaussian FWHM pulse with an absorbed fluence of 
100 mJ/cm2. The upper line is the critical density for 800 nm wavelength with w opt = 
mt and the lower line is the critical density for m0pt = 0.18/ne. The dashed line is the 
incident number of photons at the surface entering the simulation per time step.

As the electron density approaches the critical density for a particular frequency, a 

thin, highly-absorbing skin layer is created that is eventually followed by an 

approximately 50 % reflective interface that reflects a large part o f the incident 

electromagnetic field [137]. If the critical density is reached within the lifetime of the 

pulse, then an experimenter would see an increase in the sample reflectivity during the 

pulse lifetime as they approached the single-shot ablation threshold. The avalanche MD 

simulation suggests that if  the electron generation is as strong as shown, a dramatic 

change in the reflectivity would be evident at fluences near the ablation threshold.

An experiment measuring the reflectivity o f the main pulse from silicon with 

increased fluence would be a direct challenge on the electron generation dynamics in the 

MD at this stage in the simulation development. The transient reflectivity of intrinsic 

silicon and p-type (Boron doped) was investigated using the experimental setup described 

in Section 3.3 and the results of the experiment are shown in Figure 6.10.
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Figure 6.9: Conduction band electron density in the avalanche MD simulation
volume for a 333 fs Gaussian FWHM pulse with an absorbed fluence of 330 mJ/cm2. 
The upper dashed line is the critical density for 800 nm wavelength with mopt = "te 
and the lower dashed line is the critical density for mopt = 0.18me. The dashed line is 
the incident number of photons at the surface entering the simulation per time step.

6.3 Discussion

The avalanche MD simulation of the single-shot ablation threshold was dependent 

predominantly on TP A. Figure 6.7, Figure 6 . 8  and Figure 6.9 show that the conduction 

band electron density was generated mostly by TPA and that the density exceeded the 

critical density by two orders o f magnitude for 800 nm excitation. This density exceeds 

first-order expectations that the critical density can only be exceeded by a factor of four if  

you assume that: the electromagnetic field could no longer couple to the conduction band 

electrons due to plasma shielding, impact ionization caused equal sharing of the 

conduction band electron energy and all electrons in the conduction band were at an 

energy just shy o f the work function of silicon (4.85 eV).
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The reflectivity o f a plasma at critical density is not 100%  [69], so the 

electromagnetic field could continue to interact with the plasma in a thin layer, heating up 

conduction band electrons and could continue to promote impact ionization o f the 

valence band electrons at later times in the pulse. The reflectivity would reach nearly 

70 % and at the ablation threshold the sample would be highly reflective during a portion 

of the laser pulse interaction when measuring the transient reflectivity.

Measurement o f the transient reflectivity in Figure 6.10 showed that the 

reflectivity did not increase significantly (-40 %) above the small-signal reflectivity 

(32.9 %) until two to three times the ablation threshold, an indication that the conduction 

band electron density has not reached the critical density within the lifetime of the pulse, 

countering the results shown in Figure 6 . 8  and Figure 6.9. There are two possible 

explanations for the contrasting results; one is that the transient reflectivity experiments 

represent a spatial integration o f the conduction band electron density o f a spatially 

varying fluence and that at the ablation threshold; only a fraction o f the laser pulse is 

generating a large conduction band electron density.

The second possibility is that the MD simulation operates on a reduced volume 

from the calculated optical absorption depth. If all the absorption contributions were 

additive and the 130 fs laser pulse fluence was near the absorbed single-shot ablation 

threshold measured experimentally, assuming a 33 % reflectivity [23], then the total 

absorption depth with a linear absorption of 803 cm '1, a two-photon contribution at /? = 

55 cm/GW o f 60 000 cm ' 1 and « f c a  = 2260 cm ' 1 gives an overall absorption depth of 

160 nm, three times higher than the MD simulation volume. If any of these values are 

slightly weaker, for example, tuning the TPA to lower values as in the discussion above, 

then the overall absorption depth would be longer such that the densities reported in the 

MD would be near critical density. This result would confirm the experimental results on 

transient reflectivity.

At fluences nearly an order o f magnitude above the single-shot ablation threshold 

in Figure 6.10, there is an abrupt drop in the reflectivity. This may be due to the rapidly 

expanding material where the density is changing over the lifetime o f the pulse as seen in 

ref. [65] where the reflectivity o f silicon changes dramatically in less than 1 ps when 

irradiated by a 1 fim, 90 fs pulse.
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The original MD simulation was developed with a TPA coefficient o f 55 cm/GW 

as given in ref. [67]. In the work of Sokolowski-Tinten et al. [67], the single-shot 

ablation threshold of silicon coincided with the measured single-shot ablation threshold 

of gallium arsenide. The authors stated that since the ablation thresholds were 

comparable, the absorption depths must be comparable. The linear absorption coefficient 

of gallium arsenide was an order of magnitude larger than silicon, so TPA was assumed 

to be the mechanism in silicon that would create an absorption depth similar to GaAs, and 

a value o f 55 cm/GW was derived for the 625 nm wavelength. The effects o f FCA did 

not enter into the comparison work, so it is possible that the authors overestimated the 

value. Recently, the authors have added some uncertainty to this value and adjusted their 

prediction to (50 ± 10) cm/GW [69] from new measurements putting it in line with work 

done at a similar wavelength [72].

In the work of Reitze et al. [72], the TPA coefficient was measured to be 

34.6 cm/GW for 620 nm excitation with femtosecond laser pulses, similar in wavelength 

to the work in ref. [67] at 625 nm. Examining the band structure o f silicon shows that the 

TPA coefficient should change significantly when measured with an incident photon

above or below 1.71 eV since silicon has a direct absorption band gap at k = 0 of 

3.43 eV. Calculations o f the band structure o f silicon show that the direct band gap is 

between 3.3 eV and 3.8 eV [187]. A TPA event with an incident photon o f energy less 

than 1.71 eV would need to be indirect.

From the literature, it appears that /direct is greater than 20 cm/GW and that an 

indirect, phonon-assisted TPA coefficient, /^direct, is a few cm/GW. Two measurements 

of /indirect for crystalline silicon when measured with picosecond laser pulses at 1060 nm 

(1.17 eV) that gave 1.5 cm/GW [188] and (1.5 ± 1 ) cm/GW [189]. In the work of 

Reintjes et al. [188], they stated that two indirect TPA events occurred, instantaneous and 

stepwise. Stepwise absorption occurred when an electron was promoted by linear 

absorption to the conduction band and was then promoted further into the conduction 

band making for an overall nonlinear process. Cooling the silicon samples to 20 K, they 

measured the strength o f the stepwise and the instantaneous TPA events. The stepwise 

TPA should scale with temperature as phonon-assisted linear absorption would increase. 

At low temperatures, the stepwise and linear absorption effects were negligible and
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instantaneous TPA could be measured directly. They showed that stepwise TPA was 

minimal in silicon and that the instantaneous TPA was not significantly changed with 

temperature.

In the work o f Boggess Jr. et al. [189], the room-temperature instantaneous TPA 

coefficient was measured as (1.5 ± 1) cm/GW and the stepwise effect attributed to FCA, 

which is the appropriate mechanism since the promotion of the valence electron to the 

conduction band and the subsequent absorption o f photon energy by a conduction band 

electrons are known to be separate processes as described in Section 2.4.

A significant decrease in the TPA coefficient would result in fewer generated 

electrons and a significant increase in the FCA coefficient or the impact ionization 

mechanisms would be necessary to generate a higher density o f conduction band 

electrons if a TPA coefficient o f 1.5 cm/GW was appropriate. The impact ionization 

model has been discussed throughout the literature and it appears as though the model of 

Kamakura et al. [98] was representative o f the expected dynamics in silicon. The other 

mechanism that may be altered would be FCA.

In Figure 6 .6 , the more absorbed energy required for the avalanche MD to ablate 

the silicon is clear when compared to the experimental results. The avalanche ionization 

process in the MD simulation is expected to decrease the single-shot ablation threshold of 

silicon from that predicted by the HF-MD significantly because the avalanche ionization 

process would have sufficient time to exponentially increase the electron density to offset 

the decrease in the effect o f the TPA process at longer pulse widths.

The FCA model o f Schroder et al. has been the standard model used for some 

time, but a recent publication by Isenberg et al. [190] has brought the results o f this study 

to question. Isenberg et al. contended that the surface resistivity predicted by Schroder et 

al. [70] did not conform to recent four-point probe measurements. They returned to the 

original publication on FCA of heavily doped silicon [102] and they argued that the more 

general form o f the equation was required to model the absorption coefficient and index 

of refraction changes in silicon due to dopants. They evaluated the original equations and 

then proposed an empirical fit to the data:
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where the fitting parameters cfca is 4.45 xlO'11, A is 5.75, and m is 0.67 with «ref of

6.3 xlO11 carriers/cm3 for n-type silicon at X = 1200 nm. Fitting parameters for X of

5 /xm and 8  p,m was provided as well for p-type silicon for all three wavelengths. At 

1200 nm, equation (6.5) increases the FCA coefficient by a factor o f three at electron 

densities approaching the critical density for 800 nm, 130 fs laser ablation 

(3.14 x 1020 e'/cm3 to 1.73 x 1021 e'/cm3 for m0pt between 0.18me and me, respectively).

Another method of modeling FCA in silicon and a means o f comparing the results 

of both Schroder et al. [70] and Isenberg et al. [190] is to modify the dielectric constant 

with the addition of the Drude model [69, 191]. The Drude model is typically used in 

metals to describe the resistance o f the electrons in the conduction band to the application 

of an external field where the collisions lead to Joule heating [19]. In laser-silicon 

interaction near the ablation threshold, the conduction band electron density can reach 

densities similar to that o f room temperature metals and some authors suggest that this 

can be modeled by adding the Drude model to the intrinsic complex dielectric constant.

The absorption coefficient is related to the dielectric constant by [192]:

One transformation o f the complex dielectric constant is from Hulin et al. [191]:

where £ r  and e\ are the real and imaginary parts o f the complex dielectric constant from 

standard reference material (at 800 nm, £r = 13.65 and £\ = 0.048 [23]). An alternative 

equation was given by Sokolowski-Tinten et al. [69]:

(6.6)

(6.7)
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where s K = £r + j s \ .  The only difference between the two equations is that the Drude 

model operates on the complex form of the dielectric function in equation (6 .8 ) as 

opposed to just the real part, £k, in equation (6.7). The Drude dampening time is ZP, 

which is the collision time o f the electrons with the ion cores or the phonons. The classic 

Drude dampening time is derived for metals at 10 fs [19].

The Drude dampening time depends on the lattice conditions [56, 69]; at low 

electron densities, the dampening time is dominated by electron-phonon collisions with 

lifetimes o f the order o f 100 fs. As the electron carrier density increases, the lattice 

becomes ionized and the dampening time decreases due to Coulomb attraction 

approaching values o f approximately 1 fs. In some approximations, the inverse o f the 

electron plasma frequency is used [56], which in this case would have zp = 56 fs for n -  

1017 e‘/cm3, reaching 1 fs for Acnt = 3.14 * 1020 e'/cm3 (critical density for the 800 nm 

wavelength and for mopi = 0.18me) and 0.4 fs for Acnt = 1.73 * 1021 e'/cm3 (mopt = me). In 

the paper of Sokolowski-Tinten et al. [69], they found a Drude dampening time o f 0.5 fs 

at 625 nm and in Hulin et al. [191], they found a Drude dampening time of 0.3 fs for 

620 nm. For zp = 0.5 fs, rcon2 ~ 1 and increases with increasing zp showing that the 

approximation in the paper by Schroder et al. is valid for a large range o f carrier densities 

in this work. A comparison of all four absorption coefficients, with zp o f 1 fs (where 

applicable) and the empirical formula o f equation (6.5) with the fitting parameters for 

1200 nm, is shown in Figure 6 .11.

A couple o f interesting features can be seen in Figure 6.11. The first is that both 

approximations to FCA have lower predicted coefficients than the complex dielectric 

constant modified by the Drude model. The second feature is that both approximations to 

the FCA would not be significant until 1021 cm'3 since the linear absorption coefficient, 

ao, predicted by the linear dielectric function in equations (6.7) and (6 .8 ) is not altered by 

the FCA until it reaches this density.
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Figure 6.11: Absorption coefficient of silicon from the Drude model modified 
dielectric constants with a Drude dampening time of 1 fs and the approximation of 
the FCA contribution from the two approximations at the 800 nm wavelength.

The full absorption mechanism (linear absorption plus FCA) defined by the 

complex dielectric function gives a constant absorption coefficient o f approximately 

1000 c m 1. In Figure 6.11, the FCA coefficient approximated by Schroder et al. does not 

have as much strength as the FCA coefficient approximated by the dielectric function 

with the Drude modifications. The absorption coefficient at the 0.18/ne critical density 

carrier concentration has a Schroder approximation o f Ofca at 350 cm '1, an Isenberg 

approximation of 2 600 cm"1, a Hulin approximation o f 100 000 cm ' 1 and Sokolowski- 

Tinten approximation of 5 600 cm ' 1 showing a maximum discrepancy o f nearly three 

orders o f magnitude between extremes. Note that the Drude dampening time, as 

discussed above, can be a dynamic quantity [56] and a proper selection and comparison is 

still necessary for choosing the appropriate FCA coefficient.

By increasing the FCA coefficient in the MD simulation, the model in Figure 6 .6  

began to approximate the trend in the ablation threshold for pulse widths longer than 

300 fs, although it still diverged from the experimental single-shot ablation thresholds at 

pulse widths shorter than 150 fs. The increase in the FCA coefficient is justified by the
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above discussion and Figure 6.11, but a full parametric study o f the TPA, FCA and 

impact ionization mechanisms is necessary to examine the predictions on the single-shot 

ablation threshold.

A reduction in the TPA coefficient would increase the single-shot ablation 

threshold over the pulse widths o f interest since the efficiency o f electron promotion to 

the conduction band would be reduced. To reach critical density, more energy would 

need to be deposited to the conduction band electrons through FCA to promote impact 

ionization. The single-shot ablation threshold would increase as the pulse width 

increased since the intensity necessary for TPA is inversely proportional to the pulse 

width. An increase in the FCA coefficient with a TPA coefficient o f 55 cm/GW was 

already shown in Figure 6 . 6  to decrease the energy required, especially at longer pulse 

widths where the longer interaction time with the conduction band electrons required less 

peak energy. As the TPA coefficient decreases and the FCA coefficient is increased, a 

point can be reached where the conduction band electrons are energized into free 

electrons and escape the simulation volume and consequently increase the single-shot 

ablation threshold. Careful tuning o f the parameters would be required.
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Chapter 7

General Discussion

In this chapter, I will discuss the possible nanomilling mechanism based on the 

evidence presented in the previous chapters and the extension o f this work to new studies. 

In particular, I will discuss the thermomechanical mechanism of cyclical stress involved 

in incubation as presented by Jee et al. [39] and examine methods for determining the 

scaling of this mechanism to the femtosecond pulse width regime. The scaling study is 

very important for femtosecond laser pulse interactions with surfaces since it is not fully 

understood what microscopic processes are involved in repetitive pulse interactions on a 

material surface when the incident fluence is below the single-shot ablation threshold.

7.1 The nanomilling mechanism

There are two possible pathways for NIR femtosecond laser pulse nanomilling: 

the removal o f the atoms in bursts when a sufficient amount o f energy has accumulated in 

the lattice or continual removal o f atoms where small amounts o f material are being 

ejected with each shot.

From the TTM, calculations of the peak temperature at the surface of copper at
9  9incident fluences o f 170 mJ/cm to 270 mJ/cm with a 95 % reflectivity give temperature 

rises o f 130 K to 200 K. With the peak temperature below the melting temperature, other
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effects like amorphization o f the metal in the interaction region are likely, as seen in gold 

when measured with X-ray diffraction (XRD) [193].

Hirayama et al. [193] measured the ablation threshold o f gold with an average of 

300 shots and examined the bottom of the ablation spot for the effects o f residual heating 

on the crystallinity o f the sample. The XRD data showed that the native sample gave 

strong peaks that indicated the crystallinity o f the gold, and these peaks nearly vanished 

when the sample was irradiated at an incident fluence o f 62 mJ/cm2 with multiple pulses. 

The estimated temperature rise using the TTM and the plasma electron thermal 

conductivity model with a reflectivity o f gold at 800 nm of 98 % [23] is 38 K at this 

incident fluence, indicating that structural deformation is possible at fluences well below 

the single-shot ablation threshold and possibly could lead to energy accumulation and 

expulsion o f material in bursts.

The PMT measurements of the excited neutrals removed from the surface during 

nanomilling indicates that the altered lattice may be removed in bursts. To estimate the 

expected photon yield in either burst mode or continual ablation mode, the available 

emission efficiency of silicon using 800 nm, 130 fs pulses from studies in our lab are 

used. The ablation efficiency is defined as the number o f photons emitted per ablated 

atom [114, 194], This experiment was used to estimate the applicability of plasma 

emission as an adequate piLIBS source and it showed that the emission efficiency of 

silicon ranged from 10'3 to 10'5 as the incident laser energy decreased. In the low energy 

nanomilling regime, an emission efficiency of 1 0 ' 5 would require 1 0 0  0 0 0  atoms for a 

single photon to be emitted. The PMT observed a solid angle o f ~ 6  x 10'3 Sr and with a 

12 % filter in front o f the PMT (see Section 3.3.5) and assuming an isotropic expansion 

of the ablated atoms over 2n Sr (hemisphere), approximately 109 atoms would be 

required in a single shot for the PMT to detect a single photon.

The nanomilled crater in the upper left o f Figure 4.6 had an approximate depth of 

2 nm and an approximate radius of 15 fim. Using the thermophysical properties in 

Table 2.1, the number o f copper atoms in the crater by assuming a disk with these 

dimensions is approximately 1011 atoms and if  each o f the 500 laser shots removed the 

same number o f atoms, each shot would remove 2 x 108 atoms and the PMT would rarely 

detect any photons. On average, approximately ten photons should be randomly
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observed over the 500 shots and since only two photons were observed, it could be that 

the emission efficiency is lower than that o f silicon reported in refs. [114, 194], If the 

nanomilling occurred in two bursts as suggested by the upper right graph o f Figure 4.6, 

then 5 x 1010 atoms would be removed in each o f the bursts and approximately 50 

photons would be detected. Since only a single photon was detected each time an event 

occurred, it cannot be concluded from this data as to whether a burst mode mechanism 

prevails.

Although the evidence for the burst-mode nanomilling pathway is not yet proven, 

the experiments with SAMs on metal surfaces patterned with femtosecond laser pulses 

proved that material was removed from the surface and that the effective change in the 

surface profile was not, for example, pressure causing the surface in the laser focal spot 

to recede or expand. Femtosecond patterning o f gold surfaces with SAMs further proves 

that the gold atoms are removed at incident fluences in the nanomilling regime as shown 

in Section 5.4, even though the surface shows bulging similar to that shown for copper in 

Figure 4.5 and attributed to the thermo-elastic effect o f thin films [139]. The transient 

heating of the substrate is too fast for thermal bond breaking o f the gold-sulfur (thiolate) 

bond to occur, which further supports the hypothesis that the patterning technique is 

ablative. The appearance o f a contrast difference in the SEM images o f Figure 5.11 and 

Figure 5.12 shows that the deposition region was bare for the second hydrophilic SAM, 

illustrating nanomilling.

At low fluences below the single-shot ablation threshold, MD simulations of 

800 nm, 120 fs Gaussian FWHM on silicon show the removal o f isolated atoms but that 

the material melts within the first 15 nm of the surface during 30 ps following the laser 

heating [87], confirming the results presented in ref. [195] that at these fluences changes 

in the intrinsic material structure can occur, but significant material is not removed, 

which may support the burst-mode hypothesis.

7.2 Incubation and fatigue

All solids experience strain, s, under the application o f stress, a  (force per unit 

area), by the displacement o f atoms from their equilibrium position, s — AL/L [140]. The 

amount o f strain a solid experiences is linearly proportional to the amount o f stress
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applied and the constant o f proportionality is Young’s modulus, Y. A solid will displace 

linearly in the direction o f a stress force until the stress reaches the yield point, ay, where 

the material will experience additional strain with little additional stress: this is also 

called the slip point where the atomic bonds have been overcome [140] or called the 

plastic deformation point when materials do not return to their original position after the 

stress is removed [140].

After the stress yield point the solid will not return to its equilibrium position. If 

more stress is applied, then an ultimate strength point is reached where the solid will 

break with variable amounts o f additional strain, depending on the material. The melting 

temperature o f metals can be ranked in the same order as their respective Young’s 

modulus [140].

This description is the expectation for a solid when stress has been applied for one 

cycle. Repeated cycling o f stress on a solid leads to fatigue, where the ultimate breaking 

stress o f the material after repeated cycles changes [196, 197]. In discussing fatigue, 

stress-cycling will be used to describe repeated applications o f the same amount of stress 

and strain-cycling will be used to describe the displacement o f the material by the same 

distance in each cycle.

In strain-cycling, a material can experience strain-hardening where a material on 

the first cycle follows the stress-strain curve seen in most texts, also called the static 

stress-strain curve, but on subsequent cycles the material requires more stress to reach the 

same amount o f strain, eventually approaching the point of “saturation hardening” [196]. 

In contrast, strain softening occurs when subsequent cycles require less stress to achieve 

the same amount o f strain. In each case, the amount o f stress required asymptotically 

approaches a fundamental value after which continued cycling o f the stress eventually 

leads to material failure.

There is evidence that every material has an endurance-limit strain, a minimum 

displacement below which repeated strain-cycling will not change the material 

permanently, making the lifetime o f the material infinite [196], This limit may be of 

importance when examining laser-induced incubation at very low incident fluences.

In the original paper dealing with the incubation o f laser damage in metal 

surfaces, Jee et al. [39], stated the stress required to reach the yield stress point where
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slip-line defect formation occurs in stress-cycling by laser pulse interaction with a metal 

surface was given by:

cr = <j?N b (7.1)

where crF is the fatigue-strength coefficient, b is the fatigue-strength exponent and N  is 

the number o f cycles. If b is greater than zero, the material will build up stress from 

repeated cycles until it reaches the plastic yield point and fails. Equating the 

stress-cycling equation (7.1) with the incubation equation (2.3), 6  = £ - 1 and if  £ is less 

than one, then repeated laser cycling reduces the ablation threshold.

To get the fatigue-strength coefficient, they defined the stress applied to a metal 

surface by the action o f an NIR nanosecond laser pulse as a thermal stress:

a  = Yc = r - ^ - d T  (7.2)
( i - d

where cris the thermal stress in Pa, £ is the strain, Y is Young’s modulus in Pa, a  is the 

thermal expansion coefficient in K ' 1 (16.5 x 10'6/K for copper [23]) and v is  Poisson’s 

ratio (around 0.37 for copper, p.3-88 in ref. [61]). For a spatially uniform rectangular 

pulse shape in time, the temperature change at the surface, dT, was given as:

d T = i ^ h *  ( 7 - 3 )a/ l £• p

where A is the optical absorption and <f> is the laser fluence giving a fatigue-strength 

coefficient of:

-  Ya  2 A ,

(X 4)
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From the above model, the incubation coefficient would change depending on the 

peak temperature reached in the material. Both nanosecond laser pulses and femtosecond 

laser pulses can achieve temperatures up to the melting temperature, yet the incubation 

coefficient has been observed to change from 0.92 for nanosecond pulse widths [39] to 

0.76 ± 0.02 for femtosecond pulse widths [13]. The difference between the two laser 

interactions is the heating rates. In the nanosecond laser pulse regime, the heating rates
9 13are about 10 K/s [26] and in the femtosecond pulse regime they can reach 10 K/s.

Three possibilities exist for scaling the incubation coefficient from the 

nanosecond to femtosecond laser pulse regime. This first possibility is that the heating 

rate changes the fatigue-strength coefficient. For the same number o f nanosecond and 

femtosecond pulses incident on the surface o f a metal, if  the fatigue-strength coefficient 

varies because of the heating rate, then the change in the incubation coefficient is:

& = £ns + lOg _ f s
V

(7.5)

where the fatigue-strength coefficient for femtosecond pulses, opfs, must be greater than 

that for nanosecond laser pulses. The second possibility is that the heating rates have an 

effect on the fatigue-strength exponent.

Both o f these possibilities would validate that incubation is a purely 

thermomechanical phenomenon if the change in the incubation coefficient saturates at a 

pulse width where the lattice response is independent o f the incident laser pulse width. 

The lattice temperature equilibrates with the electron temperature at times greater than 

1 ps, where the single-shot ablation threshold starts to become independent to the change 

in pulse width shown in Figure 4.11. Pulse widths below 1 ps would heat the lattice 

subsystem at the same rate and the incubation coefficient would remain unchanged, 

whether it was affected by the fatigue-strength coefficient or the fatigue-strength 

exponent. For low-cycle fatigue interactions where the effects o f stress/strain-cycling are 

equivalent, the effects of softening/hardening is expected to saturate, where this 

saturation is expressed as minimum value o f the incubation coefficient for metals around 

0.80 [39],

155

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The third possibility is that the different heating rates may activate different 

fatigue modes in the metal. Fatigue is a complex subject [196] and there is evidence that 

even lower heating rates, 1000 K/s, can affect the mechanical properties o f a metal where 

a non-uniform temperature distribution can change the microstructure by dislocations, 

through recrystallization or the growth of grains and grain boundaries [198]. As 

discussed in Chapter 5 with the desorption o f SAMs on metal surfaces, heating rates may 

change the nature o f the pathway by activating processes that have higher activation 

energies because o f the frequency of interaction as shown in the equation for reaction 

kinetics in equation (5.2).

At nanosecond pulse widths, the slower heating rates may induce a fatigue mode 

that has a lower activation energy, Ez. If  this fatigue mode has a slow response 

frequency, v, then a heating rate that is faster than v, for example with a femtosecond 

laser pulse, would activate a different fatigue mode with a higher activation energy and 

faster response frequency because the original fatigue mode would not notice the rapid 

change. This may be visible experimentally with a sudden change in the incubation 

coefficient at a specific pulse width where the change between fatigue modes occurs. If 

the latter is true, then microstructural analysis may reveal the existence o f different 

fatigue modes.

7.3 Future experimental directions in nanomilling, incubation and fatigue

To ascertain whether the nanomilling pathway for femtosecond pulses is 

burst-mode as opposed to a continual process, a quartz crystal microbalance (QCM) 

system can monitor the removal o f nanometer layers. A QCM is a piezo-element with 

electrodes that create an oscillation in the crystal due to a driving AC voltage. The 

oscillation frequency is monitored and frequency changes as little as 0.1 Hz can be 

measured with commercial devices [199]. The sensitivity o f a QCM varies as a Gaussian 

function over its active surface area, which is usually about a 3 mm radius with its peak 

value at the centre [48], and the frequency change depends on the amount of material 

removed/added over the surface area. Although the sensitivity o f the mass loading is 

dependent on the position of the point mass addition or removal, a first-order estimate 

using a uniform sensitivity, Cf, o f a commercial 5 MHz AT-cut QCM of 5.7 MHz-m2/kg
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[2 0 0 ] will measure a frequency change A/given as Q p V/Aqcm, where V is the volume of 

the removed electrode, p  is the density and A qCM is the active area o f the QCM.

A nanomilled hole in gold as shown in the upper left graph o f Figure 4.6 

assuming an ablated disk with a 2  nm depth and 15 fim  radius would have a frequency 

change o f 5.5 * 10'3 Hz, below the detection limit o f the QCM. Increasing the focal spot 

to an interaction radius o f 1.5 mm (nearly the entire active region) would be necessary to 

differentiate between burst and continual removal. If nanomilling occurs in bursts, then 

the QCM would measure increases in the frequency as jumps. If  nanomilling occurs 

steadily, then the resultant frequency changes would be continual with incident pulses.

Detection o f the ablated species as a diagnostic o f nanomilling would require 

additional ionization o f the ablated materials. The electron temperatures predicted by the 

TTM model reach about 1 eV, insufficient for overcoming the work function o f a copper 

surface (-4.75 eV on average [23]) so there is unlikely to be any charged particles 

removed from the surface. Using a delayed femtosecond laser pulse as an ionizing pulse, 

the timing of the ablation with respect to the pump pulse can be measured as well as the 

particle density assuming that the pulse is sufficient to ionize most o f the ejected species. 

Available third harmonic pulses of a few hundred femtosecond pulse widths would be 

sufficient for ionization o f the ablation plume species.

Once the pathway is determined for femtosecond pulse widths, the scaling of the 

incubation coefficient would need to be determined up to the nanosecond pulse regime. 

The scaling o f the incubation coefficient by pulse width has already been suggested to 

result from one o f three possible pathways and that experimentally measuring the 

incubation coefficient for different pulse widths at NIR laser wavelengths, in conjunction 

with the TTM, may reveal which o f the three pathways occur. The NIR wavelength is 

necessary to ensure that the heating is collisional with the electron subsystem and that no 

other resonant behaviour occurs to confound the scaling data.

To provide further evidence o f the fatigue mode and the dynamics involved in 

incubation and the nanomilling o f metals requires imaging the microstructure o f the 

material. If grain boundaries, grain boundary migration, recrystallization, dislocations or 

cracks appear or change, then these can be imaged by TEM [196] since the edges in these 

fatigue modes diffract the electron beam to reveal the structure. If  the dynamics of
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fatigue propagation is o f interest, then X-rays are also capable o f imaging microstructural 

defects [196] in a metal and a thin sample irradiated with a laser pulse can be probed by 

femtosecond X-ray pulses that probe the thin metal film to reveal the changes in the 

microstructure with an X-ray CCD camera.

A final comment on fatigue cycling is the endurance-limit strain. If the 

endurance-limit strain is indicative o f an incubation coefficient o f one, then it may be that 

very low fluence laser interactions will eventually cease to show multiple pulse damage. 

This would result in a change in the incubation coefficient as the number o f pulses 

increased for a particular laser wavelength and pulse width on a surface and may need to 

be investigated to determine whether the concept o f a constant incubation coefficient for 

a particular pulse width, independent o f the incident number o f pulses, is valid for 

high-cycle fatigue. Reports on high-cycle fatigue show that the relationships between 

stress and strain eventually break down [197] leading to this hypothesis about the limited 

validity range o f the incubation coefficient and its effect on nanomilling. 

Endurance-limit strain may also explain the results in Hashida et al. [42], where the 

threshold o f the pm/pulse ablation rate was an abrupt transition from machining to no 

visible ablation with incident pulse numbers exceeding 1 0 5.

Nanomilling is dependent on the incubation phenomenon and the mechanism of 

incubation o f damage in a metal by multiple pulse interaction with femtosecond laser 

pulses is an important contributor to this phenomenon. The experiments in this thesis 

raise the hypothesis that incubation may occur as discrete events in a burst-mode, which 

may be verified through future experiments investigating stress-strain cycling and fatigue 

in metals.
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Chapter 8

Conclusion

NIR femtosecond laser pulses can nanomill metal surfaces to depths smaller than 

the optical penetration depth. The shallowest depth o f ~2 nm has been achieved on a thin 

copper film surface using several thousand laser pulses at incident fluences well below 

the single-shot ablation threshold. Material removal was evident from the craters 

measured by WLI, the emission o f singly-excited copper atoms measured by a PMT, and 

the patterning o f SAMs in the nanomilled region. WLI scans o f femtosecond laser pulse 

patterning o f SAMs confirmed material removal with a morphology similar to that seen 

in nanomilling at fluences slightly more intense than the near-threshold regime.

TTM, with the melting threshold o f the metal used as the predictor for ablation, 

showed that the nanomilled region had peak lattice temperatures below the melting 

temperature. The maximum temperature o f a few hundred Kelvin occurred a few 

picoseconds after the peak of the laser pulse. The g-parameter, which describes the 

energy coupling o f the electron and lattice subsystem for femtosecond laser pulse 

heating, converged for the noble metals when the electron thermal conductivity model 

was changed from the traditionally used Sommerfeld approximation (proportional model) 

to the plasma model. The TTM also showed heating rates o f 1013 K/s, four orders of 

magnitude higher than rates using nanosecond laser pulses. These heating rates may alter 

the thermal-fatigue cycling in the metal, creating a stronger incubation effect where
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damage is more readily stored in the material. Limited heat deposition may also result in 

material removal in a burst-mode and is the subject o f further investigation.

NIR femtosecond laser pulse ablation o f metal surfaces was found to be strongly 

dependent on: the single-shot ablation threshold, the incubation coefficient and the 

reflectivity. Careful study of this parameter space has led to the understanding o f the 

discrepancies in the reported values for the ablation threshold for copper surfaces, and 

these parameters play a significant role in nanomilling. The reflectivity of a metal 

surface may not be known in many engineering applications and the use o f a detector has 

been shown to be able to monitor the nanomilling process to achieve the desired 

nanomilling accuracy.

Surfaces were shown to be nanomilled both thermally and ablatively by operating 

on molecular adsorbates. SAMs with a 2 nm thickness chemisorbed on a gold surface 

can be patterned by scanning a CW laser beam on the surface. The CW laser created a 

temperature rise whose lateral extent and peak temperature were dependent on the 

thermal properties o f the substrate and the laser scanning speed. Ultimate lateral feature 

sizes were limited to micrometers. Femtosecond laser pulses, whose removal mechanism 

was ablative, produced lateral feature sizes that were below the diffraction limit o f the 

focusing conditions resulting in ultimate line widths o f several hundred nanometers.

Extension o f the modeling o f ablation to explore the microscopic dynamics of the 

ablation process was achieved using an MD simulation o f silicon. A version of the MD 

simulation that was capable o f predicting the single-shot ablation threshold o f silicon 

from 800 nm, 100 fs laser pulses was modified to include avalanche ionization. The 

original code was strongly dependent on the TPA coefficient for pulse width scaling of 

the single-shot ablation threshold. A strong FCA and impact ionization mechanism, both 

of which model avalanche ionization, showed that the MD simulation o f silicon can start 

to predict the scaling o f the single-shot ablation threshold at longer pulse widths. Future 

work includes using the code to model the ablation dynamics in metals since the separate 

electron subsystem can be examined in detail.

Overall the thesis has advanced the understanding of ablation at intensities around 

the single and multiple shot ablation thresholds showing the control o f ablation processes 

to nanometer precision is possible.
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A. Discretization of the TTM

A.1 Formula development

The most commonly used TTM in the literature was the PTS-TTM with a 

spatially-independent thermal conductivity as given in equation (2.8). The TTM to be 

discretized is:

C.
dTe
dt

Te d %  
Th dz2

- g(Te - T L) + S ( z , t)

CL^  = g(Te - T L) 
dt

(A.1)

The discretization of the PTS-TTM in equation (2.4) with a constant thermal 

conductivity proceeds by replacing all the derivatives with their respective discrete 

equations (4.7) and (4.8) to get:

» T"+i - T "  k 0t ;  -  27)" + T}?,
7T,

c,
A t

c /;+1 -u.
At

U" Az2
- g ( T -  ~ U -)+ S -

(A.2)

Rewriting into the explicit time-marching format gives:

r p n + 1   r p n  ■ / C q

1 1 — l  i  ~ r  T  T  n  .  2 ( t ” - 2 T" +7;",)- —  
y u ; a z 2K 11 1 ’ y

( un  ̂
i — rp tl

\  i y yT,n
u n+1 =un + ^ ( r "  - u n)i i c  1

(A.3)

where all constants and variables have been introduced previously except for T" which is 

the current time value o f the electron temperature at node i and C7", which is the current 

time value o f the lattice temperature at node i.
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The above version of the TTM is not completely correct since the thermal 

conductivity is dependent on temperature and is therefore more appropriately written as:

C,
d T ^ = d_ 
dt dz

K(Te, T J
dTL 
dz

- g ( T e - T h) + S (z ,t)
(A.4)

To discretize the thermal conductivity, in the form o f [a(u)ux\x, we use the 

following scheme [201]:

[a{u)ux \  = - z r \ a ( u ) ^  
dx I dx ,

(A.5)

Ax

where:

(A.6)

The discrete form of the electron temperature in equation (A.4) is given below 

since the discrete equation for the lattice temperature in equation (A.3) is still valid:

T n+l = T n . 1 K0At f  T “ +T"
I l

gAt

r

2 yT"Az

'  U n '
1 !-

r p n

V l i J

Li+1 1 -S
xU-t ,+ u ;rfe-r)- 1 KgA t

2 yT"Az2

T n i rr n   ̂
i +  1 i- 1

* U n +C/B ,V U ( ^  i - 1 J

At

7r~n
s :

(A.7)
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For the plasma electron thermal conductivity in equation (2.9), the discretization 

o f the electron temperature equation is similar to that shown above except for the 

functional form using equations (A.5) and (A.6).

To discretize the laser source, I examined the three laser pulse widths o f interest 

for modeling in the TTM. The Top Hat, constant intensity over the pulse width, is used 

for simple calculations, though not available experimentally, and the Gaussian pulse and 

the sech pulse shapes are experimentally available pulse shapes. The source term in the 

TTM is:

S{z,t) = = a (  1 -  R)I{t)e-ca [W/m3] (A.8)
dz

where R is the reflectivity and a  is the absorption depth (m '1). The intensity distribution 

can be generalized as:

I ( x ,y ,t )  = I pkf ( x ,y ) g ( t ) [W/m2] (A.9)

where f[x,y) and g(t) are normalized functions giving the shape o f the intensity 

distribution in time and space. We know that:

\\\l(x ,y ,t)d x d y d t  = £ pulse [J] (A. 10)

where Evu\x  is the pulse energy. By integrating the functions /  and g  for real pulse 

shapes, we can extract cofactors that describe the peak intensity o f each source in terms 

of the pulse energy, a measurable quantity in the laboratory. Starting with the spatial 

term:
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A  \ \ f ( x , y ) d x d y  = 1

A  j]exP - 2
(x2 + / ) r/xr/y -1

/?! Jexpl -  2 -^y j dx  Jexpl -  2 dy - \
o y

A

A

2 [exp — 2 —r- jcfcc 
„ I J

(A. 11)
=  1

=  1

The integral o f the exponential from 0 to infinity was solved using a table of 

integrals [202], For the three temporal profiles, we have:

af Top Hat in time

i

A  Js’th (t)d t  = 1

M,=1 (A. 12)

b) Gaussian in time

All the pulse widths were described by their FWHM so they can be readily 

compared to the experimental parameters. For a Gaussian pulse, the relationship between 

the FWHM, r, and the characteristic pulse width cris:
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g G (0 = exp 

In

G

' n
V2y

f  t 2 '

V y

cr

a  =
2 V R 2 ]

(A. 13)

Rewriting the Gaussian distribution for the FWHM:

Pi  Jsg(0<*=1
-G O

°° f  t 2  ̂
Pi  Jexp -4 1 n 2 — dt = I

co

2/?2 Jexp(- a t 2)dt = 1; a =

■■■Pi —
1 4 In 2

41n2
(A. 14)

c) Hyperbolic secant squared

Applying the same technique as for the Gaussian distribution, the relationship 

between the FWHM, r, and the characteristic pulse width cris:

g s (0  = sech2 (f/cr)

s e c h - ' ^ l  = ^ ™

cosh 1 (V2 ) = - HWHM

a  ln[ V2 + VV2 -1  

r
21n(l + V2 )

r
2

cr =

(A. 15)
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Rewriting the pulse shape in terms o f the FWHM and integrating:

2/?2 J(sech(at))2cfr = 1; a = ^ + ' ^ )
A ^0

i p A — % i—\ = x'co sh  (at)

2 A =1

(A. 16)

a

: . p 2 = —ln(l + V 2 ) 
T

To determine the peak intensity o f the pulse for the TTM, you simply write:

[W/m2] (A. 17)

with the temporal distribution given by g(t) that matches the Pi for the particular pulse 

shape.

The stability analysis was applied to discrete equation for the electron temperature 

in equation (A.3) by setting the discrete lattice variable Up to 7o by assuming U" will not 

change appreciably with rapidly changing T". The electron-phonon coupling coefficient 

term (second term on the right o f equation (2.4)) was ignored since the time for the lattice 

to respond to the change in T" is longer than the time for the peak T" to be reached (point 

o f maximum change). The source term was ignored and the electron temperature 

variable was replaced in equation (A.3) with:

and the new equation was simplified to get an expression for a  < 1, which yielded:
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A t < - A z 2^  (A. 19)
2 k 0

This stability criterion was sufficient for all three forms of the thermal 

conductivity in this thesis.

A.2 Procedure for running the TTM

The numerical method was written in MATLAB and the main algorithm is given

below:

1. The simulation parameters were entered for the TTM. The basic parameters 

entered were substrate type (ex: Cu, Au), simulation length (L), peak fluence 

(0pk), pulse shape (Gaussian, Top hat, Hyperbolic secant squared), total 

simulation time (fT) and stability fidelity (A). The stability fidelity was a means of 

testing the stability o f the simulation with A/2 replacing the Vi in equation (A. 19).

2. The simulation subdivided the simulation into M  cells resulting in a spacing Az = 

L/M  and the time spacing At was calculated using the stability requirement in 

equation (A. 19).

3. The surface boundary layer, i -  0, was initialized to Tq for both the electron and 

lattice temperature systems at time n -  0.

4. The pulse shape was calculated for all time and space nodes with an offset so that 

the peak of the pulse occurs about five or six e-foldings in time after n = 0.

The time steps were iterated with three separate calculations occurring. The 

surface layer i -  0 was calculated, then a matrix calculation on nodes i = 1 to i = M -  1, 

followed by the calculation o f the rear boundary layer at i = M.

A.3 TTM filenames

The following MATLAB scripts are required for running the TTM on a basic 

installation o f MATLAB (no toolboxes required).
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TTM wmmdd.ni

The parameters for the simulation are entered in this file. It calls the rest 

of the scripts. By changing the material name using the full chemical name (Copper 

instead o f Cu) and the wavelength, the optical properties for that wavelength is retrieved 

from TTM_Material_Parameters.m. This script allows you to select between the PTS and 

HTS forms o f the TTM, and whether the thermal conductivity is constant, equation (A.3), 

variable, equation (A.7), or plasma, using equations (A.5) and (A.6) to discretize 

equation (2.9). The pulse shape is chosen as TopHat, Gauss or sech2 and the absorption 

is normal or ballistic. The peak fluence, defined in equation (A. 17) and the FWHM 

pulse width as shown above. The user also selects the g-parameter, the full temporal and 

spatial extent and the spatial divisions.

TTM Material Parameters.m

Using data collected from [22, 23, 25, 192], this script loads the material file 

(Cu.mat, for example) and provides the photon energy, the Sommerfeld parameter, the 

thermal conductivity coefficient, the lattice heat capacity, the reflectivity, the skin depth, 

the ballistic absorption depth, the melting temperature, the Fermi temperature and the 

plasma electron thermal conductivity parameters, if  the user did not override them in the 

TTM yym m dd.m  file.

Cu.mat

This file contains the n and k  values for the complex index of refraction, defined 

as n + jk , and the reflectivity for the material [23]. The user creates this file by extracting 

the data from the source and making a 4-column vector that is photon energy (eV), n, k 

and R. Files for copper, gold and tungsten exist at this time.

TTM v2 O.m

This script defines Az from the total spatial extent and the mesh divisions and 

calculates At from equation (A. 19). All nodal positions are created for space and time 

and the memory for the matrices is allocated for the temporal evolution o f the 

temperature o f the surface and rear boundary over time for the electrons and the lattice,
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the peak temperature excursion through the material for the electrons and the lattice and 

the laser pulse width for an entire time sweep. This speeds up the calculations and 

exploits the matrix mathematics engine o f MATLAB. The script named 

TTM_Finite_Difference_v2_0.m is called and after completion, all the data is saved to 

files with the parameters as descriptors.

TTM Finite Difference v2 O.m

This script is the discrete TTM for four cases: PTS with constant thermal 

conductivity, PTS with variable thermal conductivity, PTS with the plasma conductivity 

and the HTS, which by default has a variable thermal conductivity.

TTM PDF Page Plot v2 O.m

This script makes a pretty plot of the data for the user’s archives.
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B. Derivation of the Gaussian Beam Limiting Technique

In this appendix, the GBLT is derived that determines the threshold for material 

removal by a femtosecond laser pulse by measuring the diameter o f each o f the ablation 

spots. Starting from the electric field distribution o f a Gaussian beam spatial profile:

E(r, z) = E pk w(z)
exp

w  (z )
exp ~ J

V v

k r 2 N't

2 R(z)
(V/m) (B .l)

where EPk is the electric field amplitude, r is the radial spatial component and z is the 

direction along the optical axis. The minimum 1 e-folding electric field beam waist is 

given by wq and its change as the beam propagates away from the minimum beam waist 

along z is w(z). Other parameters for the electric field distribution are the Guoy phase 

shift at focus, <fiz), the phase front curvature, R(z), and the propagation wave vector, k.

This equation becomes the time averaged plane wave intensity field distribution 

in a medium with impedance rj as (p.70 in ref. [203]):

E (r ,z )E * (r ,z )  _  £ pk w]
I( r ,z )  =

2/7 2 /7  w  (z)

f  -.2 A 
- 2 -

w (z)
(W/m2) (B.2)

Since experiments are made at some point z\ along the optical axis, we can group 

the constants into a peak intensity component /pk at z\ and rewrite equation (B.2) as:

/( r ,z ,)  = / k(zi)exp (B.3)

GBLT experiments are done at the focal spot and the amount o f energy that is 

incident on the sample per unit area is calculated by multiplying the intensity in 

equation (B.3) by the pulse width rp and writing the beam waist at the focal spot as wq 

(now the 2 e-folding intensity beam waist), we get:
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By measuring the damage spot diameter and defining this radius as the ablation 

threshold, fa , equation (B.4) is rewritten as:

(B.5)

Solving for D  yields:

In rth

V ^ P k  J
(B.6)

D 2 = 2w l In
pk

</><

Equation (B.6) still has two unknowns and one of the unknowns is determined 

through independent measurement o f pulse energy. The peak fluence from the energy 

measured in a Gaussian spatial profile pulse is derived as:

= JW Y a
A

00 271
= J M * exp

0 0 V W0 J

= Jrexp
2 r

rdrd(f>

2 \
dr

\  wo j

.  . r ( i)  u',:
pk 2 2

pk
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Substituting equation (B.7) into (B.6) gives an equation used in the methodology 

for measuring the ablation threshold experimentally from the damage diameters.

(B.8)

In equation (B.8), a semi-logarithmic plot of the squared damage diameters

regression fit. Using this beam waist in equation (B.7), a new semi- logarithmic plot of 

the squared diameter against the incident fluence gives the ablation threshold at the 

intersection with the horizontal axis. Instead o f making two plots, one can see by 

substituting for the ablation threshold, $h, by using £ th in equation (B.7), gives the energy 

threshold at the intersection with the horizontal axis:

Using the errors from the diameter analysis, error propagation can be applied to 

the final ablation threshold value as will be shown in Appendix C.

against the pulse energy yields the 2 e-folding intensity beam waist in the slope o f the

(B.9)
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C. Reporting of the ablation threshold and incubation coefficient

C .l Error in the beam waist and the threshold energy for ablation

All independent errors can be formulated into a error for a formula y(xj) by the 

following (p. 75 in ref. [128]):

where y  is the variable o f interest, and x, are the dependent variables in the formula y(x,)> 

Sxi is the error for the variable x  when formulated as x = {jix ± Sc), where Sc is the one
•j t

standard deviation error (68.26 %). For the D  formula in equation (4.2), the errors m vv0 

and Epuise are considered independent since the errors in £puise arise from the calibration of 

the photodiode and the wo errors arise in user measurement error. The linearized form of 

equation (4.2) is:

where m is the slope and b is the intercept ,and a regression to 68.26 % would yield m = 

(jim ± dm) and b = (fXb± 5b). The errors in the beam waist are then:

(C .l)

(C.2)

dm
(C.3)

1 dm 
—
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As a check we see that the form of this error is similar to \n\ \q\ 5x!\x\ for q = xn (p. 66 in 

ref [128]).

The error in the energy threshold is obtained by first noting that it occurs when D 

is zero and Eth = exp(-b/m):

« * = ■ v dm j
dm2 +

\  db j
5b1

i exp
b_

v

/  L A

m
dm2 + \ exp

'  b ' r l V

v
db2

= exp
b ]  If dm'' 

V m ) v m  y
+

y m j \m  j

= exp
'  b ) l f d m Y ( b ) 2 f d b V / L ''2

v v m
+

\  u

b_
Km j

b f  ^ f  dm'
2 f  db)

exp ----- J + ---
m m j V I m 1 b )

(C.4)

The GBLT returns two beam waists to capture the slight ellipticity o f the beam 

waist and therefore has two energy threshold intercepts. To get the final energy 

threshold, a weighted average o f the two energy threshold is reported:

£weight= ^   (Q 5 )

2 > ,

where w, is the weight for the zth energy threshold, where i represents either the major or 

minor axis energy threshold and the weight w, is:

w, = t- L g- (C.6)

189

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Once the threshold energy for ablation is known, the threshold fluence is 

calculated. The ablation threshold fluence is calculated as:

7Z W  ■ Wmajor minor

The error in the ablation threshold fluence is calculated from equation (C .l) as:

SE„
\ 2

V ^ t h  J

+ ^ m a j o r
\ 2

W  ■ y  major J
+

dw„ \  2

, W  ■\  minor /

(C.8)

since we continue to assume all the errors are independent from one another.

C.2 Error in the incubation coefficient

The incubation coefficient is evaluated by equation (2.3) and the first step in the 

error analysis is to linearized it to:

1ii(JV^(JV))= ln (^ (l)) + ;in(AT) (C.9)

The incubation coefficient for a sample was evaluated from the single- and 

multishot ablation thresholds measured during the same experimental run. For several 

repetitions over different days, the weighted average o f the incubation coefficients would 

be reported and this would be calculated as shown in equations (C.5) and (C.6).

To evaluate the incubation coefficient for a sample, a least-squares fit was made 

of the collected single- and multishot ablation thresholds as shown in Chapter 8 in 

ref.[128]. This procedure also returned an uncertainty for the incubation coefficient.
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C.3 An example

The following example is a 1, 10, and 100-shot ablation threshold experiment 

performed on a copper thin film sample.

The calibration of the photodiode, with the voltage measured between the baseline 

and 100 /ts after the voltage peak time, against the Gentec power meter resulted in the 

calibration data on the left side o f Figure C .l. The laser pulse energy was calculated by 

dividing the measured power by the repetition rate o f the laser at 1 kHz.

>

I
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re
a>
■oo
■5
o+■>o.ca.
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5 E 800

4 *  700

3 600

2 500

•  Major Axis
± Minor Axis

1 400 - /

0 300
1e-4 2e-4 3e-4 10010

Gentec Power Meter (J) Energy (/jJ )

Figure C .l: Example of an energy calibration curve for a photodiode and beam
waist measurement for a 100 nm thin copper film sample used in the nanomilling 
experiments.

The regression line for the energy calibration data returned a slope of 21 327 V/J 

with an intercept o f -2.8 x 10'3 V. The intercept spanned -2.6 x 10'2 V and +2.0 x 10‘2 V 

in a 95 % confidence interval, meaning that the intercept could just as easily have been 

zero. When the 95 % confidence interval for the intercept spanned the value of zero, the 

intercept in the regression was ignored (set to zero). If the 95 % confidence interval did 

not contain span through zero, then the intercept (instrument bias) was used when
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calculating the laser pulse energy measured by the photodiode during ablation 

experiments. Calibrations were never forced  through zero!

As an indication of the precision o f the calibration, the one e-folding error was 

also calculated for the regression. Careful measurements should typically return 

precisions o f nearly 1 % (p.29 in [128]) and the above regression had a precision of 

0.4 %. The accuracy of the Gentec was listed as 3 % making the overall energy 

calibration with the photodiode accurate to approximately 3.4 % (treating the errors as 

additive). This error did not propagate further in the calculations since the regression 

analysis would need to be multivariate and unnecessarily complex since the major error 

in the experiments was in the diameter measurements as will be seen in the following 

discussion.

On the right side o f Figure C .l is the measurement o f the D 2 o f the major and 

minor axes o f the elliptical ablation spots for single shot ablation on the 100 nm copper 

thin film substrate. These diameters were measured in the MATLAB script described in 

Section 3.3.4. A regression analysis was made for each o f the axes o f the linearized 

equation shown in equation (C.2). The regression analysis o f these axes returned a slope 

o f 314.05 /xm2 and an intercept of -297.09 /xm2 for the major axis and a slope of
9  9287.06 /xm and an intercept o f -307.19 /xm for the minor axis.

The regression was instructed to return a confidence interval o f 68.26 %, which 

represents the one e-folding standard deviation o f the fit. This error was used as the 

standard for reporting errors throughout this thesis. The regression fit for the major axis 

returned a 68.26 % error (cr) for the slope o f ±6.4 /xm2 and a=  ±21 .4 /xm2 for the 

intercept. The regression fit for the minor axis returned cr= ±19.4 /xm2 for the slope and 

cr= ±64.1 |im 2 for the intercept.

From equation (B.9) and equation (C.2), the slope and intercept needed to be
1  / 9transformed from the linearized form. The slope was transformed by wo -  {ml2) and 

the intercept transformed by E& = exp(-b/m). The errors in these values were calculated 

as shown in equations (C.3) and (C.4), respectively, where dm/m and Sblb are the relative 

errors for the one e-folding errors reported by the regression fit. For example, Smlm for 

the major axis is 21.4/314.05. The resulting values in this example for the energy 

threshold and the beam waist were: (2.58 ±0.18) /xJ (a 7 % error) and (12.5 ±0.13) /xm
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(1 %) for the major axis and (2.91 ± 0.68) /xJ (23 %) and (12.0 ± 0.4) pm (3 %) for the 

minor axis.

The weighted average o f the energy threshold was calculated as shown in 

equations (C.5) and (C.6) to get Zsth = (2.60 ± 0.18) p j  (7% ). The weighted average 

gives higher precedence to values with smaller error, which is why the final value of the 

threshold is closer to 2.58 /xJ and the error is the same as the smallest error in the two 

measurements to within two significant digits. This error is also larger than that reported 

in the energy calibration and it was expected that a multivariate regression analysis would 

not have yielded a significantly larger error. If the errors reported by the regression 

analysis o f the squared diameters had been less than that of the energy calibration, then a 

multivariate approach would have been necessary to examine the contributions of all 

errors more closely.

Using equations (C.7) and (C.8), the ablation threshold fluence for this sample 

was calculated to be $h = (1100 ± 80) mJ/cm2, an 8 % error. Repeated experiments with 

this sample over several different days yielded other results o f (841 ± 44) mJ/cm and 

(858 ± 89) mJ/cm . The weighted average o f all three experiments was

(890 ± 40) mJ/cm2 as reported in Section 4.3 for the 100 nm thin copper film.

The experiment to determine the single-shot ablation threshold for the 100 nm 

thin copper film included experiments to determine the multishot ablation thresholds for 

10 and 100 shots on the same day. Using the same techniques as described in this 

section, the 10-shot and 100-shot ablation thresholds were determined to be 

(494 ±17)  mJ/cm2 and (338 ±11)  mJ/cm2.

To calculate the incubation coefficient, a least-squares fit to the three data points 

and their respective errors yielded 0.78 ± 0.02. Another measurement o f the 100 nm thin 

copper film gave an incubation coefficient o f 0.78 ± 0.01. The 83 % reflective 300 nm 

thin copper film had an incubation coefficient measured as 0.74 ± 0.02 and since this was 

close to the measured incubation coefficient o f the 100 nm film, the incubation 

coefficients were combined as a weighted average and reported to be 0.77 ± 0.01 as 

shown in Section 4.3.
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