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Abstract

This thesis contains an overview and theory for a variety of antenna shield-

ing structures, for the purpose of reducing interference and multipath issues due

to the antenna’s surrounding environment. Though such structures are rele-

vant to a variety of applications, particular focus is given to ground-penetrating

radar (GPR). For a GPR system, due to the high degree of loss an electromag-

netic (EM) signal experiences as it travels underground, extraneous coupling

due to multipath signals, such as those reflected from above-ground targets,

can potentially overwhelm any measured signal of interest. Though this can be

mitigated using metallic shields, any practical finite shield structure is going

to suffer from diffraction effects, which cause additional back and sidelobes.

Additionally, the shield itself will alter the antenna’s time-domain response,

which can affect GPR system performance. To solve these issues, this work

considers radar absorbing materials, which can be used to prevent reflection

and dampen currents on a metal surface. This work also considers a variety of

metallic shields, such as ground planes, cavities, and high-impedance or elec-

tromagnetic bandgap (EBG) surfaces, and mechanisms which either cause or

suppress diffraction on these structures. These structures are also studied in

the time domain, to elucidate how these shields perturb an antenna’s response
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when excited by a broadband pulse. Generally, the excitation of surface waves

is found to play a prominent role in diffraction around these shields, and the

Sommerfeld half-space problem is considered as an analytical solution for the

excitation of surface waves by a dipolar source. This solution can also readily

extended for dipoles above multilayer absorbing materials. Finally, this work

presents the in-depth study of a choke ring shield, together with the fabrication

and measurement of a choke ring shield loaded with an absorber to suppress

ringing effects within the shield’s central cavity. Some potential further designs

based off the principles from this thesis are also presented.
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Preface

This thesis includes contributions from two other publications. The first

is titled “Investigation of choke-ring structures for ground-penetrating radar”,

and is published in the IEEE 2017 Antennas and Propagation Society and URSI

USNC International Symposium Digest, with the full reference as given in the

bibliography [1]. This was a collaborative work between Sensors & Software and

the University of Alberta. Some of the background material on time-domain

signal issues for GPR systems as written in Chap. 1 was first published in

this work. This work also introduces the relative forward power (RFP) metric,

which is described in this thesis in Chap. 3. I am the primary author of this

work in terms of design, concept, and writing, with additional guidance and

expertise on GPR provided by our colleagues with Sensors & Software.

The second publication this thesis draws from is titled “Choke Rings for

Pattern Shaping of a GPR Dipole Antenna” for publication in IEEE Transac-

tions on Antennas and Propagation. This work describes the Kaiser pulse used

in Chap. 3, one of the parametric studies described in Chap. 5, and makes up

the large majority of Chap. 6. I am similarly the primary author of this work.

The work in this thesis has also influenced a third publication, “Minia-

turization of a Folded Dipole Antenna for Narrowband Sensing Applications”

for publication in IEEE Transactions on Antennas and Propagation (under re-

view), though none of the material is reproduced in this thesis. My contribution

in this work included balun layout and modeling, assistance with the measure-

ment setup, as well as editing and organization of the paper.
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Chapter 1

Introduction

The long-standing interest in microwave or radio frequency (RF) research can

ultimately be attributed to the value of wireless technologies that are possible at

these frequencies. The term microwave frequency is somewhat vaguely defined,

but typically includes frequencies from around single-digit gigahertz frequen-

cies up to tens of gigahertz, while lower frequencies from tens to hundreds of

megahertz are usually considered RF. Though this thesis is titled “Microwave

Shielding Structures with Applications to Ground-Penetrating Radar”, devices

can generally be scaled to any frequency range desired, and this work applies

to both frequency ranges.

1.1 Ground-Penetrating Radar

Though this work is applicable to a variety of communications or radar appli-

cations, special attention is paid to ground-penetrating radar (GPR). Though

some systems use frequency modulation, most GPR systems operate in the

time domain, using short electromagnetic (EM) pulses to image underground

objects. Due to material mismatch between an object and the surrounding

medium, a buried object will reflect incident radiation. By measuring the re-

sulting time delay, the object’s depth underground can be inferred. This has
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a variety of academic and commercial applications; for example, it is widely

used to study geological features including bedrock depth, soil composition,

ice-sheet thickness, and ground water levels, with applications towards envi-

ronmental studies, geophysics, construction, and natural resource exploration.

GPR systems usually use a bistatic setup, with transmit (Tx) and receive

(Rx) antennas a fixed distance from each other. To create an image, GPR

systems are scanned along the ground surface. As the GPR system’s above-

ground position varies, the distance from the underground object of interest

will vary. Thus, the time-delay of the reflected pulse will vary, and the under-

ground object’s “apparent” depth will vary. The scanning of the GPR system

over position creates an apparent depth that varies as a function of position,

resulting in a hyperbolic arc for each underground reflecting object. An ex-

ample of this is shown in Fig. 1.1. Since each arc can be related to a single

reflecting target, the arc’s apex reveals the target’s overall depth. The shape

of the arc is determined by the speed of light underground, which is used to

infer the target’s depth from the time delay of the reflected signal.

Though GPR is considered a fairly mature technology, it faces considerable

technological difficulty. For accurate resolution, GPR systems need extremely

large bandwidths, which can range from 2–3 octaves, up to even a decade

of bandwidth. Due to the loss characteristics of common ground materials

such as clay or soil, and the effect of moisture on these loss characteristics,

the upper operating frequencies of GPR systems are limited [7]. Operating

frequencies range from as low as 10 MHz, up to roughly 2 or 3 GHz. Since a

GPR system is scanned over the measurement area, system size and weight is

a major constraint, especially for systems operating at lower frequencies.

Due to the high degree of attenuation experienced by signals propagating

underground (as an example, wet clay has an attenuation as high as 100 dB/m [8]),

signals reflected from an underground target can be easily overwhelmed by

other stray signals, such as those coupled directly from Tx to Rx antennas, ex-

2



Figure 1.1: How GPR images are generated by the above-ground scanning of
a GPR system [2].

ternal interference noise, or reflected from above-ground obstacles. Multipath

signals reflected from unwanted targets are specifically referred to as clutter.

Since noise can often be averaged out of a measurement, clutter signals are the

major limiting factor in a GPR system measurement. Other late-time signals,

such as due to resonant ringing phenomena, are similarly detrimental to a GPR

system. Late-time ringing—also known as ringdown in the context of GPR—is

especially problematic, in that if the rate of decay of the ringing is less than

the rate of decay of signals as they propagate underground, then the ringing

will generally obscure all underground signals below some particular depth,

depending on the amplitude of the ringing [9].

To avoid clutter and above-ground interference, GPR antennas generally

need to be designed to limit radiation to a single radiating hemisphere. Though

high-gain antennas with high front-to-back ratios seem to fit this constraint,
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such antennas are unsuitable for GPR due to limited beamwidths, which may

not be able to measure over sufficient angles required to generate the hyperbolic

arc shapes necessary to identify an underground target. Additionally, high-

gain antennas are often large, and may be limited in terms of wide-band pulse

characteristics. Rather, simple dipole antennas, with some variety of shielding

are much more common, with the most common shielding being some variety

of cavity [10, 11]. Cavities however, have been known to introduce late-time

ringing into the antenna system [9]. As a result, there has also been some

interest in absorbing materials to try and limit the impact of the cavity on the

time-domain response of the antenna [1, 12].

1.2 Other Applications

This thesis generally considers microwave structures used to shield and reduce

interaction between antennas and their external environment. Beyond GPR,

the results are useful to a much wider set of applications. For example, many

ground antennas for satellite communications have similar requirements for

antenna patterns as GPR, with wide hemispherical coverage, but isolated to

a single hemisphere of radiation [13, 14]. Similarly, many of the same struc-

tures used to reduce coupling in antenna arrays are similarly applicable to the

reduction in coupling between Tx and Rx GPR antennas.

1.3 Scope & Organization

Chap. 2 and 3 both look at the state of the art of shielding structures, and

contain a large review of the literature. Chap. 2 in particular looks at mi-

crowave absorbing materials, with attention paid to trade offs in thickness and

bandwidth, while Chap. 3 considers finite ground plane and related structures,

such as cavities and electromagnetic band-gap (EBG) surfaces, with a focus on
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diffraction effects for finite shields. Chap. 4 looks at surface wave solutions,

and how surface waves are excited by dipoles, dependent on the polarization

of the dipole fields. This also includes an exact solution method for dipoles

above various ground-plane, high-impedance, or absorber surfaces. Chap. 5

and Chap. 6 focus on a choke-ring shield design, with Chap. 5 studying the

effects of particular design parameters on choke ring performance, and Chap.

6 discussing fabrication and measurement of choke-ring shields, along with

comparable cavity shields. Additional material on signal processing and time-

domain signals included in Appendix A. Though this material is important to

the interpretation and analysis of time-domain signals for pulsed antennas, the

material is somewhat peripheral to the discussion of antennas themselves, and

is thus left for an appendix.

1.4 Simulation Details

Two different numerical EM solvers were used to produce data in this thesis.

HFSS using the finite-element method was used for all frequency-domain data.

Adaptive meshing was used, with a convergence criteria of S-parameter vari-

ation below 0.005, with a minimum of two converged passes. Second order

(quadratic) basis functions were used. Time-domain data was produced using

CST microwave studio’s finite-difference time-domain (FDTD) solver, with a

variable mesh size of maximum λ/10 at the highest frequency.
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Chapter 2

Absorbers

This chapter will consider a variety of microwave absorbing structures, with

a thorough review of the literature. A typical application of absorbers is mi-

crowave measurements, where undesired reflections from the environment can

introduce error into the measurement. By covering reflectors with absorbers,

these multipath effects can be reduced. Absorbers can also be incorporated into

an antenna design, such as by using them to coat unwanted radiating surfaces.

Microwave absorbers are often designed using circuit principles, as applied

to a normally incident plane wave. Absorber design is closely related to the

design of filters or matching networks, and share many of the same theoretical

principles. Absorbers can often be classified as either resonant, or non-resonant

[15]. Resonant absorbers typically achieve good matching close to a single

frequency, often through a destructive interference mechanism. In contrast,

non-resonant absorbers work by creating a tapered match to free space, and

have a more broadband response. This is usually at the cost of size, where a

longer electrical length is necessary to create the smooth taper.
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2.1 Salisbury Screen

The Salisbury screen, pictured in 2.1, is a classic microwave absorber, devel-

oped for microwave and radio frequencies during WWII, and named after its

inventor [16]. This absorber modifies a metallic surface, preventing reflection

by absorbing incident radiation at a single frequency. It achieves this through

a λ/4 resonance, and is thus usually considered somewhat impractical due its

large thickness and narrow bandwidth [15, 17]. Nevertheless, it is one of the

simplest, and most fundamental absorber designs, from which other designs

can be understood, and well worth studying.

λ/4

Resistive sheet

Incoming
radiation

Figure 2.1: Geometry of the classic Salisbury screen, which achieves absorption
by spacing the resistive sheet a resonant length away from the backing metallic
plane.

The Salisbury screen absorbs radiation through ohmic loss in a resistive

sheet, which is placed a distance of λ/4 from the backing metallic plane. For

an incoming plane wave at normal incidence, the λ/4 separation of the resistive

sheet from the metallic surface can be modeled as a transmission line, which

transforms the short-circuited metallic surface into an effective open circuit.

The resistive sheet enforces a ratio between the tangential electric and magnetic

field components, which is termed the surface impedance. For an isotropic

surface in the x-y plane, the surface impedance (sometimes referred to as the

sheet impedance) is defined by the relations:

Zs =
Ex
Hy

= −Ey
Hx

(2.1)
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For electrically thin sheets, the surface impedance depends on both the thick-

ness and bulk conductivity. For sheets where the resistive loss dominates, the

surface impedance is given by the equation [16]:

Zs =
1

σt
(2.2)

where t is the surface’s thickness. In parallel to the open circuit created by

the λ/4 separation, the plane wave sees an effective input impedance equal to

Zs. By setting Zs equal to the free-space wave impedance η = 377Ω, the plane

becomes perfectly matched, and all incident energy is absorbed.

The above presents a basic analysis of the Salisbury screen, for which there

are further practical considerations. Realizability of the resistive sheet is of

great importance. Such sheets are commonly fabricated using carbon com-

pounds embedded in a plastic or polymer substrate [18, 19, 20]. Furthermore,

resistive sheets can also have a significant capacitive component, depending on

the dielectric constant and thickness of the sheet [17, 21], which tends to reduce

the resonant size. Finally, a common variation is to miniaturize the structure

by increasing the dielectric permittivity value between the resistive sheet and

the metal surface, reducing the size by altering the wavelength inside the di-

electric. This comes at the cost of bandwidth, with higher values of dielectric

constant reducing both size and bandwidth [22].

2.2 Jaumann Absorber

The Jaumann absorber attempts to improve upon the small bandwidth of the

Salisbury screen through the inclusion of multiple resistive layers, shown in

Fig. 2.2. For each additional layer, the number of design parameters increases

significantly, along with design complexity. One common design strategy is

to choose a constant λ/4 spacing between all the sheets, making the response

around this frequency flatter, and thus improving bandwidth [21]. To achieve a
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∼λ/4

Resistive sheets

Incoming
radiation

Figure 2.2: Example of a three-layer Jaumann absorber, which uses multiple
resistive sheets spaced at lengths that are approximately resonant.

broader response however, a more optimal design is to slightly detune the spac-

ing away from λ/4. Since each additional layer potentially adds another zero in

the reflection coefficient as a function of frequency, this has the effect of spread-

ing out the zeros over a wider bandwidth [23], thus improving the bandwidth

for a given reflection level. This approximately produces a maximum band-

width response, which is a common design goal for Jaumann absorbers. There

are alternative design optimizations however, including Chebyshev or Butter-

worth responses [24, 25]. Another prominent Jaumann design methodology is

to use a non-resonant spacing between resistive layers, choosing a smooth taper

of surface impedance values [25, 26]. This has the effect of creating a smooth

transition into free space, providing broadband matching, especially at higher

frequencies.

Jaumann absorbers suffer from many of the same practical issues and non-

idealities discussed for the Salisbury screen. Sheets with some thickness and

dielectric constant will have a capacitive component, which needs to be taken

into account when designing such an absorber [23, 27]. Due to the large number

of design variables necessary to consider when optimizing a multilayer Jaumann

absorber, there has been a large focus in the literature on computational meth-

ods for design, with a particular focus on genetic algorithms [27, 28, 29]. In

addition to their ability to optimize the reflection coefficient over some band-
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(a) Top view. (b) Origin of the LC resonance.

Figure 2.3: The Sievenpiper high-impedance surface [3].

width, genetic algorithms have the advantage of being able take material con-

siderations such as weight and mechanical stability into account, while selecting

from a discrete library of available materials [30, 31]. It is also possible to de-

sign Jaumann absorbers that work at oblique angles, which is a topic of some

interest [32, 33].

2.3 High-Impedance Surface Absorbers

In recent years, there have been a huge variety of absorbers based on high-

impedance metasurfaces, or similar metamaterial inspired surfaces. Even though

they are inspired by metasurfaces more generally, these structures developed

out of the literature on frequency selective surfaces (FSS), and similar ab-

sorbers based on FSS design are also commonly referred to as high impedance

surfaces [34, 35, 36]. These are also referred to as EBG surfaces. We shall start

by considering one of the simplest, which is an absorber related to the high-

impedance Sievenpiper surface [3, 34], shown in Fig. 2.3. The Sievenpiper

surface can be understood as achieving an LC resonance, with the resonant

portion contributed by inductive vias, and the capacitance through the gap
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capacitance between patches. In this capacitive gap, electric field magnitudes

are enhanced, and a high degree of loss can be achieved by loading it with a

resistive material, or lumped resistor. Conceptually, this absorber works on a

very similar principle to the Salisbury screen, in that it uses an open-circuit res-

onance to achieve a purely resistive surface impedance at the design frequency.

Compared to the Salisbury screen however, this design is greatly miniaturized,

as a result of the LC resonance. Ideally, the lumped-element resistance between

patches should be 377 Ω. In practice, due to additional metallic and dielectric

losses, it will need a resistance value of somewhat higher than 377 Ω [37].

For the Sievenpiper surface, the via is thought to contribute to the in-

ductance in the LC resonance. For a normally incident plane wave however,

the electrical length through the metal-backed dielectric provides a similar in-

ductance regardless of the via [38]. It has thus been noted that while the via

increases the performance of a high-impedance absorber at oblique angles, they

are not generally required [39, 40]. A large variety of such via-less absorbers

have been developed, usually by backing a lossy FSS design with a ground

plane, separated by a dielectric. Though there exist designs using lumped-

element resistors as the loss mechanism [41], many more form the entire FSS

out of a single material layer that can be described by its surface resistance

[35, 36, 42, 43]. There also exist some designs that use a purely metallic FSS

structure, incorporating loss instead into the dielectric layer [44, 45].

In terms of FSS design, there exist a large variety of geometries, such as

patch, cross, Jerusalem cross, ring, concentric rings, etc. [46, 47] that can po-

tentially be incorporated into an absorber. Despite the vast range of available

shapes however, most can be understood in terms of simpler circuit models.

Capacitive structures are common, with elements such as the patch being de-

scribable by a pure capacitance at asymptotically low frequencies. Since the

ground plane as separated by the dielectric spacer is inductive at lower frequen-

cies (up to the λ/4 resonant length), the FSS element needs to have an effective
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capacitive impedance to achieve the LC resonant condition necessary for ab-

sorption. Hence, all of the most efficient high-impedance absorber designs use

FSS elements which are capacitive at low frequencies [48]. This also provides

a connection to the Salisbury screen and Jaumann absorbers discussed above,

which see miniaturization when using resistive layers with an additional capac-

itive reactance. At higher frequencies, such FSS elements are often described in

terms of series RLC networks, or even more complex multi-resonant networks

[49]. These multi-resonant networks have a role similar to the additional layers

of a Jaumann absorber, in that they add additional zeroes to the reflection coef-

ficient, and allow for a reflection coefficient optimized over a wider bandwidth.

There are also examples of multi-layer FSS designs which achieve a similar re-

sult, with the advantage of a simplified FSS unit cell geometry compared to

single-layer designs [48, 49].

2.4 Dielectric Absorbers

Some of the most common microwave absorbers in use today are tapered di-

electric absorbers. Their invention goes back to the 1950s, and the concurrent

development of anechoic chambers [26]. The basic design philosophy was to cre-

ate a tapered loss profile, to create a broadband match to free space [50, 51, 52].

This loss profile can be made by varying conductive inclusions, such as carbon

black, within a dielectric matrix. Often, the matrix is chosen to have a dielec-

tric constant close to free space, to reduce reflection. Another common method

is to taper the geometry to achieve matching, such as in the case of pyramidal

absorbers [53]. Since it is not practical to continuously taper material prop-

erties, multilayer structures that approximate a smooth taper are much more

common. There are also examples of multiband, or thin resonant absorbers,

which take advantage of destructive interference to achieve absorption [52, 54].

Multilayer dielectric absorbers share many of the same advantages and diffi-
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culties as Jaumann absorbers. In particular, due to the large number of design

parameters with each additional layer, optimization can be extremely difficult.

Much of the modern literature thus focuses on numerical optimization, partic-

ularly genetic or similar algorithms that are capable of designing from a library

of available materials [55, 56]. There is also a lot of interest in material design

and characterization, especially of carbon nano-composite materials [57, 58, 59].

2.5 Ferrite & Magnetic Absorbers

Ferrites, or more generally any material with a magnetic response, have been

found to enhance absorption and reduce thickness in a variety of designs [21,

26, 52, 60]. One way to understand this is that a plane wave reflecting off

a metal plane has an enhanced magnetic field. Any material with magnetic

loss placed close to a metallic reflector will thus see enhanced absorption. In

analogy to designs like the Salisbury screen or high impedance surfaces, which

place a resistive layer where an open-circuit response is achieved, a magnetically

lossy sheet in front of a short-circuit will see enhanced loss. Such a single layer

absorber, or the multi-layer extension, is sometimes referred to as a Dallenbach

layer [61, 62].

Much of the literature on multilayer dielectric structures discussed earlier

is similarly applicable to multilayer absorbers with magnetic properties; much

of it considers both electrical and magnetic materials in a general framework.

Since the major drawback of ferrite absorbers are usually weight and reduced

permeability at high frequencies [63], most of the literature has focused on fer-

rite compounds or composites that address these issues. For example, so-called

M-type ferrites have been successful at increasing the magnetic response at

higher frequencies, with thin absorbers demonstrated up to X-band frequen-

cies [64, 65]. A wide variety of nanocomposites composed of variously carbon,

ferrite, or iron compounds have been considered, with the advantages of being
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both lightweight, and having tunable properties, depending on the inclusion

concentrations [66, 67, 68]

2.6 Metamaterial Absorbers

Metamaterial absorbers take a very different design approach compared to more

traditional absorber designs, through the direct engineering of effective material

parameters using artificial periodic structures. Much of the original interest in

metamaterials was spurred by the promise of the exotic properties of negative

refractive index materials [69], and then finally the experimental realization of

such a material [70]. In the context of a negative refractive index, a common

method was to design for εr = −1 and µr = −1, such that the wave impedance

η =
√
µ/ε inside the material was matched to free space. Achieving these

negative values however, typically requires a resonant condition that tends to

enhance loss, and contributes an additional imaginary portion to the material

parameters. Though undesirable for applications requiring the negative refrac-

tive index, this was used to design an effective medium with a high degree of

loss, and perfectly matched to free space [71]. Notably, unlike designs consid-

ered previously, this one does not rely on the presence of a backing conductor.

In designing an effective medium, mechanisms to modify both the mag-

netic and electric response need to be considered. The thin wire medium is a

commonly cited example of an electric plasma at microwave frequencies, which

exhibits a plasma resonance [72], and has been used in many metamaterial

designs. A magnetic response can be had using split ring resonators, or spiral

resonators [73, 74]. There are also designs that achieve both a magnetic and

electric response in a single element, or take advantage of coupling between

electric element layers to achieve the magnetic response [71, 75, 76].

Since metamaterial absorbers rely on typically narrowband resonances, there

have been efforts to create more broadband designs. This can be done, for
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example, by stacking metamaterial layers tuned for multiple closely-space fre-

quencies [77], or using elements with a multiresonant response [78]. A similar

approach has been used to design multi-band absorbers as well [79, 80].

One problem that has hampered the development of metamaterial ab-

sorbers is the difficulty of design. Given the difficulty of engineering frequency-

dependent ε and µ directly, it is not immediately clear what the advantage

of metamaterial designs are compared to similar FSS designs. There is also

an ambiguity of terminology, in that many designs which use periodic unit

cells are variously referred to as metamaterial, even when effective material

parameters are not considered in the design. It has also been suggested that

multilayer metamaterial absorber designs fit generally within the framework of

FSS absorber design [81]. Nevertheless, metamaterial research has been incred-

ibly influential on absorber design, and is another paradigm in which absorbers

employing periodic unit cells can be understood.

2.7 Thickness-Bandwidth Limitations

In the above-considered designs, there has been a general pattern where res-

onant structures were capable of producing thin, narrowband absorbers, in

contrast to tapered or multiresonant absorbers, which were capable of greater

bandwidths, at the expense of thickness. This has been shown to be a con-

straint of causality, limited by the inequality [82]:

−
∫ ∞

0

ln |Γ(λ)|dλ ≤ 2π2µsd (2.3)

where Γ is the reflection coefficient, d is the total absorber thickness, and

µs is the average static relative permeability of the absorber. Since ln |Γ| is

essentially the reflection coefficient as measured on a logarithmic or decibel

scale, the integral in Eq. 2.3 can be understood as representing the total

bandwidth of an absorber. In this sense, Eq. 2.3 shows how the absorption
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over all frequencies is limited by the thickness of the absorber, together with

its permeability. This is comparable to similar limits on broadband matching

networks [83, 84]

One important implication is that all non-magnetic absorber designs have

fundamentally the same bandwidth limitations, and that the only way to mean-

ingfully increase bandwidth is to use a thicker absorber, or include magnetic

materials. It is also insightful to recast the integral of Eq. 2.3 as an integral

over frequency.

−
∫ ∞

0

ln |Γ(f)|
f 2

df ≤ 2π2µsd

c
(2.4)

The 1/f 2 factor in this form shows us that low-frequency bandwidth is more

“expensive” compared to at higher frequencies, and that there is no general

limit on absorption at arbitrarily high frequencies. If we use some given reflec-

tion level, such as reflection below −20 dB, as our criteria for bandwidth, then

this equation has a simpler interpretation.

− ln |Γ|∆f
fav

< 2π2µs
d

λav

(2.5)

In this form, ln |Γ| is now our chosen level of acceptable reflection, λav. is the

average wavelength over the bandwidth, fav = c/λav. is the corresponding av-

erage frequency, and ∆f/fav is the fractional bandwidth about this frequency.

This form of the equation directly relates a given reflection level to both the

fractional bandwidth, as well as the absorber thickness as a fraction of a wave-

length. There are some non-magnetic absorber designs that have gotten very

close to this limit [85].

As a note of caution, fav is not the arithmetic average of the upper and

lower frequencies of the band, but rather the geometric average. For narrow

bandwidths however, the two are approximately equal.

As an example, given a non-magnetic absorber that achieves uniform −20 dB

matching over its bandwidth, with a bandwidth between 0.5 GHz and 2.5 GHz,
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what is the minimum thickness of this absorber? For easier calculation, we can

use an alternate form of Eq. 2.5.

− ln |Γ|
(

1

flow.

− 1

fupp.

)
<

2π2µsd

c
(2.6)

Given the above constraints, we find that a minimum thickness of 5.6 cm is

required. This is a hopeful result, in that absorbers operating over a realistic

GPR bandwidth of 2.3 octaves are possible using thicknesses of roughly λ/10 at

the lower frequency. With the additional use magnetic materials, which tend to

perform well at lower RF frequencies, it seems likely that absorbers that work

over large bandwidths at GPR frequencies could reasonably be developed.
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Chapter 3

Ground-Plane Shields

The previous chapter considered absorbing materials, which are a common

way of isolating reflecting structures from an exciting antenna. An example

application might be to coat nearby scattering structures to reduce clutter in

a radar measurement. A complimentary approach, however, is to use antenna

pattern-shaping structures such that such that the radiation is reduced in the

direction of scattering structures. This is applicable in situations for example

where the antenna needs to operate in variable environmental conditions, where

the user does not have strict control over the surrounding environment. While

there are array designs that achieve this goal [86], such structures are often

very large, expensive, and often require complex feed networks. Instead we will

consider simpler ground plane and similar structures. We will also consider

high impedance surfaces, which fulfill a similar role, and solve some of the

issues seen in conventional, finite ground planes.

3.1 Finite Ground Planes

Ground planes are integral to a large number of antenna designs, and are used

in applications where it is desirable to isolate radiation to a single hemisphere.

While this is true for ideally infinite ground planes, the finite truncation of a
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ground plane can significantly affect an antenna’s properties. For example, in

the case of vertical monopole antennas mounted above a ground plane, varia-

tions in input impedance between 5% and 20% were seen for ground planes up

to 6.1λ in size [87, 88]. This variation tended to oscillate as a function of both

ground plane size and frequency, suggesting a resonant interference effect, which

was attributed to scattering from the ground plane’s edges. Interestingly, this

effect has been used to tune the input impedance of an ultra-wideband (UWB)

vertical monopole at the lower-frequency edge of its bandwidth, with enhanced

matching for a 1λ diameter ground plane [89]. Ground plane size has similarly

been found to affect impedance characteristics of ground-plane-backed spiral

antennas, where similar oscillatory behaviour with frequency tends to obstruct

their wide-band impedance properties [90, 91, 92, 93].

Finite ground planes can also significantly alter an antenna’s radiation char-

acteristics. This has been most widely studied in the context of microstrip patch

antennas. Similar to the periodic effect on input impedance, gain was found

to have a periodic dependence on ground plane size, with gain enhancement

for planes of around 1.2λ in size. Patch antennas also saw increasing back

lobe for smaller ground plane sizes, but especially for ground planes 0.5λ and

smaller [94, 95]. Similar results exist for slot antennas as well [96, 97], with

input impedance effects generally also applying to these antennas.

3.1.1 Diffraction Effects

A common interpretation of these effects is that they are due to the excitation

of surface wave modes, which are supported on a metal-backed dielectric sub-

strate. These surface waves, as they encounter discontinuities, tend to scatter,

resulting in a radiated as well as reflected component. This is especially the

case at the edge of a finite ground plane, and surface wave suppression thus has

the effect of reducing diffraction around the ground plane [96, 98, 99]. Resis-

tive tapers or absorbers at the edge of the ground plane are a common design

19



method to reduce these diffraction effects [90, 91, 92, 93, 100, 101].

Edge diffraction effects are often modeled by treating the edge as an addi-

tional source, with the most common model of this variety being the geometrical

theory of diffraction (GTD) [88, 102, 103, 104]. It is worth noting that these

models tend to be asymptotic, and do not work for smaller ground planes, a

guideline being that the ground plane edge should be at least λ/4 from the

antenna.

Though this discussion has focused on surface waves, these models do not

necessarily rely on the existence of closely bound surface-wave modes, and

predict similar diffraction effects when no dielectric is used. Note however that

surface-wave modes are generally non radiative except at discontinuities. As

a result, surface waves tend to travel along a ground plane with much lower

path loss compared to usual spherical wave fronts, which results in enhanced

field magnitude and diffraction at the ground plane edge for a surface wave.

Without a dielectric, no bound surface-wave modes exist, and currents on a

ground plane will experience radiation loss as they travel to the edge, reducing

the diffraction effect.

3.1.2 Small Ground Planes

For smaller ground planes, the radiation pattern can depart even more radically

from the infinite case. In some cases, a small ground plane backing an antenna

may enhance radiation in the back direction, rather than suppress it. Antennas

of this variety are referred to as backfire antennas [105]. Backfire antennas were

originally developed from Yagi-Uda designs. In a typical Yagi-Uda design, there

are thin-wire director and reflector elements. The original backfire antenna

placed a large reflecting ground plane at the endfire direction of a Yagi-Uda

antenna. The result was that typical Yagi-Uda endfire radiation would reflect

off the ground plane, and be forced to travel down the antenna structure,

but in the opposite direction, eventually radiating out of the direction usually
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considered backfire [106]. This resulted in a gain enhancement in the range of

4–6 dB.

This was conceptualized as being effectively a leaky cavity antenna, with

energy trapped between two reflector elements, and leaking out the direction of

the smaller of the two reflectors. As the design evolved, the thin-wire reflector

element was replaced with a circular plane reflector, and the director elements

were removed entirely. This new design was referred to as the short backfire

antenna [107, 108]. The smaller of the two reflecting discs however, required a

diameter of around 0.5λ or less, and could be conceived as acting like a tradi-

tional Yagi-Uda director element, but in a planar disc geometry. There is also

an example of a backfire helix antenna, which switches from endfire radiation

to backfire as the radius of its ground plane is decreased [109]. This design

uses a 0.29λ diameter ground plane, and achieves a 10 dB gain in its backfire

direction, while having otherwise typical dimensions for a helix antenna.

3.1.3 Cavities

Cavity shields are a typical shield variation, fulfilling the same role as a ground

plane in most applications. Cavity shields are often perturbations on a similar

ground plane shield, where a small rim is added to the ground plane, with the

effect of improving gain as well as reducing back and side radiation [94, 110].

Larger cavity walls up to a height of λ/4 are also common [108, 111]. These

cavities can roughly be thought of blocking line-of-sight radiation, making them

an attractive choice for reducing coupling of side-by-side antennas, such as for

GPR antennas [11, 12].

Analytical models for cavity shields are relatively sparse. What models do

exist tend to consider the fields inside the cavity as waveguide modes, treating

the aperture fields as an equivalent source [112, 113]. There is however, a

rich literature on plane-wave scattering from open-ended cavities. A variety of

analysis techniques have been used for the scattering problem, including but not
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limited to ray tracing, waveguide-modal models, GTD, and numerical models

[114, 115, 116, 117, 118]. Some of the results of this literature include the

cavities acting similarly to metallic cylinders below the cutoff frequency of the

lowest-frequency mode, as well as enhanced scattering at angles corresponding

to waveguide mode angles at that frequency. It is suspected that similar results

should hold for an exciting antenna closely spaced to a cavity shield.

3.1.4 Electromagnetic Band-Gap Structures

Designs using EBG surfaces have been successfully used to reduce diffraction

effects on finite ground planes, and reduce coupling to nearby structures. The

EBG property specifically refers to the lack of propagating modes along the

surface within particular frequency bands. As a result, EBG structures prevent

the propagation of currents and radiation along their surface. As an alternate

mechanism, surfaces that re-radiate currents excited on them as leaky waves

may also be considered EBG structures. In this case, the re-radiation tends to

attenuate currents along the surface. EBG surfaces are typically realized using

periodic structures. Influential EBG structures include the Sievenpiper surface

[3], the uniplanar compact EBG [119], and corrugated surfaces. Corrugated

surfaces are notable in particular for their anisotropy, which has been used

to design the so-called soft surface, capable of blocking radiation of different

polarizations in different directions [120]. This is described in greater detail in

Chap. 4.

Typical applications for EBG surfaces include the reduction of coupling be-

tween nearby antennas [121, 122, 123], or antennas and their surround environ-

ment (e.g. lossy dielectrics for cellular antennas) [124]. By reducing currents at

the edge of an EBG ground plane, EBG surfaces reduce diffraction effects, and

thus backlobes compared to similarly sized plain ground planes [13, 125]. This

mechanism is also used in the context of corrugated horn antennas to increase

beam efficiency and reduce sidelobes or spillover [126]. Diffraction models used
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for ground planes can similarly be used for EBG structures. UTD for example,

was used to model diffraction effects at the edge of choke ring planes [127].

3.2 Diffraction Formulations

Since the effects of a finite ground plane structure can largely be understood

within the context of diffraction effects, here we go into a bit more detail about

a variety of diffraction models, and consider their applicability to shielding

structures backing antennas.

3.2.1 Scattering Solutions

The case of scattering of a plane wave from a spherical structure is referred

to as Mie scattering. Though a spherical shield is not a useful structure in

antenna design per se, Mie scattering shows some of the effects that a scattering

structure can have at different size regimes, and is extremely well understood.

The characteristic feature of Mie scattering is that for metallic or dielectric

spheres with size comparable to the wavelength of the impinging radiation, the

reflectors undergo a resonant condition. Near this resonant size, the scattered

power tends to have strong fluctuations as a function of both size and frequency,

and can also show enhanced dielectric or ohmic loss. This effect has been

used to enhance the radar cross sections of scatterers, and is important in

atmospheric studies [128, 129, 130, 131, 132], as well as optical biomedical

applications [133, 134, 135, 136].

Mie scattering provides a good example of the kinds of behaviour a reflector

can have at different size regimes. For small sizes or low frequencies, the sphere

scatters according to Rayleigh scattering, where its response is dominated by

its dipole moment. In this regime, the scatterer is a fairly poor reflector relative

to its size, and most of the incident energy tends to diffract around the particle.

As the size of the sphere approaches that of a wavelength, resonant modes are
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Figure 3.1: Normalized scattering cross section of a disc versus its electrical
size [4]. Disc radius is given by a, wave number by k, and scattering cross
section by σ. Comparison to GTD and Rayleigh scattering is shown.

excited near the sphere’s surface, and the sphere shows enhanced scattering.

These resonances are essentially spherical harmonics on the sphere’s surface,

and occur approximately when the circumference of the sphere is a multiple

of a wavelength [137]. This is often described in terms of surface-wave modes

on the sphere. The term creeping waves is also used, which emphasizes how

waves seemingly “creep” around the sphere by continuously diffracting along

the curved surface, and thus traveling all the way around the sphere [50, 138,

139]. At higher frequencies, the sphere’s scattering approaches that of optical
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diffraction, and is well approximated by GTD or similar methods.

Though not nearly as well studied as the case for a spherical scatterer, there

is strong evidence that a disc reflector undergoes similar kinds of phenomena

as seen in the Mie solution. Since the disc can be seen as the limiting case

of a spheroidal surface, a solution akin to the Mie scattering solution exists

by solving the boundary value problem in spheroidal coordinates [4]. Fig.

3.1 shows how the disc has the same asymptotic limits, with low frequencies

agreeing with Rayleigh scattering, and high frequencies with GTD, with an

intermediate frequency range where neither theory is accurate. This range is

approximately given by 1 < ka < 2, where a is the radius of the disc.

3.2.2 Edge Diffraction

Methods describing diffraction in terms of discrete contribution from edge

sources have been very successful in predicting the behaviour of ground planes,

or other scattering structures. We shall start by describing the exact solution

to an infinite edge, before relating this to other formulations.

The exact solution to diffraction by an infinite edge is referred to as the half-

plane problem, originally solved by Sommerfeld [140]. This is a special case

of knife-edge or wedge diffraction, when the angle of the wedge approaches

zero. Using an asymptotic approximation, the Sommerfeld solution is often

decomposed into a combination of a geometric optics solution and a diffracted

cylindrical wave emanating from the diffracting edge [5, 141]. This forms the

basis of treating the edge as an equivalent source term, which forms the basis

of the GTD formulation [142], as well as the updated version, the uniform

theory of diffraction (UTD), which improves smoothness between shadow and

plane-wave regions [143].

This treatment of edges as equivalent sources works well with an inter-

pretation in terms of Huygens wavelet sources at the edges. This interpreta-

tion is useful in understanding the impulse response of diffracting structures
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Figure 3.2: Field magnitudes for plane waves incident at 30° from the z axis,
diffracted by a PEC half plane. The two perpendicular field polarizations are
shown [5].

[118, 144, 145, 146]. In this perspective, the Huygen source from an edge can

then propagate and be diffracted a second time, and so forth. The resulting

time-domain response is thus a combination of multiply diffracted wavefronts,

with a time delay related to the propagation time across the scattering surface.

The Sommerfeld solution to the half-plane problem also reveals how the po-

larization of the incident wave affects the diffraction around an edge, as shown

in Fig. 3.2. For the case where the incident E field lies tangent to the plane

(Fig. 3.2a, TE polarization), diffraction around the edge is greatly reduced. In

contrast, the TM polarization shown in Fig. 3.2b has significant diffracted fields

along the backside of the plane. Hence, diffraction effects should primarily be

seen along edges where the excited field has a TM polarization.
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3.3 Shielded Dipole

In the previous section, we considered a variety effects seen in ground plane

shields, and some of the models used to analyze them. Some of these effects

were studied in the context scattering formulations considering a plane wave

source. Here, we introduce a practical dipole source, and consider its response

as backed by either disc or cavity structures. The dipole used in these studies

is a small resistively loaded dipole, with a length of λ/4 at 1 GHz (7.5 cm), and

loaded with four equally-spaced 50 Ω resistors on each arm (eight resistors in

total). The dipole was fed with an input impedance of 200 Ω in all cases. This

dipole model was chosen for its low dispersion and time-domain response when

fed by a wideband input pulse. This is a reasonably practical antenna in the

context of GPR, and as a short dipole, is generalizable to other dipolar source

antennas.

3.3.1 Disc

When discussing the exact solution for an incident plane wave on a scattering

disc, a major theme was the different behaviour in different frequency regimes.

At low frequencies, the disc should act like a parasitic dipole, and at high fre-

quencies, should behave similarly to asymptotic or optical formulations. In

between these two regimes, it seems reasonable that there should be an in-

termediate resonant frequency regime. The idea of a disc resonant frequency

is, for example, supported by the enhanced transmission at resonant frequen-

cies for the complementary circular aperture (related via Babinet’s principle),

either for single apertures, or periodic arrays [147, 148, 149]. In the case of

the single aperture, the transmission frequency is very closely predicted by the

fundamental cutoff frequency of the corresponding waveguide problem. For a
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circular aperture, this is the TE11 mode with a cutoff frequency given by:

fc,TE11 =
1.84c

2πa
(3.1)

corresponding to a wavenumber of ka = 1.84.
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Figure 3.3: Front-to-back ratio for a horizontal dipole spaced 4 cm above a disc
of radius 11.72 cm.

To study this, the small lossy dipole closely spaced to a disc reflector is

simulated, and the resultant front-to-back ratio measured, shown in Fig. 3.3.

The disc was designed to have a resonant frequency at 0.75 GHz, resulting in

a 11.72 cm radius. The dipole was spaced 4cm above the disc.

The front-to-back ratio for the disc shield shows an extremely large increase

from 0.5 to 1 GHz, then a much more gradual improvement at higher frequen-

cies, which roughly parallels the expected behaviour for a disc in response to a

plane wave at different sizes. At 0.5 GHz, the front-to-back ratio has a negative

peak; the disc enhances gain, but in the opposite direction. This is similar to

the backfire antenna concept. This behaviour is also consistent with the disc

as a coupled parasitic dipole. Eq. 3.1 thus serves as an estimate of a min-
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imum frequency for a ground plane, above which the ground plane performs

reasonably well at isolating the antenna.

To study the time-domain response of the antenna, the antenna was excited

with a wideband pulse with frequency components from 0.75 GHz to 2.5 GHz,

and the resulting radiated pulse was measured in the antenna’s far field at

boresight. To ensure no frequency components outside this bandwidth, and to

avoid excessive ripple in the time domain due to windowing, the time-domain

pulse was generated by applying a Kaiser window [150, 151]. The Kaiser win-

dow is parameterized by a value β, which can be chosen to adjust the pulse

width, with a trade off in ripple level. The value of β = 6 is chosen, which was

found to result in acceptable ripple levels. Further, the radius of the plane was

parametrically varied from 5 cm to 34 cm.

8 9 10 11 12 13 14

Time (ns)

−3

−2

−1

0

1

2

3

A
m

p
li

tu
d

e
(a

.u
.)

6cm

19cm

34cm

Figure 3.4: Radiated pulse amplitude for a dipole above a circular ground plane
with parametrically varied radius.

The general observation was that signal components apart from the primary

signal and reflection were observed, occurring at later times as the ground plane

size increased. This is shown for selected radius values in Fig. 3.4. To more

easily compare pulse shapes, the envelopes of the pulses are taken using a

Hilbert transform, normalized, and plotted on a decibel scale. Details on the
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Figure 3.5: Normalized radiated pulse envelope for a dipole above a circular
ground plane with a parametrically varied radius.

Kaiser pulse and Hilbert transform can be found in App. A. These results

are shown in Fig. 3.5, and show very discernibly the increase in pulse width

and clutter as the ground plane size is increased. This is suspected to be

due to additional diffracted pulse components at the ground plane edge, which

occur later in time as the ground plane size is increased. To test this, the

maximum of the envelope is taken as a function of size, and plotted in Fig.

3.6. Evidently, the ground plane shows an additional signal component that

interferes constructively and destructively with the primary signal, approaching

the infinite ground plane case as the size increases. This is further evidence

of a diffracted pulse component that is delayed in time as the ground plane

size increases, and suggests that the ground plane radius can be optimized for

maximum radiated pulse amplitude.

3.3.2 Cavity

Much of the cavity’s behaviour can be understood by interpreting its effects in

terms of circular waveguide modes within the cavity. Of these, the TE11 and
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Figure 3.6: Maxmimum amplitude of the radiated pulse envelope as a function
of ground plane radius, for a dipole above the ground plane.

TM11 modes are both the lowest in frequency (taking symmetry into account),

as well as the most significant theoretically. The TE11 and TM11 have fields as

shown in Fig. 3.7. The cutoff frequency for the TE11 mode is given by Eq. 3.1,

while the TM11 mode has a cutoff frequency given by the following equation:

fc,TM11 =
3.83c

2πa
(3.2)

In typical operation, the TE11 is likely to be the dominant mode. For fre-

quencies below fc,TE11 , no significant energy penetrates into the cavity, and the

cavity then acts similarly to a PEC ground closely backing the antenna. Hence,

a sufficiently large cavity radius a is desirable, such that the lowest frequency

in the operating bandwidth is above this cutoff frequency. For radiated pulses

somewhat above fc,TE11 , the dispersive properties of the TE11 are minor, and

energy can be assumed to propagate and reflect in a plane-wave-like manner.

The cavity accepts and radiates the TE11 mode efficiently, such that reflec-

tion of the TE11 mode at the cavity opening is fairly insignificant. The TE11

mode shows constructive and destructive phase interference at approximately
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(a) TE11 mode (b) TM11 mode

Figure 3.7: Transverse electric fields of the two lowest-order cylindrical waveg-
uide modes, given a symmetrical excitation.

λ/4 and λ/2 depths respectively, comparable to a ground plane at a similar

distance from the exciting antenna.

In contrast, the TM11 mode radiates less effectively at the cavity opening,

trapping energy in the cavity. As a result, the cavity shows resonance when the

mode achieves a phase of π/2 along the cavity’s depth, calculated as follows:

βzd =
2πd

c

√
f 2 − f 2

c =
π

2

f =

√
f 2
c +

( c
4d

)2

Practically, near-fields above the cavity opening tend to increase the effective

length of the cavity, such that the cavity shows a resonance very close to fc,

even when the depth d is small.

As a metric to evaluate the cavity’s performance in shielding the antenna,

the front-to-back ratio was found to be insufficient. One reason is that the

cavity shows additional broad side lobes, due to radiation from the cavity
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walls, that are not captured in a front-to-back ratio. Additionally, optimizing

the cavity for high front-to-back ratio tended to produce very directive designs,

which is not ideal for applications that require radiation over broad angles.

Hence, in this work, a new metric termed the relative forward power (RFP)

was devised. This new metric is the ratio of power radiated in the forward

direction, as integrated over a hemisphere, to power radiated through the back

hemisphere, taken in the far field. This can be calculated by integrating gain

over all solid angles in each hemisphere, and taking the ratio.

RFP =

∫
forward

G(θ, φ)dΩ∫
back

G(θ, φ)dΩ
(3.3)

For an antenna with boresight along the positive z axis, these integrals can also

be written explicitly as a double integrals.

RFP =

∫ 2π

0

∫ π/2
0

G(θ, φ) sin θdθdφ∫ 2π

0

∫ π
π/2

G(θ, φ) sin θdθdφ
(3.4)

RFP can similarly be calculated using directivity.
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Figure 3.8: RFP vs frequency for different cavity depths.

To study the effects of particular waveguide modes on the cavity’s perfor-
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Depth (cm)
TM11 λ/4 frequency (GHz) TE11 λ/2 frequency (GHz)
Calculated Observed Calculated Observed

3 2.98 1.89 5.06 -
6 2.05 1.75 2.62 2.29
9 1.83 1.68 1.84 1.86
12 1.74 1.70 1.47 1.51
15 1.70 1.67 1.27 1.31

Table 3.1: Comparison of calculated resonant frequencies and frequencies for
observed (simulated) resonant dips in RFP, for the two lowest order waveguide
modes in the cavity.

mance, RFP was evaluated as a function of frequency as the cavity’s depth was

parametrically varied from 3 cm to 15 cm. In all cases, a cavity with a radius of

11.25 cm, corresponding to a diameter of 0.75λ at 1 GHz was used. The cavity

was excited at its open end by the small lossy dipole antenna. Fig. 3.8 shows

these results. We can see a variety of dips that shift as the depth is increased.

These are compared to the calculated resonant frequencies for the TM11 and

TE11 modes, as shown in Tab. 3.1. For the TE11 mode, the calculated fre-

quency compares closely to the observed simulation frequency for most depths,

though it starts to slightly diverge for shallower cavities. This can be inferred

to be essentially a destructive phase interference effect, which is expected to

cause a dip in the RFP. Deviation for shallower cavities is likely due to the

increased contribution of evanescent near fields in the cavity for shallow cavi-

ties. Though the TM11 calculated frequency also diverges for shallow cavities,

the agreement is much worse. Rather, the observed TM11 resonance is roughly

constant around 1.7 GHz, and only starts to shift upward for extremely shallow

depths. This is believed to be due to some combination of loading effects of

the exciting antenna, as well as significant fields just above the cavity opening,

adding effective length to the cavity. Instead, the observed resonant frequency

is close to, but slightly higher than the cutoff frequency fc, which is 1.6 GHz in

this case.

The cavity’s time-domain response is also investigated. For this structure,
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Figure 3.9: Radiated pulse for a cavity excited by a lossy dipole, and the
Gaussian window that is used to find the spectrum of the pulse’s ringing.

the depth is set to 7.5 cm, and the structure is excited with the 0.75 GHz–

2.5 GHz Kaiser pulse, with the resulting radiated pulse measured in the bore-

sight direction. The resulting pulse is shown in Fig. 3.9, which can be seen to

have a high degree of ringing after the initial pulse. To determine whether this

is related to the TM11 mode resonance seen in the RFP, a Gaussian window

is constructed, also shown in Fig. 3.9. This Gaussian has a width parameter

of σ = 0.5 ns, and is centered around 13.5 ns, which was found to encapsulate

the ringing without covering the main pulse. Multipyling the Gaussian win-

dow with the radiated pulse amplitude, the Fourier transform of the signal was

then taken, with the normalized magnitude plotted on a decibel scale, shown

in Fig. 3.10. This shows that ringing has a dominant frequency component

at 1.74 GHz, which is the same frequency as the resonant effect seen in the

RFP. This confirms that the TM11 mode produces a resonant phenomenon,

which produces a high degree of late-time ringing in the time domain, and also

worsens the cavity’s shielding at this frequency.

If we take the TE11 and TM11 cutoff frequencies as estimates of the mini-

mum and maximum operating frequencies of a cylindrical cavity shield, we can
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Figure 3.10: Frequency spectrum of the cavity’s ringing.

use Eq. 3.1 and 3.2 together to get an estimate of the bandwidth of a cavity

shield.
fc,TM11

fc,TE11

= 2.08 (3.5)

The result is that cavity shields have a bandwidth limit of roughly one octave.

This is limited at high frequencies by the TM11 resonance, which is detrimental

to both the time-domain pulsed response and shielding performance of the

cavity. At the lower frequency end, any antenna is going to be increasingly

inefficient due to destructive interference from the cavity, which acts like a

closely spaced ground plane, as well as having increasingly worse shielding

performance below this frequency.
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Chapter 4

Surface Waves and Impedance

Surfaces

Surface waves were first described in the early 1900’s by Zenneck, who described

the first surface-wave solution to Maxwell’s equations, as well as Sommerfeld,

who related these solutions to the waves excited by a dipole antenna above a

conducting half-space [152, 153, 154]. Surface waves saw renewed interest as

a result of corrugated structures developed during the course of WWII that

manipulated these waves [155], and were a major topic of publication in the

decade that followed [156, 157, 158]. This led to the development of devices

such as the cigar antenna [159] and corrugated horns [126, 160, 161], which

were influential in the eventual development of choke rings used in GPS [162].

More recently, surface waves have been influential in optical research under the

name of surface plasmons [163].

For our purposes, surface waves are a straightforward method to understand

the operation of choke rings and similar high-impedance surfaces. This chapter

will start by looking at canonical surface wave solutions to Maxwell’s equations

in a half-space terminated by an impedance boundary. Of particular interest

is how the surface impedance values relate to the surface wave excitation, and

how a surface wave may not exist for certain impedance values. This is followed
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with an analysis of impedance surfaces in response to point dipole excitations,

showing more rigorously how surface waves are excited, as well as how fields

from a source behave when the surface does not support surface wave modes.

This method of analysis also generalizes to dipoles above absorbers, and is used

to find the field solution for a dipole above an absorber matched to free space

at normal incidence. As a convention, this chapter assumes a time dependence

of ejωt.

4.1 Surface Wave Solutions

Surface waves can be thought of as the simplest wave solution to Maxwell’s

equations in a half space terminated by an impedance boundary [164]. Often,

this is an approximate boundary condition, used to simplify the analysis by

replacing a known field solution in part of the domain with this equivalent

boundary condition. Inside metals with large finite conductivities for exam-

ple, fields have a well-known form, related to the skin depth of the metal.

Rather than solving the fields at an air-metal interface for any given problem,

the metallic surface can be terminated in an equivalent impedance boundary

condition.

Many natural surfaces have an inductive reactive component, with generally

low impedance values. Examples include metal surfaces with some surface

roughness, or metals covered by thin dielectrics. Capacitive, or high-impedance

surfaces tend to be artificial surfaces.

Mathematically, the problem of solving for the fields above an impedance

surface is very similar to that of the higher-order modes of a parallel plate

waveguide, and is similarly composed of both TM and TE solutions, pictured

in Fig. 4.1. The solutions are also analogous to plane wave solutions, but

extended to include evanescent decay. For waves propagating in the x direction,
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Figure 4.1: Fields of the TM and TE surface waves.

with z normal to the plane, we assume a solution of the form:

e−jβx−αz (4.1)

with the usual relation:

k2 =
ω2

c2
= β2 − α2 (4.2)

By choosing solutions with positive exponential decay α away from the surface,

we ensure that the solutions are bound waves. Large α implies a closely bound

wave, while waves with small α values have fields that extend far away from the

surface, and start to approach plane-wave-like behaviour. Eq. 4.2 also implies

β > k, meaning these can be considered “slow-wave” solutions, and behave

similarly to waves in a variety of slow-wave devices [165].

Various methods for solving this and similar waveguide problems are well-

known. Here, a conjugate matching method is used, based on the wave impedance.

For TM waves, in the z-direction, the wave impedance takes the form:

ZTM = −j α
ωε

(4.3)

Assuming a purely reactive surface with no real component, solutions must

satisfy the following equation:

Zs = Z∗TM (4.4)
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This implies the following form of dispersion for the TM surface wave:

j
α

ωε
= Zs (4.5)

with similar results holding for TE surface waves:

ZTE = j
ωµ

α
(4.6)

−j ωµ
α

= Zs (4.7)

Notably, Eq. 4.5 and 4.7 suggest that α is determined by the surface

impedance. For real and positive α, this requires Zs to be inductive in the

case of TM surface waves, and capacitive for TE waves. Since most naturally

occurring surfaces are inductive, only TM surface waves tend to exist naturally.

4.1.1 Field Components

Additional insight can be had by examining the field components of the surface

wave solutions. Again, the solution method is analogous to that of a rectangular

waveguide. Note that since the fields can be interpreted as being transverse

with respect to either the x or z directions, equations formulated for either

propagation in the x or z direction should be valid (with the equations modified

evanescent modes as appropriate). For the TM surface wave, the fields are given

by the following equations:

Hy =
−jωε
β2

∂Ez
∂x

(4.8a)

Ex =
−α
β2

∂Ez
∂x

(4.8b)

Hx = 0 (4.8c)

Ey = 0 (4.8d)
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Substituting in the form from Eq. 4.1, this gives solutions for the TM field

components:

Ez = e−jβx−αz (4.9a)

Ex =
jα

β
Ez (4.9b)

Hy =
−ωε
β

Ez (4.9c)

For TE surface waves, the same solution process holds:

Hx =
−α
β2

∂Hz

∂x
(4.10a)

Ey =
−jωµ
β2

∂Hz

∂x
(4.10b)

Hy = 0 (4.10c)

Ex = 0 (4.10d)

Hz = e−jβx−αz (4.11a)

Hx =
jα

β
Hz (4.11b)

Ey =
−ωµ
β

Hz (4.11c)

Looking at the TM field components in Eq. 4.9, consider the polarization

of this wave. From Eq. 4.2, we can infer that α < β, and that the dominant

electric field component is Ez. Hence, the TM surface wave is associated with

an electric field polarization normal to the surface, especially for loosely bound

waves when α is small. For TE waves, Eq. 4.11 suggests that TE waves have

the perpendicular polarization, with the electric field component being entirely

within the surface plane. These differing polarizations for the two surface wave

solutions are illustrated in Fig. 4.1.
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4.1.2 PEC and PMC Surfaces

PEC and PMC boundaries are two particularly important instances to consider

for understanding TM versus TE surface wave behaviour. Based on the surface

impedance definition given by 2.1, a PEC boundary implies Zs = 0, while for

a PMC Zs = ∞. Considering first the PEC surface, Eq. 4.5 suggests α = 0

for the TM surface wave. In this case, the TM surface wave again approaches

a plane wave. For a TE surface wave however, Eq. 4.7 implies that α = ∞,

causing the field components to be ideally zero. Thus, TE surface waves cannot

propagate along a PEC surface. This result can also be inferred by appealing

to the field components in Eq. 4.11. The PEC surface can be thought of

as shorting out the Ey field component tangential to the surface. This also

supports the conclusion that TE surface waves do not exist for typical metallic

surfaces.

Similar results hold for the PMC surface, along which a TE surface wave,

but not a TM wave, may propagate. The PMC surface can also be thought

of as shorting out the tangential H components of the TM wave. Since EM

radiation and the associated surface currents that travel along typical metallic

structures are comparable to the TM surface wave, being able to realize a PMC

surface would allow the suppression of such radiation and currents.

4.2 Corrugated Surface

As an example, consider the corrugated surface. The impedance of the surface

can be modeled by assuming TEM parallel plate modes between the corruga-

tions. The surface may thus be assumed to behave similarly to a homogenized

surface with an anisotropic impedance

Zs1 = jη
g

g + t
tan kd (4.12)
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Figure 4.2: Corrugated surface, where d is the corrugation height, g the corru-
gation width, and t the metallic thickness. Directions of propagation for TM
and TE surface waves are marked.

Zs2 = 0 (4.13)

where Zs1 and Zs2 are the surface impedances as seen by a wave with electric

field components respectively perpendicular and parallel to the corrugations,

with dimensions as shown in Fig. 4.2, and where k and η are the wave number

and wave impedance respectively inside the corrugation. The factor g/(g + t)

is a filling factor accounting for the non-zero width t of the metallic walls.

At low frequencies, the surface is inductive and supports a TM surface

wave, traveling perpendicular to the corrugations. As the depth approaches

λ/4 however, Zs1 approaches infinity, and TM waves are suppressed. Then from

the λ/4 to λ/2 frequency, the surface is capacitive, and the surface supports

only a TE surface wave. The polarization of the TE wave however, is such

that the supported TE wave can only propagate parallel to the corrugations,

as shown in Fig. 4.2.

4.2.1 Dispersion Diagram

Together, Eq. 4.2, 4.5, and 4.12, predict the propagation constant β for a

TM surface wave as a function of frequency (assuming t = 0, for ideally thin
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metallic walls).

β = |k sec kd| (4.14)

Though this equation yields solutions between the λ/4 and λ/2 frequencies,

the field solutions are divergent, and the calculated β values in this range

cannot be expected to be physical. Additionally, β approaches infinity as the

depth approaches λ/4. Since this model assumes a homogenized surface, this

equation is unphysical for phase beyond 180◦ per corrugation, and the surface

impedance model cannot accurately predict the behaviour of the surface at

frequencies sufficiently close to the λ/4 open-circuit frequency.

The dispersion as predicted from the surface impedance model in Eq. 4.14

is plotted in Fig. 4.3 against eigenmode simulation frequencies for the same

structure, designed for a 1 GHz open-circuit frequency, for a corrugation with

depth 7.5 cm. The corrugation period was chosen to be 3 cm. The surface

impedance model agrees closely with simulation up to where the phase per unit

cell approaches 180◦. From this frequency up to 1 GHz, the surface impedance

model becomes inaccurate, and the corrugation shows a bandgap not predicted

for a homogenized surface. In the capacitive surface region from 1 GHz to

2 GHz, the surface becomes a leaky-wave structure, with a phase per unit cell

less than that of free space. Inside this frequency band, currents on the surface

are expected to be attenuated as they radiate power away from the surface.

Above 2 GHz, the surface becomes inductive, and again supports a TM surface

wave.

4.2.2 Soft Surface Property

One unique property of the corrugated surface compared to similar high-impedance

surfaces is its anisotropy. Though the surface supports TE waves in the ca-

pacitive region above resonance, these may only be excited in the direction

parallel to the corrugations. Perpendicular to the corrugations, the TE wave is
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Figure 4.3: Dispersion diagram of the corrugated surface with depth of 7.5 cm,
with a period of 3 cm.

polarized such that it sees the effective impedance Zs2 = 0 (i.e. a short circuit),

and is effectively cutoff. At the open-circuit frequency, for TM waves traveling

perpendicular to the corrugation, the effective surface impedance is Zs1 = ∞,

TM waves are similarly cutoff. Hence, as a result of the surface anisotropy,

both TM- and TE-polarized waves are cutoff perpendicular to the excitation.

This is the so-called “soft” surface property, a key modern insight by the late

Per-Simon Kildal [120]. For a source at the origin, the soft surface is realized by

ensuring that radiation from the source always travels perpendicularly to the

corrugations, suggesting a concentric cylindrical arrangement. This arrange-

ment is the choke-ring shield, which is a common structure for GPS antennas.

This structure is explored in more depth is Chap. 5, and results for a measured

choke ring antenna are shown in Chap. 6.
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4.3 Dipole Above an Impedance Surface

The previous section discussed the properties of surface wave solutions, and

their interaction with different reactive surfaces. A major limitation however,

is that this fails to show how surface waves may be excited or suppressed in a

problem involving a realistic source. To solve this, we consider the problem of a

dipole source above an impedance surface. This problem follows the same gen-

eral method as the Sommerfeld problem for a dipole above a half-space. The

process is to decompose a dipole source into a basis of cylindrical wave compo-

nents. These are the same cylindrical wave solutions as a cylindrical waveguide,

and form a complete orthonormal basis in which the fields of a source may be

decomposed. In contrast to the cylindrical waveguide problem however, in the

absence of PEC boundaries, the cylindrical waves form a continuous spectrum

of modes, rather than a discrete set. Though discussion in the previous section

was limited to reactive impedance surfaces, this solution method generalizes

to surfaces with real impedances, and can be used to analyze a dipole above

high-impedance surface absorbers, or generally any multi-layer absorber that

has an equivalent circuit representation.

4.3.1 Vertical Dipole

We start by considering an infinitesimal point current source J(r) = ẑδ(r)

centered at the origin. This current results in a z-directed magnetic field of

identically zero, and a z-directed electric field as given by the expression [166]:

Ez(r) = −jωµ0

(
1 +

1

k2

∂2

∂z2

)
e−jkr

4πr
(4.15)

suggesting that this is a TM wave, relative to the z direction. Since the tangen-

tial field components can be derived from the z-directed fields, it is sufficient

to find a solution in terms of the Ez component for now. To rewrite this in
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terms of cylindrical wave components propagating in the z direction, we can

use the Sommerfeld identity

e−jk|r−r
′|

|r− r′|
=

∫ ∞
0

kρ
jkz

J0(kρ|ρ− ρ′|)e−jk|z−z
′|dkρ (4.16)

resulting in the following expression:

Ez(r) = − 1

4πωε0

∫ ∞
0

k3
ρ

kz
J0(kρρ)e−jkz |z|dkρ (4.17)

The preceding analysis is for a vertical dipole in free space. To satisfy the

impedance boundary condition, it is necessary to include additional scattered

field terms. For an incident TM cylindrical wave at the plane of the impedance

boundary, these take the form of a reflected wave with the reflection coefficient:

RTM =
Zs − ZTM
Zs + ZTM

(4.18)

where ZTM is the wave impedance for a TM wave.

ZTM =
kz
ωε

(4.19)

For a dipole at a length l above the surface, this reflection coefficient is trans-

formed by an effective propagation length.

RTM =
Zs − ZTM
Zs + ZTM

e−2jkzl (4.20)

Using this, we arrive at an expression for the scattered field.

Eref
z (r) =

1

4πωε0

∫ ∞
0

k3
ρ

kz
J0(kρρ)RTMe

−jkzzdkρ (4.21)

Note that due to the reversed direction of propagation, Eref
z (r) gains an addi-

tional negative sign not accounted for in the usual reflection coefficient RTM .
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For kρ > k, kz becomes imaginary, and the cylindrical wave becomes evanes-

cent. Let us represent the attenuation constant as α.

α = jkz =
√
k2
ρ − k2 , kρ > k (4.22)

Consider RTM from Eq. 4.20. Combining it with Eq. 4.19 and 4.22, we arrive

at an expression for the RTM in terms of α.

RTM =
Zs + jα

ωε

Zs − jα
ωε

e−2jkzl (4.23)

This form of RTM has a pole at Zs = jα/ωε, which is the same as Eq. 4.5 for

TM surface waves. This pole is the connection between the earlier surface wave

solutions and the more general solution presented here. Sommerfeld’s original

analysis of the problem included an approximate evaluation of an integral of this

type, which showed a decomposition of the fields into a radiating component,

a near-field component, as well an outgoing surface wave [167, 168]. Note

that while this analysis uses the term TM to refer to fields transverse to the

z direction, this is consistent with the earlier usage of TM for surface wave

solutions.

For a TM cylindrical mode propagating in the positive z direction, the field

components are given by the following equations:

Eρ =
−jkz
k2
ρ

∂Ez
∂ρ

(4.24a)

Eφ =
−jkz
k2
ρρ

∂Ez
∂φ

(4.24b)

Hρ =
jωε

k2
ρρ

∂Ez
∂φ

(4.24c)

Hφ =
−jωε
k2
ρ

∂Ez
∂ρ

(4.24d)
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which when evaluated using Eref
z according to Eq. 4.21, gives the complete

scattered field components as integral expressions:

Eref
ρ =

j

4πωε

∫ ∞
0

k2
ρJ1(kρρ)RTMe

−jkzzdkρ (4.25a)

Eref
φ = 0 (4.25b)

Href
ρ = 0 (4.25c)

Href
φ =

j

4π

∫ ∞
0

k2
ρ

kz
J1(kρρ)RTMe

−jkzzdkρ (4.25d)

Using Eq. 4.21 and 4.25a, electric fields for a vertical dipole above various

surfaces were computed. These are shown in Fig. 4.4, and confirm many of

the results from the discussion on surface waves. For a dipole above a matched

absorber, a resistive surface is also considered. In particular, we see the ex-

citation of a closely-bound surface wave for an inductive surface, as well as

the mitigation of radiation along the surface for PMC, capacitive, and resistive

surfaces. For the capacitive and resistive surfaces, the reduction of radiation

is controlled by the magnitude of the impedance, with higher impedances ap-

proaching the PMC case. Comparing the resistive and capacitive surfaces, the

capacitive surface tends to redirect power away from the surface, while the re-

sistive surface instead absorbs power through ohmic loss, resulting in a lower

field magnitude.

4.3.2 Horizontal Dipole

The method for solving a horizontal dipole above an impedance surface tends

to be very similar to that of a vertical dipole. For brevity, the full solution will

not be explored. A key difference however, is that the horizontal dipole has

both Ez and Hz components, and thus both TM and TE components. For an

49



(a) PEC (b) PMC

(c) Capacitive (d) Inductive

(e) Resistive

Figure 4.4: Electric field magnitudes for an infinitesimal dipole above various
surfaces. The dipole is λ/10 above the surface in each case. For the capacitive,
inductive, and resistive surfaces, a surface impedance of magnitude 377 Ω was
used.
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x-directed dipole, these are given by the expressions [166]

Ez(r) =
1

jωε

∂2

∂x∂z

e−jkr

4πr
(4.26)

Hz(r) = − ∂

∂y

e−jkr

4πr
(4.27)

Evaluating these using the Sommerfeld identity (Eq. 4.16), we get expressions

in terms of cylindrical waves:

Ez(r) = ± j

4πωε
cosφ

∫ ∞
0

k2
ρJ1(kρρ)e−jkz |z|dkρ (4.28)

Hz(r) = − j

4π
sinφ

∫ ∞
0

k2
ρ

kz
J1(kρρ)e−jkz |z|dkρ (4.29)

where the ± evaluates as − for z > 0, and + for z < 0.

One important aspect of this decomposition is the angular variation of ex-

citation for the TE compared to TM components. In the x-z plane—the an-

tenna’s E plane—only TM modes are excited, and a PMC surface is ideal for

suppressing radiation along the surface. Similarly, a PEC surface is ideal for

suppressing the TE radiation in the antenna’s H plane. This supports the use of

an anisotropic soft surface to achieve both conditions simultaneously. Though

we came to this conclusion earlier by appealing to analogy with surface waves,

here we show that the same conclusion holds for more realistic dipole sources.
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Chapter 5

Choke Ring Simulation and

Analysis

In the previous chapters, we have considered theory and methods applicable

to a large variety of shielding structures. In this chapter, these concepts are

put together to analyze a choke-ring shield. From this, design guidelines are

developed, and these results tested parametrically via simulation.

Choke rings are a type of shielding structure, common in GPS. In GPS, the

major source of multipath signals is scattering off of ground obstacles such as

buildings. As a result, multipath GPS signals tend to be received at low angle,

near the horizon. By altering the propagation of waves along or near their

corrugated surface, choke rings achieve patterns with a sharp roll-off near the

horizon, reducing the reception of these signals, and hence mitigating multipath

[13, 162, 169, 170, 171]. To do this, choke rings use a radially periodic set of

concentric rings, creating a corrugated surface in a cylindrical geometry. As

discussed in Chap. 4, the corrugated surface achieves an open-circuit condition

through its λ/4 resonant depth. Above this frequency however, the surface

acts like a leaky-wave structure, and effectively attenuates currents that travel

along the surface, up to the λ/2 resonance. It is this octave of bandwidth makes

choke rings an attractive shielding structure for consideration in GPR or other
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pulsed time-domain applications. Due to its anisotropy, the corrugated surface

is able to effectively block both TM- and TE- polarized waves along the surface,

in all directions. As a result of this, choke ring radiation patterns also tend

to be circularly symmetric [126], which is advantageous for RHCP vs. LHCP

discrimination.

5.1 Choke Ring Design

t

g

d

2a

2b

x

y

z

Figure 5.1: Cross-section of a typical choke-ring structure backing a printed
dipole antenna, where d is the choke-ring height, g the corrugation width, t the
ring thickness, a the cavity radius, and b the total radius.

The mechanisms governing choke-ring operation are well-established, with

patents on choke-ring antenna structures filed as early as 1961 [160], and clear

precursors in corrugated structures studied as early as the 1940’s. As discussed

previously, the corrugated surface may be assumed to behave similarly to a

homogenized surface with an anisotropic impedance

Zs1 = jη
g

g + t
tan kd (5.1)
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Zs2 = 0 (5.2)

where Zs1 and Zs2 are the surface impedances as seen by a wave with polar-

ization respectively perpendicular and parallel to the corrugations, k and η are

the wave number and wave impedance respectively inside the corrugation, d is

the corrugation height, t is the width of the metallic wall, and g is the width

of the corrugation itself. These are shown in Fig. 5.1. The factor g/(g + t)

is a filling factor accounting for the non-zero width t of the metallic walls. As

shown in Chap. 4, the surface impedance Zs1 is related to the rate of decay of

currents along the surface. Near the λ/4 resonance, the impedance is ideally

infinite, and the filling factor is fairly irrelevant to the design. Away from λ/4

frequency up to λ/2, however, the filling factor has a significant effect on the

radiation properties of the choke ring. Hence, it is desirable to maximize the

filling factor, with as small a wall width t as mechanically feasible.

Notice that in this homogenized impedance view, neither the periodicity

of the corrugations nor the number of rings affects the performance of the

structure. Rather, the overall radial size of the structure b is the relevant design

variable, with a trade-off between compactness and pattern-shaping ability of

the choke-ring shield. This is subject to the constraint that the periodicity

of the corrugations is sufficiently small, such that the homogenized impedance

accurately represents the surface. Nevertheless, previously presented designs

with fairly large corrugations work well (as wide as around λ/5 at the open-

circuit frequency), even if the homogenized impedance view does not strictly

hold over the entire bandwidth [13, 125].

5.1.1 Coaxial Modes

The surface impedance view is an approximation that replaces the fields inside

the corrugation with an equivalent boundary condition, assuming a parallel

plate mode between the metallic corrugations. In the case of the choke-ring
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structure, the fields are more accurately described as coaxial modes. Though

the lowest frequency coaxial mode is usually the TEM mode, due to the sym-

metrical excitation, this mode is not excited. Rather, the lowest relevant mode

is the TE11 coaxial mode, which exhibits a cutoff frequency. Though this can

be computed analytically in terms of Bessel function solutions by solving the

boundary-value problem, a reasonable approximation is made by instead using

parallel plate modes subject to periodic boundary conditions. For a corrugation

with average radius r, this cutoff frequency is given by the equation [172]:

fc =
c

2πr

and achieves the open-circuit resonance at the frequency given by the equation:

f = c

√(
1

2πr

)2

+

(
1

4d

)2

This cutoff has the effect of shifting the resonance upward in frequency

compared to rectangular corrugations, especially so as the radius r decreases.

For example, a shift of 10% or more is seen by corrugations with r less than

1.39d.

5.2 Cavity Absorber

As a result of the increasing cutoff frequency of the coaxial TE11 mode as radius

decreases, corrugations near the origin of the choke-ring shield are impractical.

Instead, choke-ring corrugations are applied around a central cavity, which

backs the antenna. Since choke-ring shields can be understood as an alteration

of this simpler cavity shield, cavity effects play a critical role in the choke-

ring shield’s performance. For the purpose of studying the effects of the choke

ring corrugation, it can be desirable to isolate its effects from the cavity itself.

For this, we consider absorber-loaded cavities. To reduce reflection, we use an
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absorber that is perfectly matched at normal incidence in free space, with equal

relative permeability and permittivity of 3.5, and equal loss tangents of 1. This

is very similar to a PML, and we refer to it as a quasi-PML. Compared to a

PML, the quasi-PML has some reflection at angles away from normal incidence,

but has the advantage of being isotropic, and is more comparable to realistic

fabricable absorbers.

5.3 Parametric Studies

To confirm the results of Sec. 5.1, and establish particular design guidelines, a

number of parametric studies are performed. For this, we establish base designs

for the cavity and choke-ring shields, with cross-sectional dimensions as shown

in Fig. 5.2. The following parametric studies are all variations of these designs,

and use these dimensions unless otherwise stated. For studies considering the

effects of the choke ring in absence of cavity effects, the quasi-PML is loaded

into the central cavity. These designs are based on a previously published choke

ring design[125], and are scaled for a 1 GHz design frequency. The choke-ring

shield is backing a λ/4 small printed dipole, loaded with eight equally-spaced

50Ω resistors.

0.75λ

0.25λ

0.05λ

Absorber

z

(a) Cavity

1.1λ

0.75λ

0.25λ

0.05λ

Absorber

z

(b) Choke-ring

Figure 5.2: Cross sections of the cylindrical cavity and choke-ring structures,
where λ is the free-space wavelength at the λ/4 design frequency [1].
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5.3.1 Number of Rings

In the surface impedance view, different structures with the same surface

impedance should behave identically. As a result, the particular number of

rings used in the choke-ring shield should not affect its performance, given that

the structures are otherwise identical. To confirm this, the RFP of choke-ring

shields with 2 to 5 rings are compared, with constant cavity radius a and to-

tal radius b. In all cases, ideally thin metallic sheets with thickness t = 0

were used. These results are shown in Fig. 5.3. Except for some variation

around 1 GHz, the RFP responses of these different choke rings are virtually

identical. From the dispersion diagram of corrugated surfaces in Chapter 4,

we know that below the open circuit frequency, the phase per unit cell ap-

proaches 180◦, and the surface impedance approximation fails. Additionally,

due to the varying corrugation radii when multiple corrugations are present,

the open-circuit frequency resonance is shifted by varying amounts for each

corrugation, significantly increasing the complexity of the response. Thus both

performance-wise and practically, for moderately sized choke-ring shields, there

is very little reason to use more than a single corrugation (two rings).

0.5 1.0 1.5 2.0 2.5

Frequency (GHz)

0

5

10
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R
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P
(d

B
)

2 rings

3 rings
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Figure 5.3: RFP for different numbers of choke rings.
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5.3.2 Total Size

To show the effect of the overall size on shielding, as well as the benefit of choke-

ring shielding, RFP as a function of size at a single frequency is compared for

choke and cavity shields, both with and without absorbers. To increase the

choke ring’s size while keeping the central cavity radius a constant, the choke

ring was varied by adding additional rings, with a corrugation width g of 1 cm.

Though this could also be achieved by varying the corrugation width g, it is

suspected that for very large corrugation widths, the choke ring would start

deviating from its expected behaviour under the surface impedance model.

Since these rings have an open-circuit frequency somewhat above 1 GHz as a

result of the cutoff frequency of the coaxial TE11 mode in the corrugations, the

different structures are compared at 1.1 GHz, ensuring a comparison above the

open-circuit frequency of any particular corrugation.

These results are shown in Fig. 5.4. Generally, all the examined structures

show a fairly linear trend in RFP. The cavity without the absorber is the main

exception, as a result of the TM11 mode effect. The TM11 resonance varies with

fc,TM11 as a function of radial size, showing a resonance depending on both size

and frequency. Though the TM11 resonance is also present for the choke ring,

since the cavity radius a is kept constant, it is not visible in Fig. 5.4. At

this particular frequency, both the TM11 resonance and choke ring corrugation

enhance shielding, and the unloaded choke ring has the best shielding over

most sizes. To assess the choke ring shielding in absence of the TM11 mode,

consider the choke ring versus cavity with the absorber. The absorber-loaded

choke shield shows a substantial improvement over the similar absorber-loaded

cavity, with the difference growing more prominent for larger radial sizes.
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Figure 5.4: RFP versus radial size, for the different choke or cavity shields with
or without absorber

5.3.3 Corrugation Width

From the results of Chap. 4, it is expected that the surface impedance Zs1

controls the shielding ability of the choke ring for waves possessing a TM po-

larization, excited primarily in the E plane of the antenna, while leaving the TE

polarization unaffected. At the open circuit frequency, Zs1 approaches infinity,

and is expected to have ideal performance. Away from the open-circuit fre-

quency however, the shielding ability is affected by the filling factor g/(g + t).

In this study, radiation patterns at 1.4 GHz—a frequency sufficiently above

the 1 GHz open-circuit frequency—are compared for the absorber-loaded choke

ring as the filling factor g/(g + t) is modified. The metallic thickness t is kept

equal between the inner and outer ring, and the overall size and cavity radius

are kept constant. These results are shown in Fig. 5.5.

It can be seen that modifying the filling factor has a significant in the E

plane, while leaving the H plane relatively unchanged. As the filling factor

increases, radiation is reduced at all angles, but especially to the back of the
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Figure 5.5: Normalized E- and H-plane patterns of the choke ring with absorber
at 1.4 GHz, for various filling factors.

E plane. This is consistent with the interpretation of currents on the back

and sides of the choke shield as TM-polarized waves, excited primarily in the

E plane, and affected by Zs1 rather than Zs2. In contrast, radiation along

the H plane effectively sees the Zs2 impedance, which is perfectly cutoff for

the TE polarization excited in the H plane. Since the backlobe is produced

primarily by TM-polarized waves, and the backlobe is common to both planes,

we similarly see the backlobe reduction in the H plane. This reduction in

backlobe and E-plane radiation supports the conclusion that the filling factor

should be maximized if possible, suggesting ideally thin metallic thickness t is

preferable.
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Chapter 6

Choke-Ring Shield for GPR

In the previous chapter, we applied the theory of soft surfaces, impedance sur-

faces, and cavity modes to establish design guidelines for choke-ring shields.

Here, we look at the fabrication and measurement of a choke-ring shield back-

ing a small dipole. The choke-ring shield is intriguing as a shield for GPR

largely due to its octave bandwidth, which is larger than other comparable

EBG bandwidths. To reduce effects such as ringing in the cavity, we consider

absorber-loaded cavities. Thus, a total of four designs—cavity and choke ring

shields with and without absorbers—are fabricated and measured.

In the context of GPR, we are primarily interested in the performance of

the shield in response to a pulsed excitation, and this chapter also considers

issues surrounding time-domain metrics for choke ring assessment. Due to the

band-limited frequency-domain measurements used when characterizing the

choke ring, we consider the recreation of broadband time-domain metrics from

frequency domain measurements.

When considering practical GPR antenna design, the antenna is operated

in close proximity to the ground, and the additional complexities of ground-

coupling and near-field interactions must be taken into account. These consid-

erations however, are beyond the scope of this work. Hence, only the far-field

response of the antenna structure as embedded in an air dielectric is consid-
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ered, which is the first phase towards developing a design suitable for real

deployments.

6.1 Design

6.1.1 Choke Rings

We start by establishing the design bandwidth from 1 GHz to 2 GHz. This

choice is motivated by measurement constraints as well as prototype size, and

could in general be scaled to any frequency. Hence, we establish the λ/4 and λ/2

resonance frequencies, respectively, fixing the height of the choke-ring structure

d at 7.5 cm. From the results of Chap. 5, we know that for moderately sized

designs, it is usually preferable to use fewer rings. Thus, we consider a two

ring design. To set the cavity radius, the primary constraint is a value large

enough such that the TE11 cavity mode cutoff frequency is low enough for

energy to penetrate into the cavity over the operation bandwidth. Though the

overall choke ring size is a trade-off between shielding ability and compactness,

the choke ring sees a larger benefit compared to simpler shield structures for

somewhat larger sizes. With these considerations in mind, we find the design

established in Chap. 5, as shown in Fig. 5.2 to be sufficient. This design

also works reasonably well somewhat outside the design bandwidth of 1 GHz

to 2 GHz, and we can reasonably excite the choke-ring shield with a pulse in the

range of 0.75 GHz to 2.5 GHz, for a somewhat larger bandwidth of 1.7 octaves.

6.1.2 Small Dipole Antenna

Small dipole antennas are common in impulse GPR thanks to their simplic-

ity, low-profile construction, and favorable dispersion. Here we use the same

small λ/4 resistively loaded dipole introduced in Chap. 3. For design around

1 GHz, this dipole is 7.5 cm long. For practical fabrication using a dielectric, a
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strip dipole of width 4 mm is chosen. Though resistive-loading profiles for GPR

antennas are a well-studied topic [173, 174], for such a small dipole, the par-

ticular resistive loading profile chosen has minimal effect on its performance,

and the earlier choice of four equally-spaced 50-Ω resistors on each antenna

arm is reasonable. Such a small dipole radiates primarily through its dipole

moment, with a second-derivative response in time [175]. The result of this

second-derivative radiated response is that given an input pulse in the chosen

bandwidth, the radiated pulse tends to be slightly broader, and with additional

zero crossings, but otherwise very similar in shape to the input pulse.

6.1.3 Absorber

To model the absorber in the cavity and choke structures, a three-layer model of

6 cm total thickness with conductive loss is used. This is intended to mimic the

absorber ultimately used in experiment, which is the Eccosorb AN-77 manufac-

tured by Emerson and Cuming. Because material parameters of the Eccosorb

AN-77 are unknown, the simulation absorber model uses a dielectric constant

of εr = 1.6 based on previous characterization of the similar AN-74 absorber

[93], while otherwise choosing conductivity values to achieve wideband match-

ing in the given frequency range. The chosen electrical properties are given

in Table 6.1. Fig. 6.1 compares the excited and radiated pulses for the cav-

ity structures with and without this absorber. The additional reflection and

ringing introduced by the cavity shield are evidently suppressed through the

inclusion of the absorber.

6.2 Simulation & Analysis

In order to establish the values of both the cavity absorber and choke ring,

four cases were simulated: the choke-ring and cavity structures, each both

with and without the absorber. By comparing these four cases, effects partic-
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ular to either the central cavity or the choke-ring corrugation can be identified

separately. Time-domain simulations were done using CST Microwave Stu-

dio, while frequency-domain simulations were performed in Ansys HFSS. To

evaluate the time-domain performance, we consider the radiated electric-field

intensity at boresight versus time, in the far-field, 200 cm (6.6 λ at 1 GHz) away

from the antenna. Over the design bandwidth, the antenna impedance varies

from around 200 Ω to 400 Ω. The port impedance was chosen to be 200 Ω in

all cases. This particular choice of port impedance was motivated by the avail-

ability of 4:1 transformers that can match the antennas to a 50-Ω generator.

As a result of the limited frequency range of the measured time-domain

response, the measurement process acts like an effective band-pass filter on

the input pulse. For input pulses that have power outside of the measurement

bandwidth, this will introduce ringing or time side-lobes that can obscure the

properties of the antenna system itself. To mitigate this effect, we choose an

input pulse based on the band-limited Kaiser window function in the stated

frequency range of 0.75 GHz to 2.5 GHz. The Kaiser window is commonly

used in digital-signal applications, for its optimized side-lobe-level reduction

for a given main-lobe width (equivalently, ringing and pulse width), which is

controlled by the parameter β. We find β = 6 to be a reasonable choice,

and the corresponding Kaiser pulse is shown in Fig. 6.1. To more easily

compare the different degrees of ringing and clutter in the late time, this work

also generally presents the envelope of the radiated pulse, calculated using a

Hilbert transform. The Kaiser pulse other signal processing details are further

discussed in App. A.

To more easily assess the shielding ability of the cavity and choke-ring

structures over the wide bandwidth, we use the RFP metric introduced in Chap.

3, which summarizes the antennas’ performance as a function of frequency. As

a function of frequency, the RFP is useful for diagnosing effects that occur at a

single frequency. Looking at the RFP for the unloaded cavity structure (green
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Figure 6.1: Exciting Kaiser pulse and simulated far-field radiated response of
the cavity-backed antenna, with and without the absorber. The two radiated
pulses use the same normalization factor such that amplitudes can be mean-
ingfully compared.

Layer Conductivity (S/m) Real Relative Permittivity
1 0.025 1.6
2 0.16 1.6
3 0.26 1.6

Table 6.1: Conductivity and permittivity values for each of the layers in the
absorber simulation model. Each layer is 2 cm thick.

dash-dot curve) in Fig. 6.2, a dip in RFP at 1.74 GHz can be observed where

the cavity’s shielding ability is dramatically impaired, due to the excitation of

the TM11 mode in the cavity. Inclusion of the absorber in the cavity (blue solid

curve) has a corresponding effect on the RFP, suppressing the resonant dip and

smoothing out the shielding ability of the cavity, while retaining a substantial

RFP over the entire frequency range.

The other major visible feature in the RFP is a large resonant dip at roughly

0.8 GHz introduced by the choke ring (yellow dotted and red dashed curves).

Though the choke ring improves the pattern over the majority of the frequency
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Figure 6.2: Measured vs. simulated RFP, comparing the simple cavity to
choke-ring shields, with and without the absorber.

band, it has an adverse effect on the antenna pattern at 0.8 GHz compared

to the cavity shields. At this frequency, the choke ring is strongly inductive

and supports a closely bound surface-wave mode, excitation of which enhances

transmission to the back of the structure. This enhancement to back-radiation

for choke-ring designs operating inductively has been noted in previous work

[13]. However, the band-limited Kaiser pulse used in this work has low power

at this frequency, and so the choke-ring resonance is not visible in the time-

domain response. This resonant dip is both a function of the choke-ring height

d and width g. Increasing the width tends to shift this frequency downward,

enhancing the effective bandwidth of the choke-ring structure to be slightly

below the 1 GHz design frequency.

Due to the wideband impulses used to feed GPR antennas, and the preva-

lence of measurements in the time rather than frequency domain, single-frequency

radiation patterns are often of little practical use for evaluating GPR antennas.
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Figure 6.3: Normalized measured and simulated averaged E- and H-plane pat-
terns of cavity and choke structures for a Kaiser exciting pulse, as determined
by (6.2).
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One way of evaluating a wideband antenna is using its time-averaged radiation

patterns. In contrast to the RFP, which summarizes a pattern at a particular

frequency, time-averaged patterns consider the entire frequency spectrum, and

may be defined as follows [10]:

G(θ, φ) =
4π
∫
U(θ, φ, t)dt∫
Pacc(t)dt

(6.1)

where U is the time-dependent radiation intensity [W/sr], and Pacc is the power

as accepted by the antenna. This definition is similar to previously defined en-

ergy patterns [176, 177], but normalized to the energy of the input pulse. It

can be easily shown that, reformulated in the frequency domain, (6.1) is equiv-

alent to a frequency-averaged radiation pattern, as weighted by the frequency

content of the input pulse

G(θ, φ) =

∫
G(θ, φ, ω)Pacc(ω)dω∫

Pacc(ω)dω
(6.2)

where G is the usual gain. Note that this averaged pattern is a function of the

input pulse spectrum accepted by the antenna. The averaged patterns calcu-

lated using the Kaiser pulse for the various studied cases are shown in Fig. 6.3,

from which it is evident that the choke rings have the desired pattern-shaping

effect over the design bandwidth. Inclusion of the choke ring either with or

without the absorber has the effect of reducing back-lobes, as well as radiation

along the horizon, and to the back of the structure at other angles, resulting

in an RFP enhancement of 3–5 dB over the cavity alone. The inclusion of the

absorber has a more significant effect on pattern shape than the choke ring,

though their combination has the greatest pattern-shaping ability, eliminating

the back-lobe entirely.

These averaged patterns tend to reflect prominent features that are visible

in the RFP over the chosen frequency range. For example, the large back-lobes

for the cavity with neither absorber nor choke ring are largely due to the TM11
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resonance present at 1.74 GHz, which is a major mechanism for radiation to

the back in this bandwidth. We also notice contributions of a λ/2 resonance

in the cavity TE11 mode to the H-plane pattern, visible in Fig. 6.3b for the

case without the absorber. At this frequency, unloaded cavity produces a high-

gain main-lobe and multiple side-lobes, resulting in a spade-like shape in the

averaged pattern.

Fig. 6.4 compares the radiated pulses of all four simulated structures. The

late-time ringing due to the unloaded cavity, shown in Fig. 6.4b, has an ex-

ponential decay of 3 dB/ns, suggesting a cavity resonance at 1.74 GHz with

quality factor Q = 15.6. Notice also from Figs. 6.4b and 6.4d that inclusion of

the choke ring has a minor impact on the time-domain performance.

6.3 Fabrication

The four different cavity and choke-ring structures, with or without the ab-

sorber, were fabricated for testing. The walls of the structures were made

of copper tape, with a solid aluminum disc as the back-plane for mechanical

support. For the central cavity absorber, the commercially available Eccosorb

AN-77 absorber was used. The Eccosorb is a simple three-layer absorber de-

signed for free-space absorption, with good low-frequency performance, and a

thickness less than the choke ring height d. To mechanically support the walls

of the choke ring and cavity, as well as hold the antenna in place, the volumes

of the choke-ring corrugation and the central cavity were cut from an extruded

polystyrene foam possessing a vacuum response. The antenna was fed with

a coaxial cable through the center of the aluminum plane and absorber. The

cable was also affixed with a ferrite bead, placed behind the aluminum plane,

to suppress unbalanced currents.

To reduce cost and simplify construction, the outer choke ring was con-

structed as a removable cylindrical structure that surrounds the central cavity,
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Figure 6.4: Normalized measured and simulated pulse shapes (left) and their
envelopes (right).
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Figure 6.5: The fabricated cavity shield with the antenna inside, and the outer
ring used to convert it into a choke-ring shield.

Figure 6.6: The fabricated antenna, consisting of a resistively loaded strip
dipole, balun, feed network and MMCX connector.

such that the cavity shield could be converted to the choke-ring structure by

swapping the back-plane with a larger sized disc, and placing the cylindrical

structure around the central cavity. The cavity and choke ring were affixed

to the backplane using masking tape. An image of the cavity and (separated)

choke ring cylinder is shown in Fig. 6.5.

The antenna was printed on a 1.57-mm-thick FR-4 substrate and fed using

a 50-Ω coaxial cable through the back-plane of the central cavity. The coaxial

cable was connected to the substrate using an MMCX surface-mount connector,

followed by a short 50-Ω microstrip section with a narrow, truncated ground-

plane. To achieve a balanced signal and 200-Ω impedance at the antenna feed,
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a Mini-Circuits 0.5 GHz–2.5 GHz TC4-25+ transformer was used. The ground

plane was transitioned to the top layer using three via interconnects. An image

of the fabricated antenna is shown in Fig. 6.6. A small length of MMCX to

SMA cable was used to feed the antenna.

6.4 Measurement

Figure 6.7: The choke-ring antenna mounted in the anechoic chamber.

To confirm the simulation results and design performance, antenna pat-

terns of the fabricated prototypes were measured. Antenna pattern measure-

ments were performed in an anechoic chamber equipped with an NSI near-field

measurement system, using a double-ridged horn probe with a bandwidth of

0.75 GHz to 10 GHz as the receiving antenna. The cavity or choke-ring an-

tennas were mounted on a spherical positioner, as shown in Fig. 6.7. Using

the same setup, the S21 response between the horn and dipole antenna was

measured in the 0.75 GHz to 2.5 GHz range in the boresight direction, using

a vector network analyzer (VNA), for a reconstructed time-domain measure-

ment. Similar measurements have been described previously in the literature,

and are a popular way to measure an antenna’s response in the time domain
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[178, 179, 180, 181, 182]. The receiving double-ridged horn is assumed to be

sufficiently low-dispersion that any dispersion or ringing can generally be at-

tributed to the small antenna and cavity or choke-ring shield. For completeness,

and to see the effects of the choke and cavity structures on matching, S11 data

was also measured.

The data were measured in steps of 2 MHz between 0.75 GHz and 2.5 GHz,

for a total of 876 frequency points. This large number of data points was

necessary to avoid aliasing effects in time. The data were further zero-padded

to more easily distinguish the measured pulse shape and dispersion.

6.5 Results

The measured data are compared with simulation in Figs. 6.2, 6.3, and 6.4,

and are generally in excellent agreement. The largest discrepancies are in the

pulse response of the cavity and choke structures that include the absorber

in the central cavity, seen in Figs. 6.4c and 6.4d. Agreement in the primary

pulse is good up to 11 ns, after which there is a discrepancy in the predicted

pulse power in the range of 10–15 dB, between 11 ns and 12 ns. This is the

interval during which power would be expected to reflect from the cavity, and

this additional measured power could be evidence the the AN-77 absorber does

not behave as ideally as the simulation model. This can also be seen in the

pulse dispersion, where the measured pulse shapes in Fig. 6.4c seem to mimic

those without the absorber, as seen in Fig. 6.4a.

Beyond the 12 ns mark, the measured results also show clutter around

−40 dB not accounted for in simulation. This clutter does not show the expo-

nential decay expected of damped resonant phenomena. Rather, it is suspected

to be due to multipath in the anechoic chamber, or difficult-to-model reflec-

tions in the antenna system, such as in the antenna feed network, balun, con-

nectors or small cable lengths that could not be removed through calibration.
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Note that GPR systems generally minimize the impact of cables by placing

the active transmitter and receiver components directly at the feed point of

the antenna, and such strategies are expected to reduce late-time clutter well

below the −40 dB level observed in the measured data. Otherwise, the pulse

shape is very similar between simulation and measurement. Note that without

the absorber, the time-domain responses of the cavity and choke-ring shields

are quite consistent between simulated and measured data, seen in Fig. 6.4a

and 6.4b.

The agreement of the measured and simulated averaged radiation patterns

is similarly good, with the worst agreement at the backlobe in the structures

without the absorber, visible in Fig. 6.3a and 6.3b. This may, at least partly,

be attributed to the blockage due to the metallic antenna mount, visible in Fig.

6.7. Dispersive characteristics of the feed network that alter the power spectra

of the averaged patterns could be a contributing factor to the small differences

at other angles.
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Figure 6.8: Measured S11 of the dipole backed by the different cavity/choke
shields, compared to the unshielded dipole.

As for the RFP shown in Fig. 6.2, agreement between measurement and

simulation tends to be worst around resonant features, likely due to minor
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losses damping the response around resonance. Otherwise, there is some ripple

and small variation with frequency present in the measured data compared to

simulation. In general, small variations in the power distribution of the pattern

can have relatively large effects on the RFP, as a result of the integration over all

angles. This is especially the case when the power to the back of the structure

is extremely low, such that small variations have a proportionally larger effect.

The agreement is particularly good in the cases where absorbers are present in

the cavity and choke ring.

Fig. 6.8 compares S11 of the cavity and shield structures to the dipole

antenna without any shield; due to the difficulty in accurately modeling the

balun structure, only measured data are presented. The antenna alone shows

moderate matching performance over much of the 0.75 GHz to 2.5 GHz band,

which is sufficient in a GPR context. The data are very consistent between

the different structures, and suggest that the presence of the shield does not

significantly affect the antenna’s return-loss characteristics.
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Chapter 7

Conclusion

7.1 Summary

This work has examined a variety of devices that can be used to shield antennas,

and prevent their interaction with their surrounding environment, with partic-

ular focus on issues relevant to GPR. Due to the high degree of attenuation

for signals propagating underground, GPR systems are sensitive to extraneous

coupling or multipath signals between their Tx and Rx antennas, which may

generally obscure weaker signals of underground origin. This can be due to

above-ground reflectors, which can be a significant source of clutter, or due to

coupling between Tx and Rx antennas such as along cables.

Cavity shield structures are a common method used to isolate GPR an-

tennas. These cavities however, are not perfect; radiation diffracts around the

cavity opening, which adds additional backlobes to the antenna pattern, and

can be a source of clutter. Currents induced on the shield can also be a source

of coupling between antennas. To address these issues, this work looked at two

varieties of structure. The first was microwave absorbers, which are used to

reduce reflection off of metallic structures, and can be used to dampen metallic

shields. The second was finite, typically metallic ground plane structures, and

related surfaces used to reduce diffraction at the ground plane’s edges.
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Despite the variety of absorber designs in the literature, most were found

to be understandable through a common set of circuit methods. Resonant

designs achieved good matching around a single frequency, or small number of

frequencies, while designs using a tapered response to achieve smooth matching

to free space generally had larger bandwidths, but at the cost of thickness.

Regardless of the design method, these absorbers were found to be subject

to the same bandwidth-thickness constraints. Available bandwidth was found

to be proportional to the thickness of the absorber, and generally limited in

its low-frequency performance. Maximum bandwidth for a given absorption

level was generally achieved with designs that used a multi-resonant design

to achieve moderate matching over a wider bandwidth, which can be realized

using multi-layer designs such as the Jaumann absorber, or FSS-based designs.

Such an absorber could achieve matching over a typical GPR bandwidth of

0.5 GHz to 2.5 GHz for a thickness of roughly 6 cm, and is a promising method

to reduce the influence of surrounding metallic surfaces on the response of a

GPR antenna. Magnetic materials were found to be an exception, capable of

achieving wider bandwidths for a given absorber thickness, and are promising

for lower-frequency absorbers for which large thicknesses would make otherwise

prohibitive.

For the purpose of antenna shielding, a variety of finite ground plane struc-

tures were examined. Though the infinite ground plane is often studied as an

ideal structure, the finite size of real ground planes can have important effects

on the response of an antenna. This especially the case for ground planes

with dimensions on the order of a wavelength. At the edge of a ground plane,

impinging fields will generally re-radiate and diffract according to a Huygen’s

wavelet principle. This effect is enhanced when a ground plane is covered by

a dielectric, which can support bound surface-wave modes. The reflected com-

ponent of this diffracted signal for example, perturbs the input impedance of

the exciting antenna, which will oscillate as a function of both ground plane
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size and frequency. A portion of the diffracted signal will also reach the back of

the ground plane, contributing to additional back and side lobes. For asymp-

totically large sizes, GTD or UTD were the most common techniques used to

analyze diffraction effects. To reduce diffraction, designs which impede the

propagation of currents to the edge of the ground plane, such as resistively ta-

pered ground planes, or EBG surfaces that suppress currents, were considered

effective.

Particular studies were done for a short resistively loaded dipole backed

by either a metallic ground plane or cavity. For a ground plane, back-lobe

radiation due to the finite size was found to exhibit something like a “transition

frequency”, above which the ground plane had generally reduced back lobe.

This transition frequency occurred for ground plane diameters of around λ/2.

Edge diffraction on the ground plane was also found to be a source of late-time

clutter in the radiated time-domain signal. The ground plane could also be

designed such that this diffracted field either constructively or destructively

interfered with the primary radiated signal.

For typical cavity shields, resonant effects were found to have strongly in-

fluence the shielding ability of the cavity. To summarize a shield’s ability to

direct power forward, the RFP metric was developed. It was found that reso-

nance of the TM11 circular waveguide mode within the cavity was detrimental

to the RFP. For cavities of moderate depth, this occurred at frequencies near

the TM11 cutoff frequency. The TM11 mode had a similarly detrimental effect

on the pulsed time-domain response, with a large degree of ringing from energy

stored in the cavity at the TM11 resonant frequency.

Due to the importance of surface waves when understanding diffraction

around a shielding structure, we considered the excitation of surface wave

modes above impedance surfaces. Inductive and PEC boundaries were found

to support TM surface waves (plane waves in the limit), while capacitive and

PMC or high-impedance surfaces supported TE surface waves. The TM and
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TE surface wave solutions were found to correspond to two perpendicular po-

larizations. These ideas were shown to hold more formally by considering the

Sommerfeld problem for a dipole above an impedance surface. This method

also generalizes to lossy multilayer structures, and can be used to analyze ab-

sorbers in the vicinity of a dipole excitation. By choosing a surface impedance

value that did not support the type of surface wave excited by the antenna,

radiation near the surface would be suppressed. Vertical dipoles were found to

excite TM surface waves at all polar angles, while horizontal dipoles excited

TM surface waves in their E plane, and TE waves in the H plane.

Special attention was paid to corrugated surfaces, and related choke-ring

shields. Due to the anisotropic impedance of the corrugated surface, waves

see different surface impedances depending on the polarization and direction of

propagation. As a result, above the λ/4 depth frequency up to a λ/2 depth, TM

waves traveling perpendicularly to the corrugation see a capacitive surface, and

are cut off. Similarly, TE waves in this same direction see a metallic surface,

and are also cutoff. As a result, neither type of wave can propagate along

the surface, and all radiation is suppressed. This is the soft surface property

of corrugations and choke rings. Due to operation between the λ/4 and λ/2

depth frequencies, the choke ring shows an octave of bandwidth, making it

one of the most wideband EBG surfaces, and an appealing choice for use as a

GPR shield. To understand the effect of different design parameters on choke

ring performance, a variety of parametric studies were performed. It was found

that minimally thin metallic walls had the best shielding, and that overall size

was the largest determinant of the RFP of a choke-ring shield. The number

of rings was fairly inconsequential to choke ring performance in its capacitive

impedance region. For moderately size designs, only a single corrugation (two

metallic rings) was preferable for its simplicity.

Based on these guidelines, a choke ring design was fabricated and measured.

To reduce ringing effects due to energy stored in the cavity, the choke-ring shield
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was modified to include a dielectric absorber within its cavity. Comparable cav-

ity shields with and without the absorber were also measured, for a total of

four different designs. These shields were used to back a short lossy printed

dipole antenna. To assess the time-domain performance of the shields, a time-

domain pulsed response at boresight was reconstructed from frequency-domain

transmission data. For this measurement, the antenna was effectively excited

by a pulse with frequency components between 0.75 GHz and 2.5 GHz. These

measurements showed the successful suppression of ringing effects due to the

cavity, and a reduction in reflected power from the cavity. Antenna patterns of

the different shield structures were also measured. Since single-frequency an-

tenna patterns are not very representative of radiation from a wideband pulse,

time-averaged patterns and their frequency-domain equivalent were considered

instead. The choke ring was shown to provide a 3–5-dB redirection of radi-

ated power from the back to the front of the shield, while the inclusion of the

absorber ensured less than −40 dB of late-time clutter.

7.2 Future Work

While this work has considered the far-field performance of the choke-ring an-

tenna shield in an air dielectric, GPR antennas function close to the ground

and operate in the antenna’s near-field, both of which add further complexity.

Subsequent work would establish the value of choke-ring shielding under these

conditions. It is also necessary to explore shielding structures which incorpo-

rate both Tx and Rx antennas, as well as ways to reduce coupling between

them. Finally, the choke-ring shield suffers from its relatively large size; it will

be necessary to consider strategies for reducing choke-ring sizes. In this sec-

tion, we shall briefly consider some further possible designs that use principles

developed in this work, and address some of these issues.
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7.2.1 Multiple Disc Reflectors

λ/4

Exciting dipole

Figure 7.1: Horizontal choke structure. The symmetry plane is marked as the
dashed line.
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Figure 7.2: Front-to-back ratio of a single disc versus the two-disc choke design.

One of the difficulties of the choke-ring shield was its large size. In addition

to the minimum λ/4 depth, the choke ring corrugations surround a central

cavity, which has a minimum size due to the cutoff frequency of its fundamental

TE11 mode. One way to reduce this size is to take advantage of horizontal rather

than vertical length to achieve the λ/4 condition. This is shown in Fig. 7.1. Due

to the symmetry condition, the symmetry plane acts like a PEC termination

to the horizontal corrugation, and the total length of the structure is λ/2. This

81



8 9 10 11 12 13

Radius2

8

9

10

11

12

13

R
a
d

iu
s1

Front-to-Back Ratio (dB)

−16

−12

−8

−4

0

4

8

12

16

Figure 7.3: Front-to-back ratio at 0.75 GHz as the radii of the two discs backing
a dipole are varied. Radius1 is for the disc closer to the dipole.

could be fabricated for example, by using two closely spaced ground planes,

with either rectangular or circular geometry. Preliminary studies using two

discs suggest that most of the properties associated with the choke ring plane

also hold for this two-disc reflector geometry. For this structure, the energy

between the discs can be modeled as a parallel plate mode, which predicts the

choke resonant frequency. The front-to-back ratio of a single versus two-disc

shield designed for 0.75 GHz is shown in Fig. 7.2, based off of the ground-plane-

backed dipole model discussed in Chap. 3, with the additional disc spaced 3 cm

from the first. This design is limited at the upper frequency by a higher-order

parallel plate mode, for roughly an octave of bandwidth. Fig. 7.3 shows how

the front-to-back ratio depends on the radii of the two discs. The front-to-back

ratio evidently depends on the dimension of the second disc in addition to the

disc closer to the dipole, and also potentially shows backfire characteristics,
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depending on the values chosen.

7.2.2 Anisotropic Resistive Ground Planes

Figure 7.4: Depiction of an anisotropic resistive surface inspired by the soft-
surface principle used in choke ring designs.

One of the methods discussed in Chap. 3 to reduce ground plane diffrac-

tion on a ground plane is using a resistive surface at its edge. These are

expected to reduce diffraction from TM-polarized waves, which are the ma-

jor source of diffraction for most ground plane structures. Resistive surfaces

however, are not as ideal as PEC surfaces for the reduction of diffraction for

TE-polarized waves. The same design method used to realize a soft surface

using an anisotropic surface can be used to create ground planes which act

similarly to a metallic surface for TE-polarized radiation, while being other-

wise resistive for TM-polarized radiation. Such a surface could be realized by a

set of planar, concentric rings, electrically connected by a set of annular resis-

tive strips, or lumped-element resistors. The effective surface impedance seen

for TM-polarized radiation could be controlled both by the choice of resistive

material, as well as the radial length of resistive and metallic elements, which

could be used to realize a tapered surface impedance, for example. Such a

83



ground plane structure is pictured in Fig. 7.4.

7.2.3 Absorber-Loaded Choke Rings

In Chap. 4, the Sommerfeld half-space problem for a dipole over a resistive

surface showed that a resistive surface has a similar effect to a capacitive surface

in its ability to suppress radiation along its surface. This model, however, used

a constant surface impedance. For most of the absorbers discussed in Chap. 2,

the effective surface impedance changes as a function of angle of the incoming

radiation. By forcing energy into a parallel plate mode, a corrugated surface

achieves a constant surface impedance for all impinging angles. Choke rings

loaded with an absorber would similarly have a constant surface impedance

for all angles. By loading a choke ring with a broadband absorber, this would

create a broadband resistive surface for all angles of impinging radiation. This

surface impedance would also be anisotropic, and would act to the ideal PEC

surface for TE-polarized radiation. Due to the loss within the choke ring,

this design would be expected to have minimal influence on the time-domain

performance of an antenna.
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Appendix A

Signal Processing &

Time-Domain Properties

The vast majority of signal characteristics for antennas and microwave systems

are based on Fourier transform properties. Here, we use a definition for the

Fourier transform and its inverse common in engineering applications:

X(ω) = F{x(t)} =

∫ ∞
−∞

x(t)e−jωtdt (A.1)

x(t) = F−1{X(ω)} =
1

2π

∫ ∞
−∞

x(t)ejωtdω (A.2)

Signals in the time domain are taken to be purely real valued.

A.1 Antenna Transfer Function Approach

Antenna systems are typically linear time-invariant systems, and can be charac-

terized by a composition of transfer functions in the frequency domain (equiv-

alently, impulse responses in the time domain). For a Tx and Rx antenna

communicating over a channel, such a system is shown in Fig. A.1. An an-

tenna’s transfer function HTx(f) or HRx(f) will depend on the port impedance
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Figure A.1: Block model for different components in an antenna system, with
transfer functions labeled [6].

the antenna is terminated in, and reflections due to mismatches in impedance

are already accounted for in these transfer functions. The channel’s transfer

function HCh for free space will usually take the form of a spherical wave, with

[6, 183]:

Hch =
e−jkr

r
(A.3)

An important point is that HTx(ω) is defined for an antenna radiating a spher-

ical wave, while HRx(ω) is defined for an antenna receiving power from a plane-

wave-like wave front. As such, HTx(ω) 6= HTx(ω). The two transfer functions

however, are related by reciprocity. For a Tx antenna, HTx is closely related

to the realized gain:

Gr = |HTx|2 (A.4)

or similarly the gain with an additional term for port mismatches:

G =
|HTx|2

1− |Γ|2
(A.5)

while HRx(ω) corresponds to the effective aperture Ae modified appropriately

to account for port mismatch:

Ae =
|HRx|2

1− |Γ|2
(A.6)

One of the consequences of Eq. A.5 and A.6 is that antennas that radiate

their exciting pulse with no dispersion have a constant realized gain, while the
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corresponding dispersion-free receiving antenna has constant effective aperture.

Thus when measuring the transfer function of a transmitting antenna, it is

desirable to use an antenna with constant effective aperture.

A.2 Short Dipole

A well-known result for a point electric dipole is that it radiates a second

derivative in the time domain [175]. Since derivatives in the time domain

result in multiplication by ω in the frequency domain, point dipoles act like ω2

high-pass filters on any exciting pulse. Since all dipoles act like point dipoles at

asymptotically low frequencies, they will all have this same characteristic high-

pass response at low-frequencies. Through a multi-pole expansion, most large

dipoles will also show a second-derivative-like response, especially when excited

by a broadband pulse with significant low-frequency components. Early in time,

currents will be localized to a smaller volume, and the point dipole response

is more accurate, while currents that propagate further outward on a dipole

will radiate later in time. As a result, the early-time response of dipoles will

resemble the ideal small dipole second derivative response, seemingly perturbed

by additional signal components at later times. In response to a broadband

pulse, large dipoles will thus typically radiate a broader pulse in comparison

to a short dipole. The simplicity, low dispersion, and short pulse width of

this second derivative response, together with the small size of the short dipole

make it very convenient as a GPR antenna.

A.2.1 Ground-Plane-Backed Dipole

For a dipole closely backed by a ground plane, both the dipole and its image

contribute to the radiated signal. The image dipole however, has its currents

out of phase with the original dipole. The image will thus interfere with the

exciting dipole, but with a phase delay related to the distance d of the dipole
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above the plane. For a dipole originally radiating a signal u(t), the modified

signal due to the ground plane is given by the equation:

utotal(t) = u(t)− u(t− 2d/c) (A.7)

When the dipole is closely spaced to the ground plane, or at asymptotically

low frequencies, this is closely approximated by a derivative.

utotal(t) ≈
d

c

∂u(t)

∂t
(A.8)

Given the short dipole already radiates a second derivative response, short

dipoles closely spaced to a ground plane will resemble a third derivative of

the exciting pulse, with the reflecting ground plane acting as an additional

high-pass filter on the response.

A.3 Pulse Characteristics

A.3.1 Gaussian Pulse

Gaussian pulses are a common exciting pulse in GPR systems, and are also a

good illustration of bandwidth-pulse-width characteristics. In the time domain,

a Gaussian pulse has the form:

u(t) = A exp

(
− t2

2σ2
t

)
(A.9)

The parameter σt characterizes the pulse width, with larger σt corresponding

to wider pulse widths. The frequency domain representation of a Gaussian

pulse is also a Gaussian:

U(ω) = A

√
2π

σω
exp

(
− ω2

2σ2
ω

)
(A.10)
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where σω = 1/σt, and similarly characterizes the bandwidth of the pulse. This

inverse relationship between pulse width and bandwidth is representative of

short pulses in general. Though Gaussian pulses are common in GPR, they have

the disadvantage of having frequency components down DC, which are non-

radiating. Derivatives of the Gaussian pulse are also commonly used, and have

the advantage of having no DC component. The first-order Gaussian derivative

is referred to as a monocycle pulse, while the second-order Gaussian derivative

is called a Ricker wavelet, both of which are common exciting pulses. Another

alternative is a frequency-modulated Gaussian. If the modulation frequency is

sufficiently high compared to the bandwidth, then the DC component of the

pulse can be approximated as zero.

A.3.2 Hilbert Transform

For a pulse in the time domain with some underlying carrier frequency, the

Hilbert transform can be used to calculate the envelope of the pulse. The pulse

envelope is useful when comparing pulse widths, or for plotting pulses on a

decibel scale. The Hilbert transform is given by the equation [184]:

H{u}(t) 1

π

∫ ∞
−∞

u(τ)

t− τ
dτ (A.11)

Given an analytic function, the Hilbert transform can be thought of as tak-

ing the real part and returning the imaginary part. Hence, for a real-valued

time-domain signal u(t), the envelope of the signal can be calculated as |u +

jH{u}|(t). The complex signal u(t)+jH{u}(t) can also be calculated by setting

all negative-frequency components to zero, and taking the inverse transform.

A.3.3 Windowed Pulses

In the context of antennas, it is often convenient to refer to bandwidths as

having specific start and end frequencies. It is not possible however, to excite
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pulses in the time domain that have discrete start and end frequencies. Per-

fectly abrupt transitions in the frequency domain will cause ripple in the time

domain, with the ripple level determined by the abruptness of the transition.

A transfer function measured over a definite bandwidth can be modeled as

taking the total transfer function over all frequencies, and multiplying it by a

rectangular window

Hmeasured(ω) = H(ω)Πa,b(|ω|) (A.12)

where Πa,b(|ω|) is the box-car function, which evaluates to 1 inside the interval

|ω| ∈ (a, b), but is otherwise 0. The absolute value of frequency is used to ensure

the resulting time-domain signal is real. In the time domain, the result is that

the impulse response is convolved with a sinc function. For a measurement

bandwidth of ∆ω = b−a and center frequency of ω0 = (a+ b)/2, the measured

impulse response is given by:

hmeasured(t) = h(t) ∗
∆ω sinc

(
∆ω
2
t
)

2π
cos(ω0t) (A.13)

This measured response is essentially the time domain response if the system

were excited with a sinc pulse. This is problematic in that the sinc function

is acausal, with a very large degree of ripple extending to infinity in both

directions. This is not realizable in a physical system, and the ripple also has

the effect of obscuring other relevant time-domain features.

To remedy this issue, we can consider window functions used in the con-

text of digital signal processing, and are well-optimized to have minimal ripple

for their main pulse width [185]. Common windows include the Blackman or

Hamming window. The particular choice of window will determine the level

of ripple relative to main pulse width, with a trade off between the two. One

useful window used in this work is the Kaiser window [150, 151], which ap-

proximately minimizes ripple energy. The Kaiser window has a parameter β,

which modifies the pulse width relative to ripple level. The Kaiser pulse for
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Figure A.2: Different representations of the normalized Kaiser pulse, based on
the a Kaiser window in the frequency domain between 0.75 GHz and 2.5 GHz.
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β = 6 and its frequency spectrum are shown in Fig. A.2. When these windows

are applied to the frequency-domain measurement of an impulse response, the

system can be thought of as being excited by a pulse with a spectrum as given

by the corresponding window function.
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[147] F. J. Garćıa-Vilda, Esteban Moreno, J. A. Porto, and L. Mart́ın-Moreno.

Transmission of light through a single rectangular hole. Physical Review

Letters, 95(10):103901–1–4, September 2005.

[148] A. Roberts. Electromagnetic theory of diffraction by a circular aperture

in a thick, perfectly conducting screen. Journal of the Optical Society of

America A, 4(10):1970–1983, October 1987.

[149] Francisco Medina, Francisco Mesa, and Ricardo Marqés. Extraordinary

transmission through arrays of electrically small holes from a circuit the-

ory perspective. IEEE Transactions on Microwave Theory and Tech-

niques, 56(12):3108–3120, December 2008.

[150] J. F. Kaiser. Digital filters. In F. F. Kuo and J. F. Kaiser, editors, System

Analysis by Digital Computer, pages 218–285. Wiley, New York, 1966.
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