
IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 66, NO. 8, AUGUST 2019 6427
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Abstract—Detailed high-order models of the insulated-
gate bipolar transistor (IGBT) and the diode are rarely in-
cluded in power converters for large-scale system-level
electromagnetic transient (EMT) simulation on the CPU, due
to the nonlinear characteristics albeit they are more accu-
rate. The massively parallel architecture of the graphics pro-
cessing unit (GPU) enables a lower computational burden
by avoiding the computation of complex devices repetitively
in a sequential manner and thus is utilized in this paper to
simulate the wind farm-integrated multiterminal dc (MTdc)
grid based on the modular multilevel converter (MMC). Fine-
grained circuit partitioning is proposed so that the nonlinear
switching elements are physically separated with the small-
est circuit unit. By implementing these subsystems with
the same attributes as a GPU program and computing it in a
massively parallel manner, it is demonstrated that the GPU
is able to achieve a significant speedup over multicore CPUs
and its computation time incremental is much smaller when
the MMC level scales up. The improved insight and accuracy
of the proposed modeling methodology and the designed
GPU program are validated at the system- and device-level
by off-line commercial simulation tools.

Index Terms—Doubly fed induction generator (DFIG),
electromagnetic transients, graphics processors, high volt-
age direct current (HVdc), massively parallel process-
ing, modular multilevel converter (MMC), multiterminal dc
(MTdc), nonlinear IGBT model, parallel algorithm, wind farm.

I. INTRODUCTION

H IGH voltage direct current (HVdc) transmission based
on the modular multilevel converter (MMC) has shown

its potential in expanding into a multiterminal dc (MTdc) grid
by interconnecting multiple converter stations [1]. Although a
few projects have been under operation, new system configu-
rations [2]–[4], novel control, and protection strategies [5]–[7]
keep springing up, and the prime means of studying them is
electromagnetic transient (EMT) simulation, where tremendous
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efforts have been paid to improve the efficiency while retaining
a reasonable accuracy.

The two-state switch model (TSSM) with fixed ON- and OFF-
state resistances for semiconductor switches is the main model
that current mainstream system-level EMT-type simulation tools
such as PSCAD/EMTdc adopt [8]. However, it is seldom seen
in MMC-based HVdc simulation where hundreds of insulated-
gate bipolar transistors (IGBTs) and their antiparallel diodes
constitute a huge circuit that is too burdensome for CPUs to
solve. Therefore, aggregated models such as the detailed equiv-
alent model and the averaged value model and their variants
are proposed and implemented in EMT-type solvers [9]–[11],
all of which are unable to surpass the TSSM in terms of accu-
racy. Furthermore, even the TSSM is deemed as an ideal model
which falls short of revealing transient behavior of the IGBT,
e.g., the inaccessibility of current overshoots during switching
in the EMT simulators could lead to an underestimation of its
actual stress and subsequently the inappropriate selection of a
device type with inadequate capacity; the MMC power loss is
another aspect that needs attention, where currently some simple
switch models are applied for loss estimation [12], [13]. Thus,
it is imperative to include nonlinear device-level switch models
in EMT solvers for large system simulation to gain adequate
insight [14].

On the contrary, for small-scale converter design, it is prac-
tical to include device-level IGBT and diode models that are
experimentally validated in simulation by platforms such as
SaberRD and PSpice [15]–[17]. Reproducing sufficient accu-
racy in describing the static and dynamic behaviors of a real
switch is the noticeable drawback of CPU’s inefficiency in
solving the converter even with a few such devices, let alone
megawatt power converters such as the MMC. Moreover, with
numerous circuit nodes linking linear and nonlinear compo-
nents, the simulation is commonly subjected to frequent termi-
nation due to numerical divergence. All the aforementioned facts
account for the absence of nonlinear IGBT and diode models
from the MMC topology for MTdc grid simulation.

Circuit partitioning brings a prominent speedup to EMT sim-
ulation by calculating a number of small circuits [18], rather
than the original circuit that corresponds to an extremely large
admittance matrix. Thus, it is one of the fundamental methods in
accelerating the simulation of MTdc grid with micromodeling
of MMCs. Nevertheless, due to the sequential implementation
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of these subcircuits by the CPU, the simulation still takes a long
time even for a small fraction of duration.

The graphics processing unit (GPU) has been employed pre-
viously for electromagnetic transient simulation of power sys-
tems and power electronic circuits [19], [20]. Therefore, in this
paper, its massive parallelism is utilized to expedite the sim-
ulation of MTdc grid involving microlevel details. The sub-
module (SM) containing nonlinear behavioral IGBT/diode pair
contributes to the main computational burden within the MMC.
Thus, coupled voltage–current (V–I) sources are used for cre-
ating a fine-grained network from the original system structure
by separating all MMC SMs, whose similarity enables writing
them as one global function by the GPU programming language
CUDA C [21] and parallel execution by multiple computational
blocks and threads. Consequently, the GPU is able to gain a
remarkable speedup over CPUs.

This paper is organized as follows. Section II introduces
system-level modeling of the MTdc grid. The IGBT/diode non-
linear behavioral model and the GPU program design of an
MMC is discussed in Section III. GPU implementation results
are presented and validated in Section IV, and Section V pro-
vides conclusions.

II. WIND FARM-INTEGRATED MTDC GRID

Fig. 1 shows the CIGRÉ B4 dc grid [1] integrated with off-
shore wind farms (OWFs). It comprises 3 dc systems (DCSs)
and 11 ac/dc terminals. The onshore converter stations con-
necting with OWF1-5 are rectifiers so that the energy could be
transmitted to inland inverters.

A. Induction Machine Model

The induction machine (IM) is the core part that converts the
wind’s kinetic energy into electricity. It is based on the following
state-space equations [22]:

Φ̇ = AΦ + BU (1)

I = CΦ (2)

where Φ, I, and U are vectors of fluxes, currents, and excita-
tions of the DFIG in the α–β frame, respectively. Since their
elements are arranged in the same sequence, they can be uni-
formly denoted by a symbolic vector X as

X =
[
Xαs, Xβs, Xαr , Xβr

]T
. (3)

Here, the subscript α and β represent the α–β frame, and s
and r indicate variables belonging to either the stator or rotor,
respectively. The input matrix B is a 4× 4 identity matrix, while
the state and the output matrices are given as

A =

⎡

⎢
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⎢
⎢
⎣

−Rs Lr

Ls Lr −L2
m
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(4)

Fig. 1. The CIGRÉ B4 dc grid integrated with OWFs.

C =

⎡

⎢
⎢
⎢
⎢
⎣

Lr

Ls Lr −L2
m

, 0, −Lm

Ls Lr −L2
m

, 0

0, Lr

Ls Lr −L2
m

, 0, −Lm

Ls Lr −L2
m

−Lm

Ls Lr −L2
m

, 0, Ls

Ls Lr −L2
m

, 0

0, −Lm

Ls Lr −L2
m

, 0, Ls

Ls Lr −L2
m

⎤

⎥
⎥
⎥
⎥
⎦
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(5)

where Ls , Lr , and Lm are the stator, rotor, and magnetizing
inductances, respectively; Rs and Rr are the stator and rotor
resistances, respectively; and ωr is the electrical rotor velocity.

The electromagnetic torque is calculated following the solu-
tion of the space-state equations, as

Te = 1.5Pp(ΦαsIβs − ΦβsIαs) (6)

where Pp is the number of pole pairs and ωr is subsequently
calculated by

ωr =
∫

P

J
(Te − Tm )dt (7)

where J is the inertia and Tm is the mechanical torque.

B. Aggregated Wind Farm EMT Model

The rectifier collects wind energy and provides a stable ac
voltage to an array of doubly fed induction generators (DFIGs)
which may be located in regions where ac grid is not available.
As shown in the d-q frame-based controller in Fig. 2, the ac
voltage reference in the d-axis V ∗

gd is set for the actual output
voltage to follow, and phase-shift control (PSC) comprising of
the averaging (AVG) and balancing (BC) algorithms is adopted
for regulating the MMC SM capacitor voltages [23]. The con-
figuration of the rectifier side is given in Fig. 3(a). The wind
turbine model converts wind speed into torque and feeds it into
the IM, which generates electric power under vector control
[24]. The OWF is represented by aggregated DFIGs since the
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Fig. 2. MMC-based converter station controller.

Fig. 3. OWF integration into MTdc grid: (a) DFIG array connected with
MMC and (b) rectifier-side EMT model with aggregated wind farms.

focus is on GPU simulation of power converters with nonlinear
device-level details for system study.

From the perspective of circuit analysis, the rectifier side
contains a large number of nodes. Moreover, the IM model
cannot be solved along with its surrounding parts by a matrix
equation. Thus, twofold V–I source couplings are introduced for
interfacing the IM to external circuits, as shown in Fig. 3(b). The
voltage sources should be on the induction machine’s side since
the input of (1) is three-phase voltage, and the current sources
are solved in conjunction with the remaining parts.

The aggregation of all DFIGs in an OWF introduces the other
coupling at the point of common coupling (PCC). The voltage
source is placed on the DFIG side, and on the ac side of the
rectifier is the three-phase current-controlled current sources,
with a scaling factor ND representing the number of DFIGs in
a wind farm.

C. Circuit Partitioning for Simulation Speedup

The basic configuration of a three-phase (N + 1)-level MMC
is given in Fig. 3(a), where the N -cascaded SMs in each arm
would pose a severe computational challenge for efficient sim-
ulation on processors if not simplified or separated, particularly
when the IGBT/diode nonlinear models are adopted. The rel-
atively low frequency of arm currents compared with that of

Fig. 4. MMC SM partitioning by V –I couplings.

Fig. 5. Nonlinear IGBT/diode electrothermal model: (a) Original
behavioral model and (b) improved model.

EMT computation means that between two neighboring time
steps, the currents can be deemed as constant; thus, they satisfy
the principle of circuit partitioning by V –I coupling which split
all SMs from their corresponding arms to constitute the min-
imum separable subcircuits for alleviating the computational
burden and improving numerical stability, as shown in Fig. 4.
On the left, the MMC arm collects all SM voltages, while at the
same time the SMs also receive the arm current as their inputs.
Then, the two types of circuits conduct computation without
interfering with each other until completion, when a new round
of information exchange takes place and the time step moves
forward by Δt.

III. NONLINEAR BEHAVIORAL IGBT/DIODE

ELECTROTHERMAL MODEL-BASED MMC

A. IGBT and Diode Pair EMT Model

The nonlinear behavioral model (NBM) of the IGBT and its
antiparallel diode is taken as an example for the demonstration
of sophisticated device-level switches involved in system-level
simulation on the GPU. As the equivalent circuit of the pair
shown in Fig. 5(a), the IGBT contains five nodes while the
diode has three nodes [25], [26], but since the latter shares its
anode and cathode with the emitter and collector of the former,
the original model has totally six nodes.
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1) IGBT Model: The MOSFET behavior represented by the
current source imos is the pivotal part. Together with capacitors
Cge, Ccg and the inherent gate resistance rg , it reflects static
and dynamic performance other than the tailing current by the
following three sections corresponding to the OFF state, the ON

state, and the transient state, respectively:

imos =

⎧
⎪⎪⎨

⎪⎪⎩

0, (vcge < Vt)||(vd ≤ 0)

a2 · v(z+1)
d − b2 · v(z+2)

d , vd < (y · (vcge − Vt))
1
x

(vc g e −Vt )2

a1 +b1 ·(vc g e −Vt )
, (others)

(8)
where a1 , b1 , a2 , b2 , x, y, and z are coefficients, Vt is the con-
stant channel threshold voltage, and vd and vcge are the volt-
age over imos and Cge. As a consequence, discretization of the
component yields conductance Gmosvd and transconductance
Gmosvcge derived by taking partial derivatives with respect to vd

and vcge , e.g., under ON state

Gmosvd =
∂imos

∂vd
= a2(z + 1) · vz

d − b2(z + 2) · vz+1
d (9)

and under the transient stage

Gmosvcge =
2(vcge − Vt)

a1 + b1(vcge − Vt)
− b1(vcge − Vt)2

(a1 + b1(vcge − Vt))2 .

(10)
The Norton equivalent current Imoseq can be expressed by the

following combination:

Imoseq = imos − Gmosvd · vd − Gmosvcge · vcge . (11)

The IGBT tailing current phenomenon concentrates on rtail–
Ctail pair and the current source itail

itail =

{
0 (vtail/rtaildimos)

( v tail
r tail

− imos) · irat (vtail/rtail > imos)
(12)

The reactive elements such as the capacitor and inductor ex-
pressed in ordinary differential equations should be discretized
for EMT simulation. Implicit one-step integration methods are
used: the second-order Trapezoidal rule and Backward Euler
method are adopted in discretizing system-level components
and the nonlinear IGBT/diode model, respectively, since the
small simulation time step ensures their accuracy. Other inte-
gration methods with higher orders are not used due to a heavier
computation burden although they are also applicable.

2) Diode Model: The diode is essential to the normal oper-
ation of an MMC since it provides a conduction path when the
IGBT is turned OFF. Its behavioral model contains two parts: the
nonlinear diode symboled by NLD exhibits complex static char-
acteristics, and the remaining three components are in charge
of the reverse recovery feature. The basic I–V relationship is
realized by the exponential function

Id = Is ·
(

e
V j
V b − 1

)
(13)

where Vj is the static junction voltage, Is is the leakage cur-
rent, and Vb the junction barrier potential. Discretization and
linearization toward this nonlinear component are carried out so

that a discrete-time Norton equivalent circuit becomes available,
derived by

Gj =
∂Id

∂Vj
=

Is

Vb
e

V j
V b (14)

Ijeq = Id − Gj · Vj (15)

where Gj and Ijeq represent conductance and the equivalent
current source.

The Backward Euler integration is sufficient for discretization
of linear parts since the simulation time step is small. Thus, the
discretized model of the conductor is expressed as

GLd
=

Ld

Δt
(16)

ILd eq(t) = iLd
(t − Δt) (17)

and the current source ir is controlled by the voltage over the
rLd–Ld pair with an amplification coefficient of Kr .

3) Improved IGBT/Diode Model: Small-scale power con-
verter simulation with the above model is practical as the CPU
can solve the corresponding matrix with convergent results.
However, in the MMC, even with partitioned configuration,
the ten nodes in one SM is still too burdensome to compute;
moreover, MATLAB simulation revealed that the rtail–Ctail pair
in the IGBT is the main source that contributes to numerical
divergence. Thus, the model is modified, as shown in Fig. 5(b).
As the rtail–Ctail pair only impacts the tail current itail , it can be
removed from its initial position and constitute an independent
circuit. In EMT simulation, after obtaining imos , the value is
used to compute the nodal voltage of the RC pair, which further
yields the tail current. The freewheeling diode can either be kept
unchanged or, under certain circumstances its reverse recovery
could be neglected, retaining only the NLD for higher efficiency.

In this case, discretization of the controlled current source itail
becomes unnecessary, since its value can be directly calculated
by (12), which shortens the computation time. Meanwhile, in the
partitioned SM, there would be only eight nodes; the omission of
two nodes not only improves simulation speed but also reduces
the chance of numerical divergence.

The electrothermal network is necessary for micromodeling
of the switch. The power dissipation is sent to the network which
can be represented by an RC network denoted by Zth, and Te is
the ambient temperature.

B. IGBT/Diode Grouping

The MMC SM unit may contain a number of IGBT/diode
pairs, e.g., a fundamental half-bridge SM (HBSM) contains
two switches, and in case the rating of a single IGBT is not
enough, one switch symbol may be comprised of a few parallel
IGBTs. Consequently, the number of nodes in the split SM rises
dramatically and the simulation will be further slowed down.
However, noticing that during operation, they are well-balanced
and the internal nodes have the same potential, a scaling factor m
is introduced to indicate their exact number. Then, as indicated
in Fig. 6(a), the basic admittance matrix for the HBSM still has
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Fig. 6. Partitioned SM nonlinear behavioral model: (a) HBSM and
(b) FBSM.

a dimension of 8, written as a combination of three parts

GSM =

[
GC 01×7

07×1 07×7

]

+

[
m · GS 5×5 03×3

03×3 03×3

]

+

⎡

⎢
⎢
⎢
⎢
⎣

04×4 04×4

04×4 m ·

⎡

⎢
⎢
⎣

GS11 · · · GS14

...
. . .

...

GS41 · · · GS44

⎤

⎥
⎥
⎦

⎤

⎥
⎥
⎥
⎥
⎦

(18)

where the element GC represents the conductance of SM capac-
itor; the second matrix lists all elements in the five-node upper
switch, while its lower counterpart is placed in the third matrix,
which only contains 16 elements after the fifth node is natu-
rally grounded. Similarly, the current contribution vector can be
expressed by

JSM =
[
IhisC 0 0 0 Js 0 0 0

]

+ m · [JS1 JS2 JS3 JS4 JS5 0 0 0
]

+ m · [0 0 0 0 JS1 JS2 JS3 JS4
]

(19)

where IhisC and Js are the capacitor’s history current and arm
current, respectively. The SM nodal voltages are subsequently
obtained by

USM = G−1
SM · JSM . (20)

The full-bridge SM (FBSM) is another topology used in
MMC-based HVdc transmission for dc-side fault ride-through.
It originally contains 15 nodes; however, considering that during
normal operation the fourth IGBT is constantly under OFF state,
it can be omitted, and the new FBSM in Fig. 6(b) has 13 nodes.
Its admittance and current contribution matrices can be acquired
in a similar style and the nodal voltages are also calculated by
(20).

C. Fine-Grained MMC GPU Kernel Design

The circuit partition creates a substantial number of compo-
nents, and those with the same attribute are written as one GPU
program. The MMC is the most complicated part in the MTdc
system for the existence of several hierarchies, e.g., one con-
verter contains three legs, each of which has two arms, and in an
arm, there are a number of SMs. A proper GPU program design
must lead to a high level of parallelism, meaning components
in the lower hierarchy have a higher priority in the design, e.g.,

Fig. 7. GPU simulation architecture: (a) SIMT mode of kernel imple-
mentation and (b) nonlinear behavioral SM kernel.

taking the SM as an independent component instead of the entire
MMC enables higher parallelism.

a) GPU computational architecture: The GPU kernel
written in CUDA C programming language is a global function
which has a similar coding principle to C/C++ programs run
on the CPU. However, unlike its CPU counterpart which is
implemented in a largely sequential manner, a kernel is enabled
to have higher parallelism since the GPU has a much larger
number of cores. In Fig. 7(a), the single-instruction-multiple-
thread (SIMT) mode of GPU kernel implementation is given.
The function Kernelx is computed in a grid of a blocks each
having b threads, meaning a total number of a × b copies are
launched. The inputs and outputs of a kernel are stored in global
memory so that they can be accessed by other kernels, whilst
inside a block, the shared memory can be declared. Within the
kernel itself, these variables go to or come from all threads
unless specified in the program. Thus, the GPU simulation is
generally carried out in a way that circuit components having an
identical attribute are written into a kernel, which, when invoked,
conducts a massively parallel computation of all corresponding
circuit components.

b) Nonlinear SM GPU kernel: The nonlinear behav-
ioral IGBT/diode model-based SM has the largest quantity of
all components that could be designed into a kernel. Therefore,
when the GPU simulation is carried out, each SM corresponds to
one thread, avoiding repeated calculation of the same function
in CPU. The architecture of an HBSM is given in Fig. 7(b), and
the FBSM has a similar form other than that the IGBT/diode
model coded as a device function would be called by the SM
kernel four times. Their outputs, i.e., the G matrix and the vector
J, participate in circuit solution along with external components
such as Js . The Newton–Raphsom iteration continues until the
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Fig. 8. Flowchart of the MTdc grid simulation on GPU using dynamic
parallelism.

solution U converges, followed by updating history items and
calculation of other outputs. The SM closely interacts with the
MMC linear part and the controller, and all variables exchanged
between kernels are stored in the global memory. The dimen-
sion of each signal is defined according to its actual number,
e.g., in the MMC hierarchy, one arm corresponds to one cur-
rent Js , but when the SM calculation begins, the GPU kernel
architecture determines that it can be accessed by all SMs. The
CUDA dynamic parallelism [21] is featured since an outer ker-
nel containing all three parts is designed to represent the dc
grid.

D. Parallel Simulation Architecture

The CIGRÉ dc grid is written as one kernel Kernel0 , and
with the GPU compute capability higher than sm_35, it is able
to launch child kernels such as kernel1 and kernel2 denoting
various components, as Fig. 8 shows. The host CPU does not
conduct simulation as it works only at the beginning and end of
the whole process when Kernel0 is invoked and unidirectional
data transfer occurs, which is completed immediately. The EMT
solution is purely done on the GPU to avoid repeated data ex-
change with the CPU that would prolong the simulation. As
can be seen, the child kernels are calculated in each time step
until a predefined simulation time is reached. Therefore, the
GPU computation time is virtually the simulation time. When
invoked, each child kernel launches an individual compute grid
containing a predesignated number of blocks and threads, and
all components corresponding to the kernel are being computed
concurrently.

The internal design algorithm of the MTdc kernel is given
in Fig. 9, where the seven major child kernels are implemented
sequentially as the outputs of one kernel can only be sent to its
counterparts when it finishes computing. During initialization,
all variables are stored in the global memory, and the simulation
can start from the MMC controller which has three kernels at
the bottom. After the IGBT gate pulses are generated, the four
circuit kernels at the top are calculated. As for each kernel, it is
implemented in the SIMT mode, with each thread representing
one component. Thus, it is noted that slight differences between

Fig. 9. MTdc grid GPU kernel design algorithm.

Fig. 10. OpenMP syntax and implementation flowchart.

components written as one kernel do not affect parallelism since
they can be properly distinguished by the thread number.

CPU programs are also designed for comparison. The par-
allelism can be achieved if application programming interfaces
(APIs) such as OpenMP is enabled on the multicore CPU, and
the pseudocode for an arbitrary component type is shown in
Fig. 10. The same variables in one component type are grouped
as an array, so the C/C++ for loop can be used and subsequently
the parallel OpenMP algorithm added outside the loop. As dif-
ferent component types have distinct sizes, there are various
thread numbers in each parallel region, where sequential pro-
cessing is quite often due to the limited core number of the
CPU.

IV. GPU IMPLEMENTATION RESULTS AND VALIDATION

The GPU used in this work is the Nvidia Tesla V100 (Volta
architecture) with 5120 CUDA cores and 16 GB HBM2 mem-
ory [27]. GPU implementation results at both device-level and
system-level are demonstrated and validated by commercial off-
line EMT solvers which run on a 64-bit Windows 10 operating
system with 2.20 GHz 20-core Intel Xeon E5-2698 v4 CPU and
128 GB RAM.

A. Device-Level Switching Transients

The IGBT/diode modeling method is verified by the com-
mercial device-level simulation tool SaberRD using its de-
fault Siemens IGBT module BSM300GA160D since it provides
switch models that were experimentally validated, and the pa-
rameters are listed in the Appendix.
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TABLE I
NBM-BASED MMC EXECUTION TIME BY VARIOUS PLATFORMS FOR

100-MS DURATION

Fig. 11. Switching transients of behavioral IGBT/diode pair: (a) Turn-
ON, (b) turn-OFF, (c) diode reverse recovery, and (d) IGBT turn-ON current
under different gate conditions.

In Table I, the execution time of device-level simulation is
compared by computing single-phase MMCs for a 100-ms du-
ration with a 100-ns time step. It takes SaberRD up to 1700 s to
compute a nine-level converter, and the results are no longer con-
vergent once the voltage level reaches 11. Therefore, it is unfea-
sible for the device-level simulation package to conduct power
system computation. In the meantime, the proposed IGBT/diode
model and the decoupling method are also tested on the single-
core CPU and the Nvidia Tesla V100 GPU. The proposed model
enables the CPU to achieve a speedup SP1 of almost 18 times
in a 9-L MMC, and the speedup SP2 by GPU is near 11. The
GPU overtakes CPU when the MMC level reaches 21 since its
speedup over CPU SP3 is greater than 1.

Device-level results from a 9-L MMC with reduced dc bus
voltage of 8 kV are given. With a dead-time ΔT= 5 μs, a gate
resistance of 10 Ω and a voltage of ±15 V, the switching tran-
sients are normal in Fig. 11(a)–(c). Slight overshoot is observed
in the IGBT turn-ON current, and the diode reverse recovery
process accounts for this phenomenon. Fig. 11(d) shows the im-
pact of the gate-driving conditions on switching transients that
is only available in device-level modeling. Adjusting the gate
turn-OFF voltage to 0 V leads to a tremendous current overshoot,
which means this driving condition is hazardous to the IGBT.

Fig. 12. Switching pattern and IGBT junction temperature: (a) Upper
switch current, (b) lower switch current, (c) IGBT junction temperatures,
and (d) switching pattern difference between device-level model and
two-state switch model.

And when the gate resistance is set to 15 Ω, the current rises
more slowly as the time interval t2 is slightly larger than t1 .
SaberRD simulation is also conducted, and a good agreement
validates the proposed IGBT/diode nonlinear behavioral model
and the designed MMC GPU kernel.

In Fig. 12(a)–(c), the switching patterns between differ-
ent tools are compared. The proposed NBM leads to exact
static and dynamic current waveforms to SaberRD. In con-
trast, PSCAD/EMTdc is not able to give the actual current
stress of an IGBT during operation, as the switching transients
could not be observed. Moreover, the model also determines
the simulation accuracy. It is shown by Fig. 12(c) that with de-
fault IGBT and diode model TSSM1 and a typical time step
of 20 μs in PSCAD/EMTdc, a current disparity ΔI = 6 A
out of 190 A is witnessed even under steady state. The re-
sult from PSCAD/EMTdc becomes closer to proposed NBM
when an approximate ON-state resistance and voltage drop of
the IGBT/diode pair is set to its switch model TSSM2 . The
junction temperatures of the two complementary switches in a
SM are given in Fig. 12(d). A dramatic temperature surge is
observed when the 9-L MMC starts to operate, and the curve
decreases gradually along with the converter’s entry into steady
state. The correctness of these results is validated by SaberRD.

B. Wind Farm Integration Dynamics

The DCS1 subsystem is taken for illustration of 100 wind
turbines’ integration into the dc grid. Fig. 13(a) gives the power-
wind speed characteristics of the DFIG. When the wind speed
declines from 11 to 8 m/s in 1 s, as Fig. 13(b) indicates, the rotor
mechanical velocity drops from the initial 188 rad/s to around
137 rad/s. Consequently, the rectifier-side currents are almost
halved; nevertheless, the ac voltage remains virtually constant
due to the proper control of MMC, as shown in Fig. 13(c) and
(d). In Fig. 13(e), the output power of a single DFIG reduces
from 1.96 MW to about 0.76 MW, which fits with the P -v
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Fig. 13. OWF integration into DCS1: (a) DFIG P -v characteristics, (b)
wind speed and rotor mechanical velocity, (c) rectifier ac currents, (d)
rectifier ac voltage, (e) converter station dc yard power, and (f) terminal
dc voltages.

characteristics. Therefore, the power at both stations gradually
ramps down from 200 MW to about 76 MW. Fig. 13(f) demon-
strates dc voltage fluctuation caused by the change in wind
speed. The dc voltage at the inverter station has a momentary
sag to 199 kV, but it recovers immediately. The rectifier-side dc
voltage reduces as the power delivered between the two stations
has a significant reduction. The above results are verified by
PSCAD/EMTdc simulation.

C. MTdc System Tests

Fig. 14 gives the HBSM- and FBSM-MMC responses to dc
line fault in DCS1. The pole-to-pole fault F1 occurs to the center
of the line at t = 3 s, and subsequently all IGBT gate signals are
retrieved. It is shown in Fig. 14(a) that the dc current in FBSM
case reduces to 0 after a few oscillations, while it eventually
reaches over 10 kA with HBSM topology. Similarly, the FBSM
achieves 0 kV on the dc line, but its counterpart is unable to
block thoroughly since the freewheeling diodes operate as a
rectifier. PSCAD/EMTdc simulation results are also given for
validation. Minor differences are observed due to the adoption
of different switch models, i.e., NBM and the TSSM. The fact
that different ON-state resistances of the TSSM lead to distinct
dc current and voltage waveforms indicates the importance of
accurate switch models even in the system-level study.

The power flow of the entire grid under steady state is shown
in Fig. 15 when OWF1–5 sends energy to the inland inverter
stations. Cm-A1 in DCS1 receives virtually all 200 MW power

Fig. 14. Inverter-side HBSM- and FBSM-MMC response to dc fault (L:
GPU simulation, R: PSCAD/EMTdc): (a) dc currents and (b) dc voltages.

Fig. 15. Power flow in the CIGRÉ B4 dc grid.

from the OWF. In DCS2, the combined energy that Cm-B2 and
Cm-B3 receive is around 100 MW more than that from OWF4
and OWF5 since Cd-E1 is ordered to deliver an additional 100
MW. As a consequence, Cb-A1, Cb-B1, and Cb-B2 have in
total 892 MW while OWF2 and OWF3 send around 1 GW.
The power distribution from PSCAD/EMTdc simulation shows
virtually identical values.

Table II shows the time CPUs and the NVIDIA Tesla V100
GPU need to calculate the CIGRÉ B4 dc grid for 1-s duration
with a time step of 200 ns. It can be seen that the single CPU
is hardly able to simulate a practical dc system as it could take
more than 1 million seconds. The situation is slightly improved
by using multiple cores but they still require an extremely long
period. In contrast, the V100 GPU can complete the simulation
of 11 401-L MMCs in less than 1800 s, and there is no obvious
difference in calculating HBSM-MMC or FBSM-MMC.
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TABLE II
EXECUTION TIME OF CIGRÉ B4 DC GRID BY CPUS AND GPU FOR 1-S DURATION

Consequently, the GPU gains a remarkable speedup over single
CPU, i.e., 1302 and 2608 times when the MMC level is 401,
and 134 and 265 over 20-core CPUs. As a further comparison,
PSCAD/EMTdc was unable to compute the full-scale CIGRÉ
dc grid even with much simpler IGBT and diode models.

Distinct speedups in Tables I and II reveal the advantage
of GPU’s massively parallel architecture as the system scales
account for the discrepancy. The SM is the major factor that
determines the simulation speed due to its complexity and quan-
tity, and the SMs in the dc grid far outnumber that of MMCs in
Table I. Although OpenMP is used for multicore CPU, the paral-
lelism is much lower. Thus, the CPU needs far more sequential
times to compute the CIGRÉ dc grid than a single MMC. In
contrast, due to its sufficient parallel compute capability, the
GPU simulation time rises much slower, and therefore a larger
speedup can be gained.

V. CONCLUSION

The electromagnetic transient simulation of the CIGRÉ B4
dc grid integrated with OWFs employing nonlinear micromod-
eling of the MMC on the GPU was presented in this paper.
High-order behavioral IGBT and diode models which have bet-
ter accuracy were adopted in order to enable the simulation to
reveal device-level information under various operation condi-
tions correctly. The computational burden caused by the system-
scale was first mitigated by fine-grained circuit partitioning of
the MMC, which also improves numerical stability as the large
number of small, identical circuit parts with nonlinear character-
istics created subsequently are more convergent. The massively
parallel architecture of the GPU was the key to further expedite
the simulation. The partitioned SMs were designed into a GPU
kernel, and by proceeding them with a corresponding number of
computational threads conducting individual Newton–Raphson
iterations separately instead of solving the entire MMC repeat-
edly, a tremendous speedup was attained. The simulation times
required by both types of processors indicated that the GPU has
the capability to conduct large-scale MTdc grid simulation using
detailed nonlinear device-level models, which is hardly feasi-
ble by CPUs. Test results exhibited that the GPU has a huge
potential in the future simulation of similar large-scale systems.

APPENDIX

The Siemens BSM300GA160D IGBT behavioral model pa-
rameters: Vt = 6.3 V, von = 0.8 V, x = 0.974, y= 1.429, z
= 0.369, a1 = 0.022, b1 = 0.004, rtail = 1 μΩ, Ctail = 10 F,

rg = 5 Ω, irat = 0.05; Ld = 1e−11H, ron = 0.01 Ω, rLd = 12.8 μΩ,
Kr = 9874.

N -level MMC parameters: Cdc = 100 μF, C = N ·100 μF,
Lu,d = 0.1 p.u., converter transformer: Y-Y 270 kV/135 kV.
DFIG parameters: Pn = 2 MW, fn = 50 Hz, Vs = 690 V,
Vr = 2070 V, Pp = 2. DC line: Rdis = 12.1 mΩ/km, Ldis =
0.1 mH/km, Cdis = 0.3 μF/km.
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