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~© Abstract

Sy ,‘4)‘
R

Two Markov chain mode!ﬁ; prOposed recently by Katz and

1e,by Todorov1c and WOolhiser for daily prec1p1tat10n *were

. : o - c " L ' :
- ' . s . . - . : . o
- . . N . .. . : ' i . '.‘ E '
B ot . . ) . v c . croT
. - - . 4 R ) . L - - R . . a v - ,.'
: 4 ’. : PR . : ' L . U . e Lo
. ’ I

' 7dﬁﬂplied to data from Beaverlodge,. Edmonton and Med1c1ne R

rfffHat Alberta ' Model parameters were estimated from a

"'fdevelopment sample and the resulting dlStFlbUthnS were

f;ﬂcompared w1th independent data samples The dlStPlbUtlons

”5calculatedt for}7th total monthly preC1p1tat10n are also

‘i,?adequate The models do not represent adequatelv the cl1ma-l7:
}”*f’;tology of the maximum daily precipitation This shortcoming

';§is attributed primarily to t 1n§61l1ty of the Gamma

\

b;distribution to represent correctly the daily preCIpltation

' “5'calculated for the number of wet days during the month 7afé 5f~i~
‘“;_fnearly the same for both models and represent adequately the RN

h'*uh?prec1pitation 1 occurrence process };Th distributions lfffiﬁ'.f

-_amounts

WT,;i A few Of the assumptlons requ1red by the development of

the models were exam1ned f These 1ncluded the assumptron"

-

' [:-that the prec1pitation process: 1s stationary, that the ‘ l

occurrence of prec1p1tation is a first order Markov chain.p_ e

'ffthat the preCipitation amounts on' consecutive wet days are :j\

::1ndependent that the prec1p1tation amounts are dependent on

’}the wet dry state of the prev10us day. and that the total

'*emonthiy pPeClpltatlon 1s independent of the number of wetr.ft

"days during the month The SImple techniques that were usedt G

Sdld not, offer any conclusive eVidence that the pPEClpltathn‘



'\';jﬁ_51gn1f1cantly different'

> :

:nppédégs '1s nonstat1onary Two selection crltera PFOPOSEd
ztrecently by Aka1ke ‘and Schwartz were used to show that ,aﬂ’

- first- order Mahkov ‘cha1n is aPPPOPP‘ate for‘ the cases-
H’jcon51deFEd | Correlation analySIS showed that ' onsecut1vej
"”h*wet -day amounts ane 1ndependent 1n most cases, but graphtcalfé
.h'Vifd1splays 1nd1cated that there 1s some funct1onal dependence ;
§5'¥;A, max1mum l1kelihood fest showed that the d1str1but1ons of;i

RN precip1tat1on amount afterffa“'Wﬁtf;fOrojgde“i daY v are_c

;analys1s prov1ded conc]ustle ev1dence that the total monthlyn
r'”iﬁiprec1p1tat1on lsv dependent upon the number of wet days’f
"f@;idur1ng the month B h i 4h‘ .i h' ._ v} |
| An unexpected result 1s the large samp11ng fluctuat1on::_-i§ﬂ”f

’;_f;exh1b1ted by‘ the preCIpitatlon character1sttcs that weretef”'

| *'examtned | Because*of th1s 1t 1s not possible to accept

for Beaverlodge on]y Correlat1ong-

’.QrejeCYta conclus1ve1y the models representatlon of the*lfi;fh”

. oensemble_of prec1p1tatﬂon t1me sertes f”nf‘**-

g R .

e
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CHAPTER - o -

- Introduction

g 141-The'NatUre and_Importance of PreClpitat on'

. ’ Even' the _’mOSt OpLJmlsth weather forecasters or

3.‘researchers cannot expect to predtct the daily occurrence of

prec1p1tat1on for t1me perlods of. more than a few days. - The"_
":dally prec1p1tat1on at a spec1f1ed locat1on has a stoch:§}1c‘ o
nature,} the prec1p1tatlon amount 1s a random vartable, and]

«the record of da1ly pre01p1tat10n lS | prectpttatton ttmer”

' ser1es \\he prec1p1tatton record ava1lablelforla locattonj'

L is one ’real1zat10n of the ensemble of ,series that 'isﬁ7u

"f%pOSSlble To understand the probabtltstlc nature of thefg"”

f,.,da1ly prec1p1tat1on that occurs durtng long t1me pertods ‘ttw""

- V-ls worthwh1le to analyZe the ex1st1ng records and attemptf

o

V'semble of da1ly prec1p1tat1on t1me ser1es

) to model the

Prec p1tatton st'1mportant to the general publtc Lo

N,

.77As1de _fr ' betng common open1ng toptc of conversatxon f‘

"“5prec1p1tat1 n. or the weather 31n general affects many_ffl

R

L soc1al and economlc act1v1t1es,, part1cularly durlng 10”9 f,aﬁ

‘ypermods of dry. wet hot, or cold weather The dry spr1ng,1}yt

',l‘of the Pra1r1e prov1nces and the extremely hot summer of the}; S

lAmerlcan m1d west dur1ng 1980 are two r@cent examples whose"l
7freffects -recetved almost da1ly attentton by the-news med1a
~'Tl'gg}lengths of dry or wet spells and weather 'cyCles 'mot1~'
vated the earllest studles of pre01p1tatton recqwds by such"
'fauthors as Besson (1924) We1ss, (1944) , orgensen (1949l.

N . Ld -



= hydro electr1c power Many meteorolog1sts can' ‘use yh:

Longley (1953),. and Gabriel and Neumann (1962)

To- ut1l1ze a hydrolog1cal resource 1ts full potent1al

ghmust be Known (Meher1uk 1972) Agg1culture and englneer1ng'
‘requ1re knowledge of potent1al precrpltatlon totals dur1ng o
ﬁf?spec1f1ed t1me per1ods,‘and S0 the stud1es and modellng of"
‘::;prec1p1tat1on were extended to 1nclude the max1mum da1ly andt
:-total prec1p1tat1on that could be expected dur1ng a spec1f-',’
?h'1ed t1me per1od ' o | o

The stochast1c modellng of prec1p1tat1on w1ll rematn anfb

“fl1nKed to all hydrolOg1cal appl1cat1ons Prec1p1tat1on andfilhﬂ;
,streamflow models provwde 1mportant 1nput to englnear1ng;a n:
.‘des1gn (Haan 1977) pollut1on control forestry and agr1-[; P

: culture (Farmer and Homeyer 1974) and the prov1s1on of‘:u-~

’-:l-'area of act1ve research because prec1p1tat1on _js_ closely S

a1g1nformat1on about prec1p1tatlon t1me serles Modeled pre-y'
"Tt"c1p1tataon'l d1str1but1ons prov1de -;ay more ! deta1led,”-;'l"'

R cl1matologlcal reference than the commonly »used means},andydnft‘H

57;vextremes The modeled reference, coul lso be used as a}fali

'lstandard to fJudge the sk1l

: .techn1ques

}

1 2 Past Stud1es and the Pres'nt Models 'ill

o The models used 1n th1s‘study are based on pers1stence

The ex1stence of pers1stenc{

well Known (Besson,‘ 1924

Brooks and Carruthers, 195‘).f ln.barticular, Hannan - (1955) L

long,:;range '_forecast;gw-

in meteorologlcal'variables‘,js R

VWeiss.' 1944 ; dorgensen, 1949'ﬁ



d1scussed the "lack of 1ndependence between rainfalls on'

days near. each other 1n t1me Brooks and Carruthers (1953) o

A

descr1be the per51stence of da1]y prec1p1tatn®h Gabr1el'

f1$st suggested that a s1mple Markov cha1n could be used tofft

and Neumann (1962) successfully applled Markov chaln theory" '

to records of dai]y ra1nfa11 at Tel Av1v

”} S
The »concept that the probab111ty of the occurrence of"

{f*: rawn today depends on whether or ;hét“ ra1n f occurred~"

\
yesterday. but not on whether or not ra1n occurred two days

\‘ .
ago 1s the bas1s of a f1rst order Markov cha1n often called;;

| a stmple Markov chaln

Subsequent to Gabr1el and Neumann s f1rst appltcatton "14=t?

of the Markov cha1n approach use became commonplacetff"

Caskey (1963) found that theoretlcal probab111t1es ca]cu]—‘;t'p:f

Y

ated us1ng MarKov cha1n theory agreed closely w1th emp1r1ca] e

5 values .fo bhe probab111ty Of)prec1p1tat1on occurrence atf'u

Denver Colorado (Topw] 1963) Hopk1ns and Rob111ardff:.“{?

(1964) ;used -_; s1mple Markov cha1n w1th some success “to

model the occurrence of prectpttat1on for summer months atfrf;_~.

three locat1ons 1n the pra1r1e prov1nces We1ss (1964),;and'

Feyerherm and Bark (1965 1967) also found that the »s1mp1efflfd

Markov chatn adequately represented the probab111ty dwstr1-:ff“7'i

o but1on for the occurrence of prec1p1tat1on However. thed'“
use of the s1mpke Markov cha1g, d1d not have unl1m1ted f
success, W1ser (1965) Lowry and Guthr1e (1988) and Green =

(1970) found t' necessary to propose more gen“N@1 models

In some cases a h1gher order Markov cha1n cou]d match the S

R
i



,_results of the more general models

To meet the _demands of eng1neers, Todorov1c pdand'"

| .‘. Yevyev1ch .(1967) propOSed'- t stochast1c model that\ ‘was ';'A“—

capable of" prov1d1ng 1nformatton on the amounts of' precxp-yi‘- -

'1h1tat1on that could be expected The development of their

model requ1red the assumptton that occurrences of pre01p1ta-“.

'}f~t1on are . ser1ally '1ndependent Verschuren (1968) appl1ed°'

Tthe model to records for two locattons 1n the Un1ted States,

'f-and Meher1uk (1972) aPplled the model to prec1p1tat1ond

"i%‘records fOP a number‘ of locat1ons fln Alberta -f Meher1uK e

[

K;l;noted that the assumptlon ofl1ndependence was a shortcomtngf

“.

Furtheruwork by Todorov1c and WOO]h1sep (1974 1975)a:.1_'3

]l*resulted in ‘a model that was capable of calculatlng thettf;f

udprobabtl1ty d1str1but1on for the maxwmum dally and totalﬁ,

s 'amount of prec1p1tatlon occurr1ng durtng an n- day pertod jtf{:fhdd

"nghey used a- 51mple MarKov chaln to model the per51stence offltz~’”.

'ﬁether{ occurrence ‘éf prec1p1tatlon The Todorov1c fandi |
! : : ' 4 S

A “Woolh1ser (TW) model 1s one of the two examlned here

As an alternatlve,f Katz (1974) po1nted out that fafi,f'

"7rchrrence relatson for a 51mple Markov cha1n could be usedfi:

‘““s to calculate the probabtllty d1str1but1on for the number of;sfjjr

t days durlng a - glven perlod Later Kata (1977a) pro-'j7w‘7

posed an extens1on of the recurrence relatlon approach that

"*°was capable of calculatlng the d1str1but10ns for the max1mum':17

f daily and total amount of prec1p1tat1on 1n an n- day perlod o

o Katz s recurrence relatlon model is tthe second exam1nedv

7



here

Both of the models exam1ned 1n thlS study used a s1mple'

EMarkov cha1n to model the dally occurrence of prec1p1tat1on I

'a:lleen that preC1p1tat1on had occurred,.a well Known distri-

.\fubut1on functlon was then used to determ1ne the -@mountv off””
'npreClpltatton that had occurred ,tj].;:_ - bh %l" | o

2 Th]s;yapproaCh to the model1ng Of pPec1p1tat1on (Thombul

4951, 1968), rather than 51mply flttlng the observed data. to

- a well known dlstr1but10n»funct1on w1ll I hope proV1de a'

”‘better approx1mat1on to the1 ensemble of poss1ble t1ne:"q"

'g_ser1es - *The approach 1s Just1f1ed because the meteorolog-dx”

' n;1cal systems cau51ng measurable prec1p1tat1on are dlfferent Qw;'

N than those cau51ng no prec1p1tat1on The use of theoret*VV”

| 1cally derlvea7dlstr1butlons permtts a better; understand1ngftibyn?ﬂ

the c1rcumstances under whlch the d1str1but1ons are rea-sﬁ

; n»73ﬁsonable approx1mat1ons to those observed than does s1mplyf,p:erf"

t”jtffltt1ng the observed data to a well known d1str1but1on func-d‘“tF: L

»

' ffift1on (Meher1uk 1972) There 1s alsol a_ better 'chance offb;ff7*7t

'7explanat1on and correct1on' of d1ff9rences between ”fhéthh:k?ﬂﬁf

-';?calculated and observed d1str1but1ons than there 1s when thef7f““

'”al_}latter procedure is used

Beyond the common use of a Markov chaln to model thet:hitﬁfft

Jf;dally occurc;nce of prec1p1tat1on :fthe approaches j;offfffe”’”

ilTodorov1c WOolh1ser | and Katz diverged }_Th? Todorov1c-fﬁ'ﬁ:vl

(:WOOlhlser approach was to obta1n an exact solutlon',to 2the,”f775“

‘E'fstochast1c problem . Katz used an. 1terat1ve computat1onal“1fﬁ'”

'vh_techn1que wh1ch allowed a more general model 'Fo example,[5;e;»h

PR



.“‘t

the Katz approach allowed nonstat1onar1ty in”'the 'MarKOVu_°”

=

| cha1n trans1t1on probab1l1t1es and the use of a number of_ :

} stattst1cal d1str1but1ons to descrlbe da1ly prectp1tat1on:"
totals .tTh W model requ1red stat1onary tran31t1on prob-a'
B ab1ltt1es and the exponent1al d1str1but1on was used to des-w'

\\EFTbe da1ly prec1p1tat10n totals : L |

" The theoret1cal modeltng of prec1p1tat1on has been done_f

us1ng many models. 1nclud1ng mult1 state Markov chatns (Haan; fjp

'r_et:'a‘ 19765 Selval1ngam and M1ura, 1978) reg1onal models%5e
(R1chardson 1977) the models used ftn‘ th1s study., and,5~_s

others t,f'ﬁff""'

f

1 3 A Few Problems ;‘a‘

i? The stat1onar1ty an% homogenetty of the data avallablehl B

F?; for parameter esttmatton were of cru01a] 1mportance fto ;the;-w

stochasttc models (Yevyev1ch 1972 Haan‘ 1977) S1mplefefhijftf

stat1st1cal techn1ques were applled to the data to attempt;f~7f;fﬂd

'*f'1dent1fyf'nonstat1onar1ty or. 1nhomogene1ty The results?f.:fv‘

were cautlously 1nterpreted because secular trends and longfe1v7'"

term per10d1C1t1es are controvers1al toptcs 5tat1sttcally;ﬁ]77-5vf

A

s1gn1f1cant results can be art1f1c1ally caused by the’ meas-35

urement or; analys1s of the data The use of a h1stor1cal37}71“"

summary of the observ1ng s1te and procedures.vas recommendedfd;,;”*

-(Yevyev1ch 2 ‘ 72) was -used to. ‘try. to 1dent1fy phy51caltt7'ﬁ s

causesufor stat1st1cally‘stgntftcant changes 1n the record

. A maJor test of the models was whether or nott‘tﬁeﬁt vl-ufﬁ

modeled :v-d1str1button5«= sat1sfactor1ly - reproduced*~“alltt



}'fdlstribUtion from an independent data sample Desp1te the ,

a constant development and test1ng of prec1p1tatlon models,_'

: there isf l1ttle llterature on the comparlson of modely -

,vresults w1th 1ndependent data sets . Often,} the ent1regir'w

'."record 1s used for parameter est1mat1on. stat1stlcs calcul-‘

| v;;ated by Monte Carlo s1mulat1ons »aref then compared w1th7;,[;\”

”f_stat1st1cs. of the develOpment data to Judge a model’s ab1l-

'fity; The cr1t1cal test of a model - a 'comparlson of the_

‘model s results wqth an 1ndependent data sample, 1s often?d*s'

°:-not done __f S Jv.f;.”‘

Klemes and 8ulu (1979) used such a test to determ1ne

)”'}the' capab111t1es three stochast1c hydrolog1c models to;-"j

I*ﬂfrepresent the ensemble of monthly steamflow values :féfidthé‘

”?tt,Elbe r1ver ; The tltle of the1r paper '"L1m1ted Conf1dence;;t;°

Conf1dence L1m1ts Der1ved by Operat1onal Stochastvc h}g,;';

";“Hydrologtc Models, ~ summar1zed the1r conclu31ons Part of~?"
| iuffthe present study was to compare the modeled d1str1butlons‘1ﬁ__oﬁc

ti7}fw1th 1ndependent d1str1buttons and show the sampl1ng fluc-lf?idi~*

t:tuat1on Of observed Drobabll1ty d1str1but10ns SR
f‘ 4 Study ObJectwes o T

The f1rst obJectlve of the Qresent study was to deter\\

i 'dm1ne thev ab1l1t1es of the Tw and Katz models to representf!}ffaf'

"“fthe cl1matolog1cal probab111ty d1str1but10ns for the number:frn]lf‘

»lfVQOf wet daYS, the max1mum dally prec1p1tat1on, and the totalih”f~*'

';'fprec1p1tat1on amount dur1ng an ‘n day per1od The secondfiA°"'b"

P

'fobJect1ve was to exam1ne the many assumpt1ons requ1red by P



. the ﬂmodelthg vof'» c]1mate record"u and'fby‘ the‘models.

Testtng of the assumpt1ons may enable ‘the oriticism' and

= 1mprovement of past and present models The th1rd obJecttve '

5

’”,'was to br1ef1y examtne how representatlve an observed pre~ o

";_01p1tat1on; record _1s of the ’ensemble 'of prec1p1tat1on .

fsertes, and to attempt to answer concom1tant questtons about‘

— -‘E

dd‘the re11ab1]1ty of model results The fourth obJecttve wast:'b

'h1t° ga1n expertence 1n the appltcatton of 'stattst1cal tech-'

B ntques by exam1nat1on of a’ data set.; It was not the purpose;lbflf

‘ of thts study to choose an operat1ona1 model for Alberta

/.,
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E .yfstudy, Tong and compTete da1Ty cl1matolog1ca1 recordstmwere;"f'

"’,;f)summar1es g1ven by Lachapelle (1977) The _comp]ete d611yfﬁjityfa

241 Data SeTection -

I 5‘

3 tolog1ca1 records are a ser1es of observat1ons' taken tb_af_

"titure) record was selected foay

{
\J.

* CHAPTER 2.
The Data

8

The nature of th1s study made the select1on of a numberf N

)

of data ’sets necessary To meet the ob3ect1ves of thet o

'requ1red Th1s was to ensure that adequate data were ava1T-’i"‘

‘abTe for parameter est1mat1on and model test1ng T Because-'

site changes can 1ntroduce dlscont1nu1t1es 1nto a cllmato-*_' B

®

:!log1ca] record the data sets cons1dered for select1on were;t.
'-J‘FEQU1red to have _aa read1ly ava1TabTe h1stor1ca] record SR

= ,ry1deally._the h1story would show the 31tes had not beenqyyég;//'
1

51nce observatwons began Unfortunately, the Tonger

number of statlon Tocat]ons Accord1ngly,'stat1ons whoser‘;fr
”5 swtes had been Tocated in a smaTT area were . sought " : R |
“ The C11matolog1cal Stat1on Data .Catalogue (1976) wasfklf.'
:cfused 1n1t1a11y to select 'f}number- of data sets for thejht;',T.
"faistudy The 1n1t1al seTecdlon was’ reduced s‘ sets of:uvzf'u'

'T,;data for stat1ons in ATberta on. the bas1s of the h1storlca],lT;?-7'

;%stcl1matolog1ca1 record for each of the s1x Tocatwons seTectedgay:r.
'lﬁgwas then obta1ned from the Atmospher1c Env1ronment Serv1ceff

The Beaverlodge CDA

-~ .

j_Canad1an Department of Agr1cut-;735;5

a prel1m1nary 1nvestigatlon'?Tgfﬁ i



-*parameter esttmatton and test1ng of the model Conftdence\ﬂfulf'

.fwould be accepted as the same as the d1str1butlon obtatnedj';f;

"7(1880 1978) and Med1c1ne Hat (1883*1978)

iy axfuttve years were used for ease of process1ng

'”tifﬁsample, running from 1959 10.1978.  The. Edmonton development}fﬁfgﬂi

10

'v-_because the h1stor1ca1 record showed that 1t had a s1ngle.,‘

X

- smallest, and. pOSSIny Teast 51gn1f1cant change _1n slteg

| ]ocatton. The conclus1ons were that the 51xty 51x years of?]:

o

orecord ava11ab1e,- 1913 to 1978 were :1nsufftc1ent itorf/"
‘]1m1ts, based on the Kolmogorov Smtrnov test StatTStTC atkd
hth‘ ftve percent leveT of s1gn1f1cance were found to be so'

‘"large that nearly any theorettcal dlStrlbUtTOn calcu]ated‘*t

L from the 1ndependent test data when on]y a smaTT sample of*ly‘af

itest data were ava1lable, Tas{ the Beaverlodge caée ﬁ;jf.-?
'fConsequently, the two other stattons selected for study werefi
xthose : hav1ng th longest pertods record Edmonton°"

The cltmatologlcal records of Beaverlodge,i EdmontOn ,h e
T"Qand Med1c1ne Hat were v1sually examtned for m1351ng monthsdf
‘“Z.; of data The records were generally found to be m’ss‘ngﬁﬁf’?r>

:'7f{yocomplete months of record in the statton ‘s fTPSt few yearsfnf_fff

i

zi;of operatton only ;“‘“]fz°?hr;sfif??ffi?s??fﬂﬁi;ﬂﬁ;fff-vp;~;7f°“

e

The cltmatologtcal records used were spltt tnto deVel-yffsﬁfnt

/

”ropment and 1ndependent data samples Forty f1ve to flftydftf""f

_-jejyears of data were de51red for parameter estlmat1on consec-;a,,w

sy S

'.v(vn

The Beaverlodge 'record had been splat 1nto a develop-jffgfjff

'Fi?nfffment sample conststlng of the years 1914 to 1958 and a testff}ui

ff;sample was chosen to be from 1883 to 1932 the test data

R

foia



e ’11

from 1933 to 1978. The Medicine Hat record was split into
periods of 1884 to 1933 and 1934 to 1978, the. first being’

the development data and- the second the test data.

2.2 Site Histories

;Unfortunately.'the use »of ”stations with the longer_

ué lperjods of record SaCPlflCed the third selection criterion‘l

’t'-to.an extent Both the Medicine Hat and. Edmonton site loca-

.
3

(é?“tions have changed a. number of times during the stations
periods of record.. Details of the site changes are avail- o
~able in Lachapelle 3 (1977) the51s. for the purpose: of this
study a brief summary 1s all that is requnred
" The Edmonton site has been moved five times since 7thed
first observations were taken in 1880 at Fort Edmonton, then
located on what are now the grounds of the legislature The.;7
'jfirst ‘move, in 1882 to Just north of Jasper Avenue on what
lS now 115 Street cannot affect this study because data,'
_obtained ~prior to 1882 were‘not used. The second‘site-mas
| 3km south of the site’s present location at vthei Edmonton
| Munidipal' Airport. ' A second move in April 1912 was to 63rd
:_;Street in the Highlands, approx1mately %mgkm east of ‘the
51te s prestnt location , Observatigﬁ; were taken at that
location until 1842 when the station was closed
In September 1937 a new station was opened' | the
'Edmonton Municipal Airport. A number of site changes on the
t] airport grounds have occurred 81nce that time, but these

were minor-relocations and unimportant. The present site is



:.1-

at 53" 35 North, 143" 30’ West ah an- eTevation of 670. 5m

'The record ?nom the nghlands s1te was combined wttht '
that from the a1rport at the end of 1937 \- The record comb1-‘
'natton can be con51dered a site change W1th the. s1te tran-:
s1t1on observat1ozs became the respons1b111ty of a ‘tra1ned’

‘observer at the airport. ‘Consequently, the end'of 1937 was

a time when a diécontinuity could have been introduced into

the. ‘record, because of both the site change and posstble

‘ il )
changes 1n observa§1on proceduqa

In 1883, the first complete month of observat1ons was .

. taken in the town of 'Medtctne Hat. A number of site

changes, all to(ﬁew sites }wtthin,’the SoUth Saskatchewan
River vVaTTey,'occuhred during the period 1883‘to‘1930  The
most significant site changes were’ made in 1930‘ and 1931

when the site. was moved out of the river. vaTTey, and 4 3km

across town to what is  now the atrport The s1te. has

remained. out of the vaTley since 1931 - The4present location

‘ 15;50 01’ North 110 /43’ West, at an eTevatlon of 720 8m

The Beaverlodge site, has been moved once during’ the‘, 8
) statlon s history. . The second site is 373. m south of thes

~first, in sl1ghtly rolltng terra1n The site was. moved on

1 danuary 1958 after a. three year comparat1ve s tudy of

observat1ons taken at both 51tes The study did not revea]z
anyl significant dtfference in the pre01p1tat1on'records

(Carder, 1962). The present Beaverlodge site is’ located ‘jn‘

t

a field, at 55" 12’ North 119" 25' West, west of Grande

Prairie, ‘Alberta, at an elevation of 731.5m. VThé station

N 12
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¢

‘]ocations are shown .in Figure 1.

.

o

¥ : .
’,\ .

IS

»  The cl1matolog1cal records for each statton were exam-

1ned in,an attempt to determtne if the 51te changes (Beaver-
F

lodge, 4957; Edmonton : 1937 Medicine Hat, 1931) had

introduced a d1scont1nu1ty 1nto the data 'The"techniques»

USed are d1scussed in Chapter 5 |

2.3 Observations

- The comple

‘;station5> 1nvest1g§§ d were supplted on magnet1c tape by the

AES. The total prec1p1tat10n records were then sorted» and -

transferred- to another,magnet1c tape before further proces-"—-_"

sing. -
: &

Each stat1on s prectpttation \record cons1sted of a

ser1es of °monthly computer records each of whtch 1nc1uded

the statlon 1dent1f1er year and month of ‘the observat1ons, -

"and up to thlrty one da11y observat1ons of prec1p1tat1on
amount with flags The dally observat1ons of total prec1p-

f 1tatlon were in tenths of a m11]1metre The flags gave

1nformat1on about the datly values, for example,_an M 1nd1-»n

' cated that the observatton was’ m1ss1ng wh11e an E meant that
the amount was estlmated e

The prec1p1tatlon amount was defined '(MANOBS 1971

_1976). to ‘be  the vert1cal depth of water which reaches the ﬂ

ground in the stated pertod .e., one day.',The tota] pre-

c1p1tatton recorded is the ratnfa]l water equ1valent of

- snowfall, or sum of the two wh1ch reaches the ground in' a~

-

‘ mato]og1cal records for‘ the three

.

~
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twenty four hour perlod ’Rainfall'totals were determined by

.measur1ng in a graduated cyl1nder the"water catch~of a
‘ copper ‘gauge w1th a mouth of 25 4cm2 that was exposed 30. 5cm
Aabove, level ground In the, 1970’5 the copper gauges were

greplaced\by the Type B gauge, . a plastlc gauge with av mouth_‘

of 25 4cm? that was exposed 40. ch above level ground The

'_old gaugeS-were replaced»by the new, larger capac1ty. gauges'

to elwm1nate loss of data because of overflow

Replacement of the copper gauges was a p0551ble source

of discontinuity 1n the record, but-the change caused by a

10cm 'increase in the he1ght of the gauge mouth is probably

' 1n51gn1f1cant compared to catch changes because of site

"~ movements, or catch errors result1ng from other'causes,'

e.g., wind. A study of catch changes or errors because fof

: equipment‘-changes was. beyond the scope of th1s work. and in

any:eyent only the. Tast eight years of the records would‘

have been affected by the change in’ ra1n gauges

Q

M’For many years the water equ1valent of snowfall ‘was’

obtalned by flPSt averag1ng a number of ruler snow depth.”

o measurements W1th allowances made for dr1ft1ng 'The'water-

p

'equ1valent was assumed topbe ten percent -of ‘the average"
”'-Ydepth ;of the new. fallen snow Durtng and after 1960, snow.
fgauges were 1ntroduced at pr1nc1pal observ1ng sutes }to"

Tmeasure the actual amount of the water equxvalent of freshlyl

fallen snow The 1ntroductlon of snow gauges was another,

s ~ Aoss1ble source of dlscont1nu1ty 1n the prec1p1tat1on record

\
that was not examtned .
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'In'°Canaday prior to 1976 prec1p1tat1on amounts were
,measured and recorded in 1nches " After 19 4 prec1p1tat1on
{ .
amounts were measured and recorded in mtlllmetres The pre-

'c1p1tatlon records used were computer processed by the AES

the measurements 1n hundredths of an- 1nch were converted and

’rounded to tenths of a m1ll1metre for the pertod of -record o

.'tol~976'5. | | |

| The d1ff1culty of measurlngasmall amounts of ra1n or
” snowfall has resulted in the: concept of a trace of ‘precip-
1tat1on : Pr1or‘ to 1976. a prec1p1tatlon amount less thanff
‘f1ve one thousandths of an 1nch was recorded 'as' a trace‘

(flag T) and zero amount was recorded The smallést‘rec-

. orded amount was one one- hundredth of an 1nch S1nce 1976_

B bless than one- tenth of a m1ll1metre was recorded as a traced

and the smallest recorded amount was two tenths of a m1ll1-
metre | ' o

. Measurable prectpltatton is» a prec1p1tat1on amount-

‘:greater than a trace | For the purposes of th1s study a' wet" -

- day was deflned to be a day for wh1ch a measurable amount of
"_prec1p1tat1on was recorded | A dry day was . a non wet day |

!

. Strjctly\:speaklng,I day meant cllmatologlcal .‘day:;'i
‘l‘Mehertuks”(1972l outl1ned the htstory of the cl1matolog1cali’d

'day for f1rst order and ord1nary cl1mate statwons Accordrlt,
4':1ng to Meher1uk the statlons selected for th1s study were”]4

"~f1rst order--the order determlned by the elements ,observed,

and the number of observat1ons each day--?:th Beaverlodge,;iia:t

con51dered a cltmate stat1on pr1or to 1835 an after .1955,~;}
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The . relevant poi ts of Meher1uk's summary are g1ven here
4' | For first oner stat1ons only one observat1on was taken_a
 each day. at 0700 LST, dur ing the years 1878 to 31 May’ 1924,
‘The cl1matologlca1 day began on day t follow1ng the 0700 LSTA
"observat1on and ended on day t+1 at 0700 LST, all observedﬁ‘
‘elements were credxted to day - t+1 | | _
‘ From 1 dune 1924 to 31 December 1932 for statlons:f
aftak1ng observatlons at 0700 and 1900 LST each day,,the clx-'

mato]ogtcal day. began on day t follow1ng bi 1909\:LST

'-observatton and ended iat 1900 LST on day t+1. Observed B

e]ements were credited to day t+ 1. Stattons taklng one ]
observat1on each day used the 1878 to 1924 procedure

"- The cllmatologtcal day was brought 1nto line thh the"

}usual not1on of a day on 1 danuary 1933 : Stat1ons tak1ng ‘_.t

one .observat1on each day did- so. at 0630 LST The~c11mato-_'“'
vtog1ca1 day began after the 0630 LST observatlon on day_-t,iu

and ended at the 0630 LST observat1on on day t+1 obsérved E

| 'elements were cred1ted to day ‘t,j Some: statlons took at'
’second obServatlon at 1830 LST but the cl1matologtca] day‘

;-awas the same’ as that for: stattons tak1ng only _one. obser- o
_ _ _ SR 7ﬁ 5

Another change ‘was made on 1 danuary 1941 Most sta-f"

t1ons were then requ1red to take four observatlons each day.o"

g1at. 0130 0730 1330, and 1930 GNT.  Some stat1ons took From. i

",one to three observat1ons only ” Elements observed dur1ng:’~»”‘

the. cl1matolog1cal day, from 0730 GHT on day t to 0730 GMT37r”

],':on day t+1 were cred1ted to day t



'Dn 1 danuary 1955 the, observat1on t1mes were moved one'.-‘

hour earT1er and the cl1matolog1ca1 day ran from 'after the

1230 GMT - observatton on day t through to the 1230 GMT obser-l

o vat1on on day t+* The observat1on times. were moved another‘

‘t'0030 hour earl1er “with the same sh1ft in the cl1matologtcal
) day, on 1 June 1957 - Q«A o j‘ ];.A Y.A

- From ? duTy 1961 to the present most statTOns" were :

| »requ1red to take “four’ observat1ons each day. some tak1ng:v"
rfrom one to three : Observat1on t1mes were 0000 0600 1200 5

and ‘1800 GMT. | The cT1matolog1caT day began on’ day t fol-‘.

: TOW1ng the 0600 GMT observat10n and ended on day t+1 at: OSOOT

"GMT.# Observed eTements were cred1ted to day t.

s

Observers ;a;' ordtnary c]tmate stat1ons (BeaverTodge.'W:i

with the except1on Of the per1od 1935 to 1955) were encour-f.'

"iaged to taKe observat1ons tw1ce a day. as cTose to 0800 andfy_”

f1b1700 LST as poss1b1e S1nce 1933 the cT1matoTog1caT day hast
'“.‘begun after the 0800 LST observatlon on. day t -and ended W1thy'A

fthe 0800 LST observat1on on day’t+1 Dbserved elements wereﬁ_,'

“nfcredited to day t ’;’/.»Qd,it,_

Changes »in: the cT1matologtcaT day are other p0551b1ehlfx

.i‘ﬁsources of d1scont1nu1t1es the recorded data :;Fdrb; 

»example pPTOP to 1933 1f measurable pre01p1tat10n occurred

o after 0700 LST 0” day t. at a statton tak1ng one . observat1on'*:'v

:f:per day. day t+1 was recorded as. wet | After 1 danuary 1933 f?g-”

rday t. would be recorded as wet The change in procedure mayofir

 be respons1bTe for dvf sltght ‘error in est1matton of the_} :

'f1n1t1al and trans1t1on p:gﬁab1l1t1es for the Markov cha1n.‘
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1

‘but the error should be small 51nce a large data sample was

. used ,ffor parameter esttmat1on _ Also, changes ‘in"‘the_ N

'.observat10n tlme may have caused a dlscont1nu1ty in the pre-

.‘c1p1tatlon amounts, recorded The d1scont1nu1ty would be

_small and detectton of such a d1scont1nu1ty was beyond the S

4'scope of th1s work o Q} e j,"d’

_ 2 4 Data Errors | S . |
| Errors t the data are problems that . are d1ff1cult tou
: contend WTth No attempt was made to 1dent1fy faqlty obser-
‘;vatlons because a qualtty check of observat1ons is rout1nely:”
: carrted out by the AES ‘ The data were accepted to be

faccurate desplte the p0551b111ty of erroneous values 1n the |

+.

"~}trecord But errors are 1mportant 1n a study such as thls!,f

i d1scuss1on on errors s . 1ncluded

r’

- partlcularly when ‘the'_results are. appl1ed so 'a’brietj s

v

Haan (1977) 1dent1f1ed three general sources of 'error”"
hydrolog1c data They iar‘ measurement error data
_ftransm1ss1bn errorr and proce551ng error A d1scussxon of:'

"_these error sources for a prec1p1tat1on record follows

Measurement- error 1n prec1p1tat10n data may have aftfg .

E"number of causes FlPSt 1mproper exposure of a ra1n gauge}j; |

t5ﬂ_may result 1n water blow1ng off trees or. bu1ld1ngs 1nto the?dh':”

”'7gauge ' To allev1ate thls problem gauges are supposed to be

*;lglocated whenever posslble ‘on level ground w1th no obsta-[f_

| ”oj*cles nearer than four t1mes thelr vertlcal hetght (CanadJan 2

‘o

' lvNormals Prec1p1tat10n "1973l Second there -js}aflossrPfjgf
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? because of wett1ng the rece1ver when transferr1ng the pre-

| c1p1tat1on to the measur1ng cyllnder ~The - ‘055 due =t°(;;

'hwett1ng should be approx1mate1y 0. 25mm or Iess (Meher1uk

; 197”)' Th1rd. a loss . to evaporat1on’ becomes s1gn1f1cant~
|  When observatlons are taken up to twenty four hours apart '
'//uccordlng to Meher1uK Wetsner (1970) clatmed that the' mean
ferror in Russ1an 1nvest1gat1ons. caused by eVaporat1on 1st

 from three to f1ve percent of the. annual total prec1p1ta'

‘:t1on,, od\ O 51mm or Iess for individUai measurements

- Fourth, the max1mum error 1n prec1p1tatlon measurement .js

caused by the w1nd W1nd causes a def1c1ency in the ra1n

’tcatcht,and'1n~the.snow catch at_low speeds (Meherluk 1972) .

‘tFQ g htgher w1nd speeds 'show also blows 1nto the gauge,.

Vcaus1ng an excess1ve measurement "FOr unsh1elded gauges.

'ferrors 1n the ra1n catch can amount to twenty and f1fty: ,h
1hkpercent at W1nd speeds of ten and forty Kpots L Snow catch“

| errors can amount to forty and seventy percent for the samet‘
_w1nd speeds (Meher1uk 1972) Sh1e1d1ng the gauges ~reduces'7
.thef-error caused by the W1nd wath 1nadvertent b1as by; -

o the observer can cause errors A b1as towards n1ce numbers,

E*fqntrodH%Zd'tnto the records for some s1tes ;Thls b‘a$;:w111ft.f‘“’

rﬁbe commented on further in’ Chapter 4

Data transmtsslon errorsr can result from 1lleg1blefff"'d'
“.wr1t1ng, m1stakes 1n card punch1ng, or vague explanat1on off
TR ‘pobservat1ons because of codxng methods L1tt1e can be donefi

,);about these error sources.:the author hopes such errors are

ﬁuﬁge g. ,' mu1t1p1es of one tenth of an. 1nch has poss1b1y been' pfrfi



~infrequent. _
. i'E>’<;’:>'lan'a'tions'aboutd'a”i'l’)"l'obse";rvations were provlded_ by

'the da1ly flags 1ncluded 1n the record : Thedflags"USed_for

: ,total prec1p1tat10n were

"'f,were few A's,,C’ F s,\or L’

‘e_l.' A. accumulated amount prev1ous value c or L,
2. C. prec1p1tatlon oc¢urred, amount uncerta)n, recordedq
value zero.'-’h

LR amount estlmated

w )

R T amount accumulated and estlmated |
S,n'L prec1p1tatton may or may not have occurred recorded
y{ value zero, | o | |
g .
6. .M m1ss1ng, and |
A7;-,T trace amount recorded value zero.

7_In thls study a recorded amount greater than zero or a flag

C was taken to be a: wetggay Consequently,'lf a C:day

20

»vpreceded an A day in the record they were both cohéideredi, B

T wet. ,fAs‘ Meherluk (1972) po1nted out, there is.no way of
T”determ1n1ng 1f prec1p1tat10n occurred on the A day or notf

fThe presence of A’s, C’s,‘ F’s, or L’s 1n the record cany‘

'.cause errors 1n the determ1nat10n,i
- n the records used S :
A pPOCBSSlng error has be3 ' ntroduced 1nfb the data i:-

;:ftaken pp]op_ ~1g75 by _».nvers1on to metrlc values

the model parameters fi“ |

':However..the roundoff of prec1p1tat1on values to tenths of a?lf';ﬂ

*7; m1ll1metre 1n the convers1on 1s a small error. and 1t 1s notf';]f;

_y1mportant to thls study



"?.
'CHAPTER 3. -
-»~'TheﬁTheory -
3 1 Def1n1tion of the Markov Chatn and Precipitation Process,.
The - 51mple Markov cha1n is def1ned to be a sequence of
d1screte random var1ables. {Yt t=1,2, .}; with the property
that the cond1ttonal d1str1but1on of ‘Yt, giyen' Yt

Yt 2,;t « depends - Yt_], but not on Y¢- 25, Yt 3,..,. ,Let.

‘the S+1 d1screte values or states whtch the Yt s assume. be,“

denoted by 0 1 2, S,tzﬁThe ‘s1mp1e Markov process is .
- character1zed by the property "‘ \ 'p" = |
' ff PP(Yt—JIYtr]=1.,Yt—2—11 ) Pr(Yt JlYt ]-1) |
t“. _d | »., ; v" ‘.‘% . ] ot 2 sv
The probab1l1ty Pr Yt J|Yt ]-1) s called :the- trans1t1on{
probab111;y le;‘1 J =0,1, -tS,.and represents the probab1l-f
;t'1ty of a trans1t1on from state 7i7 to .state ‘j; B A brtefh'

”d1scuss1on of Markov cha1n termlnology is’ gtven 1n Append1x~

.,'N, or 1s ava11able 1n many texts't(Feller 1957. 'ch:,ahd S

| ,Ml]]er 1985 .

Da11y prec1p1tat10n s a b1var1ate stochasttc process

. represented by {(Yt Xt) t O 1 2 “h dﬁ j_; .
SO ;'o; 1f the. t- th day is dry,, s
Let Yt" .
. 1 1f the t th day 1s wet | |
‘} then the sequence {Yt,,t 1 2, } represents the stochast1c
o occurrence of prec1p1tat1on The amount of prec1p1tatlon

L that occurs on the t th day 1s denoted Xt. note that Xk 0
| g*(/;f for Yk mQL e S L e

g4
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l'tﬁpl1"Pr(

. The
“models that are con51dered in thls study are d1ffere t d-

are g1v

assumptions

envlater Both. models assume the Y¢ process t_
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about the Xt process used by the -two

;g

simple two state Markov cha1n

The method of calculat1ng the denSIty funct1on for_ the

*number

i next.‘se
fresults;
This is

suggeste

of wet days. dur1ng an n- day period, is. glven in the .

ctlonr . F1rst

Gabr1el s (1959) der1vat1on and

used by - Todorov1c _and Woolhtser, are presented

followed by
d by Katz

the

recurrence relatton wh1ch was

3. 2 Number of Wet Days 1n an h- Day Period

follOW1ng der1vat1on is after Gabr1el (19593 who™

‘a

_ ;deyeloped an expresslon forvthegnumber of successes in .n

.tpbgbébi

'Vw;»trans1t1

"fsj’dur1ng 't

The

‘H"ﬁits ZZYt

"'ft,normally dlstr1buted w1th an expected value f;iff.fht.‘_.*

‘rkov cha1n-

the‘ wet dry

‘»

state of day t Yt. be a 51mple 2

: Then p= Pr(Yo -1) the 1n1t1al

of a wet day,

-wet tran51t1on

1l‘

lfs

%&-=1lYt—1
he n days R
number of wet

Feller (1957) has shown that sfffj

e e , @ success The probab1l1ty

pOIh-Pr(Yt -1|Yt_ ] '0) ‘and'l
the probab1l1ty of a wet to wet f5

days i the n days or trtals 1s

asymptottcally

& of n days represents n. trlals Y], Y2,;.. Yn“"

¥5n1t1al tr1al Yo Let the stochasttc var1able .

AV

on. Assume p, pO]. and p]] r_f 1ndependent of_ ;*lf
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o Ets)~np‘:j
| and_ . - . - -
| ~ var(s)npli- P [(1+di /(1 a1,
Where d=p]]-p61 But this result glves ne1ther the- exact
distributjon »for'.smal]‘a nor the rap1d1ty of approach to
"normatityi(Gabrtel ~t95§3 The d1str1button forysmall n was

_'obta1ned with the fOIIOW1ng argument

- When s wet days occur inn days there w111 be-a number‘r“"

of changes from a wet day (1nclud1ng day" t 0) to a dry state‘
coon the' next dayy and" »v1ce versa Denote the number of;f

3fu‘changes by C. Define f"’"i to ‘be th. least 1nteger not
| vsmal1er than (1/2)(C 1) and "5* to be- the least 1nteger not'k )
smaller than c/2. | | N o ‘L
' Cons1der the case of an 1n1t1al wet day Thj fs wet

shjdays w1th C changes w11] 1nvolve b wet to- dry t

rans1t1ons;'

e and " “’dry to wet tran51t1ons Of the changes. b must bed~:'t

b7wet to dry trans1t1ons, otherw1se 1t is not poss1ble to have o

0 a.--n

”31C changes when the 1n1t1a1 day is wet The rema1n1ng

s:changes must be dry to wet tran51tlons S1nce there are "a"

"fwet days dur1ng the n days result1ng from dry wet transt-T_J“

: f‘yt1ons an add1t10nal s a wet days must occur as the result off

-wet to wet trans1t1ons ; S1m11ar1y n s b v dry to drymff'

'ftran51t1ons occur The probablltty of any one arrangement%fbi

“_bjof s wet days w1th C changes 7n n days 1s

(1 Pn )b(POI)a(P ]) a(1 p )" S”b ‘

<1 pm) (pm/p”) [(1 p”)/(1 pm)lb
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Any arrangement of n days with s wet days and C changes

an u

1nvolves Ta” dry wet trans1t1ons wh1ch may occur before _any

a ’of~ the s successes,.ln any of ( ) d1fferent positlons

©

A]so b changes occur before dry days of wh;ch the flrsq

must occur before ‘the. f1rst dry day and the rest é%n bea_
n-s=

b_

arranged 1n(
~both ' kinds of changes_",h total number’ of posstble_“

arrangements of C changes among n tr1als with s wet days 1s'ﬂ

G

d1fferent ways Guven arrangements of;.d ‘

~Hence' the probab111ty of s wet days W1th C tran81t1onst"”

et

in an n- day pertod fol]ow1ng an . 1n1t1al wet day 1s~‘

SIS S : o ;:p 'b.b A
Pris el y =1y =[S\ [n-s-1 f's N n= s BESY! 01} .
._.P'(S’CIP’-YO ]-)’ | ()(bl Py (' P, ) . (1»- p v)(p“)"

o The number of changes C may be any pos1t1ve 1nteger up to;

g C] n+1/2-|25+1/2 nl Thus the probabil1ty of s wet days

an. n- day per1od follow1ng an’ 1n1t1a1 wet day 1s obta1ned byffV'r

1f-summ1ng over al] posstble values of C and 1s

| 7'“tﬂff.‘; - = '-‘""ff gh:tcf". - 4»-faft*5~f§.5g??aér;€'t{
»-";A'-w'(‘sk‘")"f,_f “ " P )n.'s" - (S)(nbsl])(l - p;i) ( 01) s

e=1 pn

For an 1n1t1al dry day,‘b of the trans1t10ns must ber;f,};

dry to wet trans1t1ons The rema1n1ng :& changes :ee,.}gﬁ

"‘1h wet to dry trans1t1ons A s1mllar argument shows the prob-;i;;;’

'ab111ty of s wet days an 'n day per1od follow1ng an}*;ﬁf‘

'i-zlnrtlal dry day to be "*fﬂ’y3§""'
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o - c t-’] _ . -a b
- .50 - b )"S 70 (s-l)(h-s)( ' pll) (p01)
11 . 01’ b-1 a 1 - p01 Py .

C=1

Wd(S;n)

where Co“is n+1/2-|2s-1/2?n| When d=0, both probab111t1es
:become that of ‘the binomial d1str1but10n
The probabtlaty of s wet days among the next n days is
g1ven by: ‘ . .
-'W(an)=.PP(s:n)= bwlts;n) + (1-plWg(s;n). . (2.1)
Gabriel and Neumann (1962), admitted that calculating
the requir‘ed.pFObabiHvties» by_hand is a tedious chore. |
Katz's (1974) - approach is stmp]er.‘ Katz utilized a

recurbehce‘relation' ear11er der1ved by Helgert (1870), for

'°w0 (s;n) and W; (s;n). ) Not1ng fVIat (2 1) for W(s;n) was
..arrwved at by cond1t1on1ng on whether the 1n1tial' day was

wet or dry (Yg=1, or Yg=0), recurrence relations for wo(s n)

“and w](s n) were obta1ned by cond1tton1ng on Y.

In order to. have s wet days in n days e1ther

1. Yy=0, and there are s wet days in the n-1

days,<or / - - | )
2. Ny =1; hahd thereware s-1 wet days in the n-1 remaining
| days. | BTy .
The first case cannot occur if s=n, and ethé"/%cond'-is :
impossible for s= 0 B |

~Given that Yo 0, the'fjrét.case occurs with”brobabtlity'
boowo(s;n-1), ‘and . the second  with probability.
pb,wl(s 1,n-1). '_ S1m1larly, for Yy=1, the first case oecurs

'@bth probability p]owo(s n-1), and the second with
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i | ' P
probability p]]W](s-1;n-1).‘ Hence, ‘ K%g)
wo(s;n)a PooWglsin-1) +‘p0]w1(s-1;n;1)'
and » | 7 _ |
w](s n)= plowo(s n- 1) * ppWils-1;n-1)
for s= 0 1, 2 ,n and n=1,2, e In1t1al conditions are
| 51mp1y that the probability of zero wet days in zero days_is
one, for the initial day}either wet or dry. i.e.,
| W0(0'0)= Wy (0;0)= 1.
:The constraints are formulated 53“
~ Wpln;n-1)= W](-1 n-1)= 0.

Given the trans1t1on probab111t1es Pij and the initial
probability p, WO (s;n) and Wylsin) can be computed recur-
sively for s=0J1r2}...h'and-n$1J21.... Eq. (2.1) then gives |
the distribution of .the number of wet days 2n an n-dayh
period. |

,The recurrehce relation method“ofAca]cuIation leadsp to
a natural introd0ction:of t ime-dependent transition'proba;
| b1l1t1es Consequent]y, the Katz mode | :wasd”programmed fo;
allow for nonstatlonar1ty of the trans1t1on probab111t1es )

- The d1ff1culty of wr1t1ng a computer routlne for
Gabr1el s exact approach has been ‘overcome by Todorov1c and
' WOolh1ser. (1974), ‘A version of Todorov1c and Woolhiser's
'(TW)JroUtineMje giVen in Appendyx B,r The‘~or1gjnal rout1nel
given by Todorovic-ahd_Wooihiser'Qas rewritten for impiemen+v
tation ih this.study. | |
Gabriel’'s exact approach’requires a homogeneous - .Markov

chain, so constant transition probabilities were used in the
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3.3 The TW Mode]
The sequence {Xt;t=1,2,;.1,n} represents the amount of
precipitation occurring on the n days. Rénumbehing theAXt’s

so that Xj = Xt, K20,1,2,...,s and t=0,1, 2,....n, the Xy's

denote the amount of precipitation on the Kth wet day. The

Kth wet day may‘be any day after the (K-t)th wet day
The lgggest da11y value of prec1p1tat1on in the n-day

Y

per1od Mh, is given by

‘Mp= max Xk, OSKSs, where s= ZZYJ
, j-

The - total amount of_precipitation in the n-day period, T,

is given by:

. s . n
Tz, Xk %0, = T V).

\ :

. J-1 , .
That Pr(Mp =0), and Pr(Tn 0) both equal Pr(Y] veeasYn=0)
o 1mmed1ately follows o SR
The sequence of events {s O} {s 1} e {s-n}' 'y

‘ defJn1t1on represents a f1n1te' part1t1on of the sample =

¥ 4

- space. Thts part1t1on means that

{szi}n{s=j}=0 for. izj, o 1f;:(2;2;

. SR
and ¥ Pris=i)= 1, where 8 is the null set.

i-] o -

3.3.1 Maximum Daity”Precipitation |
The distribution function G(x) for the max1mum da1ly

prec1p1tat10n amount dur1ng n days, Mn,‘1s def1ned
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‘G(x);'Pr(Mﬁéx), x20,
The fjhife_partition of s means .

G(x)= Pr(MnSX,,u {s J})
so g

Gix)= ZOPr(max Xka, s= J) ' Oskss}
. J . . " -

'hAssum1ng the X X], Xg;.qc, Xs are independentlof s
- G(x)= 2 Pr(max XkSX)PP(S J) OSKSj.
| j-0 ‘ -
The further assumpt1on that X], XQ....; Xs are fhdependent,
1dent1cal]y d1str1buted random variables, such ; that
V(x)- Pr(Xk<x) leads to -

| G(x)= Pris=0)+ ZI(V(X))]Pr(s =5V, (2.3)
z . S EI ' o
becapse

' Pr(max XkSX)— #Y'Pr(Xka | (x))j,”1sk$j.

The d1str1but1on G(x) for the max1mum da11y prec1p1ta-
’tlon amount dur1ng n days Mn, can be numerically calcu]ated {-
us1ng (2. 3) if V(x) and Pr(s J) are known
3.3.2 Total Precipitation Amount

Ve def1ne Hn(x) to be the’ d1str1but1on funct1on of Tn. o

so that 5

P S

Hn(X) PP(TnSX), XZO

'-‘Then on the bas1s of (2 2)

| ,Hn(X)=P((g§0Xka.j?b{séj}k=j§bpr(k§5xksx; s=j).

‘That
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. Hn(x)- % Pr(k_ XkSXTPrtsij) . v(2.4)'

follows, because Tj =¢E Xk is assumed ~independent of j.
| R
Rewriting” (2.4) gives

|

Hn(x)' E Pr(T Sx)Pr(s J)

J-0 |
=Pr(520)+ z Pr(T; <x)Priss J) (2.5)
- .
whére Xg=0. The result '(2-5) vcan be used to calculate

. Pr(Tpsx)=Hp(x), 1f Pr(s J) and PP(TJSX) are known

. 3.3.3 Application | |
“The probabilityvthat s is edual to' io Pris=j), i8

'TsimpTy the. probab1l1ty of exactTy J wet days in an n- dayl
‘period. This probab1l1ty can~be caTcuTated usxng either’ the.

i

exact method of Gabriel, or the recurrence relat1on approach .

of Katz Todorov1c and WooTh1ser» (1974) used the flrst_w

approach it was used also in the present TW mode]a

_ The d1str1but1on‘ Vix) for the Xk' assumed independent
"and 1dentlcaTTy dlstrlbuted must be prov1ded The d1str1-;

';bUt]OH can be selected from e1ther an observed or theoret-‘.w
ical d1str1but1on “The use’" of an observed Vix) woqu_“
A'requ1re -th' tabulation of d1str1but1on values for d1screte;T

x.; U51ng a theoret1cal d1str1but1on w1th parameters est1~

“mated from the observed data, is'a more common approach

The probab111ty that the sum of the random var1able Xkﬂ
:1s Tess than or equaT to X, Pr(TJSx) must also be deter-ﬂf

"fmlned | In order to be cons1stent w1th1n the modeT and‘” _(::
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_fOIIOW1ng Todorov1c and Woo]h1ser the xk are assumed to be

distributed accordtng to a spec1a1 case. of the gamma dxstr1-

but1on. the exponent1a1 o S . R
o (1-expl( - Ax) x20, ‘ )
V(x) _ : . (2.6) -

‘0. S x40, o

where )\ iss,a scale parameter. In this case, Todorovic and

Woolhiser (1974) show that
Pr(TJ <x)-(kj/f(,]))s exp(-ku du, o (2.7) |

the.'gamma. dtstrlbut1on W1thf shape parameter%j, and scaleﬂ
| parameter.k': | | .‘
A well known theorem of stat1st1cs (Kendall and Stuart f

1963) states that the charactertsttc funct1on

, . ,
| ¢(u)=5ex8(iUX)dF,
- where FtX) is the cumulative distribution for X, untquely‘i”

determines,'the: distributibn functidn'~ FOIIOW1ng Todorov1c

and Weothiser (1974), the character1st1c functlon foff“fhe-"" |

total amount of prec1p1tatton is v’_j" ,YT e .t-'_3;-t-mh
_¢(u):$ ex (1uT )dH E[exp(tuT )] o R
f where E represents the expectatton of the bracketed vatue H '

‘,1s the dlstrwbut1on funct1on for the total amount of prec1p-”'

-1tat1on in J days._ and u fis a character1st1cr functjon- S

- parameter ';Nowghr”[j;"f,,l f.>;//(;:- ﬂl'hv

/'

E[exp(1uTJ)] E[exp(lu Xk)]~~

o E[exp(1uX])exp(1uXel 'exP(‘UXj)]:'_¢§>’f

3

g



J '*;‘1tat1on Tn

E[e%p(1uxl)] E[exp(luXQ)] E[exp(1uxl)l—
‘ {E[exp(wx])]}J |

" because the Xk are 1ndependently “and ‘1dentica]ty distrib-

'uted Then,
,E[eXp(iuXI)h:Sexp(1uX])dV S.exp(1ux )dV-.-
- AR 0
S ,\exp(wx )‘x)dx >\/(>\-1u)
:‘ where the second step is poss1b1e by (2 ). utg‘

X u) E[exp 1uTJ)]“(1 1u/X) ] |
is the character1st1c funct1on of “the gamma dIStP1bUt10n
.thereby prov1ng (2 7) by the 1nver51on theorem ' | |
. In summary, the Todorov1c and WOolh1ser mode 1 - cons1sts_
: of (2. 1) (2 3). and (2 5) w1th V(x) and PP(TJSX) g1ven by
(2.6) and (2.7).. L e
' Assumpt1ons used by the model are : |

1. the process Yt is a f1rst order.,two state Markov cha1n,

yl2rgithe Xk are’ 1ndependent1y and 1dent1ca]ly dlstrtbuted t,*'“

and

"h3}[_the Xk and Tn are 1ndependent of s

~ The’ second assumpt1on means that the amounts of prec1p—f ,if}'

h-1tatmon on a ser1es of wet days, are’ cond1t1onally 1ndepen-{‘]_d'h

"h;dent The thlrd assumpt1on phystcally speak1ng, means thatf;gf_.f

"”fa Knowledge of S, the' number: of} wet days in the n day,’ -

o Ff;_per1od does not contrtbute any 1nformat1on about the da1ly3iJ e

ufamounts of prec1p1tatlon Xk or the tota] amount of prec1p-j_’

)



3.4 The Katz Model - °

'*Katz ’ t1977a)" Qeneralized 'the 'rchrrence reTattono

Tt

‘approach to obta1n vrecurrence -equat1ons forA the max1mum_,

,'da11y and total amount of prec1p1tat1on in an n- day per1od

Aga1n.‘ the sequence {Yt- t=1, 2 .1 is’ assumed to be a

-‘f1rst order two state Markov process ' The d1str1but1on ‘ofT

5 § N

’the Xt is assumed to depend on Yt—l' but the X{ are condi-

:tlonally 1ndependent g1ven the Yt_) Process.- The f]pstnu:'

part' of"the‘ assumpt1on means that,'gfven'arwet day} the

amount of.‘prec1p1%at1on Xt is distbibUted accord1ng to

’~:F°TX) ‘isYt']‘ The second part of the assumpt1on means that :

o jpdally amount by

'knowTedge of the amount of prec1p1tat1on on a wet day does.

fnot contr1bute any Knowledge about the amount of prec1p1ta*

t1on on other wet days

3 4 1 Maximum DaiTy Precwp1tation

We def1ne two cond1t10nal d1str1but1ons for the max1mum"

n(x 1)- Pr(Mn<le0 60, 20,1,

'f}:Cond1t1on1ng on. YO glves

G"(x ”' pTOG" 1(" 0) * PnGn 1(X HF] x), (210

‘;:nare ‘s1mpTy.-'1n ‘zero days :Tth probab1l1ty . that‘Tyndy}f‘ |

Gn(x)--(1 P)Gn(x 0) . pGn(x 1) 'V'iy(2€st_3”?§"

"fFurther cond1t1on1ng. on Y],_Teads to

utwhere F fx)- Pr(XtSXlYt 1-1) = 0 1. The 1n1t1a1 cond1t1onst>5f;
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‘precipttation occurs is one, deSpite - the occurrence or
‘non- occurrence of prec1p1tat1on on the prev1ous day, i.e. -

Go(X O) Go(X 1)/" ', T (2 11)j

.The recurrence relat1ons (2 9) and (2 10) with 1n1t1a] con~h

”'d1t1ons (2. 11) and (2. 8) can be used to. numerlcally calcu-’

- 1ate\:he d1str1but1on for Mn | ‘%51 '

j‘3 4 2 Total Precip1tat1on Amount o |
| Recal] Tn-lgjxk is the total amount of prec1p1tat1on 1n; :
t n- days ~and Hn(x) Pr(TnSx) is the d1str1but10n funct1on for

- Tn. Lett1ng | ,1 , , _
O Hplx 1) Pr(Tn<x|Y0-1) RE R

- we have upon cond1twon1ng on Yo,‘u

| L A LT 0l + pHn(x 0. (2.02)
[Cond1t1on1ng on Y] g1ves R ‘TVJ'
C Hplx; 0)- PooHn ](x 0) + poiforHn-1(x;1) (2.13) |
Halx; 11= pigHn-1(x;0) + p”f]*Hh ](x 0o (214

f_rwhere * denotes the convolut1on

o Sf (t)Hh-l(x t: 1)dt =0,1,

fand fl-dF /dx 1s the dens1ty funct1on for the da1ly pre01p“'+"

'»?1tat1on amount The 1n1t1al c02d1t1on 15- that ‘th totat_ﬁ7"

> *amount of prec1p1tatlon that can’ occur 1n zero days 1s zeror;f,.‘

Ho(x O)- HO(x 1)- 1 x;oj;jtg“;‘* (2 15)(ff;1;

The. convolut1ons appear 1n (2 13) and (2 14) becauseviﬂ 5y

'the probab111ty of t amount of prec1pqtat1on on.’ the flrst}d"5



ay is

pi]f¥(t)dt | |
the probab111ty of x or less prec1p1tation in the n days is’

Pirfi (t)Hh_](x tit)dt,

-,and s1nce zero to x prec1pﬁtatlon amount is p0551ble on’ the'

_f1rst day, the probab111ty of X. or less prec1p1tatlon in the

n- day per1od 15:?

pl]S‘Fl (‘t;)Hh—'] b(X_'t; 1')'dt=pi.]fi#Hh_].('x; 1 ).

7/

‘The . recurrence relatlons (2. 13) (2 14) and 1n1t1al‘

cond1t1ons (2 15): can be used w1th (2. 12) to calculate the‘

»‘cumulat1ve d1str1but1on for Th

;'3 4. 3 App1icatlon1h

The recurrence relatiOn approach proposed by Katz]sg

‘(1974' 1977a). can be . used. to ca1cu1ate dlstrlbut1ons for s,

‘My\._ and T,\ ftn summary.4 the assumpt1ons used 1n th1s»,“

: japproach are:

'1;;,Yt is a f1rst order two state Markov cha1n,

*5Q'2,‘;the d1str1but1on of Xt depends on Yt_], and

v3gtdthe X{ s are cond1t1onally 1ndependent g1ven Yt_]

Un]lke the Todorov1c and WOolh1ser model : the densxty 1

f{analyt1cal solution for the d1str1butron of the sum of _the. fﬂdﬁ

ftstochast1c var1ables

~The gamma d15tr1but1on has dftenf{béth*seieatethdf:ﬁV

N

"“;;approx1mate the d1str1butlon {af__kbreéiﬁitatioh*,jamouht;ﬂ

34

".i,functIOn._-fi,f“ need not be restr1cted to those hav1ng an;ﬁr”ﬁ

oo
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:occurring_during a year, month, or day. . (Skees and.Snentqn,

' 1971; Schickedanz and KraUse.‘1970) 31h¢e the"'c.:;amﬂia dis-

tr1butlon is a common cho1ce and ‘was selected by Katz. the
gamma d1str1but1on was chosen 1n th1s study . to appPOX1mate

| the d1str1but1on of da11y prec1p1tat1on amount in 'the- Katz

o mode].n



o }t‘day sequences 1s denoted by n;

" CHAPTER 4.

. Estimation of Parameters

N 4. 1 ueneral-; |

: iﬂs' generally requ1re 1nput in the form_

‘of a;se;kf'l ; v{*}s estimated. from the development data.
The ‘ch_ ord glcs of the modeled process are imparted to

» 'the 1nput parameters The set - of vparam-‘
'eters req for:- the models used here 1s |

SR azlp, Pio+ Pgo *\ Rt

- The parameﬁ* space con51sts of 1n1t1al and tran51t10n prob-

-ters for the dtstr1but1on of da1ly pre01p—'

'itation"'amour In general the parameters may be nonsta-‘

4

‘ tlonary, exh1b1t1ng temporal var1at1ons within a year ~ over

ca number» of
,¢day-of ‘the yli

o day to day nonstattonar1ty of the parameters is recogn1zed .

ftuand allowed for

;'”4 2 The Markov Cha1n Parameters

Esttmatton of the 1n1t1al and tran51tlon probab1ltt1es'i'

the occurrence of prec1p1tatlon, and the shape:"'

ars, or both The parameters for any giveny."

are assumed stat1onary over the years - but.

”hfrequ1res totalltng the number~ of wet dry day sequences‘}ﬂ”

\léoccurr1ng in. the development data The ‘number of wet dPyTTfi”“

] ,lnx

(tl the observed da1lyidftlt

dd”freQuency of the K- tran51t1ons 1*3* . *l*m end1ng 1n state m L

}tton day Tt,:;lstSQSS. The k+1 1nd1ces 1, J,.,;ifl; m denote;g;~r‘T
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o the. states'(O 1) of the

37

sequence {Yt } on the K+ days

endlng ‘on day t The frequenc1es n hn(t) of the develop-

. ment data were obta1ned using program COUNT which is jl1sted

; N

in ' Appendix—B.  The N
/

1ndependent observat1ons

were obta1ned for K 0,

uncond1t1onal number- of wet (l=1)' or dry (1 O) , dayS'-“'

occurrlng in the sample

obtalned with K= 1,hare the number of. >i 7to j' tran51t1ons o

B between days t-1 and

- K= 2,3, 4 were obta1ned to test for the correct Markov chaln vr?.

order

A large sampl1ng fluctuat1on can be expected for February] E

twenty nlnth because of

the twenty nlnth of February was utwlwzed in determ1n1ng the l_ B
. Aé? sequence totals for March First to fourth “but sequencesfli

"endingi.on.aFebruary: twenty nlnth vowere _ot tabulated ﬂglt

Yevyeylchb 11972ll*noted

day Shlft 1n the perlod of each of the f1rst three years andtV =

three quarter day Shlft 1n the fourth year follow1ng a B

leap year Most results

years>of-deVelopment'data‘pr0yide N

for - the. nij...Im(t). fFrgauencies o

1,2,3,4. For k=0 the n;(t) are'the;

\The tran51twon frequenc1es nf (t),

t. The h1gher order - frequenc1es.i

Leap years pose a problem for the sequence tabulat1on

the few observat1ons avallable So

that thls results in a one quarterl;‘

are n ot thought to. bej affected}tjf;eu

o
s1gn1flcantly by thls problem (Yevyev1ch 1972)

:fkkﬁﬁ Gabrlel and Neumann (1962) Hopk1ns and Rob1llard;j;f,fi
(1964), and Feyerherm and Bark (1964 1965) suggested that?;f_,t

"'v~7the 1n1t1al and trans1t1on probab1l1t1es should be allowedaf"xﬁt

to vary dur1ng the year

W,

[ S
N SInce da1ly var1at1on of the .-
, S L .

|

] - u

'"vlfl;f_f
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Probabillties-was‘easily lncohporated'-into"the recurrence‘
relation method, the probab1l1t1es were calculated on a
| daily basiS” Unfortunately, Gabrxel s (1959) der1vat1on for

the probablllty of the number of wet days in an n- day perlod‘

r7requ1res a homogeneous chaln B e .' constant trans1tlon

probabilities. Since a month was thought to be a reasonable‘:;

‘time per1od for wh1ch a calculated dlStPlbUthh would be

usefiil, th tPan51t10n probab111t1es were assumed constantl“

‘_thhln months when used in the TW model Such an assumpt1on 7

© may’ blas the results (Feyerherm and Bark, 1965) but. the,;,'

assumpt1on was necessary and 1ts val1d1ty w1ll be examlned; o

| ”:1n Chapter 5

t Dally and monthly 1nit1al and transxt1on probab1l1t1esmw '

'erere est1mated us1ng the wet- dry day sequence totals ‘;Theflf*

_\rmax1mum l1Kel1hood est1mates for the le l the prob-f S

fflab1l1ty of the k transltlons 1»3* . »l»m,: were‘ used The'fiw*

‘ nda1ly trans1t1on probab1l1t1es le lnﬁt) are glven by

\ o o I A
lnﬂt) nlJ lnﬁt)/ 2 n- hn ) = qlfj“t4utlrrif;

‘lf:‘Monthly transwt1on probab1l1t1es were calculated us1ng
zn (t)/z 2, nij. (t) o (42) |
lnl hn:?ﬂ tm: el lﬁl .; s o

e

: where the summatlon over t was carrled out ovePﬁthe selectedﬁfE;%

The raw dally trans1t10n probab1llt1es estlmated by_ly*’ﬁ

14 1) can be used 1n the Katz model But Feyerherm and Bark:dd,}

(1965) suggested B that | 1mproved estlmates y*oft',wthe'f7ff’
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probabilities can be obtained byi representing ~them by a
Eourier éeries witﬁ a fundamental period of‘ one year.
Yeerviéh (1972) justified such a fundamental period on the
jbas1s of astronom1cal cycles

The 365 raw est1mates for the three independent initial
and trans1t1on,probab111t1es (1fp, Pgor Pjg! were used to
estimafe the coef%jciente for three Fourier series of the
form - | o
P Prit)ss 41 Aheos(2nht/365)+Bhsin(2wht/36.5) |
| by the standard method of least squares (suproutine FOUR) .

" Yevyevich (1972) and Feyerherm and Bark (1965)
_"diecussed a number of stetistical'procedures for determining
ﬁWhich of the possible.18§"harmonics'should be retained in
. the Fourier series. . The procedures are somewhat complicated
' and require a pumber of;»essumptionb about the residuals
‘which aie diffjcuEt to check end may be violated (Feyerherm

’and‘Bark,»1965; Yeyyevich, 1972). — .
A simple.'grabhical approach recommended by Yevyevich

(1972) was used to select the number of harmon1cs necessary

series. The method is to f1rst plot a

fl1ative Cumu atjve periodogram. The plot consists of

PM-[hF;: (Aﬁ+8ﬁ)/2]/o’2 |

. versus the harmonic. M, M=1,2,...,182. The v%riance
expla{ned by each Fourier component h ‘is (Aﬁ+8ﬁ)/2 gnb ci is
| , | ! | L

the. hotal variance of the series of raw transition or

3
;
|

.
\
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initial prebability estimates. - The Fourier series ampli-
~ tudes ére net sgémed‘in order ofydecreaéﬁng'magnitude sO a
1afge‘compenent:may'be included after a small one.

Selection of the maximum number of harmonics to include
in each series is basea on’ YerevicH’ (1972) observat1on
that the re]at1ve cumulat1ve periodogram w111 consist of two
parts a feft rising port1on representing the per1odlc1t1es
in the data, and a'slowly rising part die to sampling varia-
tion. The two parts are approximated by smooth curves that
intersect at a point specifyihg, in general, a non-integral
~critical harmonic, Mc. The"procedure is then to accept " all
harmonics smaller than M. Yevyevieh‘(1972) has found that
daily series are'neerly "a]waysA-peFiodic with a .critical
harmonic in the range of one to twelve; thereere the coef-
f1c1ents of harmon1cs ohe to twenty-one only were calculated
“for the cumulative per1odograms

Using Fouryer ser1es to ,represent tﬁe nonstationery :
parameter space (b(t) Piolt), pgolt)) reduced the number of
parameters required from 3x365 to 2M]+2M2+2M3+3 where My
M2, M3 are the number of harm0n1cs selected for the four1er
ser1es representat1ons of pit), ! Piolt), and Poolt). A
 second benefit was the reduced vaPIance of the Fourier
series. e;timates for the initial and trfansition prob- 
L abilities. Accerding ‘to Feyerherm and Bark (1965) the
var{ance of ‘the Four1er ser1es estimate is reduced by‘a

factor of (2M +1)/365 from that of the raw estipates, a

s1gn1f1cant amount for typ1cal va]ues of Mi, i=1, 2, 3.
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)

Woolhiser and Pegram"(1979)<pointed out two drawbacks:

to using the method of least squares for estimation of
Fourier coefffcients; First, a varying sample stze' or
varying properties of“the» distribution 'being fttted can
result in unequal vartances of ’the raw estimates. The
me thod 'of,leastvsquares incorrectty gives each raw estimate
edual weight. ,Second; there is no statistically sound
procedure to test the significance of indivjdual'harmonics

Rlchardson (1977) indicated that the inclusion of too many

harmon1cs perpetuates sampl1ng error in the parameters wh1le .

select1on of too few harmon1cs ‘results in an 1naccurate
description of - the periodic nature of the precipitation
process. & i

The cumulat1ve per1odogram method of h%rmon1c select1on

was chosen over . the alternatlves ‘suggested by Yevyev1ch'

(1972}, Feyerherm and Bark (1964), and: Woolh1ser and Pegram‘

(1979) . because of its s1mp11c1ty, and 1ts 1ntu1t1ve appeal.

Although there was a risk of selecting an 1ncorrect; number

of harmoMics, “particularly when: the transition from the:

quﬁckky_riSing”periodic part of the: periodogram to the |

s]owTy ~ rising sampl1ng f]uctuat1on spOrtiOn ‘occurred

}}smooth1y; the other procedures offered no ~guarantees of

se]ect1ng the correct number of harmon1cs To imolement‘the =

maximum likelihood " procedure suggested 'by xwoolhiser and
Pegram, in order to account for the unequal varlance of the
raw est1mates and to select the Four1er ser1es harmon1cs,

",was thought to be too time consum1ng for this work B

3 ‘ P 3

v
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4.3 The Gamma Dtstrtbutton Parameters
Selectton of the gamma d1str1but10n

o |
F.(x).= [ -'r—(-—y“ i exp(-A,1)dt, i = 0,1 - {4.3)
0 T]i | t. ] ; | ., £ ». .

‘to represent the cumulative distribution for daity‘precip?
itationiamount necessitated estimation:of the shape N\i and
scale 3\-‘parameters. Recall ‘that the'F-(x) in.Katz’'s model
~ were selected for day t such ‘that "Yt—] o o
‘Yevyevich (1972) clatmed that the'Y'\l and )\ are nonsta-
tionary Ison et. al. (1971) and. Woolhiser et. al: (1973)
found that the scale parameter )\ had a 'Seasonal var1at10n '
‘and they accounted for the var1at1on with' Fourter serlesi
The use of Fourier series for the gamma d1str1button param-,
Hetersv was rejected for the presentwstudy.: To obtatnygood-
oshape andv_scale parameter estimates a ,reasonabty» large o
“’Samp1e-of»precipitation amountS'Was requtred The.number‘of%t

wet days in ‘the approx1mate1y f1fty years of ddeyelopment

bad B

data ava11able for: esttmatton of the parameters was expected*-

to be too small if short tlme\per1ods of a day or: week were.'z

" used to obta1n raw parameter esttmates. part1cu1arly for dry
seasons or stat1ons w1th few wet days. Stnce the longest’
n- day pertod for which' dtstrtbuttons were to be calculated'“

.'was one month the shape and scate parameters were assumed -
- constant within xmonths. A month was - thought to be

sUfficjently long tof‘obtatn Iarge enough samplesf;that

S
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reliable parameter.eStimates'coutd be obtained} but-this was
not. checked. The month-to-month variation in the estimates
accounted for the seasonal variation, yet was ~simpler “than

the Fourier senies‘approach with its attendant problems.

| abstracted from the development data by a computer. routine

~The da1]y prec1p1tat1on amountsf in each month were

ABSTR fwhich sorted the preCipitation amounts according to

the occurrence (iz1) or nonoccurrence (1 0) of,pnec1p1tat1on
<on pgev1ous day ABSTR also calcu]ated the\stat1st1cs

requ1red f a number of maximum 11Ke11hood techn1ques that:

N were used for estwmat1on of the shape and scale parameters
Given-the prec1p1tat1on amounts, assumed to be a set of
1ndependent ‘observations | {xlJ . j=1,...,N}" distributed
~according to (4.3), the‘max1mum l1kelihood eSttmates for the’
shape parameter'Y’ll and scale parameter %. were obta1ned by |

so]v1ng

~

" log ﬁi.fddn})

toa MM )

where. Xl xiG are the sample ar1thmet1c and geometr1c means,}
and w(y) dlogrhd/dy rs the p51 or dlgamma functlon _.A
' The sed (4 4), (4 5) was not so]ved expl1cxt1y because

4 of the complex1ty of the d1gamma funct1on ‘Instead 1ter- :

-; at1ve numer1cal technlques have “been used* to 'sotvé‘“the'n'a

Aﬂ:f equat1ons (Ison- et. al., 1971). M1e]ke (1976) prov1ded an:ft
1terative procedure for evaluat1ng (4 4) exactly Two var-
. ' 1at1ons of the procedure were glven to accomodate a max1mum,

11ke]1hood rat1o test on the scale parameters of = two gamma'
R o
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distrtbutions with a common shape parameter (Schickedanz and
‘Krause, 1970). The test,Adiscussed'in Chapter 5, was used
to determine if the assumed difference by the Katzl mode1.
between the d1str1but1ons Fo (x) and F](x) was(stat1st1cally-

’s1gn1f1cant | | =
D1gress1ng to the test for a ‘moment, because of Vits
re]evance to Mlelke s procedure. let n | ‘ |
Xy J =1,2,...,Ng) and {X)j; §=1,2,...,N)}F
represent “sets of NO and . N] observatlons from .‘gamma*‘
d1str1buted populat1ons 0 and 1 : The shape and scale param-‘ ﬁ
"eters for population” 0 and 1. are. then denoted'ﬂg, 0 and’q],
k] .The test constructed by Sch1ckedanz and Krause (1970)

tests the null hypothes1s '

HO . ko = )‘1 = )\,'

- against ‘the alternate.hypothesis

Ha :, )‘o’ )‘.1" nor= nl %n?u‘

_ 1 e. ,>\0¢>\]1n general ’The 11Kehhood ratlo stat1st1c,

o ws L /L vi g1ven by :the rat1o of the max1mum ]1ke11hood

" under Hg to _that, of i ts' largest poss1b1e value, under N
. Ha (Kendasz andf Stuart'e 1967) . Sch1ckedanz and Krause
tfstated that -2]ogw 1s approx1mate1y d1str1buted :asi¥aicchii_l
jhsquare var1ate w1th one degree of freedom SRS

N o
.\ : .

M1elke ‘s procedure [wasv used to calculate shape and

cscale parameters under Ho and Ha Mlelke ciawmed that the.,v'f

2

"to the d1gamma functlon
. : NS ; :

‘aw(n) - C +. (n- D> [1/J(J+n 1)] + 109 [(NS+n i)/(NS+i)],, o

»dprocedure ‘results from (4 4) (4.5), and<the apprQXJmationx\

T TR

.
i»

Ai
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~ but gave no details of the der1vatlon The constant C is
Euler's :conStant 'and NS is a selected 1nteger (25) deter-

,_mining;the accUracy»ofvthe,d1gamma approx1mat1on,‘ The shape

" and scale parameters were calculated under Ho, given an

initial value of W, by o |
| | - | NS +4)7
, | '09[N5K+1n =3 ] *C-A N
W= 1+ — k1 . . (a.8)
K NS N | ' | |
?Od' o o _,"‘d o= -nK{ii
nhere' ‘No | N, o
A= log X - ( I logx .+ I tlogx )/N, o 4.7
S R L
. S )° o | e
X = (2 x ., *.L . J/N (4:8)
oy 0y TS RN

*and N=Ng*Nj. Similarly, under Hgnﬁqkyﬁaszgiveneby (4.6),

‘where o ' N
where Ny Ny
A='(N1log X +#N Tog X - L. log x:. = L log x )/N
v OJ Sy
R vJ-Ja, SRS b2
_w:x;s-(: ‘xx)/N X =‘< 1)/N E 3.(4,g}§;_j\

"Parameter calculat1on and app11catlon of the test ‘were. done ff',~f

’thW1th pPOgram GAM2 (wOng. 1980)

A number of other approx1mat1ons to (4 4) were used to"”:if

ﬁobta1n a max1mum 11ke11hood est1mate for the shape param-‘rf

B o eter " In/some cases the approx1mat1ons were appl1ed to the'

\hdata sorted by ABSTR and different parameter est1mates werevttﬁ

) obta1ned for the d1str1but1ons of XQ and X] “In other cases r17
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the Xg, X; data were pooled to give a'single-data set for

which‘parameter estlmates were Obtained‘ The procedure used
. B 7 :

to . solve (4 4) was selected on the basi§ of Sch1ckedanz and

A Krause s test, and w1ll be g1ven with the estlmates for each o

case in. the follow1ng sect1on
The flPSt approx1mat1on used was Thom s (1958) solut1on
of (4.4) that was based on the truncatlon of a ser1es expan—-v
s1on for- Wfﬂ) The shape parameter was glven by B yo
- " -(1+JTEHSE?)/4A -xq | (ﬁ//O)
ywhere &Y\1s a correct1on for the ser1es truncat1on and A, as |
g1ven by (4 7) was used\\\\I:e first term of {(4.10). was _t'
evaluated and then the tabulated Y\(Haan, 1977) was applledv‘
’:‘to obtaln X f1nal estxmate The scale parameter was_
obta1ned from 4. 5) w1th X g1ven by (4 8) | |
| Greenwood ‘and Durand's (1960) fract1on approxlmat1on
R _"lti- (0.5000876+0. 16488524-0. 0544274A2)/A RURIE
*j-for OSA<O 5772, and “ IR

.898919+905095A+0, 977537342 . ?,ldqlzl"
: A(17 T9728+11. 968477A+A2'_j_h,' x

‘-for O 57725A517 O was also used A was g1ven by (4 7),}and3fff -

'l-'.h(4 5) was used to est1mate the scale parameter Greenwoodwi‘, ,

v‘"”and Durand cla1med that the 'max1mum error 1n (4 11) is
’l3a~o 0088% in (4. 12) 0. 0054% 'pz' h” _ ', e
_ Haan (1977) clalmed that ‘th °i max1mum l1kel1hoodf

;r"est‘mates g1ven by (4 10) (4 11),'and (4 12) have a sl1ghtt~"~'7 o

1 hasymptot1c b1as and that the b1as may be apprec1able whenﬂﬁ;lph;~

.only small samples are ava11able Estlmates for the blas 1n;3y’V”

',;the shape parameter\\ were g1ven by Bowman :and Shenton‘:'
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- 1T1968) - According to Haanv(1977), they suggested a simple

approx1mat1on for the b1as

| uqn)mvN R
"which-was‘rewrittenv
- Eh\t (N- 3)n/N | O (4.13)
- Eqg. (4'13)‘ | s used to correct for the bias 1r1Y\\uhen_‘

"'caTcuTated by (4 100, (4.11), (. 12).

The final approach used to estwmate parameters for the
e |

“.fgamma dlstr1but1on attempted to account for trace ra1nfall

Traces represent a part of the pre01p1tat1on process. and_
- poss1bTy the 1ncTus1on of all data avallabTe,_i.e.; traces,'
mayAprov1de better.parameter,est]mates., Thea appTicabfTTty n
othtsuch an.'approach is.questtonable'7”A wet‘dayjmas‘beent
deflned as one on wh1ch a measurabTe amount of prec1p1tatlon'
'feTT i.e., more “than trace But s1nce the purpose of

this work was to exam1ne two modeTs, ‘rather than-tdeveTop

work1ng modeTs., the parameter est1mates 'proposed}byypas""'

(1955) were used - The est1mat1on procedure, as. summartzed"v

‘an_by Skees and Shenton (‘971) 1s foTTowed here

The dlstr1but1on TS the same as (4 3) except that 1t 1s} f:h

- f truncated at x 33 where e>0 1s smaTT The number- of obser-;'

'fvatlons fal]xng the 1nterval (0 e)"ls T where € was};4¥%'

d"-,O 13mm (O 0051n pr1or to 1976) : The total number of obser-

.'f'Tvat1ons is N= T+m where m is the number of observat1ons w1th-”'iin'

‘d_prec1p1tat1on amounts greater than e}r:‘ Thom type ft'” -

'f'approx1mat10n was constructed

?'_V\-1 29+Jﬁ(1 ze)z+4y/3) /4y ,7;‘



48

where‘y=logi-ﬂ5§X-8loge, TEE_— ( Z log X )/N 6 T/N, and 'f

| X g x])}N R U T
The scale parameter‘k was . ]calculated using .(4.5)' with X
given by (4 14) | | ' .‘
| The exponenttal distrlbutidn‘(Q.S); used;tO‘represent'
.the distr1butlon of daily precipﬁtation amounts by the TW

‘model is simply the twc-parameter gamma distributicn with a

shape parameterY1 of exactly one. Estlmates for"thév scale’l‘“

t'tparameter N\ were obtatned w1th (4 5) and (4. 8)

. 4. 4 The Esttmates

4.4.1 Markov Chatn Parameters
The monthly trans1t1on probab1l1t1es for use by the TW .
model as g1ven by (4.2), are summarlzed 1n Table 1. TWd

.est1mates for'ithe}‘1n1t1al probab1l1t1es p, are given for

‘each case. The ftrst p, was calculated us1ng (4 2) : -The
“second p .,'ls a Fourter sertes est1mate for the day pre-
‘_v1ous to the ftrst day of the case month e,g December‘

"vth1rty ftrst for the Edmonton ldanuary) case

| Subrout1ne FOUR l1sted 1n Append1x B was used W1th

"«COUNT to calculate the ampl1tudes of the Fourter serles‘
,harmon1cs,; to calculate the relat1ve cumulat1ve vartance of
fthe harmonlcs, and to plot the cumulattve pertodograms forl

‘lil p, pOO ' and P]o The cumulattve pertodograms for Beaver—.”’

‘1_lodge, thures 2 and 3 show that four | zero,_ and four77

s

| harmon1cs - of the Fourter sertes .icr 1 p, p,o, and poof‘»-~

:respecttvely should be 1ncluded chh Edmonton. Flgures 4
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and § show that five, two and two‘harmOnics should explain.
| the per1od1c nature of the probab111t1es 1-p, Plof and pOO
Three, four, and two Fourier series harmon1cs were 1nc1uded
in  the serIes est1mates for 1-p ,p]O.:and'poo at Medicine
fHat, on the b351s of Flgures 6 and 7. The amp11tudes of the
) harmon1cs selected are g1ven in Table 2.

) The cumu]at1ve per1odograms for Edmonton, F1gures 4 and
,5,vexh1b1t a sharp tﬁans1tlon from the qu1ckly rls1ng por- ]
t1on“ of the curve to the slow]y r151ng sect1on }Choosing
the number of harmon1cs for 1nclus10n 1n"the series est1-”
mates for the trans1t1on probab111t1es was stra1ghtforward :
The dec1swon to 1nclude the th1rd to f1fth harmon1cs of the
‘-ser]es_ for 1.p~ was more d1ff1cu1t nbut was Just1f1ed'by
uifigure 4. /‘IncTUSion ~of the th1rd to fifth harmonics
eXpIa{ned an add1t1ona1 f1ve percent of the raw estImate sA
t'var1ance L , |
 The smooth trans1tlon “from the per1od1c to residua]l
. variance porttons of the cumulat1ve per1odograms for Beaver--.

vlodge and Med1c1ne Hat presented a prob]em A stralght llne} -
>iorftsmooth curve was f1tted so that 1t seemed to. represent.
-:the per1od1c port1on of the per1odogram Curve f1tt1ng was
“WJdone by eye and was qu1te subJect1ve o ‘

 The Four1er ser1es estlmates for the da11y 1n1t1al and

| sftrans1t1on probab1]1t1es were plotted w1th the1rl raw datlyﬂr'*

| eest1mates ffbrv each case Figures 8 to 16 show that the;:

"“Four1er serles prov1de est1mates 1n reasonable agreement,~ -

'y w1th the observed raw probab111t1es,‘as they shou]d 51nce[.s‘5

e
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féhé"?aw estimates were used to"caTcuTate thelFourier seriesA
';coefftcients;-‘But Fngres_B‘and 14, and 9, 12, and 15,

*suggest that the Fourier 'ser1es overest1mate the proba--
eb111t1es 1-p and P00 for the1r respect1ve cases in June and
early July (approx1mate1y days 150 to -190). The over-
est1mate is S1mp4y the resuTt of the Jeast squares fit, the
u'gfit estwmate wouldfnot be s1gn1f1cantly reduced,byr1nc1u510n of

'-ﬁ,an.additionaT harmonic:’ In part1cu1ar the . addition of

o 4 .
Al

E another' harmonic. for P00 at Edmonton (Figure 12) coqu not
be Justlfled in the T1ght of F1gure 5  The effect ‘of the

Gﬁf'f overest]mat1on of Poo W1ll become ev1dent in Chapter 5.

t:éhﬁ?ﬁ’é Gamma Dtstributton Parameters |

| ' h The shape and scaTe parameters estimated us1ng M1eTKe S

o ‘procedure are summarlzed in Table 3. Thei table also ‘in-

v'ﬂr‘; cludes the sxgn1f1cance Tevels ach1eved by Sch1ckedanz and

ngtf;. Krause s T1Kel1hood ratlo test under the nuTl hypothes1s ‘of
;;3? equaT scale parameters for Fo(x) F](x) |

The nuTT hypothesus was not reJected for the Edmonton“;v,
3

e G
: _and Med1c1ne Hat cases at the 0 10» s1gn1f1cance Tevel--the ‘

probab1l1ty,, g1ven ’1n TabTe'3 byﬁh; of a random ch1 square ,
var1ate w1th one degree of freedom exceed1ng the caTcuTated”~’
. ch1 square vaTue was greater than 0 10 ‘fB t the nuTT

hypothes1s was rejected at the O 05 s1gn1f1cance Teve] ;for;l‘

no dlfference between Fo(x) nd . F](x) for the Edmonton and“duh

Hat'

- Med1ane rases, assumIng the shape parameters were the

both Beaverlodge cases The test 1nd1cated that there was.tﬁfﬂ“
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same ~ For the Beaver]odge cases the test showed that Fo(x)
'and Fy(x) were s1gn1f1cantly dtfferent
- The appropr1ate M1eTke scaTe parameters were used .for
Fo(x) and F](x) in the Katz model for the Beaverlodge cases.
Das parameter est1mates for Fo(x) and’ F](x) at -Beaverlodge
rare gtven iﬁ -TabTe 4. These est1mates were obtained from N
data sorted accord1ng to the wet dry state of the day’ pref
v1ous to the observed amounts ‘ |
Mielke's estjmates ‘were not used 'for 'Edmonton ands‘
| Medicine'Hat' .Insteadﬂ.the‘parameters oaTcuTated"from theb~
approx1mate methods g1ven, and pooled data (the data for day
- t. or1glnaTTy sorted by ABSTR accord1ng to the wet- dry state
| of day tft, were pooled to give a s1ng]e set of data for
eaoh case) were. used for both Fo(x) and F](x) the Katz"
' mddeT for thef four cases. The est1mates of the shape and\ .
. scaTe parameters for Edmonton and Med1c1ne Hat : caTcuTated-pi
using the methods of Thom (1958) Greenwood and Durandt ;
(1960t and Das (1955). are summar1zed in Table 5. Table 6

~contains the sca]e parameters est1mated for the exponenttal T

o dtstrxbutton The pooTed data for each case,'tncTudtng che

Beavdrlodge cases, were used to caTcuTate these scaTe est1--
f mates f‘;v'f.a-.'- 53 ‘;f”.;;'"l' B .‘j;_ “f*j'iéf |

: TabTe 5 shows that the methods of Thom, and Greenwoode
and Durand prov1ded essentlally the same shape parameters;g;‘

73 and so the scale parameters were taken ‘to be the samef'h

S Compar1son of Tables f3 and 5 for the Med1c1ne Hat andr‘;t-lf‘

Edmonton entr1es. shows that Mtelke s 1teratjye.lphpgedunef__'“'°



__brovtdedkesttmates that' COnfirm the pThom and GreenWOod-
R Durand (TGD) estlmates for the: shape parameter..pr1or to the

. correctlon for blas Th1s .suggests that the M1eTKe param-
eter; estimates used for  the Beaverlodge case are b1ased
A_th1svresult was expected because the dlfferent technlques
~all solver (4 4). The parameters given in Table 3 for the -
Beaver]odge'case were not corrected for btas before use.

| In summary. the parameter esttmates used “in - the Katz‘
: model for the Beaver]odge case 1nc]uded the M1e1ke estlmates{
in Table 3 and the Das est1mates 1n Table 4 *For: theg"t
,Edmonton and Med1c1ne Hat cases, the TGD and Das est1mates
“in Table 5 were used for the Katz modeT " The Tw.model ‘used

ﬁthe parameters in TabTe 6 for alT cases

. . L)
@

o . The »theoget1cal and observed d1str1buttons for Fo(X):d
‘Ttand F](x) are shown 1n F1gures 17 and 18 ~and-~19 and 20 for'f

'May and dulxt at Beaverlodge ' The dlstr1but1ons of the -
‘;pooTed data for May and duTy at Beaverlodge are ‘shown w1th;

:Vthe exponent1al d1str1butlon 'tni F1gures 21 and 22

‘,h ,observed and theoret1cal d1str1but1ons ?o Edmonton an dhrf'fF

HT:;MEdIC1ne Hat are shown ‘” F1Qures 23 to 26 S

;ij4 5 Goodness of'Fit L B T T e T
S The goodness of f1t of the gamma dlstrtbutlon to theif??tf

'j;observed d1str1button of da1ly precip1tat1on amount wasfﬁ;tfp

‘3_’Qdeterm1ned by a v1sua1 Judgment and appltcat1on of thetr“*nf

‘tglf”KOImogorov Smlrnov (K S) test A v1sual Judgment of the f1t15-”ﬁ

obtatned by compartng plots of the observed and2 z&_’,
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theoretical distrfbutjons.n The K-S test was used to test
the null hypothesif that the observed and theoretical dis-
tributions were the same. The statistic

DN=maxlF(x)Jb(x)|

- was calculated and compared to critical vatues given by

- Crutcher (1975) for use when ‘parameters are estimated from

the observed data. - F(x] was the theoretical gamma d1str1bu-
tton and O(x) was the observed distribution.

The 'fit of the gamma and exponential distributidns to

e three instances, the Beaverlodge May case for Fo (x) and

1{x) and the duly case for FOQX) did the theoret1ca1 gamma

‘d1str1but1on with Das parameters closely fol]ow the observed

d1str1but1on for low ,prec1p1tat1on amounts, where the

observed distributions exhibited steep slopes. 1n all cases
the theoretical distributions ov%r-estimated;the_observed

"distribution for the larger'drecipitation amounts"observed‘

In atT"cases'7the distributions using the TGD or Mielke

'parameters under estlmated the observed dlstr1but1ons for

est1mated the observed d15tr1butlon for the larger amounts.
£

The exponential distribution did the same For the Edmdntdn

. and Medlc1ne Hat cases the d)strlbut1ons us1ng Das parameter

est1mates »over-est1mated the observed d1str1butions for the

<

range of precipitation amounts observed..

The Das parameter estimates for the four 'Beaverlodge

:the observed d1str1but1ons, for the da1ly amount of precipf:

‘ 1tat\on. ‘was general]y reasonable but not good In only

- the ~ smaller prec1p1tat1on amounts observed and over-'

Ve
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| cases provfded'the best fits for the smaller’ precipitation -

‘amounts observed. ‘The'gamma distribution closely followed

the observed in_ the zero to s1x or efgkgﬁ’m1ll1metre range,
buf then began to dev1ate more so for thelduly case than
for the May case. |

| F1gures 24 and 26 show that the eXponent1a1 and gamma
distrnbut1ons using the TGD est1mates were near]y the same,
for June at both Edmonton and Medicine Hat for. January at

Edmonton “and March at Medicine Hat they«were identical

- (Flgures 23 and 25). ‘ _ . &

On the basis of F1gures 17 to 26 the gamma distribu-

tions- exhibifing the best fits were those using the Das

parameter estimates for the May case at Beavehlodge‘and the

4June case at Edmontoh. COnseqqentTy,&the.derived distribu-

tions . for the maximum dai1y and total amounf of precipita-

. tion for those cases weré expected to show better agreement

‘with the observed distributions, becaqseu of better input

about fhe'distribqtion‘bf'daily,amountsf .
Cricoy

"The Kolmogorov Sm1rnov statistic, Dy, s glven in

fables 3. 4, 5 and 6 for each of the baraheter estimates

used in  the gamma and exponent1al d1str1but1ons For each

/£

case’s'parameter sets, wvth two exceptlons, the null hypo-

+thesis that the theoret1cal gamma ‘and observed d1str1but1ons
- were the same was reJected at the 0.05 level of s1gn1f1-

. cance. Because Crytcher‘ (1975) did not prov1de crltlcal

values for Dy wheh"h‘on-integh‘al values of | are est1mated,

the K-S test was fihst {appTiedvusing the non-parametric
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critical value of. 1.36/JN, where N is the - humber of
observations. | .

The null hypothe515 was rejected for each set of param-
eters for the Edmonton and Med1c1ne Hat’ cases ~ Since the
«K -S test is conservat1ve with respect to Type I errors when
parameters are estimated from the data, the true
s1gn1f1cance level of the test was Iess than 0.05 (Crutcher
1975) In other words, the null hypothes1s was rejected
with cons1derabﬁe confidence for the Edmonton and Medicine

Hat cases. | |

For all cases, the exponential distribution was signif-«‘
1cant1y (0.05) d1fferent than the observed d15tr1but1on of
‘daily precipitation amount . ‘ _ |

S1m11§rly, the nult hypothes1s was rejected for both
Beaver]odge cases when the Mielke parameter estimates were
" used, and when the Das parameter estimates were used for the
distribution of prec1p1tat1on amount on days following a dry
day in du]y c e |

The «gamma dtstribution ‘was  not found to be s1gn1f—
'mcantly dlfferent from the d1str1but1on of observed daily
pre01p1tat1on amount with the previous day wet dur1ng duly,.
'when a non- parametr1c critical value at the 0. 05 level of
significance was used. But, using the parametrlc cr1t1ca1‘
value (M estlmaXed and equal to 1) supphed by Crutcher,
1.05/ VN, the n
parameter was not equa] to one. the former result was

‘11 hypotheSlS was reJected " Since the shape~‘

aCCepted;'becausL the null hypothes1s was just rejected when
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the parametric critical vaJue Was used.

| The "only parameter estimates calcu[ated for the gamma
distribution, such that the observed and theoretical distri-
butions , were cleanly the same on the basisbof the KfS test,
were}the Das eStimates_for May at /Beaverlodge._} The null
//hypothesis was no} rejected for‘ either} dtstribution,.
previous day wet or previous day dry; using' Crutcher’s
(1975) critical value of 1. OS/J_‘ | |

If an operat1ona]\model had been the objecttve of this
work, an attemptvto adjust the parameters _to give . a best"
oossible" fit in all cases would havexbeen'made; ,But to
determine, if oossib1e,,the.inf1uence‘that the distribution
of daily ‘precipitatfon amount had on'thendistributtons for
the maximum daily and ‘total ‘amount of precipitation - the
parameter estimates g1ven in Tables 3 to 6 were used.

Use of the chi- square goodness of fit test was discour-
aged by a poss1ble measurement b1as in the data The b1as
was to. precipitation amounts that were multlples of one- -
tenth of.an.tnch No statlst1cal test was used to determtne,

, if‘ the number of observatuons of - 2.5mm (0.10in) or 5.1mm.
t(0. 201n) of prec1p1tat1on wds excessive. iBut 'the 'numbers

are suggestlwe of a b1as, part1cular1y in the development

‘,‘data for the Edmonton danuary and Med1c1ne Hat March -and

dune cases Table 7 g1ves the number of times 2 Smm, 5. mm
and the two amounts adJacent to them were recorded in the
’,‘deVelopment data for  each case, ‘and . for Marchf at

Beaverlodge;

.0
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t

The bias in the Edmonton danuary and Med101ne Hat March'

.development data was qu1te possibly the result of observers,

measuring - snowfa]l to the nearest inch and d1v1d1ng by ten

to obtainva waterk equ1va1ent. The . record - for"March at

BeaverTodge had str1k1ng example of such a b1as jThe‘

apparent decrease in the bias of tHe Beaverlodge' record in
-

warmer months was probably because 1mproperly tra1ned

observers are more abTe or more W1111ng, to record non-.

~ round numbers - obtained W1th a ra1n gauge and graduate

'cylxnder than with a snow ruler. But the existence of a

b1as toward 0.101n and 0.20in in warmer (ra1n) months TS‘

st111 evident in Table 7; onTy one of the ij' summer - month

: b111ty of »obta1n1ng the arrangement 1n} Table5’1 'given ['?

amount comb1nat1ons (Beaver]odge duly._ at 5. 1mm) d1d not

have a maximum. number of observat1ons ,for"‘a mult1p1e of

0. 101n Other maxima in the observed frequency of preC1p-_

1tat1on amounts were found for 0 301n 0. 401n and 0. 501n

but the‘ maxima were " not as str1k1ng because of - the fewer

‘occurrehces of the larger. prec1p1tat1on amounts ’ The proba-

_ fourteen 1ndependent sets of three' numbers.t each set

. arranged 1n ‘an. equ1probable fash1on is (1/3')'3(4/3')

The b1as, in( some cases, resulted in unrea11st1caTTyﬂ

’Targe contr1but1ons to the chi- squared stat15t1c when a test

of fit 'was ;attempted the effect was to reJect the . nuTl’

‘hypothe51s that the d1str1but1ons were the same. The blas,

and the- d1ff1culty in selection of cTass 1ntervals were the'

reasons for not using "the chi- square goodness of f1t test



L Pequ1res stattonary trans1tton probab111t1es and 1dent1cally¥fdi

5.2 Stat1onarity

CHAPTER 5.
The Assumptichs

<

5;1 GeneraT

A critical examination of the assumpt1ons required,>by

:the models and 1nherent in modeling a cltmate record, is

necessary Without such an exam1nat10n the applwcab111ty of
the model chosen cannot be determlned mlsleadlng or. erro-
neous results may be 1ncorrectly accepted The methods
g1ven in_ th1s chapter were used to examwne the assumpt1ons

requ1red for the theoretlcal development of the models, for

parameter~ est1mat1on. ‘and for cllmatlc record model1ng, in

an attempt to detect breakdowns in the assumpt1ons that may

lead to. 1mproper results

——

]

K Both models assume to some extent that the pre01p1ta-»

;t1on t1me series {Yt, Xt } stat1onary The W model

‘d1str1butedtk~, 1 e., a stat1onary dtstr1but10n The Katzy'.

"Amodel requ1res the Xt process to be stat1onary w1th1n

't months.  The procedure used to determlne the correct Markovr

AS

‘chain' order needs " stat1onary {Y¢} process both w1th1n;hi,f_
'months and over the years because data observed in succes-'_
' s1ve years were used. The/assumptron that the ser1es dls-~53’

trxbut1ons»are constant over the years is a]so ‘1nherent, in

expecting a model using parameters from a single realization

58 .
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of the prectpitation‘time series {Yt Xt } to represent
future realizations of the process Accordtngly; an-attempt
was made t0e ascertain 'whether or qiot the _precipitation .
process was stattohary. n " ‘H |
“To tacilttate the study of hydro]ogic xtime series:

‘ Yevyewtch 11972)'has identified two basic components to

-series istructUre | The f1rst is determ1n1st1c, the' second

lstochastic The determ1n1st1c component may ‘take - he form ;
iof Jumps, cycles or 1ong term trends Trends or Jumps may
' appear in the determ1n1st1c component because of 1ncOns1s-
tency (systematvc errors) or nonhomogene1ty (changestﬁn
Anature because of man or natural causes) of the data.

. Yevyev1ch has 1dent1f1ed a per1od1c1ty with ‘a “funda-
}mental of one year to be an- 1mportant naturat determ1n1st1c
component that IS nearly always present in hydrolog1c data
Feyerherm and Bark (1965) used Jour1er' serles w1th a
| fundamental per1od of one year to model the changes in tran?_u
:s1t1on probab111t1es observed w1th1n- a year ' The1r work'h‘

;_tmottvated the use of Fourter ser1es to account da1ly"A

thichanges yinf,the trans1t1on probab111t1es in the Katz mode 1

77fpused in th1s study But da1ly changes }1n the trans1t1on R

trprobab111t1es were not perm1tted by the Tw model » F1gures'*i
g, 12 13 15, and 16 show that the trans1tlon probab111t1es;hi“

o de vary w1th1n months,‘ the test gtven here was used tot""

‘“}_determ1ne 1f the vartat1ons were stat1st1cally S‘Q”Tf’ca“t

o WQolh1ser et 1; (1973) and Kaavas et al. (1977) havet

f’used the test to show that tran51t1on probab1lit1es are;"
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stat1onary dur1ng a week in eastern Colorado and at Ankara.

.'<TurKey - The time per1od requ1red for the TW model was one

~ month,

The test, constructed by Anderson and Goodman (1957)
ttested the null hypothe51s that the transtt1on probab1l1t1es |
were constant o | |
. lHo pu(t)pu
aga1nst the alternate hypothes1s that they were nonstatlon-
'ary,_ The . test used the maxxmum l1kel1hood est1mates for the,i
transition probab1l1t1es g1ven by (4, 1) ‘and (4. 2) when N
‘real1zatlons of the process, each of length T ‘were
vava1lable, 1 e., N years of data with T equal to the number
- of days in ‘the month cons1dered The ltkel]hood ratloi'
“‘fwas calculated and -2logw was companed w1th a ch1 squaredl. )
'var1ate w1th 2(T 1) degrees of freedom | S o
The null hypothes1s could not be reJected at the'vO 10

51gn1f1cance level &or the Edmonton cases the Med1c1ne Hatil

“tbvcases or the May case for Beaverlodge The null hypothes15‘*%'

| wasf reJectedf~at the 0 01 is1gn1f1cance level_for-duly.at.t~”

“Beaverlodge

The test results showvfthat the translt1on' probab1l-

1t1es w1th1n the case months exam1ned here can be conSId?a-.f”

ered constant w1th the except1on of the trans1t1on proba-d‘ B

B bllit1es in duly at Beaverlodge Wthh are not constant

The latter result suggésts that the Katz model ,should -

Y
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| approximate the distribution of the number of wet days, ‘tn |
an n-day periodAin dulyrat Beaverlodge, better than the»TW‘
mode . - | R | ’

The distribution ot the dai]yV precipttatiOn ‘amounts,
{Xg },»“waS:a53umed to be stationary.wtthinva»month for both
models - BécauSe;different artthmettc and tgeometrjc‘ meanf
daily prec1p1tat1on amounts' Were obtained for different-
”_months 1t was concluded that the d1str1button of daily pre-
c1p1tat1on‘ amounts var1ed' durlng the year‘ The c11mat1c
normals'infTables 8, 9, and 10 a]so support such a conctu‘
's1on Atthough the number of wet days in the summer months

s occas1ona11y greater than for ‘other months. the- normal

;monthly .prec1p1tatJon total 1s two to four tlmes as large,

4

indicatingrmore.rain on_a wet day. It seemed reasonable to'
expect the distributton.for the dally amount of prec1p1ta;
jt1on to vary contlnuously throughout each month of the year
Such var1at1on v1o]ated ~the assumpt1on that the Xt s _were

8,1dent1cally d1str1buted dur;ng a month Whether or not the'

._tlvarlatlon 1n, the- d1str1but1on for Xt, over a month 1ong"‘“

~eperlod was s&at1st1cally 81gn1ftcant was not determ1ned

In-Short t1me serles. long term trends and cycles (overf

' jah number of years) 1n the determ1n1st1c component are oftenﬂ,"

J_ the resu]t of sampllng fluctuat1ons Determ1n1ng the -sta-ri

3gﬂt1st1cal 519n1f1cance of the cycles OP trends ‘5 d‘ff‘CUIt i
1;iYevyev1ch° (1972) suggested that a hlStOPlCa] study of

»ffactors possxbly 1nf1uenc1ng ‘the t1me er1es shou]d be
f

_carr1ed out to substant1ate the stat1st1cal detectlonttofyf~5y

cy
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trends or jumps.. To. thTS end, the station’ histories com'~
piled by Lachapelle (1977) were —used in Chapter 2 to

1dent1fy a t1me when a ma jor change at the observing site

‘,h,occurred : 'In order to determlne the statlsttcal s1gn1f1-‘_“

";’cance of any 1nhomogene1ty or 1ncons1stency induced ‘in the

:»data by the change, the tests were appl1ed across the date
of the change whenever poss1b1e |
t STmpTe stat1st1ca1 techn1ques were used in the attempti
’to detect nonhomogenelty and 1ncons1stency in the data To“f
detect long term var1at1on in the precipitation occdrrence'
'process. 1Yy }, a“two sample t-test was‘used to testnfor
“'d1fferences‘tngthe initia] .probabilitiesz‘of, {Yt'}. ' The
| temporaT structore‘of‘the daily amounts,,{xt} ,was exam1ned
xus1ng a two sample z-test and 11near regresé1on on- ten year
‘mean wet- day prec1p1tat1on amounts Norma | monthly precip-
‘1tat1on totals were also exam1ned |

-

The max1mum llKe11hood est1mate for the probab1l1ty of

»oa - wet day P, 1s 51mp1y the mean of the random var1ate Yt ;;

' For 2 sample of suffwc]ent s1ze the probab1l1ty p should be;w.‘.

,,;normally d1str1buted ‘ accordtng .the Centra] L1m1t;
;,Theorem Large samp]es were used to ensure’ the stabi]ity;;

,:, U shape dtstr1buted random var1ate Yt

The ent1re record of obServattons at each locatlon wasifj*"

vsplit 1nto two samp]es - The Beaverlodge samples were com-“-.;'-'_'~~"7t

'Posed of the records from 1§§4 to 1957 and 1958 to 1978 f7d
-.;The ‘Edmonton samples encompassed the years 1883 to 1937 and'

‘& BT
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1938 to 1978 | The Med1c1ne Hat samples ran from 1884 to
1831 and 1932 to 1978 |
Under the null hypothes1s of equal means the two sample

't stat1st1c

t/=(p]-‘p2)/m(leNz)'/N,Ngvll(N]—1)s]z+(N'2-1’f)s§-]/v(N]’+N2-2)}‘ |

with‘N]+N2-2 degrees of freedom was then obtained for ‘each
day_hofo the year} ‘The. nul] hypothes1s was reJected for any
of the 365 days if"[t[ ‘exceeded | tu/2 Nj+Np-2- A large
'number of“rrejections ‘of the null hypothes1s——1n excess of
| 355xu, where a was the chosen level of vs1gn1f1cance——was
-ev1dence ‘for the reJectlon of the assumpt1on of long term
;stat1onar1ty of the prec1p1tat1on occurrence process at the
location cons1dered provided the tests are 1ndependent
The author is uncertaln about the val1d1ty of th1s 1atter
;,assumpt1on | o
',At Beaverlodge Edmonton, and Med1c1ne Hat there were%
twenty-nlne fortyN and th1rty f1ve days respect1vely' for
',wh1ch the null hypothe51s was rejected. At‘the;ftve“percent
"s1gn1f1cance :level used ewghteen 'to\f'ntneteen | chancer
reJect1ons “of. the nu]] hypothes1s werebexpected even if it

‘ was true The excess1ve number of re3ect1ons of the nullv

hypothes1s 1nd1cated that the 1n1t1al probab111t1es for the':"

fﬁfprec1p1tat1on process {Yt} were nonstat1onary for' apprOXff- -

"r1mately ten percent of the days of the ‘yearv at each~'

locatlon In partlcular there was ev1dence that 'thett

't11n1t1a1t probab111ty of prec1p1tat10n had decreased atfnf;n;'"
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Edmonton " and Medicine.Hat;_ In excess of seventy percent of
the. calculated t-statistics. were negatlve }for ‘those
locatlons while s1xty percent .of the calculated t- stat1st1cs'
were negat1ve for Beaverlodge

Break1ng the test results down by cases, there were 7 _

2,vh4,' 1, 3,:vand 3 days for which the null hypothesis was.

rejected for the Edmonton danuary and dune Med1c1ne Hat,

~ March - and June, and Beaverlodge May and July, cases. - One

or two reJectuons each month were expected when' the null,
hypothes1s was true Therefore the 1n1t1al probab111ty\of :

prec1p1tatlon for dune days at Edmonton and Med1c1ne Hat

' seemed to be the same 1n both of the1r respect1ve samples
, The 1n1t1al probab1l1ty of prec1p1tat1on in each sample was

: _s1gn1f1cantly (O 05) different for about ten percent of ‘the

days in the other case months. w1th the except1on of the

.ﬂEdmonton January case. In that case the null hypothesxs was -

”rejected!For'Seven of thlrty one days. and only one Ct-

stat1st10 calculated was postt1ve for the month

fThef two sample t- test provxded evxdence ,hat supports-'

'the suggest1on that the prec1p1tat10n occurrence process .

e {Yt } was nonstat1onary for approx1mately twenty three per-,
o cent of the days 1n danuary at Edmonton ‘ The smallprnumberﬁyc

vqof postt1v§§‘t stat1st1cs 1nd1cated that the probab1l1ty of_

’[T:prec1p1tatlon 1n danuary at Edmonton decreased from 1883-'

1937 }th levels observed 1n the 1938 1978 per1od ThAty

u't test also 1ndlcated that the {Yt = process' was nonsta-7

ﬂ‘s”t1onary forv approx1mately ten percent of the days 1n the;jy'}
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»_Medicine‘Hat-March and Beaverlodge cases.

However, the ev1dence for- nonstat1onar1ty of the {Yt}

process over the time perlods con51dered for these cases was

not overwhelm1ng And there was no ev1dence of nonstat1on-
arity in {Y} for dune at Edmonton and Medicine Hat. H

On the ba51s of these results. the models ab1l1ties to

I3

.produce d1str1butlons representatlve of the 1ndependent data

should not be unduly affected for all cases but  the

Edmonton-danuary case. There are d1ff1cult1es in 1nter-

’pret1ng the two- sample t- test in terms of homogenelty of the

‘”{Yt} time ser1es, and for completeness an exam1nat1on of the

~trans1tlon probab1l1t1es should have been done However

the vtest was performed to a1d in the 1nterpretat10n of the

“vmodelsf performance and the results should do so. The test |
‘was not applled to the trans1t10n pPObabl]ltleS because a
".further subd1v1510n of the data' would have resulted in

,samples too small for rel1able testtng

v The assumptlons requtred for appl1cat1on of the two~

sample t-test 1nclude the normal1ty of the parent populatton B

J

: of the means,‘1ndependence of the observat10ns.;and equallty

‘of the standard dev1at1ons Although the dlstr1but1on of

-Yt 1s- rad1cally d1fferent from normal the Central L1m1t

:Theorem should ensure near normallty of the d1str1but1on of

2N

!?1’the means Desplte pers1stence of the random varwate Yt,fp:f»ffg

vfd:ﬁof Yt on day t 1n one year to be dependent on Yt of the pre-

"7-'vious year 1s unrealistlc The assumptlon of equal varlance

&e observatlons should be 1ndependent To expect the value blhTffi



"jfythe mean

‘ylf:rhﬁi umps in the data The z stahIsttc”*"

%

forfthe'parent populations was not exam1ned | Thef t -test

used 1is robust (Kendall and Stuart, ©1967) and the test

resultsfshoutd be valid.®

The distr1but1on of the da1ly preC1p1tat1on amount for

aany g1ven month has been. assumed constant throughout thed

4

| 'perlod of record ~An attempt to find ev1dence of trends or‘

[§]

jumps because of 1nc0n515tency or 1nhomogene1ty 1n the data?

. was made

,publ1shed by the AES | and llsted in. Tables 8, 9, and 10

Flrst the long term meanomonthly prec1p1tat1on tota]s»

were examlned for 1rregu1ar1t1es | The published monthly S

.‘PP901ptiat10n totals were converted to metrvc values and“""

j ,then d1v1ded by the publlshed mean number of wet days in the:b

® ,‘kk

o approprlate month to obta1n a- long term mean prec1p1tat1on,°"ﬁ':”

'j,amount for a wet day dur1ng the month : The- three values‘df“A

ava11ab]e fqr each case month were then compared

The varlatxon of the mean wet day amount w1th1n cases BES

‘was generally less than 1. Omm F@r March fa Medfc1ne‘ Hatt_ff;f}

?h_and dune at Edmonton the ranges of the values were 1. 3mm andiff:?'

%

1 Omm ' The small range of the meanv?

| 'V,coarse 1nd1cg§10n that the {Xt} process was stationary 1n

””'”fthat the‘ mean monthly wet day prec1p1tatlon amounts were

v;,'equal for successrve ten year means was appl'ed t° detect

gty xz)/:/lo',z/N 0 /Np e

R

f} day amounts' was faftﬂif‘“f

Second. a two sample z test under the null ghypothesm
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L was‘vcalculated\‘forveach patr of ten-year mean wet-day pre-
cipitation amounts and;the null hypothesjs ‘rejected when
6lz|>z¢42, where «a was the 0.05 level of stgnlﬁtcance

Sample estimates ‘s and s3 for " the variances o-], ¢ 3 were
used. The ten year means were expected to be normally dis-
' tr1buted by the Central Limit Theorem. The two- sample
_z-test is robust and the results should be valid.

The null hypothesis 'Washnot‘rejected for‘any pair&pf;
ten-year;mean wet-dax,amounts for, the Beaverlodge caees.
The nullhphypotheéfe was rejectedklfor a number of sample;
paire in each of the followingvthree cases. |

. At Edmonton, the mean wet - day amount for danuary 1n the“
1888 to 1897 period was s1gn1f1cantly larger than the suc-f'
' ceed1ng means, but there i's no historical note of a change"
at the Edmonton site &t that time, "and the sample size,for
that perlod was qu1te sma!l There were only ‘thirty- s1x wet
days in that time period whlle for most ten-year means there ,
" were more than one-hundred observattons 'The' danuary mean
for \the 1968 to 1977 per1od was s1gn1flcant1y smal]er than
the other means, but agatn, there is no h1stor1ca1 - evidence
to support th1s result | | , v
| The . ten year mean for the 1928 to 1937 per1od in June

o at Edmonton was 51gn1ftcantly smaTler than a number of ‘thej

Q

" other means calculated Thts dld not result from a 51te'a

‘1

change since the. 1928 to 1937 mean ‘was 51gn1f1cantly dif-"

¢

‘ferent than mean§ for periods both before and after 1937

There was \jo evidence’ that the {Xy} process at Medicine -
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Hat tin’ June hed changed since 1892‘ The 192é to 1931 mean
was s1gn1f1cantly Iower than five ‘®f the means for other
Aperlods But means for periods before and after the, site .
change were larger than the 1922 to 1931 mean, “so the change +
in mean for that period was not because of site changesi

- Third, simple linear regress1on was performed on the
success1ve ten- “year meaLs of wet-day amount, in an attempt
T.to determine 1f a linear trend was evident in the brecipita-
tion amounts."The'coefficients a and b of the retation

- XzatbT (5.1)

, 3 ' * o :
where X is the "ten year mean wet-day amount and T is the
year were determined by least squares. The coefficient b,

b= ZZ(T -T)(X -X)/ ZZ(T,-T)2
il 1_ : -1
where N' is 'the number of ten'yeér means.xwaetused in e
t-test of.tne null hypothesis o
|  Hoi =0
against 0 o
Ha: p z0 - S

-where P is the population value for the slope of the trend

Acceptance of the null hypothes1s was cons1dered ev1dence

B ,that no linear trend ex1sted in the mean wet day amounts-:.:

~ The statist1c t=b/Sb was calculated and’ the null
hypothesis reJected /f |t|>t,|;/2 N-2- The variance of the

estimate for b was given by

) N ' -
JL/ T (1;-T)e,
B b -

b



where s was the standard error of the regression,

s=\/}Nj (ei)z/N-.'Z ,
L 3 AR :
and the ej were the residuals Xi- Xl The Xl were' given by

(5.1) and the. X; .were the obJerved amounts at time Tl (Haan,
. N

The null hypothesis that P was equal to zero was not
rejected for the Beaver lodge Cases,-the Medicine Hat cases,

or. the Edmohton'dune case. January,at Edmonton. exh1b1ted a
s1gn1ftcant (0.05 level) linear trena“cf decreasing ten-year
mean wet day. prec1p1tat1on totals with time. No attempt was
made to determlne the exact cause of the latter resu]t

Assumptions requ1red by the t-test are that: the ei 's
were ‘normally distrihuted Qith mean.zero uncorrelated, and
homoscedast1c w1th vamancecr2 (estlmated by sz) The first'

:two assumptlbns were exam1ned and found to hold but the few
po1nts available made them difficult to check conclus1vely

~The controversy about natural long-term} per1od1c1ty

K(ROdriguez andh]yevyevich, 1967) or;changej(CIarﬁf 197é).jn
CIimate:maKes prudent interpretation of the results a neces-
Sity. f howeveh" it is reasonable to claim that in general

the test results “suppor ted the aesumptlon_ that ‘the, {Xy } -

process was stat1onary. A notable excepticn was the.eignjf-

icant downward trend in ten-year ‘mean ‘daily precipitation

amount in January ‘at Edmonton ‘The trend in this case was -

not removed 5 e

The techniques used to detect nonstationarity in the
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distribution of daily precipitation amounts were crude.
However, the; test results may be of value in understanding
.the two models' abilities to‘reproduce distributions for the
maximum daily and totat precipitation in a given period. )

Lohg‘:term periodicities were assumed to be nonexistent
in the data and no attempt was made to‘detect sUch‘a period-
tcity. ~Lachapelle (1977) found some evidence for the exis-
tence of a 10.7 Year periodicity in the averaged dune.ﬁgyty;vtt,
and  August month]y prec1p1tat1on totals " for Edmonton. ‘
'Whether or not this per1od1c1ty affected the models’ resutts

for the,dune at Edmonton case is not Known.

5.3 Markov Chain Order . | (
" The first-order, Markov cha1n because of 1ts s1mpl1c-‘
}1ty, s generally favoured in the l1terature on the stoch-r
_ast1c modellng of the ra1nfall process | Nevertheless, Ch1n -
(1977) ‘used an information theoret1c dec1s1on cr1ter1on to
'show that the order of a Markov cha1n model of the prec1p—
‘1tat1on occurrence process, {Yt },  cannot  be ‘assumed a
prlor1 A most cruc1al assumptlon of the models is that the
stochast1c process {¥g} constttutes a first-order Markov
chain. Consequently.v a ]determlnat1on of the appropr1ate
Markov-chain- model order for the cases selected was deemed
| necessary. ‘ o S /
" The classical Neyman-Pearson theory of . hypothesis
testing is inadequate tor model order select1on -(Gates _and‘

‘Tong, 197? Katz, 1979a). Chin (1977) noted the loss caused



, not1on of select1ng the right. order . ‘ ’l

%

by the dec1s1on is 1nadequately deflned as the probab1l1ty _

of an error in incorrectly accept1ng or reJect1ng a partic-

ular model. The s1gn1f1cance levels;must be subJectlvely
selected and there is no requ1rement for??a" simple model.

Schwartz (1978) po1nted out that since the max j mum llkelt-”
hood pr1nc1ple generally selects the h1ghest poss1ble order
it cannot be the proper formal1zat10n of the 1ntU1t1ve
. .I'“\‘
 Two new approaches were used for cha1n order select1on

Aka1ke (1971) suggested the f1rst approach extend1ng the .

-max1mum 1ikelihood. pr1nc1ple to obta1n an 1nformat1on theo-f

‘ret1c cr1ter1on , Schwartz (1978) proposed the second. an,

alternate cr1terlon based on a Bayes1an -argument - and’ Katz,‘

(1979b)" establlshed the val1d1ty of the crltenﬂon for Markov"

- _chalns T 'yv

The criteria:adopt»a’ parstmonious'?approach"to"model_ﬁ;

order 'selection 'balancing the requ1rement for a good f1t .

agalnst 1ncreased complex1ty of the mode1., Both cr1ter1ab

' ~ balance two opp051ng terms: —a log l1kelthood ratwo and a

penalty term whwch depends on the degrees of freedom of the
model - The llkel1hood rat1o statlstic is the same. for both

crater1a _similar looklng, 'bUt‘ fundamentally | d1fferent

"3pena1ty -functions'are'used F1tt1ng hlgher order models to
the observed data reduces the log l1kel1hood ratlo. 1mply1ngoy,'

‘a reduct1on 1n 'res1dual varlance (Gates and Tong, 1976)

- But the reduced variance is at the expense of a more complex :

'?nndel 1nd1cated by the 1ncreased ‘penalty. Ihe best model -

g .



| ,f fs ‘a' _measure of the d1fference between the log of the od.
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R 1s the one hav1ng the “minimum cr1ter1a value.
Akaike's 1nformat1on ‘theoretic cr)terion':(AiC) is
. defined N i =
| AIC(K)=-210g(maximum ltkelihood)’f 2K, h{{ifx,~
where K is_. the vnumberg'of 1ndependent parameters 1n theﬁ
‘model. The criterion is a measure of the difference between ‘4
-_‘the; true‘.structure<_and the model , in terms_of,Kul]bacK-ﬁ
'Lieblervinformation (Akaike,‘1971). | _. e | |
Kullback, (1959) defined;.the ;169 of»fthe. likelihood
rat]o' : l :, ‘a.v>:~  T : ‘ ‘
SR '4»” loglf) (x)/t5(x)1, B
‘as the 1nformat1on 1n an observat1on X for d1scr1m1nat1on 1n‘
favour of H] agalnst H2 Hl, 1-1(§ 1s the hypothes1s that X
1s from'a populatwon w1th dens1ty funct1on f (x) The mean}f‘
"1nformat1on for: dlscr1m1nat1on 1n favour of H] aga1nst H2

per observat1on of X under H was- def1ned to be ;5‘ Vg]

| f,(x)loglf,(x)/fg(x)]dx (Kullback, 1959) L S
- That 109[f] (x)/f2 (x)l is the 1nformat1on in observatton x'b h»:
Vb_for d1scr1m1nat1on in favour of H] aga1nst H§‘cah be under- i,.” o
3stood by cons1der1ng Bayes Theorem o R o ’ (f.
L Pl i ___ PrlHilfi () ‘-i:t;é;,--‘-‘ p
| | Pr(H]Tf](X)+Pr(H2)f2(‘) R L
where Pr(H ) 1s the prior’ probab111ty of Hl, and Pr(H lx) 15,' ‘:i
'”the posterlor probab1]1ty of Hy after observatlon X. Then »-v;"{fb
ol fy (x)/fa(x) 1= tog(Pr (H) |x) /Pr (Hy|x) ] - log(Pr(H,)/Pr(Hz)] 7":;1g§

in favour of Hy after ‘the observat1on X and the log of “{f

odds in ’favour, of Hy before the observat1on (KuJIbacf.

/



d-t s1ze in the SBC est1mator

19590, .

o Akalke (1971) began with the result“lalackwell 11953)

~that»the necessary information ffor dlscr1m1natlon between

| two. probability diStribution funct1ons with. denswty func-

tlons f](x) and- fg(x) is conta1ned in. the .ltkel1hood- ratlo“
f] (x)/fg (x). He then showed Kullback L1ehler s def1n1t1onn

fof 1nformat10n was‘ appropr1ate }and extended the max1mum[

]lke]lhOOd pr1nc1ple to obta1n the AIC

Tong (1975) proposed ﬂhe loss funct1on

_ft'.:» L R(K)'KQQ 2(5Q sK) (s- 0, f, (5.2)

- based on the AIG approach for use 1n 1dent1fy1ng the Markov_'

St R

_cha1n order of a process The h1ghest order model cons1d-‘~_

l"’ered 1s Q K is- the model} order belng tested ;S .isM thelr"

';stat1st1c The model,_among those poss1ble, that m1n1mizes.;i,f‘

i 4

the loss R(K) 1s selected

'The Second cr1terton. termed the Schwartz Bayesian?s“:.

“T cr1ter1on (SBC) by Katz (1979a) ‘1s deftned

.;{,number of ,states,: and KIQ 1si;th log llkellhood ratioff”\f

SBC(K) =l (5% sK)(5-1110g N, s, 3)

'
A Y

'Thﬁwhere N 1s the sample size. That model m1n1mlztng SBC(K) 1s
£ selected The fundamental d1fference between the penalty

terms "of the two cr1ter1a is: the 1nclus1on of ‘the . sample

1'~,‘3:;

: Gates and Tong s (1976) development of the likel1hoodg‘

rat1o statlstic is now summartzed followed by comments oni,»-'

3

| appl1catton of the crlterta »j'; : 'F ffi" oy

- The pPObablltty' ;or l1kel1hood | ott»Obtaining‘""the”c.}»‘

[\

2 ey
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observed sequence Y={Y{,Yy,..., Yy} is

PR(Y)=Pr Y PR (Y1 )P (Y[ Yy, Y ) Pr (Y| Yy s Yy )

. so
L?PI"_(_Y]I) II PI"(YVIYV'_]._..'.‘Y]).. e
For a cha1n of at most order K, =
i L‘=Rr(Y‘])Pr(szliY]);.'.P'r“‘“'(YKI‘YKf ])h}fpr(YKﬂ,lYK w1 Yy
The:tast*termfddminates»for PargetN,‘_Then

stvwhere the ftrst K terms‘are 1gnored and the tran51t10n prob-t’
;;Jab111ty e |
. of a K cha1n is aga1n denoted b i l. vVljh7"t';h]-  ;;

The lwkelthood rat{g stattsttc used in- the crtter1a is}3

_Jan asymptottc ver51on of the 11Ke11hood rat1o test stat1st1ctavtf

for compos1te hypotheses (Gates and Tong, 1976) e“,vt~':hl
,ttappropr1ate null hypothes1s; that the cha1n 1s of order K"is -
: ‘ B o P N

S , HKpu lm’pq lv | | Y
The alternate hypothesls. that the cha1n is of order K 1, lsf'

- Hgep Pn, Am=Pj...lm - | |

Us1ng the maxtmum likellhood estimates foﬁ the transi-

- _tion probabtltt1es given by (4 2), vq, o “f IR /.

I _1'-?2: hn‘"t] hn/"lj l v TR
tWhePQ'hji};lié‘z:n hn.'and denot1ng esttmates under HK;]ff



75

by a prime, .~

kN
5 :

| P’ ij. . lmP] lm-.
the' 11Ke11hood ratio test for test1ng HK 1 aga1nst HK takes

the form 7 o
For normal]y d1str1buted njj lm' KIK ]=,-2log<PK-1 K
.vi‘s, asymptohcal]y a chi- square var1ate w1th SK ‘(S 1)2
‘ degrees of freedom under the nuH hypothes1s (HoeT , 1954)
vThe nlJ lm are asymptot'ccally normal]y d1str1buted if the\v

'cham 1s ergod1c (Bartlett 1951) '
The test is apphed by calculat”mg and then comparmg
RS G B S N T B jo. Am ) 4). s
o -2 l°9¢x 1,K =2 z nij.-.:.lm,_éqgn_;l._-—_‘— ‘_]ogn’. : ‘»2" ) : (95,:4)“-

“w1th tabulated cm square values T

But the cr1ter1a reere KIQ' 5 not Q- ]IQ.v and so an}-f

v;extens1on of the test 1s reqmred ‘ Denote by ¢K Q the llke- =

| t";"hhood rat1o : under : the null hypothes1s, HK, to that underv'»_

V_:the new alternate hypothe51§’ the cham 1s Q dependent

B ~"._‘HQ Q>K Then. accordmg to Gates and Tong(1976)

i K Q. “’K K+1 \¢K+l K+2 ¢Q-1 Q
.and.’ o | ' ’ : N ‘w.
i [ 12 '°94’K K+l -2 '°9"K+1 k2
Good (1955) showed KIQ has a chi- squared dlstribuhon W'lth
(SQ sK)(S 1) degrees of freedom under HK Eet e
The hkehhood _ rat1o statlshc for the cr1ter1a, KIQ' “‘

1s obtamed by evaluating (5. 5) ' ‘where each .- & .

-2 log¢Q et (s, 5)’_,‘



'ﬂ“.'of Katz s s1mulat19%§ 4
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—2‘]09¢K+v Kiu+1’ v = 0,1‘,.‘..,QfK-|
. ’ v !

is calculated using (5. 4). Akaike’s inf0rmation criterion

is given by (5.2) and the Schwartz Bayes1an criterion is:

evaluated us1ng (5 3).

“Since both cr1ter1a depend on the asymptot1c behav1our~

of the. log 11Ke11hood rat1o they . are 1nherent]y large sample

procedures : In part1cu1ar. Ch1n (1977) 5suggested sample“5

;f51zes of at: least one thousand are’ requ1red for stable est1-’

mates of the cha1n order Ch1n noted a tendency for the AIC
‘>to m1srepresent the chatn as one of . Tower than correct order
.-for. short samples Consequent]y, sample s1zes of at least

one- thousand days were used for evaluat1on of both cr1ter1a

o0

In1t1a11y (it was 1ntended to attempt to determtne the. :

”samp]e size regu1red f@r, stable AIC esttmates. poss1b]y'1(»"

‘:,resolv1ng the d1screpancy between Chtn s (1977) requwrements.4

-Jfof one thousand days and Gates and Tong s (1976) supposedly

"cstable ‘est1mates w1th only s1xty days Qf data | But Katz; t'VIL

'_(1979b) has shown the AIC est1mator proposed bg Tong (1975)v‘

| ”tf'1s ;1ncons1stent w1th a :substantwal probab@ltty:of'over-tﬂ:_»'

fd_est1mat1ng the true chatn order -(0. 135 when the true Xchaxnfh}f}ﬂ@

__:order _1s 1). and a. zero probab1l1ty of Under eSttmat1ng the‘fyd;f7

T’dcr1teria for f1nite samplesﬂtKatz.»1979a, 1979b) '1nd1cate'f_;;ff
';that the AIC may 1ncorrect1y select a second order Markov}t

“cha1n as appropr1ate when the correct orderels one In suchf_«;tﬂr

‘I

Th'] chatn order The 1nconsistency f the AIC and the resuTtS‘f;n?ff

“ﬁdetenptne the propertres of theitf:f.i

.fia case, attempt1ng to determlne the sample*s1ze requwred fort;iig'#

L2

Sy

‘
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a2 stable est1mate is meantngless The second or th1rd order

‘selected w1th all the data may be 1ncorrect the lower order
| given by the “AIC for less data may simply be the correct
h;cho1ce and not 1nd1cat1ve of ‘an: unstable estimate at Vall.

'The tendency noted by Chin may be a man1festat1on of the AIC

- over- esttmatlng the chain order, and not the result of‘

i 1nstab1l1ty because of the reduced sample s1ze ‘Neverthe-

- less, enough data were avatlable for large samples and “so‘w

-they were used : “' o - PR \,2/~ﬂ+

The SBC est1mator Was used to corroborate the cha1n |

>

- order select1on by the AIC for the cases’ stud1ed ‘ Katzh

f(1979b) has &hown - that the SBC est1mator is cons1stent B

: Katz (1979a) noted- that for a small (0 1) persvstence param-

© 0%

-kest1mate the cha1n order even for large sample svz%s _
l dg Both the AIC and the SBC w1th their respect1ve tenden-
'cwes for over estlmatton and under estlmatlon of the Markov |

ercha1n order were applted to large samples to obtatn MarKov'7

'i.chatn order estlmates The AIC and SBC values 1n Tables 11

-;f._12 and 13 for chalns of order zero to four are smallestv'

‘ffor3 f1rst order Markov chatn For the cases studted the~

"eter » p]] p0], the SBC est1mator has a tendency to under-

:agcr1ter1a agreed that f1rst order Markov chatn [Was”f}t"k'“

’-Happroprtate

ey

’’’’’
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5.4 Independence of Daily Amounts

IR
s

The assumed 1ndependence of datly pre01p1tat1on amounts

‘durlng»the n-day period 1s crucial to the>theoret1cal devel-

7vopment' of the models . cons1dered here The assumptlon

’,fenables the mode11ng of da1ly prec1p1tat1on amount in a-rel-

S B
f,attvely stra1ghtforward manner The 1nclus1on of a depen-

e

tdence between da11y amounts would requ1re fa. shift in

= approach to the problem. for examp]e. the pre01p1tat10n pro-i

'cess m1ght be con51dered a multi-state Markov cha1n

et -
The assumptton of cond1t10nal ,1ndependence:of daily

’A‘l?prec1p1tatlcn amounts is questlonable PersiStence ts com-g

mon- in meteorclogtcal vartables and the dally amounts cannot:'

B bevassumed, a 'pr10r1 . to be -cond1t1onally ,tndependent

ﬂvconSequentty,‘ a check on the dependence between datly pre-

/'a" ) Sk

ic1p1tat1on amounts was necessary e

i ,S}nce -the- serwal -correlatton betweentﬂ amounts is

.fjexpected to decrease with 1ncreased t1me between observed»

”hamounts worK was concentrated on. the dependence of amounts

| '-ifbconsecuttve days were wet A lack of dependence betweenuf‘°

'fo}*f;amounts on- consecuttve wet days was con51dered suff1c1ent to’fﬁ'""

"jfon consecuttve wet days.,i e ' the amounts observed when twor, '

tfﬁvaltdate the assumptton

o Tukey (1977) and Katz (1977b) recommended that ;a plotf}v°f:“7
' iffof variable patrs be the f1rst step in attempttng to detectjta

"iJQEdependence between, random variates Cleveland et :‘al

“(1975) Bnd Katz (1977b) p01nted out that scatter ptots for f';

.- meteor01091cal var1ab1es can be unxnformative and poss1bly

L

Ab‘"

o e,
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misleading. In particular, the large variabiltty’of meteor- ‘

. d¢
ological‘ var1ables often makes detect10n of dependence d1f-

fiCult.'and‘second the often h1ghly sKewed nature of -the

dataw—a Change in dens1ty of po1nts along an ax1s——makes .

perceptton of any relat1onsh1p d1ff1cult

Correlat1on analysws is not always -appropr1ate  Cor-~

1 relat1ons measure lwnear relatlonsh1ps, and so the analys1s

may not detect other forms of dependence Also the testtng _

. of correlat1on stat1stlcs can be compltcated by 1nappropr1-'

IPEN

ate assumpttons

94; .

Tukey (1977) reconnended proce551ng.the scatter plot as.'

a th1rd alternat1ve Such a procedure outl1 by KatZ‘Jt B

N
(1977b) and comb1n1ng the approaches of Clevehand et -313

(1975) and Tukey (1977) was used here

The observed pa1rs of f1rst and second wet day amounts

(Xl,Y ) t N are sorted lnto ascending order' of 'theétfjii

prec1p1tatvon amount Xl on the f1rst wet dqy The data weret

then processed 1n sl1d1ng batches of size r. denoted by

Bx('l r) {Xl_’xl+] '.’b‘__.‘:-’x];r—]} ‘
o R AL r,*jfv»v

By(1 r) {Yl'Yl"']". Yl+r"]}

"-—where the Bx and By are batches of absc1ssa and ord1natereif¥fl*
;il values Denote by To a stat1st1c calculated for eachi{_;fﬁﬁﬁ

Bx(l r) that attempts to locate the middle of the -batch L

79

T) a samtlar statlst1c for the Byl1 r) The graph1cal°’tdt

dlsplay consists of a plot of T] agalnst TO Katz suggesteq:ltjfff

that T] be .smoothed by a 'runnjng_,meaneof;slzeil\before’ffj‘f;

!
SRR P

e



v_def1ned (Katz. 1977b) G

”"{:bell and a runn1ng mean of syze I whereﬁf

| lw??ian odd integer

' ‘uialways ; 1mply ' lndependence,,- Flueck and"'

\'”ltlllndlcated that a. zero l1near correlgtion_f

’ploftlng' Tukey noted that both coord1nates should bet

smoothed and provwded an example of poss1ble d1ff1cult1esf o

when only one coordlnate 1s smoothed (Tukey, 1977 p 307)

‘Two stat1st1cs,' trlmmed means and medlans were ava1l-,

ble for- T] Each provxdes a. locat1on for the m1ddle of thef"

o

i.e., varlate values d1ffeh1ng substantﬁally from the m1%§le;

Atvalues Only a. tr1mmed mean was used for T 2 | R A,
;y/ﬂ>Y2, YNy

The tr1mmed mean of an’ ordered sample LR

C

4

e

7

.

R

data. yet is. somewhat reSIStant to the effects of outllers,;_f,-'

?H e (*i la N+ll [a Nt2] a N [u N+l] PP NN
. Tlaa) & , 2 l,
' o 14'2_1T ‘ u N(l - ul'- a, )
-j;where p l+[a. - 'N i-1 2 and the square brackets denote
.,:ithe greatest 1nteger less than or. equal to functwon The a]vaw i
T< (a2) 1s the proport1on of the sample tr1mmed from the lower kftsfi
‘""‘”“f-‘-»'f’_‘(uppev) end of the data ST e e

Two smoothers were programmed fon‘use ~a.moving cosxne

’was chosen to be

Linear\.correlat1on analys1s was used to complement the - .

H?,jpf{graphlcal proceduré Although a zero correlatlon does not

; (1975)

etw en gamma

3)

"Qtfvarlates (assumlng that dally prec1p1tatlon amount TS dls-~

[}

‘"tf[ftrlbuted ;;asn'j;_ gamma T'variate) 1mp41es { conditional

o< . , L.

,‘pendence i The maJOF d1ff1culty was that the extreme »A:t
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skewness of the: da11y prec1p11at1on amounts v1olated the |

| assumpt10n of normallty usua]ly requ1reg to test ¢he null-

hYpothe51s that the correlat1on Qoeff1c1ent was zero.
SKees and Shenton (1971) d1scussed the transformatlon

of hlghlx skewed dlstr1but1ons to near norma]rty - After-\

%

(exam1nat1on of - many‘~tranformatlons they conc]uded that no

-one transformat1on was comp]etely ,sat1sfactoryz , But the

tranformations =10g X - and y=x%' were found ‘to be reason-

T : . : ' '

able, although somet1mes ouereorbeeting for . skewhess and ..

-

Kurtosis. - These tqansformatigns were used in. the present

~

study. S

Correlat1ons between the f1rst and second day prec1p-’;‘

-itation amounts were ~ca]cu1ated us1ng the MIDAS (Fox et. '
al., 1976) stat1st1cal package before and after «transfor--3

_ N - e
mat1on of the data ‘ The MIDAS stat1st1ca1 package prov1ded- o

- cr1t1ca1 values for the correlation coefficient under thed'

null hypothes1s of zero correlat1on between the first' and -

second day prec1p1tat10n amount - The cr1t1cal\ values:.were

,obta1ned from

[y - - A S (5.8
SO - : . . . _

where t ‘s a t4SQafj$tiC With: N-2 deghees of fheedpm

o ~(Haan.‘ 1977). = - FEUE

Despite the cla1ms by Haan (1977) and<Fox.et 'al (1976);

that the test requ1res var1ates‘ w1th normal parent “popu-

“ lations, the critical values obta1ned with (5.6) are app11-'

.cable for test1ng the null hypothes1s when the correlat1on

is .calculated - fromr,the untransformedl»data. Kendall and

———

e



- purposes when N is greater: than ten

B pa1rs to obtain To and Ty for batches of stze fifte

N - ; - B ,A.‘ - : : 82

.

Stuart (19675“’have shown that ‘(5‘6) is app]tcab]e as a_ |

;relat1op.s~sjhe accuracytof the test is better for var1ates

N~

4'_that have *near normal dtstrtbut1ons. but accordlng to’

Kendall and Stuart the test 1§tadequate Fog.most pract1cal‘

A relatlvely hor1zonta1 ltne on\the processed scatter

ptot and a"'zero correlatton coeff1c1ent were taken to bewy,

Hff'1nd1cat1ve of 1ndependence_ between-.da1ly~*<prec1p1tatton

SN

"amounts. | .L,_ I R V:i SR
o e o
Scatter ptots of the day two amount versus day one

amount for each case are g1ven in thures 27 to 32, 'Thé

is;data in these f}gures were/bbta1ned by applwcatton of ABSTRh

N d1str1but1on free: test of the null hypothe51s of zero cor- .

to the development data for each. case month ‘ Each pair of

r”consecuttve wet day amounts was. plotted w1th ‘the exceptton o

g

" of two patrs for the Beaverlodge du]y case. t:The; two patrs

i\iwere omltted to permlt larger axts scales Logar1thm1c axes
_}were used to reduce the skewness and kurt031s of .the,-data,

. s0 that the plots would be 1eg1ble Conclustons'based'on

*Atnterpretatton of the ‘raw scatter p1ots are‘ applicab_‘lef to "

.the logarlthmlcally‘%ransformed data

A

The processed scatter plots were obtatned by app1y1ngh

Y:the tr1mmed mean with a)Fag = 0 20, to the untransfor d data
'e7 The

_cos1ne bell smoother ‘was then applied, w1th a 31ze 1 equal

to fifteen for - all cases, except the Edmonton danuary and

Med1c1ne Hat March cases An. I‘of eleven was used for the

!
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N - : ' ’ : : _
=: latter cases. The smoothed Tine was then over]atd on ' the

}raw scatter p]ot ‘f_ S \1: | | |

Generally, the raw scatter plots would support a cla1m ;

of 1ndependence for the transformed /éata pa1rs _ However,,;

the summer cases do .have a number of po1nts 1n the upper -

‘ rtght*port1on of the f1gures that suggest a depend%noe }to ‘

*~maKe ;a def1n1te dec1s1on on whether or not the ftrst and
\ ‘ N
second wet day amounts are dependent on the basxs‘~of the =

raw scatter plots wou]d be d1ff1cult

The enhanced scatterplot makes a dec1s1on easier, but

plottlng thé smoothed l1ne with logar1thm1c axes has 1mp]1-_

F 1nterpretat10n In thures 27 to 32 the

catlons for the1
slope of the trend represents the power a 1n the reiatton

- '_ Day Two Amount b(Day One Amount) |
h_‘:No trend means the second amount is not Funct1onally depen-}
dent on the f1rst 'A‘ trend such ss that 1n thure 31";
'1mp]1es_ an almost 11near dependence on the f1rst wet day,‘
‘amount. e | R

thures 27 to 32 show that a trend of 1ncrea31ng secondt"
g

- ' .day amounts w1th 1ncrea51ng ﬁnrst day amounts ex1sted in a]lb

' cases. A rough eyeball estimate of a and b, for fall cases

_AeXCept March ~at Med1c1ne Hat. showed a. to be less. than 0.2
"and b to range from 1 to 3 ' For Med1c1ne Hat March the a
t was‘ approx1mate1y 0 6 and b was approx1mately 0 3 The
o ftgures show that the assumpt1on of the 1ndependenee of ‘wet.
- day amounts was comprom1sed \ : | |

\<\\:°T However. there exists the posstb]lty that th1s result
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1

', may have occurred by chance, for some or a]T f the cases
ggThts p0551bl1ty was examlned by u51ng the resuTt given .by 1:
- FTueck and Mtelke (1975) and the dtstrtbutton free test on’
- the correlat1on coefftc1ent " o

Table 14 contatns the ca]culated correlatvons..for vthe

.or1gtnal and transformed data. and the cr1t1ca1 values forf

test1ng the nuTT hypothests of zero correlatton ‘;The five

2

3

: ;percent 51gn1f1cance Tevel was used

The most str1K1ng resu tr was acceptance of the null
: hypothes1s of zero correlat1on for the untransformed data of - :

the_ Med101ne Hat ﬁarch case,» yet the nuTl hypothes1s was

- fdreJected for the transformed data Figure 31 certatnly sug-;‘

I

Tgests CY 11near dependence between the Togartthm1cally trans- L

t

formed data pa1rs, but at the same t1me the small 1nterceptr

‘:bbexpla1ns the Tack of Ttnear dependence between the or1g1nalsi

N

~ data. Thts case. 1Tlustrates. that T1near__ corre]at1on

M.ana]ysts of transformed data 1s not ent1re1y sat1s&%ctory m
_“Even if the null hypothes1s of zero correlatton 1s accepted

; 1aTl_ that has been supported 1s a bellef of no correlat1on

:t'-_between the transformed var1ates Noth1ng can be sald j-t"i

spec1f1cally about the poss1ble condtttonal dependencef_
| T’between the OFTana] vartates (Fox et al.; 1976) | .
o The remalntng cases were stratghtforward The nuTli~f

'hypothests of zero ltnear correlat1on was reJected for the'

Edmonton danuary and “ld'c1ne Hat - dune cases both the;:'
_ Torig1nal ’and transformed data The nul] hypothesis was‘

~accepted for the Beaverlodge cases ;and the .Edmonton‘dune ”
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- case. The null hypothe51s was reJected for the correlatlon'”

5between the tenth root transformed Beaverlodge duly data.ef’
but: th1s result was not cons1dered 1mportant in light ofi theﬁ-
- Medtc\ﬁe-Hat March results » |

in summary, the processed scatter plots 1nd1cated thati

» ool

-fthe first and second wet day amounts were not functtonallyﬁ L

atndependent for any of the cases The correlat1on analy5154

lshowed that the correlat1on coeff1c1ents were stat1st1cally;‘rf‘_,

' dwfferent than zero- for the Edmonton danuary and Med1c1ne'7 o

‘Hat dune cases only Consequently, us1ng the result statedj;?:e‘p

be Flueck and M1elke »the‘jlrst and - second wet day amountsf?taf

@ were 1ndependent for the other cases prov1ded the amountsﬂl- |

were dlstr1buted as a gamma variate , KRR RTS

osE
- W
—

"';5 5 Dependence of xt s on Yt 1 s h;ful a ftv c _ :
| The - Katz model assumes that the d1str1butlon of da1lywi1h

H"ipPeClpltatlon amounts._F‘(x) i= 041 is selected accord1ng to

;er-] =i, ;»A l1kel1hood rat1o test glven by Sch1ckedanz andf@anQr

””51Krause (1970) was used to determ1ne 1f observattgns support;

":'the use of P (x) w1th d1fferent scale parameters, given thatr-~77d

“the Fj (x) have a ‘common. shape parameter The basncs of ffhe'

' /.f.test and estimatlon of the parameters under,_the two

h E‘bhypotheses was’ g1ven in Chapter 4. The log llkel1hood rat1oj1 o

:fhwas g1ven by SchicKedanz and Krause to be

vlogw - N[logl‘(n) - logl'(n ) - n‘ Iog(l/k)] + n(N 109 T/X N '09 1/\ ) g [

(N Tog N Tog T (n7-n) + Nk <1) # N ’T'i )
4+ (Nl]?9'81+~2109 le(n ‘n), lxl( L ) _,,2x2( ) X) =
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?

| | The value« Zlogu was calculated with GAM2 (WOng, &1950) and"
‘compared with a tabulated ch1 squared var1ate Wlth onet’_y

-».degree of freedom When the null hypothes1s of equal scale?

4

'parameters was accepted th est1mates were calculated u51ng

0

he pooled data, (4.5) (4 8), and the common hape param-’

eterl\ Scale parameters were est1mated us1ng (4 5) (4.9),

' 'fand the" common shape parameterY\ when -the - null hypothests

| ~swas reJected 'The results of th1s test were g1ven in -

B there are more wet days more prec1p1tat1on 1s expected Bui

'able because a large number of wet days each contrtbut

fChapter'q;"”

| 5 6 Dependence of xt s Tn S. and s

A Gependence between the»number of wet days 'and' total

,{;amount of prec1p1tat10n m1ght be expected, s§mp]y beCaUSe 1f* o

Hltwhether or- not such an expectat1on fy Just1f1ed 15 questwon';'~" ;

t'53;j31c1p1tat1on total as. one day Wlth a Seve;g'gzg;h

. ,:c_;small amount of prec1p1tat1on may not. g1ve as large a pre-;“”

4 The assumpt1on requ1red by the Tw model that the totalp.f;,.

v'amounts. Tn, be 1ndependent of the number of wet days,.s, ’c

'j_;an n- day perlod was checked by

'dij-The Tn and s were calculated for each case month for 'every_fail'

--;fyear ava1lable. 1ncluding the 1ndependent data” Correlat1on ‘otc

b“fobtalned

1. plott1ng Tn versus s for the months cons1dered and

- 2;f obta1n1ng correlat1on coefflcxents between Tn and s.

| coeff1c1ents and scatter plots of Th versus s; were.,then;”"

__g a; S
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| No attempt was ‘made" to determ1ne whether tndt,'the -
‘Hnnd1v1dua1 da1ly amounts, Xt,:were dependent on s o |
| The~ nuTT hypothes1s of zero correlat1on between Tn and
'Lgfs was tested us1ng (5 6). The correlat1ons between theh B

: _total prec1p1tatton in- the case month and the number of wetf"

e days in the case month were s1gn1f1cant1y (0 01 Teve]);

dtfferent than‘ zero for all. cases In alT cases but dunef

iat Edmonton. the correlattons exceeded 0. 60 Fogl dune 't‘f

A\

_Edmonton the correlatlon was O 49 The scatter plots of Tnf*-

»‘rversus s~ whtch are\not 1ncluded clearly 1nd1cated a depenj”ﬂpp_ﬁf

R

"*,dence between Th aand ;.. The resuTts show that a Targer-A?ff‘,

'l<total prec1p1tat1on c%n be expected when there are more wet'A

e

e

'*\days 1n a month for the cases examtned . More 1mportantlyﬁ

"";j the result cTearTy 1nd1cates a breakdown 1n “one assumpt1on'7f#sf'

o 7r:necessary for - calculatton of the d1str1but1on of the tOtarfﬁdfb:;

| 5f.7prep1p1tat1on in n- days by the W model




~ CHAPTER 6.
= ., The DistMbutjons

W

~6 q General

In thls chapter the theoret1cal d1str1buttons ',‘;:‘a_lcuf-','»T

"”5

'

’”retlcal d1str1but1ons were Judged both"v1sually and'fUSthb
‘fthe Kolmogorov Sm1rnov (K -5)° test ) k |

‘_Thé latter was not appropr1ate for testxng the f1t of .

B lated for the six cases are examtned “The fit of-the-theof.

’-;'the theoret1cal to the -observed development d1str1but1ons;f

'fﬂkjwasymptot1cally normally dlstr1buted (Feller,“ 1956 Katz;gfjf”"d

'*fbecause the development data were used to estlmate param-

- eters for the theorettcal curves,.f Crutcher s (1975)

for a normal dlstr1but10n was used when testlng the f1t of“~

l

hments on the conservatlve nature of the test under thesef
.“f1c1rcumstances must be kept 1n mlnd Wo allow use of the K Sw )

| test the asymptotlc cr1t1cal value g1ven by Crutcher (1975)‘i_'

s jip‘the d1str1butlons for the number of wet days or total Dre-_,v
4c1p1tat1on t the n- day per1od Th1s "approach fWaSEf:fd
,§§45Just1f1ed J assum1ng that a sample stze of 30 or 31 days Wa51;ff"" -

_ dasufftclently large for the asymptottc 'Value to be appro-_;u'
. jv‘,_,.}j‘Prtate because the theoret1cal d1str1but1ons for the numbepif,
e wet days and the t°ta] pPeClpltatlon 1n the "= day pertod';finiiff

J‘ffficalculated us1ng the models,, have been shown' to bew[hfl

‘vh:f;1977c) Katz (19770) has shown that the dtstr1bution calcu-f*”yt;hﬂ
‘:dt;lated for the maximum. prec1p1tat1on 1n n- daYS,, uswng th,dyf*~>f”

'recurrence .relatIOn approach. asymptotically approaches thef ;wdh



| sgtbt1on was po1nted out

N 89

. D

.;Type T extreme value or Gumbel d1str1but1on | Consequently, R

*?fCrutcher s asymptot1c cr1t1cal value for the extm%me value

' _d1strrbut10n was used for testtng the f1t of the dlStPlbU'tdt

tlons for max1mum da1ly prec1p1tat10n amount '}.- 7_.‘\/'

N

Crutcher prov;ded cr1t1cal values for the K- S test when

:the locah1on and scale parameters had been est1mated for the:'

l‘.

‘;theoretlcal dlstr1butlpn : Although those parameters -were

- not dlrectly est1mated 1n th1s work ‘7SUfflCTent:vparameteps.

:hfwere est1mated to completely spec1fy the distpibutiOn

' Therefore Crutcher s values were appropr1ate ' The K -S test’,
,?was. appl1cable w1th the standard cr1tlcal values when'd

| 7; Judg1ng the f1t of fthe' theoretlcal dlstr1but1ons toc-the‘

'w_v1ndependent d1str1but10ns

The d1str1butlons were also exam1ned for the effects of-hf

parameter errors and breakdowns 1n the assumpt1ons When 1a, E

Q_.

‘f"fected the calculated d1str1butlons, the est1mate @r assump-°
' . e

"')- I

F1nally, the dlstrwbut1ons were exam1ned ln the T1ghtdifh"“

45f70f d1fferences between the observed development and 1ndepen-¥ﬂl7='f

-

: 7"month select1on is g1ven f_i-J;_'! f”1¢j}§“'

The AIC and SBC were applled to each month of the year;fiffd7

| f1fshowed a. second or h1gher order Markov cha1n was appropriaterff f?;

u"d_j'parameter est1mate °P} assumpt1on ‘was thought to have af-wf‘j

Yo

}"’ifdent data ‘samples 7B"t f1rst a. br1ef d1scuss1on of casefd;fﬁ?

‘*»:i?fféb‘ each of the three s1tes Only those months for which afvfia'
:J7hh51mple Markov chain was appropr1ate._ aCCOPdan t° bOthdttd’r

,fnh\‘r1ter1a, were cons1dered for further model1ng The AICd':;



: cha1m

~
[

‘for 3“number of months at each stat1on, ‘the SBC showed each-

- A
month of the year_,for_}each statlon was a s1mple Markov .

. :

',tfrom those months for wh1ch a s1mple Markov chaln was appro-

. pr1ate because of\mhe author s 1nterests A summer case at

veach statlon was de51red because the Alberta cl1mate exhlb- g

:1ts a summer max1mum‘ﬁn monthly prec1p1tat1on amount “LThe
'Beaverlodge May case was selected because the prec1p1tat1onw

ﬂprbcess appeared to be qu1te stat1onary for that month ;ahd

1

. The case vpnths for the three stat1ons were selected .

O
: . .

.if'locat1on No spec1f1c reason: was used to select the danuary'

M;o‘ﬂat Edmonton .or, Med1c1ne Hat durlng March cases

':*7~f’the calculated d1str1but1ons overest1mated the 1ndependentﬂ'
't,data d1str1but1on between 4 and 13 days ; Nelther_ of thexpg,dq.

 distributions Ca‘CU‘ated u51ng the Katz or TW model were?}ffafl“”

‘yfb‘2 CasevI ﬁBeaverlodde?May' PIETRS

‘vsets

o

F1gures 33 and 34 show the theoret1cal 3and observed;wfis'

7one day per1od for the development and 1ndependent data

| dwstr1but1ons for the number of wet days dur1ng the th1rty-jf.51

Both the Katz and Tw models reproduced the gevelopment::lm;;;ffs

lhld1str1but1on for the number of wet daYS LE May N However,;ﬁxzfet‘ﬁ

= s;s1gnificantly d1fferent than the observed dlstrtbut1ons.jiatfff‘x““

Iv‘vi”the 0 05 level

a?jld1str1butlons were slwghtly d1fferent the d1fference wasfiilnvaﬁf

U

AlthOUQh the observed development and tndependentff'7;¢;



.‘*V

‘h‘not stat1st1cally s1gn1f1cant, accord1ng to -th *'two4sample =

K- S test at the 10.05 level - The sample sizes of the devel-.=‘

9

opment and 1ndependent data sets used for the K- 5 tests were g_f‘

'45 'and 20 s1nce there were no months of data m1ss1ng dur1ngJ .

_fthe 45 years (1914 1958) of the development sample or the 20 -

hysyears (1959- 1978) of 1ndependent data. A*

- - The f1gures suggest that the occurrence of prec1p1ta-'

;fft1on 1n MA} at Beaverﬂodge 1s adequately modeled by a s1mplet" |

”_Markov chaln In thas case” the use of vary1ng tran51t1on.f

;g;f

: probab1lgt1es resulted in only mlnor changes to the disini
."but1on obta1ned us1ng constant ‘transition probab1l1t1es

ﬂllh1s result is. not surpris1ng because the - dally tran51t10n
o /

"probab1l1t1es ‘were found to be statlonary for the month
e T /

Desp1te the good approx1matlon of the prec1p1tat10n11_’

‘;occurrence process by the s1mple Mz '<ov chatn the modelsr‘”
"f:dld not prov1de a good representatlon of the d1str1but10n of

f ‘max1mum da1ly prec1p1tat1on 1n the 31 day perlod F1gure 7%
:,shOWS/that bothimodels overest1mated the dlStPlbUtlon of the*}

| nfﬁdevelopment dﬁta.fop fmounts greater ‘than Brmom. The TW modella;

":sfapprox1mately O 17 near 11mm and by 0 13 near 18mm 5iflhe:‘h

ﬁ

'J}7f1ty of a datly amount in. excess of 15mm by 0 06 to 0 13.

The Katz model w1th the Das parameters prov1ded thefthffth

}'lefoverest1mated the dbserved dtstrvbutlon; the worst bye;hffff

'.'ffKatz model w1th the Das and M1elKe parameters, over-;.f§-7
;fiestvmated the dtstr1butlon by 0 15 and 0 12 respectlvelyd’“'
g/”y{hnear 10mm,‘and by 0 06 for amounts in excess of 15mm Each’igfhr.

}h“*h?fof the calculated dlstrlbuttons underestlmated the probab1l-fffhfi}j



best f1t for amounts up- to 7mm, th1s was because of the good

i flt of the gamma d1str1but1on W1th Das parameters to Tthe glib?'

B 1]

e max1mum dlfference of 0 23 near 9mm between the observedb}fﬁTf}f

'D' ] '..

Ca cepted

d1str1but1on of observed daily. amounts for th1s case fThe
Tw mode prov1ded thé/poorest Fit because of the poor Fit of

the exponent1a\ d1strlbutlon 10 the observed d1str1butlon ofL

dally prec1p1tatlon amount (F1gure 21)

The Ka__,model, us1ng the M1elke and Das est1mates pro-i

) v1ded dlstr1butlons~ that were nearly 1dent1cal for amountsfr-

S

larger than 15mm For amounts less than 15mm the Das d1s-‘f».'

tr1but1on asT 1t should exceeded the Mlelke dlstr1but1on

The d1fferent parameter estimates changed the d1str1but1on: ‘

by approx1mately 0 05 for amounts' maller than 15mm

For 45 observatlons the cr1tfcal value for the K S test”ftb":””

was calculated to be 0 13

| D d1str1but1ons were s1gn1f1cantly dtfferent (O 05 levbl)}=”"

M<ielke and the development dxstr1but1ons were the same wasf#]‘r.tf

IR

shown 1n F1gure 36 were not s1gn1f1cantly d1fferent The.fgfffb?

0 29 for 20 observat1ons at the 0 05 31gn1f1cance level

abll1ty of a darly prec1p1tat1on amount in excess of 20mmf5hf;“T

for the 1959 1978 period the TW model by up to 0. 10

s

.;'sequently,‘the TW and Katz?;77'

| than the observe?& The null hypothes1s that the Ka%z-fi,
The 1ndependent observed and theoret1cal dlstr1but1onsfa;gf73

};i;r and gatz Mlelke model d1d not exceed the cr1t1cal value ofhf;;;;5n

The theoret1cal d1str1but10ns underest1mated the prob-ef?fiﬁwf

‘1;;‘ The most st1k1ng aSpect of F1gure 36 was the contrastfffihf:



-

- _.O

-

‘”of the 1ndependent observed d1str1but1on w1th the observed

hY

'; dlstrlbutlon shown 1h F1gure 35 for amounts Tess than 15mm

']fThe 1ndependent dlstr1but1on was 0. 10~ 0 30 hlgher than : ﬂé s

:{development d1str1but10n 1n the 0 15mm range Howevep' thé:TI

.e”

",fmax1mum d1fference of 0 33 at 9. 9mm was not large enoughu to '

4.,‘ .

_reJect the null hypotheSIS that the d1str1but1ons were the :

‘;‘same.- by the two sample K S test att the' 0 05 level

- of the development sample._the .var1at1on between the two

'Tjd1str1but1ons was ;an 1nd1cat1on that the d1str1but10n of

'Emax1mum da1ly amount 1s subJect to a large sampl1ng fluctu-lﬂgbj”fp

*atlon o

The d1str1but1ons for the total amount of prec1p1tatton

'T in, May are shown 1n Flgures 37 and 38 The Tw model pro-'“

-i’case i The Katz model w1th the Das parameters overest1mated

bthe observed curve 1n thest“-55mm range,,and although the TW TT;:

'Vﬁ.and Katz model W1th Mlelkhﬂparameters PPOVlded essent1ally

'““ffffthe same dlstr1but1ons for amounts up to 45mm the TW model

’T.fffby up to 0 10 f{ the 20 30mm range and near 50mm Th1s

"7f%ﬁmax1mum absolute dev1atlon was less than the K- S CPltlca‘

value and so all the theoretlcal distr1but1on5'were accepted

to be the same as the observed A 0 05 s1gn1f1cance level

was used

| {id1str1buttons calculated us1ng the Katz model w1th the oas‘f"‘°

- r‘

*T:TvAlthough the 1ndependent sample was less than half the s1ze i;.*‘ |

w;hv1ded the best f1t to the development d1str1butlon 1n th1s ff?gﬁ:ﬂ

R vq
"”}Jprov1ded a better f1t for amounts greater than ‘45mm Theg.fﬂ-s'ﬂ

r371parameters dev1ated most from the development d1str1butlon. 'ff’.7l
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The independent'dtstribution in Figure 38 was undér-’
‘estimated by the calculated distributions in the 0-50mm

[
*«frange and overest1mated in the 50- (ESmm range. The . theo-

"ret1ca1 d1str1butlons a41 underest1mated the probability of_

‘a month]y prec1p1tat1on tota1 in excess of 55mm for 'the»
[1959 1978 tlme pertod |

‘ None‘ of the theoreticai, distributions were.signifir
cahtlv'different than the independent'distributton for the
.totaI precxp1tat1on Wn May at Beaverlodge The-1argest K-S
:.stattst1c for*the three curves had a, value of 0.21, ‘which
- was smaller than the cr1t1ca1 value of=0.29 at the 0;05
1eve1 of s1gn1flcance ' o |

| The max1mum d1fference of 0 222 between the develop-
ment and 1ndependent d1str1but1ons at 24. Smm was an 1nd1-
catxon that the d\StPthtlon of to§a1 pre01p1tat1on was ‘also :
subJect to a 1arge sampl1ng fluctuat1on A most’ 1mportant
dtfference between the d1str1but1ons is the larger 'prec1p1-
tation g;ouhtgL“fhat were- observed -dur1ng the 1959 1978,
oeriod.' Even if 45 years of data were used to obtaln a
mode | that fit the development data very well, the natural
~variability in the_process wou?d not be reflected in the
caﬁcu1ated distribution; In this case the probabifity‘of al
monthly prec1p1tat1on total in excess of 100mh‘ would be i
'dunderest1mated by five to ten percent For this case the
_ models prov1ded angggfquate representat1on for the dtstr1bu-
t1ons of the number ‘of wet days and the total- prec1p1tat1on.

 amount during the month. _The calculated distributions ' for




g5
‘maximum daily precipitetion'Fit the two samples poorly, but

were between the two observed distbibutions.

R : ' '. N
6.3 Case II, Beaverlodge?duly- c'{ _ | \‘ o o

'Desptte the 'nonetationahity ofv the da1ly transition

4

?.probab111t1es that was found by Anderson and Goodman s test
fob1 this case, the Katz and TW mode1s resd]ted in
4essentially the same distributtons, Thek Katz dﬁstributionh
_exceeded' thej'TW diSthihution .by approx1mately 0. 02 near,
14mm, not a'significent diffehence. The d1str1but1ons aregkf
 shown tn.Figures‘39 and 40. - R
| The 'theoreticel.disthibdttone.were’good approximatione
-to the observed development'd1stnabut1on part1cu]arly over
, the 8 14 day range Howeyerf in this case the models under-
'esttmated\the probability‘of on1y>4-8‘days‘ with5 preoipite—
}tion,. endf underestimeted the probab1l1ty of more: than 15
‘deys preojpitetion. F1gure 33 shows - a ‘SJmtlar feature, '
- atthough it’wae.less-not1ceab1e_1n the May case. |
-The -modetsv prOVfded.e reaeonable'approximation to.theé
| _1ndependent data dlStPlbUthh ‘shown, in Figure 40 'However;'t‘d
tqe fit was not as good as for the development d1str1but1on
'The max1mum ~difference of' 0. 17 between the, 1ndependent
‘observed hnd theorettcal d1str1butions was not 1arge enough
to reJect the hypothes:s_that the distributions were the
same. | o ' ‘:‘
- The maximum diffehence between tthe_vdevelopmentAand_

independent distributtons was 0.15. at - 10 days.  The




™ .

'difference was not large enough to reject by'the two-sample

K4S test, the null hypothesis_ that the dtstrtbut1ons were

dfrom the same! parent populat1on

In this ca\e the 51mple Markov cha1n adequately modeled_“

lkﬁ: *

fthe da1ly occurrence of prec1p1tat1on

k"

'The theoret1cal and observed d1str1butlons fortthe

max imum datly precvpltat1on in. duly dur1ng the ;development.‘

| per1od (1914 1958) and independent perlod (1959-1978),are

_shown in F1gures 41 and 42. None of the calculated. distri- -

butions fit the observed(dlstributions‘well;"The theoretj*

cal dlstr1but1ons did not event give lthe ‘shape of . the

‘observed curves, exh1b1t1ng far more curvaturesthanrthe |

observed dtstr\%uttons

~The three theoretical 'dlStributtons 3were eSSentially

the_ same for amounti less than 12mm and greater than 48mm

The Katz model d1str1buttons, w1th the Das and Mtelke param-
_eter est1mates,_ were the same over the enttre range of -

amounts-observed- The underest1mat1on of the probabtltty ofd‘

amounts  in excess of *2mm and A6mm for the development and

~

“_1ndependent cases was ltkely thel/esult of the**gamma ‘and'

L eXponenttal d1str1but1ons underestlmattng the probab1ltty ofh)“

‘-large da1ly amounts of prec1p1tat10n :yd . 'ﬁ_fﬁ

Accqrdtng to the K-S, test _.w1th Crutcher s cr1t1calc;

values, the observed development dlstrtbhtton was 51gn1ft- :

i

cantly d1fferent than all three theoret1cal d1str1but10ns

The K-S stattst1cs were all 1n excess of the crit1cal value'l.

-

of 0.13, for a 0. 05 level of s1gn1ftcance

\\
N\
N

-




The 1ndependent

‘"7t1ons for the total amount of prec1p15

}'worst

¢
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The observed d1str1but1on for the 1ndependent sample“f

'fwas s1m1lar in shape to the one for the development data

data d1str1butvon values were larger than

'lues, ut the-two observed d1str1butwons

the.development
nt

Weres not ‘diffe 'cord1ng to the two sample K S test

\

uappl1ed with a 0 05 level of 51gn1f1cance ‘ ,
“ The models did not adequately represent the dlStPlbU‘

t1on of the max1mum da1ly amount of prec1p1tat1on in duly at

A}

"Beaverlodge All of the models underest1mated the probabll-'

AN

,total amount of prec1p1tat1on ~in duly at Beaverlodge are

l

'-‘;approx1matlons to those observed than they d1d for the dls-'
Tf tribution of the maxlmum da1ly amount of prec1p1tat1on Butt
'-.aga1n, the three theoretlcal curves underestlmated the prob-
, abll1ty of ‘a’ large pre01p1tatlon total in the development7
-5‘¢data For monthly totals under 80mm the Katz model w1th the

4

,) ’

The models underestimat1on of the observed d1str1bu-s»f S

The theoretioal and observed d1str1butlons for  the

qg

1ty of f' prec1p1tat10n amount 1n eXCess of 20mm by 10% to ‘i.

T sy

'q; shown in Flgures 43 and 44 The modelf prov1ded dlstrtbu-]»‘

tion that _were. better’_'}'

ITTDas parameters: prov1ded the best approxtmation ‘to";the P

ttedevelopment d1str1but1on for totals greater than 80mm ﬁthe?“

~‘ft1on for amounts less than 30mm for the development data and,ﬁtl7v

50mm for‘ the 1ndependent data was a comb1ned effect of twofl

‘factors Flrst the Markov cha1n underest1mated the

£




o

probablltty of less ‘than 4- -8 ‘andb'4-12 wet days fori the

'.development and 1ndependent data " Second the gamma and

'exponent1al dlstr1butlons sl1ghtly underest1mated the prob~'“

-

/

7_ab1l1ty of a small amount of datly prec1p1tatlon | The s1ze |

| of the 1nfluences of - the two factors was not ascerta1ned

_although it may be s1gn1f1cant that the 1ndependent sample

d1str1butlon was underestlmated more for small amounts tQ&g -

~ the development dlstrlbut1on when a vs1mllar feature wa

3 ‘exh1b1ted by the d1str1but1on for the number of wet days ln‘

-fthe month lh fewer. wet days -1n the 1ndependent data

’result d 1n smaller p\ec1p1tatlon totals

The Markov chatn s underest1matlon of the probab111ty

- of more than 14 wet days 1n the development sample may be \f:\_

'rrespons1ble for the underest1mat1on of monthly totals 'tn -
. / L

?excess of 80mm. in the same sample The fact that ne1ther

feature was ev1dent 1n the 1ndependent sample 1s noteworthy

,'The two prev1ous observat1ons are reasonable because of the

~‘5-.correlatvon between mvnthly prec1p1tatlon totals and the'

,number of 'wet days iin the mOnth that was d1scussed in

These results suggest that a prdp’er modelmg of th B R

number of wet days ln the month may be more 1mportant than
@

‘*}Vf:an exact model1ng of the dally d1str1butlon of precxp1tat1on

;amount The d1$tr1butlon calculated w1th the smaller Das

.{"'the' Mlelke parameter esttmates._'f, monthly totals °f

SRS 2Q-100mm, The 1ncrease was 51m1lar to that observed 1n rthe‘d

i)

lf{parameters was 0. 05 O 10 h1gher than that calculated Wlth- 2




May case' Yet the increase“ in the d1str1but10n of. the

,number of wet days in duly for less than 12 wet days,,From .
~ the 1914 1958 per1od to thé” 1958- 1978 pertod may have .

| resulted 1n an 1ncrease of 0.10-0. 15 1n the dtstr1button for«':

Lﬁthe total amount of prec1p1tat1on, at amounts rangtng ,from

'lO 50mm

v_The ‘ K S test u51ng Crutcher s cr1t1cal values,"
:accepted the hypothests that the two Katz modeled dlstr1bu-5¢
‘tions  were _the ’same as the. development dlStPlbUtlon | The -

';max1mum d1fference of 0. 14 between the TW dtstrlbut1on and\'

‘hthe, observed development dtstrlbutlon at 58mm ‘was large

’7_;enough to reJect the hypothe51s that those dtstrtbuttonsil

”were the same

The null hypothes1s that the 1ndependent observed and}l_ff

“btheoretlcal d1str1but1ons were the same_ was not reJected

;"'T“¢1 K-S stattsttc had a max1mum value of 0 25 the d1ffer—;vf
,féhée between the Tw and observed dtstrtbut1ons shown 1nhi'{;'7 L
'thure 44. The; max1mum d1fference of O 15 between thefr_fwda i
’hfobserved development and 1ndepend§§t samples was smallih'*li'lll"

".'_fenough that the hypoth sis that the two d1str1but1ons were e

.lfftwo sample K S test

| _Th models prov ded dtstrvbutlons that adequately';wJ:;;
'threpresented the observ d distribut1ons for the number of wetdv;,pf_:g;
»v‘°7uadays and total amou t of prec1p1tatlon ln duly at Beaver-?u*

'%flodge‘ The modeled d: str1butlons for the maximum datly pre-?:ffj

hic1p1tat10n 1n duly a' Beaverlodge were 1nadequate
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'?V*{;from the same parent pophlatlon could not be rejected by thef,f R




e

f’months of data m1s51ng from the samples, so the sample 51235

100 -
'6 4 Case III Edmonton danuary
; F1gures 45 and 46 show the' d1str1butions for the number;

of wet days 1n danuary at Edmonton for the 11883~ 1932 devel-}
Opment and 1933- 1978 1ndependent samples 55 There were ‘no |

. were 50 and 46 respect1vely 'x

:'-'underest1mated* the number of occurrences of less than 7 wet\lf S

3 Tffﬁdevelopment sample by up to 0 13 and 0. 09 respectlvely ﬂThéTi~d
Tﬁ”*:;maxamum d1fference between the calculated and development .
'-?fiidlstr1but1ons was Just small enough that the hypothes1s that_ﬂlh

: Héihéthe d1str1butlons were the same was accepted t 0 053r73t TR

:-if»level _ The crit1cal value used 0 13 was calculated us1ngt o

e t1on

The Katz and Tw models produced 1dent1cal d1str1but1ons» ::
| ‘for/ the' number of wet days in the 31 day,per1od Thts}f:;
.;result was not sbrpr1s1ng because Anderson and Goodman sf'

’~ftest showed that{the var1at1on 1n the trans1tlon probab1l- f
T1t1eg was ~not stat1st1cally 31gn1f1cant | and the same';i”
}1n1t1al probab1l1ty of a wet day on 31 December was used 1n"‘

~,_both models

. /,

Th f1t of the calculated d1str1but1ons to those
n Aobserved was ;not good ‘1ndeed the f1t to the 1ndependentr»‘

';dtstr1butloa was° terr1ble ): The calculated d1str1but1onsl

Th-days in the menth and more than 7 wet days the month'

'}ffg»1 Crutcher s (1&75) asymptot1c values for the normal dlstr1bu~;fljﬁ'ﬁ.

. d1str1but1on at all well The models badly overest1matedf

The theoret1cal curves dld qpt f1t the 1n8eQendent dataf*z"

-~




'l ,the d1str1but1ons were from the same parent populatton 1:at};

01

the d1str1but1on for the, rﬁnge of the -number of wet days.
observed The models underest1mated the probab1llty of moref
than 16 wet days in danuary by up to 0. 18~ the maxtmum

d1fference was near 10 wet days where the theoréttcal curvesVl

exceeded the observed dtstr1but1on by O 52 '-The max1mum

d1fference 'was large enough to reJect the null hypothe51sﬂf

that the theoret1cal and observed dtstrtbuttons were ,the*;f

- .

same ] | ‘ | B
; The dlstrtbuttons from the development and 1ndependent

| data were- s1gn1f1cantly d1fferent The max1mum dlfference

EEE of 0. 46 was large enough to reJect the null hypothe51s that"

the OMQS level u51ng the two sample K S test In thlS caseai

- the dlfference between the development and 1ndependent dlS' o

tr1but1onsflmade 1t d1fftcult to obtatn a’ calculated dlstr1-

button w1th a good flt to bothlobserved dtstrlbut1ons

The surprtstng aSpect of the observed d1str1butlon‘:_rn
.shown tlﬁ: FlgUre 46 was that the curve suggests that the;:-i_
1933 1978 pePlOd was wetter than the a883 1932 development?ja* '
pertod i e., the PPObablllty of more wet days was htgher in
the latter per1od Th1s- result contradlcts the_ earllerrjﬂff;}:
result--that the probabtltty of a wet day on seven days 1nftv"
= | danuary had decreased from the 1883 1937 level to the level?’:llf
'7fffg observed for 1938 1978 pePlOd Td latter result7y;fy»
demonstrates the d1ff1cult1es that can be encountered when{:;lh*tp B
attemptwng tO 1nterpret changes in the probabtltty of a wetf*‘

: day. on 31 consecuttve days, 1n terms of__how the ent1re:ff"



‘l, per10d

h per1od will. change. i.e., more or fewer wet days dur1ng the”_

. adequately represent the number of wet days 1n the ,1ndepen-

_ dent samp]e for danuary at Edmonton. the mode]s provxded a

‘!

reasonable approx1mat1on to the observed d1str1but1on :for'

'the max1mum da11y pre01p1tat1on amount 1n danuary dur1ng the

f1ndependent per1od The max1mum dev1at1on of the theoret1- it
; Cal curves from the observed was 0. 14, near 10mm At 10mm"m
the probab1]1ty glven by each of the three d1str1butvons waS“
- nearly equal, and s0 none of the three theoret1ca] d1str1bu-:t, -
M‘3ftlons was s1gn1f1cantly dlfferent than the observed dlstr1-v}d“

- Va'fbutvonjat the O 05 level of s1gn1f1cance The d1str1butwons'_f

are shown-nn F1gure 47

A p0551b1e explanat1on of the reasonable fit:;fdhy;thé o
._max1mum da11y amount when the f1t for the number of wet days?'

:'”'fb was: poor is’ that there were. more wet days in the 1933 1978'1

: _*'f per1od but the amounts on tho e wet days were sma]]er than'rri

| "_:dur1ng the 1883 1932 per1od . Thxs 1s cons1stent W1th thefd /

"“fobserved trend toward sma]ler 10 year mean da1ly amounts onfg”_fjJ

tfa wet day that was found for danuary at Edmonton

:ir The Tw d1str1but1on for the max1mum da11y amount wasffft’ S
o ~it essent1d{1y the 'same iésf the one calculated w1th the Katzﬁi;{;yt};j
*Wlt~fmode1 and the Thom Aand Greenwood Durand (TGD) parameterdf'ﬁwﬁ'

,itiafest1mates Use of the Das parameteps 1ncreased the d1str1-;f~*-?"

'_;[but1on by up to 0 10 Cin: the 4 6mm range and negl1g1b1y1}f

fdownward :?dr“ amounts greater than 10mm The Katz model

102

Desp1te the '1nab1l1ty of the Markov cha1n model to

e A S e et a1



.”w%nffbut1ons calculated u51ng the Katz TGD and TW models were}ilﬁlfv' .

: Kwere from the same parent populatton uzﬁ; ?féh*

-

butlon of 1ndependent data Th1s model.prov1ded the better

',v:w1th the Dqs parameters prov1ded ‘the best f1t to the d1str1-1,d'

f1t 1n the 0 10mm range and was marginally:poorer for .

"greater than 10mm of prec1p1tat1on

F1gure 48 shows the. d1str1butlon of the maxwmum da1ly -

"Th1s model followed the observed d1str1but1on closely up to;\
'f7mm and for amounts greater than 17mm The Tw and Katz TQDﬂ

B models prov1ded the. best flt 1n the 7 11mm range only Eacﬁ’

of the theoret1cal models underest1mated the probabrl1ty of

;5a max1mum dally amount in the 8 16mm range ; The maxlmumv'

tsdev1at1on of the theoretlcal curves from the observed wasbv

'gfvalue of 0. 13 for the extreme value d1str1but1on and
the null hypothes1s that the theoretlcal and observed d1s-"}

1tr1but1ons were the same was reJected

- model W1th the Das parameters aga1n prov1ded the best f1t gf R

'10 15 near 12mm\7 Th1s value exceeded Crutcher s cr1tlcal B

The maX1mum dev1at1on between the two observed d1str1-}f;'

.~ .é)» )
e .

u‘w

.amount danuary for the development perlod The Katz_'f_l

L lbut1ons occured near 12mm | The deV1at1on was not large_f B

?_‘Jenough to reJect the null hypothes1s that the dlstr1but1ons,fj'rflf:i

Flgures 49 and 50 show the drstc1but10ns for the total;p;ﬁ‘

o "to 0. 18 |

5fffamount of pre01p1tat10n 1n danuary Theetheoretlcal d1str1-:r»VVﬁiy°ﬁ”

.V;”i,d1dentlcal Use of the Das parameters 1nereased the dvstr1-fl3" |

- :lbution 'values above those from the two other models, by uprijht"‘
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The Katz Das d1str1but1on gave the. best fit to the o

tdevelopment d1str1but1on {for smaTT prec]p1tat1on totals N

’ aBut ~over the ent1re range of amounts observed the Tw_and~'
"‘r-Katz TGD models prov1ded dlstr1but1ons that f1t ‘the best'
fThe .max1mum dev1at1on of the Katz Das mode] from the develj

' opment d1str1but1on was 0 23 so the hypothe51s that thei_ft

;Katz Das mode] was the same as the observed was reJected atf

the 0. 05 Tevel. The hypotheSIS that the Tw and Katz TGD

| 'modeled d1str1but1ons were " the }same as the observed was:

‘ff ‘.accegted at the 0 05 s1gnff1cance Tevel ; The max1mum d1f-v R

L (Ve
LS, “»,.,

= ference of O 10 near 5mm did not exceed Crutcher s cr1t1ca1"”‘

i
o

[

'value of 0 13 o u : SR s
T & The Katz Das model badly overest1mated the vlndependent"
d1str1but1on The Tw and Katz TGD modeTs prov1ded the best o
ff1t‘to the 1ndependent sample d1str1but1on but *also over-_cvx
estlmated the‘ d1str1butlon throughout the range of amounts

E ;observed The nulT hypothes1s that the d1str1but1ons wereva'

the same was reJected when the Katz Das and 4ndependent d1s-«1-»,'v

;tr1but1ons were compared but accepted when the TW or Katz-Lisf*Qtf*~"

:fi'TGD d1str1butwons was 'compared w1th the d1str1but1on fromd f_fﬁ

“‘ff'}the 1ndependent sample

The hYPOthGSTS that there .were more wet days W1th~ f=?{tjt'77

”rlﬁsmaller 5amounts 1n the 1933 1978 perlod 1s not contrad1ctedtfi

.:*:ﬂfby the d1str1butwon for the total monthly amount of pre01p1~tiffff_{ef't

N Vj,fﬁtat1on observed iinfffh lndependent sample The Targerffff3f? e

"173unumber of wet days in the 1ndependent sampTe resuTted in A ]

ﬂ'“_idownward Sh]ft the d1str1but1on for the totaT month]y;jsv“”T°”‘
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amount and -the shitt' was somewhat compensated for by the
‘ trend toward ‘smaller wet day amounts |

Desp1te the downward sh1ft in the distribution of tota}~

. prec1p1tat1on amount from the development to 1ndependent

;-, per1od ”the dlstr1but1ons were. not 51gn1f1cantly d1fferent ,

- at the O 05 level, abcord1ng to the two sample K- S test
The Markov chaln model . did not adequately model the-,-
'foccurrence of prec1p1tatton in danuary at’ Edmonton 1t badly"

= underestlmated the var1ance of the development sample The, '

:‘5j' sampllng fluctuat1on between the development and 1ndependent‘J

.,samples was so large that the modeled d1str1butxons were‘

ih very poor approx1matlons to the 1ndependent dmstr1butnon

B L e I e kb e B #2 N e e . ~

'fHowever -~ the Katz model w1th Das parameters adequately;l 5

K ;modeled the dlstr1button of max1mum datly precwp1tat1on ,ﬁn.

.d::;;ifment sample and the 1933 1978 1ndependent'h;_'

'the month , In the troublesome range of amounts from 8 16mm;:

”the modeled d1str1but1on was between the two observed d1s-
};.trlbut1ons The TW and Katz model w1th the Mlelke estlmates.:
- prov1ded an adequate representatlon for the d15tr1but1on ofr

sdbhe total amount of prec1p1tat1on 1n danuary at Edmonton

‘e

“.fS 5 Case IV Edmonton dune vtddl:.rd,f.‘.r:é d;]"

F1gures 51 and 52 show the d1str1buttons for the numberftlt_=h,frnd’

d]of wet days 1n dune at Edmonton for the 1883 1932 deveTOp-bi; ;fb"”“;

The Tw modeled”d1str1but1on f1ts the observed develop-diitd

"“ff‘ment and 1ndependent dlstr1but1ons qu1te well The max1mum*§;{}7f'u”

';ddev1atlon of O 05 near 7 days 1n the f1rst 1nstance was notf};jff'



‘ﬁ”tfyfmodel w1th the Das parameters overesttmated the observed:fsf;ﬁj}tr-

.significant Neuther was the max1mum dev1at1on of Tess than

0 05 near 17 days in the Tatter case The two observed d1s- _

tr1butlons were not s1gn1f1cantly d1fferent

The Katz model fonktge f1rst t1me prov1ded a dtstrt-' '
B but1on that was apprec1ab1y dtfferent than that g1ven by thes
“TW modeT The: Katz model” overest1mated the observed devel-. 5

. opmént ‘and. TW d1str1butlons by up ‘to 0.22 andv 0.15
Trespe¢t1ve1y' Accord1ng to the K-S test the Katz d1str1bu-p-

t1on was s1gn1f1cantly d1fferent than the d1str1but1on forf

'the development data, at. the,O 05 Tevel However the Katz:'
‘dtstr1but1on was not s1gn1ftcant1y d1fferent than the 1nde-»t
B pendent data d1str1but1on, the max1mum dev1at1on betweeﬁ/thed‘

- _f?two was 0 18

The Katz model overestlmated the observed dtstr1but1onl -

'~'because‘,th Four1er serles est1mates for the trans1t10nf.;
i”probab111ty pOO were too Targe Thts problem was- .noted '
,'Chapter ,4f_ﬂ The d1fference j' the d1str1but10ns .can be;f {?U
‘«:attrlbuted to the Four1er ser1es est1mates for tth tran51{Tt'T“
':]t1on probab1l1ty because the same 1n1t1a1 probab1l1ty wastd,h_fafifj
Tétfsused fOr each modeT, and the models f aTcuTated 1dent1cal;::” o
:-qtd‘St"’bUt’Ons When,;the same trans1t1on probabll1t1es werefﬁijtﬂ)":i
F1gure 53 shows the d1str1but1on of the max1mum} dallyrkifitf,f
ﬂ;Tamount of prec1p1tat1on 't dune gf Edmonton dur]ng the}if}f,ﬁifqi
:Tﬁhdevelopment perlod In general the theoret1§al dtstribu-ffﬁigiéfsf

TE t1ons were h1gher than the observed d1str1but10ns The Katz*?tpbi




\ ':f.fpopulatwon.; accordlng to the two sample K S test app]1ed at?f137}73?'h
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dJstr1but1on bY approx1mately 0. 10 - over the mtddle of the'lfs-

| range of amounts observed, and prov1ded the closest f1t For -

/.

. amounts greater than 22mm. The TW and Katz model with ’TGD:b
i Parameters prov:ded the best f1ts for- amounts le$svthan:;'n
g | L
‘The max1mum dev1atlon of the Katz Das d1str1but1on fromt[.
‘ the 'observed development dlstr1butlon was 0 12—1nsuff1c1ent'_‘
to reJect the null hypothes1s that the d1str1butlons were.,
”-Tthe same, at the 0. 05 level of s1gn1flcance Slmllarly,_thev
- Katz TGD d1str1but1on was not s1gn1f1cantly d1fferent ,Jrom 5 b:"
dvthe observed development d1str1button but the ™ d1str1bu-"'n
’rlht1on was; found to be-,s1gn1f1cantly dlfferent than hthe*.”*>:

"'.‘observed. at the O 05 level of stgntftcance ‘i<.”ﬂl*i*

The Katz Das dlstr1butlon prov1ded the best fit to the

‘lndependent sample dlstrlbutlon shown in F1gure 54 ‘@The:"
m”three theoretlcal d1str1butlons f1t equally well over the ]f
,0 25mm range, the Katz TGD and TW overesttmated the observedf~ftif;1

:'d‘St”‘b“t‘O” ',» larger amounts more than the Katz Das dxs'v}_;ﬁ"'

igﬁbn1f1oantly dtfferent than the d1str1butlon from the 1ndepen-fﬂ"f-ﬁ

',dent sample at the 0 05 level of 51gn1f1cance

J

:.i;:the 0. 05 Tevel!

The theoretlcal and development data d1str1buttons fé?ffif,;ﬁ}gfr

LI
e et ndn :

. :}“tr1butlon None of the theoret1oal dlstr1but1ons were sxg-',]j~-:7:":

'T7fidlstr1buttons," near 8mm was not large enough to reject theﬁh;nfffdfh

‘:;hthPothe51s that the dtstr1but1ons came from the same parentffﬁfﬂﬁ-??'°"
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the total amount of precipitation in June are ‘shown in
Figure 55. In this case the TW model provided a distribu-
tion which was s]ightly better than that given oy - the Katz
model with the. TGD parametens. Neither the Tw.nor‘the'Kata-,f
.e.TGD d1str1butlons were significantly difterent ,than the
deve]opment data ldistribution. The Katz-Das distribution
.was significantly dtfferent;. it .badty overestimated4.the
observed'dtstributton for the ?ange of amounts recondedf |
An attempt-to determineithelextent to which the Fourier
" series estimates for the transition probabitities influenoeo
the models wds made. distributions were calculated using
the TGD gamma oarameters, and both fixed and ‘Var&ing tnanf
sition probaotttties. Compar i son of the distriouttons indi-
‘cated that,eséenttally‘allyof the dtffere%ce" between the
Katz-TGD distrtbution and TW distribution could be attr1—
&buted to the dlfference in trans1t1on probab111t1es ',Tne
d1fference between the K%tz TGD ‘and Katz- Das d1str1buttons
nresulted from the use of d1fferent gamma d1str1but1on param-y
'Zeters.} | N |
- None of the tneoretic’:a’l distributions fit the indepen-
dent d1str1but1on well But on]y the TW d1str1but1on was

'*Io" be‘ 51gn1ftcant1y (0. 05) 1fferent than the

‘\

found“

o

observed - The cr1tncal value was- Ju!?r;xceeded near 42mm.
The Katz Das d1str1but1on was best for amounts up to 45mm b
the observed d1str1button then followed the Tw d1str1bution
for amounts greater than 90mm,

The maximum difference between 'the two observed
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distributions was .0.16, at 42nm; This difference was not.

large enough to reJect the null hypothesis that the distri- -

butions were from the same parent population, according to

the two- sample K S test at the 0.05 significance level.
Altheugh the v model provided a reasonable. approx=
imation to both the development and independent distribu—
tions for the_number of wet days in June, the distributions
calculated' for the maximum daily"amount in dune‘werelnot ‘

adequate because of the consiﬁéent underestimation of the -

' observed distributions for amounts greater than 20mm.>

Although the TW model.provided aigood approximation to the

development 'distribution for totatl precipitation, the mode 1
providing the overall best fitfing distributions was -the

Katz-Mielke. This model - was chosen because it seemed to

' prov1de the distribution giVing the best fit to both the

’development and independent distributions

6. 6 Case V, Medicine Hat March

Figures 57 and” 58 show the distributions for the number

vof wet. days in March at Medicine Hat }forb the' 1884-1933
| deveiopment and 1934 1978 independent sampies Two months

wof, data, 1886 and 1887; were missing 'from ‘the development»

-

sample so the sample size was 48. The‘independent sampie; i
with 45 months of data, was complete. | | |

The Katz and W distributions were simiiar -in_‘this~
case,‘ the Katz was 0.05 higher"near 5 wet days. The}

difference_was attributed to} the ‘fact"that the Fourier
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-.series’estimates for - the transition probabiﬁitiesa differed
from the mean trans1t1on probab1]1t1es for March. In the
Med1c1ne Hat cases the mean probab111ty of a wet day for the
case month was used for the 1n1t1a1 probab1l1ty. rather than
the probab111ty of a wet day on the day _prev1ous to  the
month. 1 » o

There was little bas1s on which . to choose wh1ch model,

prov1ded the better‘ fit in the deve]opment case. Both

mode1s "UndereStimated the probab111ty of less than 0-4. wet‘ﬂf

~days and overest1mated the probab1]1ty of less than 6-11 wet
d days. A s1m1lar feature appeared in cases 1, II, and III
rlt suggests the Markov cha1n has underesttmated the varlance,
of the prec1p1tat1on occurrence process o o ’XE\
The maximum" dev1atlon of the TW d1str1but1on from the
observed was 0.12, 1ess than the 0. 15 d1fference between the.
observed and Katz d1str1but1ons at 8 days. . Using Crutcher s
' cr1t1ca1 va]ues. only the Katz dlstr1but1on was. s1gn1f—
1cant]y d1fferent than_ the observed. at the O 05 level ofv
s1gn1f1cance T \ o

The theoret1ca] dlstr1butlons were. poor ¢approximations

”'to the d1str1butlon of the number‘ of wet days 1n Marchf '

. obtalned from the 1ndependent sample Both models over- o

uesttmated the d1str1but1on over the range 1n the number ofy_f

wet days observed, 1 e., they underest1mated the probab111ty':y

Jlof more than N wet days for N 1n the range 0 14 ~The theOs o

ret1cal dlstrvbut1ons dev1ated from. the observed by more‘f,“

than O 3 at 6 wet days; the null hypothests that the,
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distributions were theysame was rejected‘fOr both modelst
The hypothesis that the two observedlsamples were from
the}same parent population was also rejectedt The ,maximum d
dtfference of* 0.32 was sufficiently large to.reject thei?
| ‘hypothes1s at the 0.05 level of Significance by: the two-
- samp]e K-S test. o | ‘ |
The models-'did'notAprovide,satisfactory distrtbutions.-
‘for the maximum datly precipitation -in ,March' at Medicine,
Hat. ‘~In. the deve]opment 'case,f/shown '1n Flgure 59, the,
‘Katz Das d1str1button fit reasonably well for Tow 'and h1gh
“pre01p1tat1on amounts. ,However. 1t,underest1mated‘the ‘prob-
'ability of daily amounts of 3-15mm | The'vmaximum‘ deviation
of 0. 14 was Just large enough to reJect the nu]l hypothe51s
~‘that the dtstr1buttons were the same. ‘,_
The Katz- TGD and TW dtstr1but1ons d1ffered by only aA
‘small amount. The d1fference of up to 0, 15 between these
| modets‘and the Katz- Das model resu}ted from the use of .
Q d1fferent gamma dtstrtbut1on parameters ) o '
The TW  and Katz TGD. dtstr1but1ons underest1mated the'a
v ﬂprobab111ty of max1mum da1]y amounts less than 6mm ‘and
;v'underest1mated the prpbabtllty of da1ly amounts in excess oft
- 7mm The max1mum dev1at1on of these theoret1¢a1 curves from .
'>the observed (O 10) allowed acceptance of the null hypo-.p

t the31s that the theorettcal and observed d1str1butlons were -

fbe same va. ]":f; " Jh[_d[' 2’_.:hi.'> ?fff””

,»,;/—f The fit of the theoretical distributions to the inde- .

: pendent‘dtstrthtion}7shoWh~tn»FiQUre'_GO;. wastler$e_ithan'?'
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that for the deve lopment sample The Katz-Das model over~
" estimated the observed d1str1but1on for the ent1re range of

amounts.observed. The max1mum dev1at1on of 0.21, near' TOmm,"

- was significant (0.05 level) The Katz TGD and Tw distribu-

, tlons fit reasonably well up to 6mm, but underest1mated then’ -

probab1l1ty of max1mum da1ly amounts 1n excess of 1- 32mm by
up to 0.20. The max i mum d1fference was just small enough to
allow acceptance of the hypothes1s that the 1ndependent
observed and the Katz TGD or TW d1str1but1on or both, were
_ the same.’ The K-S test was applled w1th a 0 05 slgn1f1cancer;
level. o |

The'two.obServed‘distrtbutidhs had the ‘same shape in

th1s case. bu t the development dlstr1butlon was approx1-,..'

.mately 0 10 hwgher for the range of amounts observed The_
:‘null hypothes1s that the d1str1but1ons ‘were from the same
~ parent populatlon was accepted at the 0 05 level,- by .thea
ttxtwo sample K-S test | 4j o | R d 1" |
The observed dtstr1butlons for the total prec1p1tat1onb

'n551n March are shown in F1gures 61 and 62, for the developme“f.:

. "and 1ndependent samples The Tw and Katz TGD models aga1n :.'

| Tprov1ded the best approxxmat1ons to the observed developmentf:* SR

',d1str1butlon,; but ‘none’ of the theoretlcal d1str1but1ons f1t'

‘“'tthe 1ndependent d1str1but10n properly r‘.t;t,ﬁ-__"f.i’

The Tw and Katz TGD models underest1mated the develop*, }-;d

me} d1str1but1on for small amounts (less than 15mm) anddg"

) ;f overestwmated the dlstrlbutlon for~ z: larger 3.amounts

jt = observed ‘Thls_ feature suggests that hose models d\d not'u:'
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“account for the entire'variablljty'thatiwas observed in the
- total amount of precipltation_in March. _The max imum devia-f
tion of the TW modeled distrlbution-from,the deve lopment
- distribution was 0. 14, near smmtk The maximum difference
between the Katz-TGD d1str1but1on and the observed was also

at 8mm but was only 0. 10 Crutcher s cr1tlcal value~at the

0. 05 level was 0. 13, and so the null hypothe51s that the S

:,development and theoretical d1str1but1ons were the same wasf -

reJected ftr the TW modeled,dlstrtbut1on but accepted for
“the Katz TGD. DR . .
" The small d1fference (0 05) between the TW and Katz- TGDt

dlstr1but1on was attr1buted to dtfferent trans1t10n prob-

abilities and dlfferent gamma d1str1but10n parameters The

1,large amount (up to 0 23) by wh1ch the Katz Das dtstr1bLt1on‘
f;dev1ated from the Katz TGD d1str1but1on prOV1ded an example.
of how the d1str1butlon can fluctuate 1n response to changes;
'1l1n the gamma dtstntbutlon parameters _i _ |
JAll three‘ theoret1cal d1str1butlons | badly over;h"

estimated the dtstrlbut1on from the 1ndependent observed.‘”

'_data Each of the three were s1gn1f1cantly dlfferent than',*f:

" the observed d1str1but1on, at the 0. 05 level 3d_/§’,j"

i The‘ max1mum dtfference of 0 27 near 15mm between thel-* .

development and 1ndependent sample d1str1buttons,:Twashfnottfﬂit?

) d'llarge enough to reJect by the two sample K S test the nullttvf”’

'*,fvhypothe51s that the d1str1but1ons were from the same -parentd:v'

’af_Populatlon "But-'Ih large samplwng fluctuat1on 1nd1catedft““

o that efforts to obtatn models whlch flt the observed f
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_distributions of samples of size 50 to within 10% may not be
worthwhtle The two*sampte K-S test tndicated‘that observed

d1str1but1ons fTuctuat1ng from the f1rst by up to 0 27 woquF"

'be .accepted as being: from the same parent popuTatlon Can
one expect to model the ensemble any better than th1s when

N the sampTe size is Tlmxted7

———

6 T Case VI Medac1ne Hat dune o
| F1gures 63 and 64 show the d1str1but1ons for the number
of wet days in dune at. Medlc1ne Hat for the 1884 1933 deveT-
L opment and 1934 1978 1ndependent sampTes No data were mts-”
o s1ng dur1ng these txme per1ods, so the sampTe sizes were 50
and 45 respect1ve]y ‘ . f _' ' £
The modeTs d1d not prov1de d1str1but1ons that f1t the
| observed d1str1but1ons weTT Katz s 'recurrence relat1on.-
i approx1mated the development d1str1butxon qutte weTT,'up toy
‘6 days‘ For more than 6 wet days ne1ther modeT provxded
dlstrlbut1on that was -a part1cu1arly good approx1mat1on
The Katz mode] overest1mated the observed d1str1but1on by uplia

to O 15 at 11 wet days : The TW model prov1ded a d1str1bu-‘

t1on that underest1mated the observed up to 8 wet days. then,-tb

, overest1mated the observed for more than 8 wet days Ih:iy,.

;} terms of absolute dev1atton from the observed the Tw modelrl, o

prov1ded the best f1t to the deveTopment d1str1butlon W1th a{'

't max1mum d\fference of 0 11 between the two

Accordtng to thiﬁ%’s test us1ng Crutcher s cr1t1caT B

‘*t value of 0. 13 ‘the ) Katz dlstr1butlon was 31gn1f1cantlybf
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'different than the observed development distribution; the TW

. dlstrtbutlon was not.

The d1fference between the Katz and TW d1str1butlons B

 was attr1buted to the d1ffer1ng transition: probab111ty est1-

| mates | The Katz d1str1but1on was nearly 0.10 h1gher than

_the TW d1str1but1on because '1he Fourter series gave PooS

that were larger than  the monthTy mean va]ue for that -
tran31tﬁon probab111ty | | | ‘N

The relatpbnshlp of the TW. d1str1but1on to ‘the: observed

- suggests that the mode] underest1mated ~the var1ab111ty in

the number of wet days observed durtng dune at Med1c1ne Hat

The modeTs prov1ded dTStPTbUtTOnS w1th the same: shape

as the d1str1but1on from the 1ndependent samp]e but the Tw a

1and Katz models overest1mated the observed dtstr1button by

“up to 0 17 and 0 25 near 10 days The TW dtstr1but1on ‘was
\-not 51gn1f1cant1y dlfferent (O 05 Tevel) than the observed

ftn contrast to the Katz d1str1butlon

| The ma x imum d1fference Of 0 21 between the two observed -f;”

'Vdistrwbutlons':at 6 days was not large enough to: reJect the .

null hypothes1s that the d1str1but1ons came from thev same

:‘_parent populat1on

The d1str1but1ons of the maxwmum da1ly pre01p1tatton 1nf-

n}_dune at Med1c1ne Hat are shown 1n Flgures 65 'and 66 'e;

Tf{bthree d1str1but10ns f1t the development dtstrlbutton equalTyith-i

”“fv'poorly, and f1t the 1ndependent dtstr1but1on from O 28mm,_ o

ftequally weTl

N

. B . - \\
N 4 : .’ o R " s . i ¥ “\>.

The model d1str1but1ons ftt"the-observed;deveTopmeht'n.f;’.t
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4 -

distribution weTT for small and Targe‘daily amounts, but - -

underest1mated the probab111ty of a da11y amount in excess

‘of 15-35mm.

The max1mum dev1at10n of the three theoret1ca1 d1str1-'

‘ but1ons from the development d1str1butlon was near 18mm, and;

exceeded Crutcher S cr1t1ca1 vaTue 1n each case Therefore,

- the: theoretwcal d1str1but1ons were cons1dered to be signif*pstf

\.
. _1cad\1y)d1fferent than the observed

The TW and Katz TGD models fit the 1ndependent d1str1- o

'5i{ab111ty of da11y totals: in excess 20mm | The TW model under-~v'

E esttmated the probab111ty of a max1mum da1Ty amount _in
.excess of 40mm by 0. 15 but the dtfference was not s1gn1f—

icant accordlng to the K-S test The Katz TGD and Katz Das

. . but1on very we]l up to 20mm and underestlmated the prob-‘i o

dTStP]bUtJQns exceeded the observed by 0 14 and 0. 11 ‘near

| The two observed d1str1butions were t'Tsignthcant1y~f*
“dtfferent-' accord1ng to the two sample K S test w1th a 0 05d

v";’TeveT of s1gn1f1cance 'T..jff‘..A' . ~ 1TF#-' - “

The Katz TGD modeT provtded the best f1tt1ng reprer'

N fsentat1on of the development d1str1but1on for the total;._}f

:7“amount of prec1pitat10n dune : The d1str1but10ns afef"” ?

”gfshown‘A1n F1gure 67 . The max1mum dev1at10n of the Katz TGD'TM¢te'

| '}d1str1but1on from the observed was O 10 _ 1nsuff1c1ent to}j.fgtﬂi

iffreJect by the K S test the nuTT hypothes1s that the d1str1- 7;[c;fr

»bsbut1ons were the same The Tw d1str1but1on a]so f1t weTT

}'s;but did not follow the observed as closely as the Katz TGD{**sQ .



117

hfor‘:amounts"up to.‘70mm The Tw d1str1but1on was aTso
,accepted to be the same as the observed by the K-S test |
The Katz Das model - badly overestxmated' the observed
_d1str1button This d1str1but1on was swgn1f1cantly d1fferent"
"than the observed the d1fference between the Katz Das and'e;
..}the Katz TGD can be attr1buted to the dtfferent gamma dis-
__tr1butlon parameters | L
| . The Katz TGD d1str1but1on aTso f1t the 1ndependent d1s- |
‘tr1but1on the best However, in th1s 1nstance the modeT '
‘underest1mated the var1ab111ty of the" total monthly. prec1p1-‘

| tatlon amounts that were observed The model underest1mated'

'}‘v_the probab1l1ty of smaTTer amounts and amounts in excess of -

70mm. The TW d1str1but1on f1t poorly. but was not s1gn1f-'

icantly dlfferent than. the observed : The Katz- Das model';v

xts_badly overest1mated thé)observed dwstr1but1on, and ‘was s1g-
n1f1cantly d1fferent than the observed dtstr1butlon --The |
K_dlstr1but1ons are shown 1n Flgure 68 | | 7 pi‘
The max1mum dlfference between the two observed d1str1-r
‘buttons was 0. 11 1nsuff1c1ent to reJect the hypothes1s that}. o
'the d1str1butrons came from the same parent populat1on

. S The TW model prov1ded the best apprOX1mat1bn to the

lf.number of wet days in dune'¢tt Medlc1ne Hat Jbuti under-ﬁ S

'°*ifest1mated the var1ab1l1ty of - the 'process None of the

"aj.flmodels approx1mated the d1str1but1on for the max1mum dally:;:

v“:Tamqunt of prec1p1tat1on '1n dune very Wel] and Under-’¥”'

’ff!festlmated the probab1l1ty of large da1Ty amounts The Katzr“[

A '?:fmodel w1th the TGD parameters prov1ded a good approx1matlonioid:;Q,
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. .) ' ,v
for the distribution of the total precipitation in June at
Medicine Hat, but underestimated the variability of the

‘ }’tota] precipitatidnfamounts‘jnhthe independeht“sample. ‘



+ CHAPTER 7.

" Summary and Sugéestions
7.1 The Prellminaries '

In'this_stUdy'two stochastic,models were used to calcu-~’

late probability distributions of monthly precipitation -

char?cteristics for7tw0»months at”each of‘three'locatiOns i
AlbertaA The ab1l1t1es of the Katz and Todorov1c WOolh1serV;~
mOdels to reproduce the t1me ser1es dtstrtbuttons of the -
;prec1p1tat1on character1stlcs were fa1r " but a. number of-
‘problems were 1dent1f1ed These problems w1ll be - returned'
':.to’later The steps leadlng to appltcatton of the models
w1ll be summar1zed first. -.ZT; f,__,}- e .

The Katz and Todorov1c Woolhtser models used dtfferent;-‘

approaches to develop quattons ;fbﬁ '"the

’dlstrtbut1ons of the number of wet days, the

‘prec1p1tat1on~-and the total amount of prec1p-p

‘t@o,a% flches were wr1tten to calculate the dlstr1buttons;
”f the s1x ‘cases. | v |

computer routlne for the TW model was much fasterjﬂh

r1ng a month Two computer programs based on thei'.,i

vl‘than tgf;one for the more general Katz model For example,_u..,.

'.to calculate the' 30 day d1str1but10n for the Med1c1ne Hat:]}

n(dune) case the TW routlne requ1red less than 1s of computerp o

' 'fttme wh1le 'h Katz routxne requ1red 145. The Katz modelt Lfgfh

..;requ1red 525 of t1me to evaluate the d15tr1but1on when ;the;;zf*

'f1nterval s1ze (used 1n S1mpson s rule to evaluate the“;tf'z




120

'convolut1ons) was halved from 0 5mm to O 25mm, the requ1red
t1me var1ed w1th the square: of the number of 1ntervals used
"f For --the « same parameters the computer rout1nes calcu-‘
lated d1str1but1ons that were: 1dent1cal The, theoretlcal/:
d1str1but1ons dlffered because of parameter d1fferences and
: not because of. d1fferences ln approach |
In general the use of the Four1er sertes estwmates for;
the trans1t1on and 1n1t1al probab1l1t1es d1d not 1mprove the
performance of the Ka}z model Th1s result \was cons1stentf
w1th the hypothes1s that the trans1t1on probab1l1t1es were
stat1onary for all of the cases cons1dered except duly at‘
Beaverlodge, accord1ng to Anderson and Goodman s test Des-’d
p1te Anderson and Goodman s test showtng that the da1lyd
trans1t1on probab1ltt1es were nonstat1onary \fOP.VJQ‘Y at
Beaverlodge. the d1str1but1ons of the number of wet 'days_
dur1ng the month calculated by each of the models were‘

nearly the same,.and representat1ve of the observed d1str1-

butlon

- ;f‘F dune at Edmonton the overést1matton of Poo by the =

Fourter serles caused the Katz model to s1gn1f1cantly over-x -

i

'estwmate the' observed development d1str1but1on In th1s :

- case the use of Fourler serles est1mates for the tran51t1onpb

probabll1t1es were not sat1sfactory The equal we1ght g1venp",h}ug”

I

to each raw est1mate when calculat1ng the serles coeffl-e,ifddlt

c1ents was ‘respons1ble Perhaps a method 1n wh1ch ‘the raw"fd';h

esttmates for the month of 1nterest were more heav1lyp:;flym7

'35;1 we1ghted would be useful
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lhe cumulathe per iodogram method‘used,for the' selec-.
tion of the nUmber of‘Fourler sertestharmonlCSvto include in

the series for the initial and trans1t1on probabll1t1es was

| sat1sfactory o _.‘_ R ff; _z“'l fgl'g

P . . . . . A

—~

.}'In- retrospect more lmportance could have been placed
 on the selectlon of the 1n1t1al probabtl1ty that was used 1n

‘_ the . appl1cat1on of the models The author arbltrar1ly “‘

| selected an .initial probab1l1ty for the cases Although the _}u

max1mum dlfference between p and p’ glven 1n Table 1 for the

- dlfferent cases is only O 063, for dune at Edmonton '_the_”‘~
d1fferences p0551bly resulted in: 51gn1f1cant\upward or. down-7l"

' ward shlfts 1n the- calculated dlstr1butlons ' P0551bly thei.l
stat1onary Markov cha1n probab111t1eslﬁ) and W1 (de{lned_ln

"L Appendtx A) should have been used for the 1n1t1al probabil-.

1ty of the Markov chaln, as was done by Katz (1977c) in, h1s

'_f earl1er work Thts would prov1de the long term probab1l1ty

7

B of dan 1n1t1al wet day to the models , That probablllty

| should be representatlve of the ensemble of t1me serles f or
the occurrence of pre01p1tat1on o | ”‘ _" |
Mtelke s 1terat1ve procedure‘ for est1mat1on of the
shape and scale parameters for the gamma dlstrlbut1on worked
well or- the cases cons1dered The 1terat1ve procedure.ﬁ”’ﬁ-

produced shape and scale parameters that were"essenttally

the same as those calculated uslng the Thom or Greenwood and

"r'[ Durand procedures Desplte a DOSSlb‘e blas ‘” the M1elke

»esttmates.t Whlch can be corrected (Haan,,1977 p104) the 5;;idd
appltcatton of GAM2 1s a good method of obta1n1ng shape and {@
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scale parameters for the gamma distribution.

The fit of the gamma and exponential distributions to

| the observed 7distributions of daily amount was not good.

Generally the observed distributio re underestimated for

er amounts.  The
exception was for May at Beaverlodge. In at case the
t»underF

estimate the observed.distributionsAfor smaller amoupts, but

still overestimated the observed distribution at Iarger"

amounts - The 'better apprOX1mat1on at smaller amounts
resulted from the 1nclus1on of the number of traces in Das’

parameter est1mation procedure

The gamma distribution was n jaﬁble to assume the shape

o of the observed d1str1but1ons oF da11y prec1p1tat1on amount .

:The gamma d1str1but1on s overest1mat1on of the observed dis-.

tr1but1on for Iarge prec1p1tat1on amounts is be11eved to be

the maJor reason for. the 1nab1]1ty of the Katz ‘and TW" dels

- to approx1mate the dlstr1butlons of maxxmum da1ly pr c1p\ta-

3“3§L ;

P

Many assumptions about the precipitation‘ process‘,were

made in this study. - Some of the assumptions were,examined,
' ' - | -
and the salient points are summarized here. L@ttﬂejevidence

.can be \offered to_support;the useiof}Fouriertserjes esti-

mates of the transition probabilities for time periods of
one month or’less..rAc¢ording to Anderson and Goodman’s test

the transitionmprobabilities could generally be considered

égtationary. for ‘the cases examined, -and even for July at

.k
ot

“oy
th
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’ Beaverlodge for which the tran51t1on 'pPObabilltleS were
apparently nonstationarx/ the two Markov chain models pro-
- duced nearly the same distributions for the number of wet
" days in the periodr_ This means;rnot‘that”the TW distribu-
'tions“were unbiased, but that the use of Fourier seriesldid
not produce an appreciable improvement in mode] results when
time periods of  one month ‘were con51dered The use of
Fourier series may make the Katz model perform better -than
“the TW mode] for time periods longer than one month

The 51mp1e two- sample t- test used to detect nonstation-
arity in ‘the vprec1p1tation occurrence process was not

entire]y satisfactory ;‘The test was incapable of showing

'whether or not the large number of 51gnif1cant and. negative -

't statistics was 1nd1cat1ve of a continuous downward trend
lin the probabiiity of prec1p1tation Interpretation of test
results for a series of days. in ‘terms of long term nonsta-
‘tionarity of the dependent Yy process, was difficult and the_
'author is.‘ uncertain of  theirn ‘1mpiications ‘nlt is
"queStionabie Whether or not the aoplicationS' of"the two- -
‘.samoie t-test for‘consecu¢ive days.were independent, and so
‘ the supposediy Significant number of reJections may not be
1ndicat1ve of nonstationarity in the precipitation occurr
Arence_process. | -». |
A number of methods were used to examine the station-
arity of the mean of the wet-day precipitation amounts.
Generally the tests indicated that the Xt process was staff'

tionary in the mean, with the exception of‘a‘significant
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downward trend in the wten-year mean wet-day amounts for

January at Edmonton. The influence of thi§ trend could, not

' be. identified conclusively in the observed distributions,

but possibly exp]atned the reasonable fit of the theoretical

distributions of maximum da11y_and total monthly precipita- -

tion to the;independent]y—obsefved distributions while the

.Mankov ‘chain badly underestimated the number;of‘wet days in

the'independent samplet This part of the study is left with

some reservations., Undoubtedly entire studies have been |

concerned only with the stationarity of precipitation time
series (Potter} 1976) |
The models assumed that the Y4 process was a simple

Markov chain. -This assumpt1on was turned into a selectton

criterion for the cases studted  The SBC and AIC were both -
applted to each month of the year for the 51tes chosen. "The.

cases were selected from those months for which’ both the SBC -

~and AIC-agreed that a f1rst‘order Markov chain was appro-

"pniate Th1s me thod. of case selectton ensured that a s1mp]e

Markov cha1n was appropr1ate for mode11ng the prectp1tat1onv

.OCCUP rence pPOCESS

The models also requwred the assumptton that wet day

,amounts were condttlonally lndependent Th1s assumpt1on was :

.'generally found to be somewhat compromwsed The graph1ca1 ,‘H

dtsplay showed what seemed to be a ﬁuncttonal dependence

o between consecutive wet-day amounts Correlat1on analysts;
"showed that the consecut1ve wet- day amounts were cond1t1on-f,

ally dependent for the danuary at: Edmonton and dune at'd
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Medicine Hat cases only. The dssumption was. not a good one,
but 1t was not strongly v1olated in all cases.

The final assumpt1on checked‘was that the total_monthty :

amount of prectpttatton and the number.of Wet days in the

- month were cond1t1onally 1ndependent Th1s assumptIOn wass

_found to be poor for each case cons1dered 1n thls study, and

is a 519n1f1cant shortcom1ng in the_theoret1cal development o

of the Todorovic and Woolhiser model..ﬂ

7. 2 Applicatnon of the Models
' Both' the TW and Katz models adequately represented the
precxp1tat1on occurrence process with a f1rst order Markov
\chatn For. dune at Edmonton and Med1c1ne Hat the Todorov1c- |
///W001h1ser model performed better than the - Katz model _but N
this was: because of an overest1mat1on of Poo by the Fourterw
ser1es and is not an 1nd1catton of . a major flaw in the Katz
_ model There was ltttle bas1s on which to choose which
.‘model better represented the occurrence of prec1p1tatlon
| | Ihe f1rst order Markov cha1n models seemed to under-
. est1mate the var1ab1]1ty inh the pre01p1tatwon occurrence
'”prooess for a number of cases'— Th1s appeared in the -calcu—‘
bfsklated d1str;but1ons by a relat1ve underesttmatlon of theﬂ‘“

lhprobabtllty of both a large and small number of wet days'

Cwith respect to the observed d1str1buttons ' This prob]emf

‘was most pronounced when the theoret1cal d1str1butwons for“"

B danuary at Edmonton were compared w1th the d1str1butlon fromv:

‘ the development sample for that case
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~ The case studies showed.thatjthe accurate modeling of .
B both the'development and tndependent samples that was hoped
for would not be ach1eved Undoubtedly the authors initial.
expectat1ons were too high, but he must questlon the utll1ty'¢
t_of_ modeltng distributions from:samples that have large sam-
pling fluctuattons.’ The sampl1ng fluctuatton was such that‘
the max i mum absolute d1fference between: the observed distri-
~buttons exceeded 0115 1n four of the.51x cases exam1ned, and
';exceeded 0. 3/1n two of the ‘six. The‘tWO‘larger deviations;d
for the danuary at Edmonton and March at Med1ctne Hat cases.h
'were large enough that the two sample K S test reJected (at
the O 05 level) the. hypothe51s that the two samples were
- from the same parent populatlon ~This SUQQeSted.'that
}attempts to model d1str1but10ns to W1th1n 0.05 (saY) would
',requ1re much larger samples than the approx1mately 50 years
':‘that was used in this study : ’ | |
The two models seemed least able to cope w1th the dts-rj
'vtrlbut1on of max1mum da1ly prec1p1tatton durtng the month -
Generally the models underest1mated the probabtl1ty of large'

max imum datly prec1p1tatton totals for the case months con-?ﬂv

s1dered Thls problem 1s belteved to be because of the_ﬂ,

underest1matton of the probabtltty of large da1ly prec1p1ta-d‘

t1on amounts by the gamma and exponent1al dtstr1but1ons

The Katz model, u51ng the more general gamma dtstrtbu-f ’

h'ﬂ_gt1on prov1ded better approx;mat1ons to the dtstr1but10ns of‘ _u‘

'1.max1mum dally pre01p1tat1on amount However&»tne1ther dthet"

_f;M1elke,f “GD;g-_M’ Das parameterSg COuldf befchDSidéred'tov‘;ﬁ“'
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provjde consistently better dtstributtons.“

| ’The.modeTs’“abiltties were mediocre at best. ‘A'distrf-
bution fitting the dail'y Pprecipitation amounts better 'than-
either the exponent1a1 or gamma d1str1but1ons, 1s requ1red ‘

‘part1cularly for ]arge datly amounFs

In a few casesyrparttcularly Beaverlodge (July),

theoret1cal dfstr1but1ons underesttmated the probab1]1ty of

, both Targe and smal] maxtmum datly prec1p1tatlon amounts for

- the. month, Although th1s feature was not as common for the

- maximum datly prec1p1tat10n as 1t was for the number of wet __l, -

days in the month t suggested ‘that the mode s under-
st1mated the vartabtltty of the maxtmum da1Ty prec1p1tat1on‘f
-durtng a month |
For ‘3 few. cases the max imum dev1at10n between the
-fvobserved deve]opment and\1ndependent dtstrlbuttons exceeded'

0 15 'It--is apparent that Targer samples are requ1red to

develop dTStPTbUtTOﬂS that mode] the ensemble‘ of monthly g i

“r
_max1mum datly prec1p1tatlon amount

The Katz mode] w1th the TGD parameter est1mates for the - °

ggamma d15tr1but1on generally prov1ded the best approx1ma/%’<vu_ﬂ

/ .
trlbuttons of total monthly precwpttattonf

"?:3 for the cases con51dered The Katz model» w1th Das param-;f-t‘

'eters overest1mated the observed dtstr]buttons for both theisfj;

/

| r?aEdmonton and Med1c1ne Hat cases,,/but d1d prevwde“a~ goodzt':'

'mi,approx1matlon for the Beaverlodge\duly case The W modet;“

:7‘frequently calculated d1str1but1pns/ that were nearly th:vm-_-r

-'}same ‘as those prov1ded by the Katz model w1th the TGDTJ>..
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ok
parameters

‘-Wlth the except1on of March at Med1c1ne Hat the TW and
Katz- TGD d1str1but1ons adequately approx1mated the observedl
‘,‘dlstr1but10ns but d1d not. apprOX1mate the dlstr1but1ons ash
closely as had: been hoped for. -In a“number; of lnstances
:.‘(January Edmonton,‘ dune_Med1c1ne Hat) the TW and Katz-TGD.

'dlstributiohs“uere between ‘the observed development and*d
_tndependent distributtons fThe} large - fluctuatlon in the
March samples for Med1c1ne Hat was respons1ble For the mad-l
,fequacy of the models 1n that case Although the TW and
: “Katz TGD adequately f1tf the development d1str1but1on _,a' :
‘ downward sh1ft 1n “the d1str1but10n for' the 1ndependent;j
per1od (max1mum deV1at1on 0 27) caused the theoret1cal d1s~
vtrlbut1ons to badly overest1mate the observed dastr1but1on
In'éa’ few 'cases the theoret1cal models appeared to
underest1mate the var1ab1l1ty that was observed 1n the total<

' monthly prec1p1tat1on | The notable 1nstances were  for the.ri

: '.11ndependent d1str1but1ons of May at Beaverlodge. dune ,at

' biEdmonton, and dune at Med1c1ne Hat,‘and the development dvs-

- ftr1but1ons for duly at’ Beaverlodge and Maroh ,ét .Med1¢10€

o Hat

| ”f5;f7 3 3uggestxons for Further WOrk

Durlng th latter stages of thxs work it was apparentlg o

v'rrthat a few stat1st1cs summar121ng the d1str1but1ons would;_

have - been useful Inf part1cular 1t would be useful to;ff'"

o 7:°append a_subrout1ne;¢that calculated the mean. mode andlfs
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’

variance of the d15tr1but1on to the computer mOdelS' This.

-would enable . a. quant1tat1ve compartson of the theoret1cal

'and obseryed'd1str1but1ons, in add1t1on to the subJect1ve_c

comparwson that was done in this study \

Pverall, ‘the -Katz mode ] 1s probably the better model '

not necessar1ly because of its performance in thts ;study;

but because of ‘it potent1al Todorov1c andyWoolhiSer

- =(1875) suggested that a model using a .distribution more"

.general .than the exponent1al would be worthwh1le and the

Katz model is such a model However., in» further work lt

_would be necessary to attempt to obta1n dlstr1but1ons that":

4

- 1model the,danly’amount of‘ prec1p1tat1on better Jthan}'the
‘gamma. - distribution. Such distributions might be the Pareto

‘or-Bessel‘distrlbutions Tlme constra1nts made pursu1t of'l

this ob3ect1ve 1mposs1ble for th1s work

"v_ The. sampl1ng fluctuat1on of. the prec1p1tat1on charac-

;jter1st1cs exam1ned in this study was large enough to -be of.

lﬂ,concern Although ln many 1nstances the fluctuatton was not

(
SO . large that the d1str1but1ons had to be cons1dered to be

1¢from dlfferent parent populat1ons,‘the fluctuat1on was large?ﬁy,»"
’}'Lenough with samples of approxxmately 50 n; size that thefd
fh*d1str1but1ons of the development 'and 1ndependent samplesh'ftf'
‘.lftappeaPEd markedly d1fferent -Further work -to- determ1net'
’ttwhether or fﬁ.t these large fluctuat1ons are stochastlc in
;nature or 1f they are the result of 1nhomogene1ty or nonsta-ip;f
'”30:}:t1onar1ty of the twme ser1es 1s necessary Such work m1ght'mlft;

”",determlne the sample s1ze requtred to ach1eve 'specjfledy-:"
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N

confidence limits for the occurrence, the maximum daily, and

the tdtal amount of'precibitatidh during an n-day period.

/.
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‘Initial and Transition Probabilities for the
_Todorovic-and Woolhiser Model - :

Station
Case
Poy
,Pll

P

. Beaverlodge -

May

0.196

0.470

'0.269

0.216

0.274

Yuly

0.270

0.523

0.361

0.390
0.253

danuary

0. 186
- 0.426
0.245

0.219
. 0.240

, Edmonton

. dJune

0.346
0.541

- 0.428
0.365

0.196

Medicine Hat
~March

0.
-309
190

0
0

0:-.
147,

0

162

195

June .

0.241

0.442
0.301

0.282
0.201

. TABLE 2.

Fourier Series-

Coeff1c1ents for the In1t1a1
Probab1l1t1es .

and Transition

 Station

’Beaveblddgef]'i.
1-p o

P

AN :

P2
(o)

ENRICNCER

0,
0
: -0'

=0,

 Station -

- Harmonic

A

025
033
022

‘Edmonton
=P

008 -

0
-0. o
-0.010 -
0 _

o}
(R KR R S B B N
21

.780
027
.030
.019
.012

-~ Poo

' station
‘Harmonic

NI L
oooooo<

” Med1c1ne:

. 066 -

iOOSQ

1
A

735
1090
014
1002

~0.014 0.
~0.029
~0.004
aE 0’020'

P

Haf‘
, VB:}l:, _

795
.078
-054

0.014
-0.028

;798-'
1031

035

.006

-0 020
0.001"

?f0&°25fff'

027
.025 -
.007

'cuatn:v'

625

0. 007»,
0-030 -

_ -0.044

0.025 -

0.019°

;842f""
.023
028

=04 019 v:ﬁw B
-0 007 J;?.  ;..

0. 017,

-0.012
-0.009
- 0.015

T i s B i o




TABLE 3 Mi elKe Parameters for the Gamma D1str1but1on

'KTKBLEY ébas Parameters for the Gamma Dlstr1but1on i
I at Beaverlodge~,-» :

- CMay | July
"0 . 0.855t 0.592
N 0.192° “0.143
K-S - 0.037 .- - 0.096
Cases Coo20t 241
1 08380 0,721
1 o 0.134. - o . _0 119.
-5 ~0.068. . 0.068
ases 174 4.262

“Observed and theoret1cal drstr1but1ons

‘not* 51gn1flcantly d1fferent at 0. 05 level

" 3£5 _3;Jja.
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Station Beaver]odge ~ Edmonton . Med1C1ne Hat .

Case May July  January June  March June

" 0.825 0.803 1.014 0.819 0.985 0.877
M . 0.216"°0.1693 '0.361 0.128 0.391 0.127
"Moo 0.1562° 10,1274 0.361- 0.128 0.391. 0.127

a 0.005 - 0.004 0.110 :0.239 0.718 0.591

Cases 375 . 503 ° 380 642 282 = 452

: k*S,statisti¢»0.097f»eases 201 - |

2 K-S.statistic 0.123, cases 174"

3'KfS’statiStiCFO,141' case542417‘

4 K-S statistigﬂO(OB?- cases 262




Station

 bias e : ‘gt 015

'bias cdrreged”  1.014

Cases @ 380 642 28

qooas e
3

- 133

TABLE 5. Gamma Dtétributioanerameters

. "Edmcnton o  Medicine Hat
k. January June March -~ June.

Thom , :
n beforelg S
.986
.976
. 387

877
871
126

.819
.815
127

g,

o«

o
_ »
oo
oo o
oo -

877
871
126
.080

. 985
.975
. 387
L1310

819
815
127

.358% " B
071,

0. 111

o

o

o

4
loococo

. cooo
. oococo .

.485 -
.0878
. 158

452

.535
.288
.139

598
0:269
115"

.531
.0981
.097

coo
coo
- oo o

TABLE 6. Exponentlal D1str1but1on Parameters IR

jStat1on ﬁ"BﬁiverTodge~ . Edmonton - - f‘1MedJc1ne?Hat-'
Case- - Mz

duly - January - June - -March - dune?.,.t'

_.0,179 ."'0;356 . 07156': f.0Q397 ;0@145

K-S . 0.148 0.148 0,110 0.113  0.136 - 0.107

Cases . - 375 503 . 380 642 f - 282, -~ 452

LL'TABLE 7 Number of Occurrences of Amounts that are‘Mult1p1es

of Dne Tenth of an Inch of Prec1p1tat1on

A(StatJOn T Beaverlodge Edmonton  Medicine Hat
Case March _ May duly danuary dune " March June

U T 17-; < FE A
3‘.a30;,",24’ .32 29
- T SR

- - B R
> TS
922 10 45 g

6 - . R

;Bmmliif-’eB o 9u S
. 5mm - 60 ‘v414“'a-1
Bmm . .5 .9

N
N =t |
WO |

. ¢z£ﬁ4 {5M  N
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I fABLE 8. Beaverlddgé‘NoEmala

Total Prec1p1tat1on (mm) and Number of Wet Days

1941- 1970 \Canad1an Normals. 1973) : e
T T A S 0
‘,32 0 29 2 23 1, 22 1 41.1. 61 7 64 3 57 4 38.9 26. 4 30
121t TR 8 100 11 12 11 12 ,;?9
Total Prec1p1tat1on (mm) 1931- 1960, and Number of
Wet Days 1941-1960 (Cllmatlc Normals, 1968)
Mo J o4 A S 0 N D .
4 64 0 51 8. 40.1°31.8 32 8 29 2

J o F
$32.0 29.5 25.7 2t &o 6 56
8 9 12 12 1 11§ 10 i

11 12 11 N 8 .
| | | and Numben of |

Total Precfp1tat1on (mm) 31 years,

Wet Days. 10 years: (Cl1mat1c Summar1es, 1947)

J M A M- J J A S 0 N D

322.929.7 19.8 41.7 53 6 56 1 46 0 43 4 28.2 32.5 30.5
18 10 12 12 42 41 .9 i 10

N D .

//24\7 .

32,
AT

___TABLE 9. Edmonton Normals
Total. Precrp1tat1on (mm) and Number of Wet
| , __Days' 1941-1970 (Canad1an Norma]s, 1973)
B F M A MU N s o 'N D
- +25.1 20.1 16, 8 23 4 37.3 74.7 83 8 71 6 35 8 18.5 18.5 21. 3
210 10 & 8 12 13 129 e s

aotal Prec1p1tat10n (mm) 1931 1960
of Wet Days 1941-1960 (Cl1mat1c Normals, 1968) L

. _;d : F . 'M "’A"E‘V\M . J g \A 'S}”v 0 N "VD‘V'
24, 1 19 6:21..1 27 9 46.5 80 0 84, 8 64‘£ 34 3 22 9 22 425, 1 g

;m 12 10 10 ﬁv'91 13 13 12\ “9~A 7- ;.8 5 11
55 years, and Number u_,_

Total Prec1p1tat1on (mm)
8 years (C11mat1c SUmmar1es 1947)

-of . Wet Days-
M0 0 A s 0N o

‘and’ Number'fﬁ"

ff-;?z

10 8 12 15 12 A

S -ﬁ;-,'F_ . M : "A 'f
22 4 16. 3 19, 3 22.4 47 0 77 7 84 3.59, 7 33.819.1: 18 1 20.6 T
L g 9 12 ifi”fff‘f
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TABLE 10..Medicine Hat Normals _

Total Prec1p1tat1on (mm) and Number ‘of Wet

* Days 1941-1970 (Canad1an Normals. 1973)

_d  F
'22.6 18.3
38

M A M J ¢ A S O N.D

19.3 25.1 38.1 63 5 °8 6 39 4 33 0 17, 0 16.3 16.5

76 _8_

0 8 7 7 5 6 8

Total Prec1p1tat1on (mm) 1931- 1960, and Number

jof Wet Days.

1941- 1960 (C]1mat1c Normals, 1968)

J E

- 21,6 20.3
S99

' Total Prec1p1tat1on (mm)

MoA M 4 A s o N D

24.9 24.9 41.7 58.9 34 539.1 37.8 20.6 19,6 19.1 o

& 6 _8 11 8 8 7 5 7.7,

56 years. “and Number'iﬂ

.vfof Wet Dgys, 10 years (Cl1mat1c Summar1es, 1947)

J F

16.0 14.5

10 -

M OA M0 A 'S" o N D‘\A
16.0 19.6 40 9 61, 5 4207 34.5 28 7157 17.5 17.8

10

5 ?ﬂ/TABLE 1.

'$wN%C7X‘”

9. 8 ‘10 i1 8 7 7 5 7T 1

Beaverlodge Markov Cha1n Order"?

o May v - du]y

o AIC, SBC

- 78.98 .,0,372"
-16.76 . . -90.13
-14.30 =77.19

- 79;;.—50 71.

00 0.0

fArc

73,93

-12 ;L,
-10.05

'-6 98
0. 0

SBCT R

'85 54'=; L
-72.94
-4gl9t
. 0. 0 L

‘»'_TABLE 12 Edmonton Markov Chain Order j.“_., |

5' ‘ dune“
,3AIC:'GcN-SBC

36, 39
-18 80
*-15 35 -
g -8 55 .
OaOf

danuary
SBC

2,73

fAIC

T 46;-
S0 -3,267 -78.10
2 25266, 40;-
-1.31 -42.08 -
0.0 0.0

- g3, B

279.11

-51.05
0.0

Tl o



TABLE 139 Medicine Hat Markov Chain Order

- March . June
K - AIC ~SBC AIC ~  SBC
0 3.18 -76.40 52.24 -27.46
1 -23.85 -98.22 -4.34 -78.72
2 -21.13 -84.79 - =-1.286 -65.01
3 -14.28 -56.22 3.54 -38.97
4 0.0 0.0 0.0 0.0 -

136 |

TABLE 14. Correlation between Day One and Day Two Amounts

Transformation

Case - . X log x X% critical paibs
R ) value' .
Beaverlodge == R T - '

‘May - _ 0.1213 0.1032 - 0.1095 0.1488 174

July - 0.0875 -0.1208 0.1300 0.1?12” 262 :
Edmonton N : % oY |

January -~ 0.1587 = 0.2805 0.2683 0.1543 162

. June o 0.0765 0.0920 0.098 0.1061 342
Medicine Hat o o

March 0.1115 0.3655 0.3530 0.2108 87
~ June 0.1808 ~0.1769  0.1848  0.1388 200

1 Critical value at 0.05 level of signi?icance.;

«r

e e e i
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Figure 1. .Location of Alberta stations used in this

study. :
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The Fourier series and raw estimates for the
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The Markov cha1n IS named after A, A Markov who 1ntro-§j7

| duced the ﬁ1n1teoMarkov cha1n 1n 1907 (Cox and M111er,“"
'f1965) n: r- th order Markov_phaIn 1s def1ned “to be a se-»:ﬂ
"_quence of d1screte random Var1ab1es YO,, Y] ,..t W1th'*the:f

. ,siproperty that the cond1t10na1 dtstr1but10n of Yt depends onff‘

.

‘Yh—l' Xb -9+ Yg r,-but not on Yh—r p Xt Zr= zt.‘ Denote the“f?:

:,fSwd1screte states wh1ch the Yt s assume by 1, j,fk 1, 2. ;S;;i;i

"7:For the f1rst order or SImple two state Markov cha1n wh1chtfﬁﬁ

'y;twas used 1n th1s study the r 1s 1 and S is 2

"S-’ .

In general an . r- th order chaln may be reduced to affia

tfs1mp1e Markov cha1n by a redef1nit1on of the state spacefiff

'fdu(Cox and Mlller.-1965) Consequently, thts d1scuss1on w11]{‘ﬁf

”d‘be 11m1ted to the case °f a S‘mple Markov cha1n.‘ and,,thé:}t”

s1ze of the state space Ps ltmtted to 2

S B .

- ertyp s

The s1mp]e Markov cha1n ?:“tharacter1zed by the prop-hs.f

Pr(Y.b Kl Yt,—]-J» Y-\;,—Q 1.. ) Pr‘(Y.b KI Y.\-_’—] J) G" A

The. tran51t10n probab1l1ty Pr(Yt,'kl Ytrl J) is denoteda o

| 'ftpl]( booi J 1,2, “and 1s the probab1l1ty of - an i- to J trans1-‘l

t1on» at time t The trans1t1on probabilit1es can be wr1tten xﬁ'

1n the form,ﬁf a stochastic matrix e |
| COR) = [pgolt) poult] ot
(at_'c f[pﬂgtt) _dp?;(t) for which

m AL

Let p](t) denote the probabmty that the state ‘j Tinc
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: ;1st5fé j»at—tIme-t Then p(t) “30 (t) P ](t)) denotes the-“;
}t probab111ty of each of the states belng occup1ed at tlme ¥
E»fanecause ‘}};, po(t) po(t 1) p 0 + p](t 1) pyg and.uf,. |
p](t)po(tﬂ 5,+p(t1)p”~_’~""f7r,-'
‘»Tgwe Hﬁ(e the result _ f‘” - L ot
PO p(t)p(t1)P R
";;;so p(t)‘p(O)P where p(O) 1s the 1n1t1a1 probabtltty d1str1-.f'.

v,

s”E;:but1on: of - the cha1n and P is the matrux of ‘t. step tran51-:;_*

't.t1on probab11111es denottng Pr(chatn is 1n state J t'_t{mégﬁgu'"

43fﬁt| chain is 1n state 1 at time O)

S (t) =pj; (14T )= pu/_for an 'c the Markov cham 1s‘_-i‘:--»
"13fsa1d to be homogeneous :”‘-_Af“f" e e
A Markov cha1n may be further class1f1ed, accord1ng t°‘i,i¥:'

.,?-the tcla531$1cat1on _of 1ts states A state k 1g C‘aSSIfwed_ftF‘ =

’ninfaccord1ng to the properttes of the tran§)t1on probab11t1estx?;:?[

S ”:Af state K is termed per1od1c 1f for any 1nteger l>1 DR

"rpkk(t) 0 for t not an 1ntegra1 mu]t[ple of 1 Moreover,r 1f;;

" the - returﬁ to iz? state K at some future t\me is.a certalnf“vf
‘Jr‘event the state 1s termed recurrent /lﬁuthe mean recurrence[ﬁna
.{ tlme for a state k 1s f1n1te the state is sa1d to be - pos1-“&ff i
:fft1ve recurrent '_ i' B "" i_'. ;  o y |
| The states of the Markov chatn examlned here were both: |
'h.';aperiodic and pos1tive recurrent ‘ L "_S,,.
' :An"h apertodic, pOSItIVG recurrent cha1n | termeda”tf*a'
,niergodic Thts means a un1que l1m1t1ng distributlon N
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dex1sts and is given by,,-“g“‘ f«;‘ﬂ;%*'fi7fV ﬁ%ivtf:ﬂ‘;fh"t’{.

1i'5For any:p(OY.‘h

'{’s;i;' éim p(t)- l1m p(O)P -p(O)'v Mtt~,,:“‘_‘ R

»

5f}I,Reca11 that if the chaIn is 1n1t1a1]y in state K then p(O)

;57,has a 1 1n the k th p051tton and the rematntng pj are 0: The

g\ '

1'::fi:11m1t1ng dlstrtbut1on‘W 1s termed the stattonary dIStr‘bU““ti

,thft1on 51nce 1f p(O)-?R then p(t)‘? for all t For the two-

ifl;‘:fstate Markov chatn used in thté study , f_Qreg; i “%‘m;f

; "r".,because‘n’ 75\"P so’ﬁll PI 0 w1th the constramt ’\'0+ﬂ1-1 =
For a long t1me (t*<n) the proportton of ttme the chatn

spends 1n state k 1s Just‘hk 1/ tk where tk 1s the meaﬁ

’f? recurrence t1me for state K . '7 ~f;.jf'-[-f

For a further 1ntroduct10n to Markov chatns,» reference

should be made to Cox and Mil]er (1965) or Fel]er (1957)



:fgdounr
.ffMDATUM
mfiMARKDV
;7;FOUR

_;._.

T gt

:»fMAxp

Cha e

i

',. __:11 DERIV
L‘ 12, SIMPS
T';713 GAM2

14 ITS

..“,

Q'fhe rout1nes;;:,;;~."

LT MAaKov CHAIN EXPONENTIAL WODEL,
. KATZ DISTRIBUTION MODEL, jﬁ;**w;ﬁ*f?fi *r*f{}55?é;f;f”

ae Lol AP, - o
e R v i 3
- €5, tte aa AP G T T WALTE YL et s Tei e e

g
i

S e
185

tle A L
P I i : ) B

were used in th1s study They appear 1n the fo]Fow1ng DR

secticn
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REREFEEAY -g_ ]"_3»‘_ PROGR‘L COUNT AUGUST 30 1979 s »_Q_ e
“THIS ROUTINE TABULATES THE FREQUENCY or WET "AND DRY’ DAY .

 SEQUENCES,_ FOR' A SELECTED. PERIOD OF TIME FROM A CLIMATO-.

: :LOGICAL RECOD ONMAGNETIC TAPE S R N

:LAST nooxrxzo 79 41 04 Sl ‘
R IS CREINE
ﬂxrnrs-veasxou RESTARTS THE seouchs COUNTING FROM © 00
'THE DAYS FOR wHICH A PRECIPlTATlON VALUE wAs A AT R T
ISSING = G o
L XY l‘t‘l.tttl“‘l“"..t“‘tttl#‘t‘tt#tﬁ“tttt‘tt‘l“ttl‘.
o 1/0 osvxcss .5=INITIAL VALUES AND. PARAMETERS
. 6=0UTPUT MESSAGES . :
.7 7=STATION DATA. ON MAGNETIC TAPE N S
. "B8*FINAL. COUNTS - - - i" L
_ .. 9=PLOTFILE o ' BV
o ' '-V1o-F1Ls WiTH FOURIER COEFFICIENTS RETEEE
VARIABLES .COUNT 1-COUNTS=CONTAIN TOTAL NUMBER OF WET ..
S © "AND-DRY:-DAYS FOR EACH DAY E
.-;-st_,;,-_g, e "OF.THE YEAR . = *© '
AT ;,;.;,svnxne-ssouencs OF 0‘S AND 1'S. REPRESENTXNG
R o DRY "AND:WET ‘DAYS (A VECTOR IN:THIS:
e ~ ROUTINE,. PROBABLY uone EFFICIENT TO
R R R S U MANIPULATE' BITS)
I UpepN=AMOUNT: OF - DATLY: PRECIPITATION quonoeo
‘:EDPTM-NUMBER OF DAYS IN YEAR paxon J0 o L
S "CURRENT ‘MONTH "~ T
?‘NDIM-NUMBER OF DAYS IN CURRENT MONTH "
Solomie 0 TNMOS=TOTAL NUMBER OF EACH MONTH nscoaozu=;,p
Celo. STNID=STATON IDENTIF!CATIDN NUMBER IR
.. YR=THREE DIGIT YEAR. . - .
U MO=TWO DIGIT MONTH = . = * B '
- LEAPYR=VECTOR CONTAINING THREE DIGIT LEAP
. VYEARS ]
',:FM-CHARACTER VARIABLE  FOR® MISS!NG DATA FLAG S
:Fc-CHAnAcren VARIABLE FOR PRECIPITATION == -
'OCCURRED ayr AMOUNT NOT neconoeo B
~ FLAG. B e SO
usco-uumssn OF MISSING DAYS ~-~-~,,~_¢:j1-[4;»_;f L e
“FNM=MISSING.DAY. FLAG' RRTIRE R g

‘t“.“.'.‘....l'.'l““t“."..““-‘.i‘ttt!ll!!l‘tﬁ..‘l#t .

noonddobnndhpnddndonodddohnnnoohohhndﬁn

e
c ¢
c. _ Pl .
c. suanour:ues CALLED INCLUDE _ ' :
c » "MDATUM, .. FOR MISSING DATA.VALUES™ = - ‘
el FOUR...CALCULATES FOURIER SERIES cnsrrxcxenrs
C - . LT S " AND. PLOTS. CUMULATIVE: [PERIODOGRAMS - .
co 'MARKOV. . .CALCULATED AIC AND SBC '
c o . OUTPUT...AUXILLIARY ROUTINES FOR'OTHER OUTPUT ,
c++++¢++++++++++++++++++++4+¢+++++++¢4+++¢+++++++§+¢+++++++ .
C..-INITIALIZATION DF 'VALUES AND - INITIAL READ STATEMENTS ;t,' .
c _ R
c.

LOGICAL* 1 LFMT(l) /'*‘/ R
.DIMENSION AND INITIALIZE. APPROPRIATE ARRAVS AND ounrsns-'
r._ INTEGER ‘COUNT 1(365,2), COUNT2(365,4), COUNT3(365,8),
4705 COUNTA(365,16), COUNTS(365,32), STRING(S). e
2 . PCPN(31)..DPTM(12) - TNMOS(12), STNID,. YR, FAM
DIMENSION LEAPYR(25), NDIM(12) - .. EEE
" INTEGER*2 FLAG(31), FM, FC . . = _;ﬁt',,:a_ . .
DATA STRING /5*0/; DPTM./0, 31, S8, 980, 120, 151 181.2”

v B 212, 243 273 304, 334/ MSGD. /o/ 'NDIM /31,

: 2. ay,’30, 31,30, 31, ‘30, 31, 30, 31/, " _;}v,.‘.g,: o
et 3 TamMos. /12-0/. FN. /'n'/ FC /7C'/, LEAPYR /976 e
NG . fr;-972 968, 1964, oso sss 982, 048, 944, 840, 936, et
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B R AT '
.,,._ W .- .‘. Lo »» ] . ,‘ . . . ‘Vjv. - ‘. . . -."QH ] '
LT s a3, .928, 924, 920, 916, 912 soa 904 soo 896
e S <v6‘ﬂ 892, 888, 884, 880/ ‘ . S N
:EARLIEST LEAP YEAR IS 1880 ST ..;v-.-- SN
© DO 9 Ee1,365 > ... AT T P U
1. COUNT1(I, u)-o. T L
o R R U I VU
2’ cou~rz(l d)-o}.; RTINS Sl e
+7.DO.3 y=1,8 B TR L R L
.3 - COUNT (1 J)=0Yy . . T O LA AU A
DO 4 U=1,46. /. Lo Lo RS Tl
" 4 “COUNT4(I, u)-o S B A R
a0 T D0 S Jet,@2 .',J B I TR e
Jih 5.4 COUNTS(I, d)-o ‘) -ref_-";.:f:» :'>:_j "cﬁ B
.8 CONTINUE. . PR i e
'C:..PROMPT.FOR STATIDN 1.D.. INITIAL DAré AND FINAL DATE.
A C.. INITIAL" DAY. 'SHOULD ‘NOT BE 'LATER.THAN ‘THE 23 RD DAY OF
St e i ioe T U THE . MONTH SO THAT IF: THE INITIAL MONTH IS FEBRUARY: .
S ~o7C 7 THE STRING 'INITIALIZATION WILL BE® COMPLETED RIOR
c. e

.

R IR . TO ANDTHER: READ STATEMENT BEXNG NECESSARY ,_.."_~. SRS
S WRITE (6,10)"; Gy
T b FORMAT (’0*, 'INSERT STATION T.0. AND INITIAL 3 DIG" R
SRR NREAES & 3 YEAR TWO.DIGIT MONTH, AND 2 DIGIT.DAY’/1X, AR
f2H7"f"’THE INITIAL DAY SHOULD: NOT BE LATER THAN THE’, .. =@ B
L3 23.RD DAY, OF. THE MONTH, FINAL- 3 DIGIT VEAR )
~INPUT INITIAL' STATION I..D. AND DATE' " FINAL. YEAR s
READ (5,LFMT) ISTNID, IYR, IMO, IDAY, AIFYRY ol
“WRITE (6,20)-ISTNID, IVR, IMD, IDAY, I1FYR® ISR TN
20 FORMAT (‘0’, “INITIAL STATION I. o"; 19, *INITIAL '.; DT TR
S S s UYEAR! LIS, ¢ INITIAL MONTHY 14 . INITIAL L T Y R R T
Sl a2t U DAY T4/ FINAL YEAR’,14) ’ »'-wi
: C.::DATA SHOULD BE- CHECKED FOR" COMPLETENESS AND cowrxnuxTv
»':c;. ‘PRIOR TO APPLICATION OF COUNT PROGRAM R BT ",-.A.‘v-,;n,~w T
1 C,:.INPUT. INITIAL MONTH ‘OF CLIMATE RECORD '~ .~~~ N O S R
Lot 730 READ (7, 40) STNID,. YR, MO, “(PCPN(I), FLAG(I) 1-1 31) e
Cn o th a0 FORMAT (IT, 13, 12,°3X, 31(16,A1)) . .
el . L . C+4++++#+++++++4~++++0+¢++4+#+++++#++440++++++++4++++¢+4~+§+++

.POSITXON TAPE TO CORRECT INITIAL MONTH

. [CHECK FOR CORRECT - STATION IF rnconnscr THE TAPE/FILE xs
 WRONG, TERMINATE, PROGRAM © , S
‘ " IF (STNID .EQ. 1STNID) GO To 60 G .i"1; o
o T WRITE (6,80) S
RS IR PR - 50 FORMAT (“0", "STA?IDN IDENTIFICATION xnconnscv' SR
B T R AN ) paocnan TERMINATED ) - S
e {”f sTOP o "yf,
1-C. .. CHECK FOR connscr sranrxus DATE AND posxrxo~ TAPE/FILE
C. U 1F NECESSARY - - _
77 60 IF (YR .LEN xvn) G010 ao e
. WRITE (6,70)
70 FDRMAT (o', 'rxnsr YEAR READ LATER THAN INITIAL YEARY _ s
4 D IR , B : S AL
STOP S ‘ i 'a‘- I e
80 IF (MD .LE. Mo on YR LT xvn) GO TO 1oo I
 'WRITE (6,90) A
e s s0 Fonuur (107, "rxnsr nontu READ LATER rHAq INITIAL CAUR
T R iw 'uourn ) : _ . B
K ; 1oo 1F (uo ED xuo) co TO 110 ,
._;é”i_“f%w G0 T0:30 - g e
10 IR (YR EO xvn) eo 10 120

o
'ondﬁn

[

“

B ETNOTE THAT 1F A 'MONTH OF RECORD 1. MISSINGOURING THE
S e “NEXT 41 MONTHS -THE ROUTINE .WILL: SToP NITH A FIRST
: C VE‘R REAO LATER THAN INLTIAL YE‘R ”ESSAGE EVEN IF

e e T

Sl [ e
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e e T A L B A H D A SRty S St e v kB R e Ty v

:_Of<jt : = N; :*’- | ,!v - }jOO' fjég,

-”4&; T e IT WAs: NOT THE FIRST VEAR READ, NECESSARY’ TQ sxxp e
: ' +-C ' RECORDS PRIOR APPLICATION OF ROUTINE: SRR S g

SKIP IS U OF A SYSTEM SUBROUTINE FOR POSITIONING IAPE

a

4
nboanf”]f,f_i<

R L CALL SKIP(O 11 7 &570. &570 &550) B s .
S 0T 0G0 T0. 30 cen A ST SOy
R S c++++++++++++++++++++++++++4++++++++++++++++++++++++++++++++ S o e
- JSHOULD ENSURE THAT THERE ‘ARE- S5 SEQUENTIAL DAYS .
"OF - NON MISSING 'DATA IN.THE FIRST MONTH.YK
OTHERWISE MDATUM VILL CHANGE MONTHS B

.,‘DegLs VITH MISSING"NITIAL'DAY

120 CALﬂ\MDATUM(MSGD YR MO IDAY FLAG FNM NDIM)

- IF THERE--WAS - ‘NOT. FIVE CONSECUTIVE DAYS OF . RQFOROS

L OR THERE IS A MXSSING DAY . OURING THE LAST FIVE DAYS
OF THﬁ MONTH READ A NEN RECQRD AT 334 ' .

IF(FNM 5071) G0 To*i“a ﬂf's'a-' Gl ’ T .
+++++++++¢++++++§:++++++++++++++++++++++++++++++++++++++++'A . .

4

INITIAL!ZATION ‘OF SEOUENCE

'nhboaquHd”oquoh

} 1s THE DAY (1 ro 365) or THE YEAR ‘:‘.;3'5.~?»“

L=l DAY% ) . . o

Se 180 IDAY=L/
Loac RESET FLAG =

Ve FNM-S -_»’

_.“~ :

1 -/DPTM(MO) + IDAY o : ' Lo R
c. r MEASURED PRECIPITATION' wAs REPORTED FOR THE DAY on T PRSP
,u;,.c xr PRECIPITATION OCCURRED, BUT THE: AMOUNT IS UNKNOWN SET - . - i
SRR o) THE STRING INDICATOR TO' 1, O OTHERWISE. TABULATE THE - . .~~~ =i o o0
e ccunkencs OF & WET. (counr1(x 2)) OR A DRY (COUNT1(I; 1)) ) S S
C. DAY .. _ _ ST
‘-/ IF (PCPN(IDAY) GTi;o .oR,,rLAc(onv) _EQ." FC) ﬂ et

;/*rv GO TO 180 .. .. - S R T
STRING(5) =.0 & ' : R RO
© /7 COUNTALT, 1) -4 CDUNT1(X 1) . Ly
»~.“/ G0 T0.200 - : o
A 190 STRING(S) = 1" - T
S COUNTI(X,2) = 1 + cou~11(1 2) S DA : .
THE DAY OF THE YEAR -~ . .;; EE .

R

,'V'+;1) .GF. 0 .OR. FLAG(IDAY + 1) ,Eo FC) R

A PRI STRING(A) =0
ERE U COUNTI(T, 1), - 1+ cnu~r1(x 1) e I TR e KPR O
s G0-TDL2200 ._.j' e e el BTN

210 COUNT1(1,2)" = 1 +. cou~11(1 2) ‘; _*>:f “‘H_OAL- e R

s '.;',~f STRXNG(4) g £
o f': ,CALCULATE STORAGE LOCATIDN FDR TABULATION or THE 2 -
. ~ SEQUENCE. . .7
220 K2 = sruxue(S) £ 24 sTanG(g) ‘1

B COUNT2(1,K2) = 1+ .COUNT2(I,K2)

S/ e. . INCREMENT THE DAY OF THE YEAR : - v _

ST TS SF 5F 0205 R : TR
S SO "IF: (PCPN(!DAY + 2) GT o .oa FLAG(IDAY + 2) .EQ. FC)

1,; GO TD 230 - SN
TABULATE WET OR DRV DAY el wi-*’, R RTTRE IR
o, COUNTA(I,1) =1 ¢ COUNTi(I 1) RO 'a__.n;._,;@',gj"’ ;

Sl svnxus(a) *.0 ‘ _L-va.¢ S N

et D10 240 < »":'j." e

e zao 'COUNT1(I,2) = 1+ COUNTl(I 2) .'.;:a_ G
o STRING(3) =Y

‘”c CALCULATE STORAGE LOCAT!ON FOR 2 AND a DAY SEOUENCE




.f;; ,'ll .‘:-:v‘t "  . ‘;1 ‘,:v . . iv i- ,:;: .  . 189‘1 

‘¢’ . COUNT ‘AND TABULATE THE SEQUENCES - = ;_ R
240 K2 = STRING(4) *:2 + STRING(B) + S T R
S . K3 ING(5) * 4 + K2 - S %
e o cou 72(1 K2):4 1+ COUNT2(I, K2) e B
: . ‘COUNT3(I,K 1.+ COUNT3I(I,K3). , :
INCREMENT DAY. OF THE - YEAR j ' v B
'b _- B LS I 2 B : : S S o .
o RS HPEES { 2 (PCPN(IDAV + 3) cr O .OR.. FLAG(IDAY. + 3)..EQ. FC) .
G %y G0 705250 : , N
» SR C...TABULATE THE WET OR onv DAY
. COUNT1(I,1) = At COUNT1(I 1)
- 'STRING(2). =0 . ) R S _ _ . _
___.Aa e GO 'U lbU ,wﬁl ,,‘.A,_‘ '._ .. - . . . Lo .
.250 COUNT1(1,2) = t & coun¢1(1 2),<j*v ‘ SRR
: STRING(2) = 1 T 2 .
C...CALCULATE' STORAGE LOCATION FOR 2710 4. DAY ssouche counr ’
C  TABULATE THE SEQUENCES AND. SHIFT STRING 10 EARLIER DAY : : .
’ 260 K2 = STRING{3) » 2 + STRING(2) +. 1 O R S T
- . K3 = STRING(4) * ¢4 + K2 " " ERRSARE AR
e y,xa '« STRING(5) * 8 + K3 P o
Lol T COUNT2(T5K2) = o+ COUNT?(I K2) "
Lo e T COUNT3(TLK3) - = 1'4 COUNT3(I,K3) m_.q,-:,, R P
s wo "COUNTA(I,K4) = 4+ COUNT4A(Y,K4) . Ll e s
’ Cﬁ++++++++++++#++++¢++++++++++++++++++++++4+++++++++++++++++

-~

TABULATION OF szousnces _‘,5;;‘*;,f}g;3 : ff;.~i_£; 

e

3L.AT TH!S PDINT THE FULL 5 SEOUENCE OF DAYS HAS BEEN '

fodbdoh

‘ INFTIALIZED SO-USE-A LOOP 10, COMPLETE THE TABULATION
. FOR -THE - INITIAL MONTH L o
~J.® IDAY +:4% . _: 4:-A ,
270 K &= NDIM(MO) R SRR ’ L
= ..LY; A FLAG TO INDICATE THE occunneuce OF\29 DAYS IN FEB
o .;cnecx FOR ‘THE OCCURRENCE or 29 DAYS IN FEB 5

IF YES. SET Ly={, L BT
THE 29TH WILL BE USED IN THE SEOUENCES sur NO TABULATION A
-WILL BE MADE FOR THE. 29TH DAY OF FEB. Lo

LYy = 0
IF (MO NE. 2) 60 TO 280
DO 280 Tu- = 4, 25 o ot el
1F (LEAPYR(IJ) .NE. YR) GO TO 280 . ...
: 290 DO 320 L = J, K= - v
| CIL.SET'DAY OF THE YEAR . T
' T 1 = DPTM(MO) + L . . S ' S
_DETERMINE- IF THE: PRECIPITATION VALUE 1s. uxssxne dFso
"RE-INITIALIZE SEQUENCE - A
~IF: (FLAG(L)- .EQ. FM)- CALL :3uwuu(usso va o, L (ﬁ,f'

@0000077
e

_<5g-

dka g

A . FLAG,FNM,NDIM)-
IF 'HAVE -5 ‘CONSECUTIVE aeponrs 1N .MONTH AFTER EETAS
MISSING DAY REINITIALIZE ssousuce 1~ cunnenr MONTH R T S A

"IF(FNM.EQ.0) GO 'TO 180 . T T R

IF. MISSING. VALUE: OCCURRED IN,LAST 5 onvs or uourpr DR
NEED TO READ ‘NEXT MONTH -AND' XNCREMENT APPROPRIATE counrsns _

- IF(FNM.EQ:1)-GO T0 -334° B
.DETERMINE “IF THE.-CURRENT DAY 1s wer OR. DRY AND SET R A
S srnxns(1) /ACCORDINGLY . - .-
ke i ‘IF (PCPN(L) .GT. o .OR. FLAG(L) Eo rc)
TR | " G0.'T0. 300 **: fx,, o : ‘
"_gﬁj",un STRING(i) = o
R -+ W 1 R X1«

o0 o0 oo

300 STRING(1).= 1. . - SR
€. ;. CALCULATE_STORAGE LOCATIONS FOR THE 1-5 seoueucts : SR
.: 310 K1 - STRING(i) DA L R P



.ic.. SHIFT 'STRING 1 DAY "

E'rin :‘.‘.

fﬁhOdf

”’ifsas’xno-i g

ndnh@ndnﬁﬂf~n

. Kz =, STRING(2) . 2 K ._ 
© K3 RLSTRING(3) % 4-#°K2 T
. K4 = STRING(4) ¢ '8 + K3 . = -~ 7 .0
K5 ' STRING(S) * 46 +'K4- .~~~

STRING(5)¥- STRXNG(4)‘

-STRING(3) = STRING(2) ;
: STRING(2)'- STRING(41) = :
-CHECK _FOR ‘THE 29TH:DAY: OF FEB DO NOT TABULATE
SEOUENCES FOR THIS DAY * '

" STRING(4),='STRING(3) B C N

!“; TCOUNTA(I,K1) = 1:4 COUNTi(l K1) -
7 COUNT2(T;K2) = 1:
COUNT3(I,K3).% "1,
: .COUNT4(I,K4) = 1+ COUNT4(T, K4)
1320 COUNTS(I,KS) = 1.+ COUNTS(I,KS) e
TABULATE THE NUMBER OF EACH MONTH IN THE- nscéno«:~
. NOTE. . MONTHS ‘ELAGGED AS HAVING A'MISSING:, ' .
- DAY:-IN THE LAST FIVE OF THE: MONTH.
“.' . WILL-NOT.BE COUNTED. S R
,aao TNMOS(MO) S TNMOS(MO) B RV L S
. IAT THIS: POINT, IN THE. FIRST PASS THE INITIAL MONTH or
 THE RECORD -HAS BEEN TABULATED, READ THE NEXT MONTHS.
‘'RECORD "'AND CONTINUE THE .TABULATION .

"+ COUNT2(I,K2)..
'COUNT3(I,K3)

+-

-

RAEETD At

3CHECK TD SEE IF FINISHED AND IF: NOT THAT THE NEXT
”MDNTH OF RECORD FOLLDWS THE CURRENT MGNTH lN THE YEAR

;L’IF(vn Q. van) co TO 3401,;g ﬁu;‘v,~-‘
. IMO=IMO+1. - SR T
- TF (IMO: GT 12) GO T0 assun

335 DAY=y

LF{IMO, NE-. MD) co TO 336 LRI
ST I LN A
CTF(FNMEQ. 1) co TD 120

2 .60 TO 270

.. 336 WRITE(6,337) xvn ™o * ' :

" 337 FORMAT('0’,"THE MQNTH g 13 12" Is MISSING )
- IMO=IMO+1 ;v; e e
: : FNM.‘ o s ‘.‘ ) : " :‘ .‘v

7 IF(IMD.GT.12) GO’ TO 339
.60 TO 335 ot

T IYREIVR+1 ini,ae’-'Qv?i‘ R N N S

.. GD.T0-335 ¢ RN R A

e DUTPUT THE TOTAL NUMBER OF MISSING DAYS AND THE

e ] TDTAL_NUMBER ‘OF "EACH MONTH WITH RECORDS

340 WRITE (G 350) HSGD.,(TNMOS(I) Ee vy 12) N N ;
350 FORMAT ('o' “*THE  TOTAL NUMBER OF. MISSING oavs'
,g1»_' . 16/70%, *THE TOTAL NUMBER or eacn vy e
g MONTH oassnveo /7100 1218) : '*4f”'
'.CALL - SUBROUT INE - MARKOV- TO CALCULATE MARKOV e
CHAIN 'ORDER, INSERT. NULL ROUTINE. rr MARKDV ,<= S
CHAIN ORDER ‘IS NOT -REQUIRED ' . : ‘

O CALL SUBROUTINE. FOUR TO FIT A FDURIER SERIES -
.TOTHE DAILY PROBABILITY ESTIMATES . IN:.COUNTf- 5
INSERT A NULL ROUTINE IF ESTIMATES NOT REOUIRED

S

x‘.'

i

"~; ; §:;;; “{:vi)( ¥%f .f:f;;§

:éeg'}

CIF (LY .EQ. § JAND. L -EQ. .mcn To 330 b ?Js?f%»f‘f

334 READ (7 40 END'340) STNID YR MO, (PCPN(I) FLAG(I) I'

'CALL MARKDV(COUNT 1; COUNT2, COUNT3, COUNTA, COUNTS) :-z“j;j“"‘ :

CALL roun(counr& couurz couura cou~74 couurs) {Q;*.-;QLQ:"‘

~
N

..AC§&$*+¢+¢+4+++#+4+++++#4#0#1"&440-44##44—0‘#-&4#4%++4M+#+§+4++# R AIEE
B C L "‘, <, P

.
}
.
v




.“,

...OUTPUT THE SEOUENCE TOTALS OR DO OTHER TESTS

c L

' . CALL OUTPUT(COUNT1 COUNT2, CDUNTS COUNT4,COUNT5)
STOP 2 Y :

- C++*+{¢4+#+++++§¢++++++++§+++++#+++++#+#&6+f+‘+#+++++4+'§¥f4~++’ -

.- ERROR MESSAGES | :
.ERROR MESSAGES FOR READ PaoeLsus‘wHEN.TAPE’bR FILE IS -
BEING POSITIONED . S |
/550 WRITE (6,560)

dnhdé

560 FORMAT (‘0’,. 'TAPE.OR FILE DEVICE INCDRRECT IN SKIP 4,

1 ' 'RDUTINE )
- sSTOP* e . .
570 .WRITE (6,%80) N : S
.580 FORMAT (°0‘,' "END, OF FILE OR TAPE REACHED WHEN .,
1. - 'SEARCHING FOR CORRECT INITIAL DATE")
sToP -

.o

+ 8
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SUBRDUTINE MDATUM(MSGD YR, MO, MDAY FLAG. FNM, NDIM)

..SUBROUTINE MDATUM: NOTES THE MISSING DAYS
OF THE ‘RECORD AND SEARCHES FOR A SERIES OF
FIVE CONSECUTIVE DAYS WITH NON-MISSING
. PRECIPITATION VALUES, -IT. TABULATES THE TOTAL
NUMBER OF MISSING DAYS IN THE RECORD, NOT -
COUNTING : THOSE. DAYS MISSING DURING THE LAST
"FIVE DAYS OF ANY MONTH

VARIABLES : NDIM'NUMBER F DAYS IN MONTH
: ©on FNM=UTILITY FLAG =~ -
. -FM=VECTOR 'OF FLAGS FOR DAILY VALUES
’ MDAY‘MISSING DAY OF MONTH ‘
INITIALIZATION : .

DIMENSIDN NDIM(12)
INTEGER FNM, YR
INTEGER*2 FLAG(31)
"DATA FM /M’ /

FNM = O

CHECK TO SEE IF MDAY 1s stsxns 1F YES FLAG. IT AS

C 'MISSING AND INCREMENT DAY, IF DURING LAST FIVE. .
DAYS IN MONTH OUTPUT MESSAGE AND SET APPROPRIATE FLAGS

30 xr (FLAG(MDAY) .NE. FM) GO TO 5o
MSGD=MSGD+ 1 SR _
" WRITE '(6,10) MDAY, YR, MO’ R S
.10 FORMAT (’O‘, *‘THE *, I2,’ DAY oF '.113.‘12. :
1 . ' 1S MISSING’) : s
- MDAY = MDAY + { :
IF -(MDAY .LE. NDIM(MO) - 4) GO TO 30
: WRITE (6, 40) YR, MO _ ’
.40 FORMAT (’O’, *THE MONTH ’ 13, 12."HAs A stste'
.1 ‘O VALUE DURING THE LAST.FIVE DAYS OF THE',
2/ MONTH') : : _ ‘
© FNM = 9 , o Lo IR : S
S 60 TO TO - k ' T

: ) C = . o : R
CHECK TO SEE IF NEXT 5 DAYS OF RECORD AVAILABLE

‘SO DO 60 U = 1, 4
[ G TNV B -
IF (FLAG(MDAV + u) EQ. FM) GO TO 8O *

60 CONTINUE , : Co :
70 RETURN = - : L . o o

- 80 MDAY = MDAY + K

GO T0 30
oo

192
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SUBROUTINE MARKDV(CDUNT1 COUNTQ COUNT3, COUNT4 COUNTS)

.. .PROGRAM CREATED BY\k JOHNSTONE : N

..LAST MODIFIED 80 04 [ I ' e
...PROGRAM CALCULATES THE AlC AND SBC ‘CRITERION K ,’\‘
...REF;'GATES AND TONG.‘1976 ,KATZ 19794A) . oA

.1/0  6=TABULATED COUNTS AND AL 1. . INFORMATION
.. ESTIMATES SR '
 5=DATES'FOR CHAIN ESTIMATION |

,,INITITALIZATIDN AND DIMENSIONING

IMPLICIT REAL*B (A-H,0- -2).

LOGICAL*1

LFMT(1)/ %/

193

INTEGER COUNT1(365,2), COUNT2(365 4), CDUNT3(365 8) COUNTd(SGS 16)
ACOUNT5(365,32) , DATES(12 2) .

DIMENSION

R(S). SB(5)

COMMON /8LOCK1/NPRD DATES

READ THE NUMBER DF PERIDDS TO BE EXAMINED

- WRITE(S. 1oo) ‘ L ’
100 - FORMAT (" oprur NUMBER OF penxoos 70 BE EXAMINED ron'
&' MARKOV CHAIN ORDER’)

-5 INPUT

~READ;§,LFMT) NPRD ,,-"'..'[ o ‘:;':“"
i . .
E DATES FOR THE BEGINNING AND END. OF THE penxoos

ONE SET OF PERIDD VALUES PER LINE -

f\ .

. WRITE(S, 101) o ' ' ’
101 FORMAT('OINPUT BEGINNING AND END DAY FOR EACH PERIOD'

. &' ONE SET
DO 40 1=,

40 READ(S LFNT) DATES(I 1) DATES(I 2)

. D=0.DO
“.o W=0.D0
WW=0.D0-
wD=0.00
' DW=0.D0
. OD=0.DO
- WWW=0.D0
- WWD=0.D0

DWw=0.DO

DWD=0.D0

WDW=0.D0 .
bl ;go-o.oo -
W=0.00:

" DDD=0.00’
. WwWwWW=0.D0

"WWwWD=0.DO -

 DWWW=0.DO
DWWD=0.DO
. WDWW=0.D0

~ WDWD=0.DO

EVALUATE AIC AND sac ESTIMATES FOR EACH PERIOD
no 50 INDEX-! NPRD

INITIALIZE VALUES TD ZERO

OF VALUES PER LINE*)
NPRD-

. s

;£ q

S



nnnn‘o

- DDWW=0.DO .
DDWD=0.DO
‘WWDW=0.D0
WWDD=0.DO
DWDW=0. DO
DWDD=0.DO
wODW=0.D0 i
_-WoDD=0.DO0 '~
DDDW=0.D0 Lo
DDOD=0.DO
WWWWW=0.DO
"WWWWD=0.D0

.. WDWWW=0.DO

WOWWD=0.D0
WWDWW=0.DO
WWOWD=0.D0

- WDDWW=0.D0 -
" WDDWD=0.DO .

WWWOW=0'DO.

. - WWWDD=0.D0 - ,
* WDWDW=0.DO

. WDWDD=0.DO -
‘WWDDW=0.D0
WwDDD=0.00"
WDDDW=0.DO"
;WDDDD=0.D0
DWWWW=0.DO
DWWWD=0.DO.
- DDWWW=0.D0 -
DDWWD=0.DO

[T

. .DWOWW=0.DO. - -

~ DWDWD=0.DO " .
~ DDDWW=0.DO
DDDWD=0.D0

. DWWDW=0.DO .-

OWWDD=0.DO .= " :
- DDWDW=0.DO" . -
DDWDD=0.DO -~ - *
-DWDDW=0.D0
‘OWDDD=0.DO

" DDDDW=0.DO
’;ooooo-o DO

.BEGIN TABULATIONS FDR THE PERIOD REOUIRED o :
THE PERIOD REQUIRED IS OBTAINED BY SETTING THE R

LIHITS DF THE DO TD THE DAYS REOUESTED

dB-DAYES(!NDEX 1)
JE=DATES(INDEX,2) *

DO 10 I=JB ,UE"
'D-D+DFLOAT(COUNT1(I 1))

. WeWsDFLOAT(COUNTI(1,2))

ww-wwwosLoAr(COUer(I.4)).

. WD=WD+DFLOAT(COUNT2(1,3))

" DW=DW+DFLOAT(COUNT2(1,2))
DD=DD#+DFLOAT(COUNT2(1,1))

C WWW=WWW+DFLOAT (COUNT3(1,8))
WWDsWWO+DFLOAT (COUNT3(1,7))
 WOW=WDW+DFLOAT (COUNT3(I; 6))
WDD=WOD+DFLOAT(COUNT3I(I,5)) =
DWW=DWW+DFLOAT(COUNT3(1.4))"

- DWD=DWD+DFLOAT(COUNT3(I1,3))
DDW=DDW+DFLOAT(COUNT3(1,2)) -
DDD=*DDD+DFLOAT (COUNTI(1,1))
WWWW=WWWW+DFLOAT (COUNT4(1,16))

o VHHD'UVUD*DFLOAT(CDUNTA(I 18))

~y



.. WD

.. DWDW=DWDW+DFL - ; . SR
'DWDD=DWDD+DFLOAT(COUNT4(1,5)) T - : \

‘WWOWD =WWDWD+DF LOAT ( COUNTS (I, 27))

~  DWWDD=DWWDD+DFLOAT (COUNTS(1.13)) - , R
" DWDWW=DWDWW+DFLOAT(COUNTS(1,12)) - -/ 3 ;
' DWDWD=DWDWD+DFLOAT(COUNTS(1, 11))
. 'DWDDW*DWDDW+DF LOAT(COUNTS(I. 10)) - -
- DWDDD=DWDDD#DFLOAT (COUNTS(1,9)) "
DOWWWSDDWWW+DF LQAT (COUNTS(1.8))

D L Gk R I L L SR

:

VNDN-VVDN+DFLOAT(COUNT4(I 14))
WWDD=WWDD+DFLOAT(COUNT4 (I, 13))

- WOWW=WOWW+DFLOAT(COUNT4(I, 12))

WDWD=WDWD+DFLODAT(COUNT4(I, 11))

- WODW=WDDW+DFLOAT(COUNT4 (T, 10))
- WDDD=*WDDD+DFLOAT(COUNT4(I,9))

DWWW=DWWW+DFLDAT(COUNT4(1,8))
wao-owwo+DFL84J(counra(I )Y
AT(COUNTA(1.6))

DDWWiDDWW*DFLOAT(COUNTd(I 4))

;

. ng =DDWD+DFLOAT (COUNT4(1,3))
DD

W=DDDW+DFLOAT(COUNT4(1,2)) = e ‘
DDDD-DDDD+DFLDAT(COUNT4(l‘1)) S e . R
WWWWW=WWWWW4DFLOAT(COUNTS(1,32)) . - ~ R

“WWWWD=WWWWD+DF LOAT (COUNTS(1,31))
 WWWDW=WWWDW+DF LOAT (COUNTS(1,30))
- WWWDD=WWWDD+DF LOAT (COUNTS(I,29)) "

WWOWW=WWOWW+DFLOAT(COUNTS(T1,28))

WWDDW’WWDDW+DFLOAT(COUNT5(I 26))

.._wwDDD-NWDDD+DFLOAT(COUNTS(I’25)); A _ AR : ,
QVDSQ:'WDWVW+DFLOAT(COUNT5(I ,24)) - S R
5 o ' T

=WDWWD+DFLOAT(COUNTS(1,23)) -

WOWDW=WDWOW+DFLOAT(COUNTS5(1,22))

' WDWDD=WDWDD+DFLOAT(COUNTS(I,21)) = ° - RN
" WDDWW=WDDWW+DFLOAT(COUNTS(I,20)) = = -
. WDDWD=WDDWD+DF LOAT(COUNTS( 1, 19)) o T
‘WDDDW=WDDDW+DF LOAT(COUNTS(T, 18)) B SO ST _-f\
- WDDDD=WDDDD+DFLOAT(COUNTS(1,17)): .~ « " - K ‘ .
.. DWWWW=DWWWW+DFLOAT(COUNTS(I,16)) . ~ * - =~
.- DWWWD=DWWWD+DF LOAT (COUNTS(1,15)) . ‘//.‘ g

OWWDW=DWWDW+DFLOAT (COUNTS(I, 14)) "

‘ a‘DDWND'DDWWD+DFLOAT(COUNTS(I an

: {o

onn‘

Sr

© DDWDD=DDWDD+DFLOAT(COUNTS(1.5))

DETERNINE TOTALS

DDWDOW=DDWDW+DFLOAT(COUNTS(1.6))

DDOWW=DDDWW+DF LOAT(COUNTS(1,4)) "* ,
DDDWD=DDDWD+DFLOAT(COUNTS(1,3)) ' = . . e
DODDW=DDDDW+DFLOAT(COUNTS(1,2)) " o = " o

) DDDDD-DDDDD*DFLOAT(CDUNTS(X 1))

711-(D+u) el
T21'(DD*DV)';-=‘ s . ; ) : B Con _ e
T23=(WD+wwW) . o R R
T31=(DDD+DDW) ST : R o
T33=(DWD+DWW)
-T35=(WDD+WDW) .
L TIT=(WWD+WWW) o
S 741-(oooo+oonw)' ‘
. T43=(DDOWD+DDWW)
. TAS=(DWDD+DWOW),. --
CTAT=(DWWD+DWWW)
T48=(WODD+WDDW) |
T411=(WOWD+WDWW) -
L T413=(WWDD+WWDW) . . .
T41S=(WWwD+wwww) - - S
T5 1=(DDDDD+DDDDV) ‘ : .
7535 (DDDWO+DDDWW )



BONOON0060000

.Z.BEGIN CALC

. THE CHAIL
;' REF(TONG,

" T55=(DDWDD+DOWDW)
"T57=(DDWWD+DDWWW)

. 159 (DWDDD+DWDDW)
T51 1= (DWOWD+DWDWW)
. T513=(DWWOD+DWWDW)

T515=(DWWWD+DWWWW)

T517=(WDDDD+WDDDW) *

" 7519=(WDDWD+WDDWW) -

S 7524 = (WOWDD+WDWDW)
 T523=(WDWWO+WOWWW)

. 1525= (wwooo+wwnow).‘

© 7527=(WWDWD+WWDWW)

1529 (WWWDD+WWWDW)

T531‘(VWNVD+VVVVN)vu‘,,

OF . ORDER K <
19¢5; GATES. AND

. GOOD, 1955) .

B x1-DDDDD‘DLOG(DDDDD/T51)
. 14DDDDOW*DLOG(DDDDW/TS1)
. 2+DDDWD*DLOG(DDDWD/T53) -
- 3+DDDWW*DLOG(DDDWW/T53) -
... A+DOWDD*DLOG(DDWDD/T55)
" 5¥DDWDW*DLOG(DOWDW/T55)

6+DOWWD*DLOG(DDWWD/TS57)

R -
TONG

 74DDWWW*DLOG(DDWWW/TS7)

. g+DWDDD*DLOG(DWDDD/T59) ' -
9+DWDDW*DLOG(DWODW/T53) -

 4+DDDDW*

_ 24DWWDW*

f;‘&4DNDVD‘DLOG(DUDV0/T511)
'\ J+OWOWW*DLOG(DWDWW/T511)

R 24DWWDD*DLOG(DWWDD/T513) - -
. 24DWWDW*DLOG(DWWDW/T513)
34+DWWWD *PLOG(DWWWD/T515)

4+DWWWW*

xa-oooootﬁ

2+DDDWD*
3+DDDWW*
4+DDWDD*
© 5+DDWOW*
6+DDWWD*
. 7+DDWWW*
8+DWDDD*
9+DWDDW*

. 8+DWDWD*
14DWDWW*

2¢DWWDD*

3+DWWWD*
44+DWWWWS
5+WDDDD*
6+WDDDW*

0G(DWWWW/T515) -
§+WDDDD *DL.0G(WDDDD/T517)"

' 6+WDDDW*DLOG(WDDDW/Y517) -

© 7+WDDWD*DLOG(WDDWD/T518).
-s+wDwa°DLoc(vowa/1519) o

. DLOG(PDDD/T41)
DLOG(DDDW/T41)
- DLOG(DDWD/T43)

DLOG({DDWW/T43)

DLOG DWDD/T45)
DLOG(DWDW/T45) -

DLOG(DWWD/T47)

. DLOG(DWWW/T4T)

DLOG(WDDD/T49)

- DLOG(WDDW/T49)
DLOG(WDWD/T411)

1976; Ho;L.

Q.

TIDN OF THE MAXXMUM LIKELIHOOD ‘RATIO - -
- TEST STAB&G!&CS FOR TESTING THE' NULL® HYPOTHESIS THAT
N

;1954.

DLOG(WOWW/T411)

A‘D JoG{WWDD/T413)

DLOG(WWDW/T413)

+.DLOG(WWWD/T415)

LOG(WWWW/T415)
LOG(DDDD/T41)

LOG(DODW/T41) .

.LRATIO TEST STATISTIC FOR HYPOTHESIS THAT CHAIN IS\. :
.OF ORDER . 3 < 4 o L . e T '

\;CALCULATION DONE IN 4 SECTIONS T0 ELIMINATE SUBTRACTIONS
© AND: TD KEEP NUMBER OF: CONT!NUATION CARDS LESS THAN 19
. S \
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L qewDwwDe -
" 24WDWWW* -t@

4 +WWDDW*

. 4+WWDWD*'

© G+WWWDD®.
L GAWWWDWE

L, THWWR

;@CALCULATE rue srarxsvxc

"»1+DVVVt‘
- 44DWWD*:

- BeDDWWS - n
T oqewMDWe o~

. 8+WWDD* . - 'F'K
. g+DWOWY : IR

‘7+WDDWD*
a*wooww*

s urat

DLOG(DDWD/T43)

: DLOG(DDHH/T43)

: X2=NDHDD‘DLDG(WDVDD/T521)

* B+WDWOW*DLOG(WDWDW/T521) -
1+ WDWWD*DLOG(WDWWD/T523)

2+4WDWWW*DLOG(WDWWW/T523)

* . 3+WWDDD*DLOG(WWDDD/T525)
'4+HVDDW‘DLOG(VNDDV/T525)1
'4*wNDwD‘DLOG(VNDWD/T527).

'5+wwoww-oLoe(wwoww/Tsz1)
- 5+WWWDD*DLOG(WWWDD/T529). -
64+ WWWDW*DLOG(WWWDW/T529)
* 7+WWWWD *DLOG(WWWWD/T531) -

» 7+wwwww'DLos(wwwww/1531)

4-wowood
&+WDWDW*:

" 3+WWDDD*-
5+WWOWN*

”7+VVVVD‘

~ 'DLOG(DWDD/T45) . -
- 'DLOG(DWDW/T45) .
" DLOG(DWWD/TA4T)
DLOG(DWWW/T47) -~ -
- - DLOG(WDDD/T49) = ..
" DLOG(WDDW/T48)

DLOG(WDWD/T4{

1)

Vo DLOG{ WDOWW/T411). -
.. DLOG(WWDD/T413) .

' 'DLOG(WWDW/T413). -

. DLOG(WWWD/T415) - ¢

'=j':oLoc(wwww/1415)gj"”

E{Aa-z DO'(X1+X2 (x3+x4))

e v1-wwwwtoLoc(wwww/T415)‘

1+wwwo'-oLoc(wwwD/7415)
1+DWWW* DLOG(DWWW/T47)

‘f 14DWWD* DLOG(DWWD/T47) .
© 34WDWW* -DLOG(WOWW/T441)

4+WOWD* DLOG(WOWD/T411)
5+DOWW*. DLOG(DDWW/T43) =
6+DDWD* DLOG(DDWD/T43).

‘*++DWDD* DLOG(DWDD/T45):
“4+WDDW* DLOG(WDDW/T48). -
- 24WDDD* DLOG(WDPD/T49)
3+DDDW* DLOG(DDODW/T41)

'4+oooo-»otoetnooo/741)t.:

. Y2'VVWV‘
A+WWWD*

. 3+WDWW*
4+WDWD*

6+DDWD*Y .-

*+DWDD*
14WDDW*

:;STATISTIC Jo: TEST NULL HYPOTHESIS THAT THE CHAIN
IS DF DRDER 2<3 2

. 7+WWDW* DLOG(WWDW/T413)
. B+WWDD* DLOG(WWDD/T413) -
. 9+DWDW* DLOG(DWDW/T45)

. DLOG(WWW/T37). -
‘DLOG(WWD/T37) "

. DLOG(WWW/T3T) -
" DLOG(WWD/T37)

DLOG(DWW/T33)

‘DLOG(DWD/T33)
" DLOG(DWW/T33) - -
- DLOG(DWD/T33}.
 DLOG(WDW/T3S5) . . "
'DLOG(WDD/T35)
_ DLOG(WDW/T35) . ~ -
S DLOG(WOD/T3S)
<§’Ee(oow/131) SRR

N v deateet et S d e b o el et
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L eis T 2+wDDDS -7 pLoG(ooo/Tat)y -
SO © 3+DDDW* - L DLOG(DDW/T31) - o
ST 4+oooo- A ~ .- ‘DLOG(DDD/T31)"

CALCULATE THE srnrxsrxc .

: _ : : T o :
ETA2-2 oo‘(v1 vz) “, SRS N

_STATISTIC' T0 TEST NULL vaorussxs THA?\anxn 1S OF .

(ORDER 1'<.2 - = o T

Anxvr)b S 0a0

: ;:,; : z1-wwwtoLoc(www/Tav)
e 1+ww0§ DLOG(WWD/T37) + - . B
© . 2+DWW DLOG(DWW/T33) . o o e
, -~ 3+DWD*.DLOG(OWD/T33) - = e 0
- f”’_\fx; 4+WOW* DLOG(WOW/T35). . .. .7 Lo
.+ 7 5+WDD* DLOG(WOD/T3S) . . - .. . S T T
S . 6+DDW* DLOG(PDW/T31) o '
Rt R ?‘7+DDD*nDLOG(DDD/T31)’“ - :

ST T oW ~]»'Efﬂ;' ... . DLOG(WW/T23) .

o 41"‘”“0' IS S DLOG(WD/T23)
ST e DWW T T 'Dloc(ww/Tza)'

T o T geDWDe s DLOG(WD/T23)
G R AWDWe T : ’DLOG(DV/TZi)’Q“
o B4WDD*. G oo o DLOG(DD/T24) 0 R
o G+DDWSS ﬂ'f‘  DLOG(OW/T21) i i o e T
'] 7+ooo*:; Sl BLOG(DD/T2E) o e

. i T :::;v;.‘a., “v ﬁ
CALCULAIE THE srar:srrc;.n- ‘ Ll

ETA1-2 DO‘(21 22)

-

SK TISTIC TO TEST NULL HYPOTHESIS YHAT CHAIN IS OF
OR ER 0 R RPE ‘ LT

-otw?fn-ﬂé)orij?f,p

T za-ww'uLoc(ww/Tza) g e

Sl . 14WD* DLOG(WD/723) . "':,;.,.,1- T
-7, 2+DW* ‘DLOG(DW/T21) .. =" .;?-';” S T P

- 3+00* OLOG(DD/T21) S e T Pl

S 24-VVf_" : - ,_oLoc(w/111)M e
SOAeWDE L T T oLeG(D/T 1)
Coc24bWr oo DLOG(W/TA) S N

hdot”,

ETAO-2 oo‘(za 24)

.70 TEST HYPDTHESIS THAT CHAIN.IS OF ORDER SR
'; K< 4 CALCULATE THE AIC CRITERION AS SUGGESTED
' BY TONG (REF TONG 1975 GATES AND TONG 1976)

fntvcinxi*

R(i)'ETAO+ETA1+ETA2+ETA3 -30. ooo
© R(2)=ETA1+ETA2+ETA3-28. 000 .
T R(3)=ETA24ETA3-24., .000 L ORI L
T UR(4)®ETAIS16.00Q 0 SR S
e . 'R(5)%0.000 - . . _5 T ETATR IR SN I B

CALCULATE scnwARz BAYESIAN calrsnxon R N
REF(KATZ. 18784; -SCHWARZ . 1978) L

L

bnnhL

SB(1)'ETAO*ETA1+ETA2+ETA3 15. 'o-oLoc(Taa)
" SB(2)=ETA1+ETA24ETA3- 14.000°040G(T11) "
. sa(a)-tvu:*zras 12, ODO‘DLO : o

CALCULATE THE STAT!STIC v'; | S s T T ERNCEI



SB(4)-ET£3 -8,
SB(5)-O DO v

ODO'DLDG(T11)

‘1

OUTPUT THE TDTALS

-'HRITE(G 240)
WRITE(6,200)
~WRITE(6,200)

. WRITE(6,200)"
" " WRITE(6,200)
7 WRITE(6,200)
.. WRITE(6,200)
“WRITE(6,200),

" WRITE(6,200)
WRITE(6)200)
‘WRITE(6,200)

.- WRITE(6,200)"
Co WRITE(6,200)
- " WRPTE(6,200)
'jﬂVRITE(G;200)

. "MRITE(6,200)
T WRITE(6,200)

« WRITE(6,200).

= WRITE(6,200)

" WRITE(6,200)
J'WRITE(6,200)
... WRITE(6,200)
S0 WRITE(6,200)
- WRITE(6,200)
WRITE(€,200)

CWRITE($,200)

w5 WRITE(63200)
. WRITE(6,200)

L WRITE(6,200)

. WRITE(6,200)"
WRITE(6,200)
- WRITE(6.200)

- WRITE(6,230)
"i-waTE(s 220).

OUTPUT THE AIC

dB dE

w,D, T

Dw,DD, T21

WW, WD, T23 B
DDW,DDD, T311,'N.
DWW,0WD,T33 .~
‘WOW,WDD, T35 . -
WWW WWD, ,T37 -

DDDW., DDOD, T41 . .

DDWY;, DDVD T43 .

DWDW,DWDD,, 745
DWWW,DWWD, T47 . "
WDDW, WDDD, T49 - -

WDWW; WDWD, T4 11 E
WWDW, WWDD ; T413

WWWW, WWWD . T415 e

DDDDW, DDDDD, T51 . -

DDOWW, DODWD, 753 -

DDWDW, DDWDD , T55
DDWWW ,0DWWD , T57

DWDDW, DWDDD, T859 .
DWDWW ,DWDWD, TS1

‘DWWDW, OWWDD, T513:

DWWWW, DWWWD', T5 15 ..

"WDDDW, WDDDD , 7847 -
WDDWW ,WDDWD, TS519°

WDWDW , WDWDD ; 7524

“WDWWW, WDWWD, 7823
WWDDW , WWDDD , T525

WWDWW. WWDWD, 7527 -
WWWDW , WWWDD, 1829 .
WWWWW, WWWWD, T53 1

ETAO, ETA1,ETA2, ETA3 ':"'

SBC CRITERIDN

5’00 20 1-1 5 ?

R CY I
20 -WRITE(6. 210)

 “50.‘“CONT!NUE

+ RETURN

JL R(I) SB(I)

FORMAT STATEMENTS

210 | FORMAT(1X, 16,

L END

? 500 - FORMAT(1X.3F8.0)

10X, Fs a r11 3)

o ,,

5.

~220 FORMAT(‘0‘,5X,‘K’, 13X, ‘AIC(K)", 85X, ’SBC(K) ).
"~ 230 :FORMAT(’0’,/THE MAXIMUM LIKELIHOOD RATIO TEST”“-
' 8* STATISTICS ARE O T0-3'/1X,4F11.4)"
245 FORNAT( OSEQUENCE TOTALS FOR TI“E PERIOD' 215)

2

e e ed s Lo AT e DA T N i v s S

iy

199

P
¥



B L AB/THARM’ , TONIC'/, onn/' EXP" e
6 :'LAIN'.'ED "-I.IV‘R r/ e ey Dl BT B
0T VAR/3120.D0/, PFLAG/1/ TR L RSER

".CPLOTTING: XNITIALIZATION R
=f'u' < CALL: PLOTS LT u;;C.*:'
i JCALL FACTOR(0.6)" .&TT
RR CALL ORGEP(1 5,15, 2 o)
Sel
*icf..ssclu TABULATIONS ron rounxsn cosrrxcxenrs
va' Y AN
LT Do 200 u-1 21 ,Z;]}g,;if ,*.*g‘;~_A;)i¥ff;
L Meyets B R |
pnsrxx-z 00/365 oo
‘DO 10 K=1,39° - 0
L ﬁ' A, K)=0. DO A .
10 B(uU.K)=0.D0" S
A oo 180 1® 4,365 v T e
RTINS _"T11-DFLOAT(COUNT1(I 1)+cou~71(1 2))
Bl g.»121-orL0AT(counrz(x 1:)+COUNT2(1,2))
BN . T23=DFLDAT(COUNT2(1;, 3)+COUNT2(1.4))
Lo T T3 {=DFLOAT(COUNT3(1; 1)+COUNTA(1,2)) . ,;.,.
S '733=DFLOAT (COUNT3(1,3)+COUNTI(1.4)) -
RE  T35=DFLOAT(COUNTI(I,5)+COUNT3(1,6))" w
B jra7-orL0AT(couuts(x 7)+cou~ra(1 8))
CH L'"'y Tt g
€. BEGIN TABULATIONS CHECKING FOR zeno TDTALS ;.‘( AN
o »-,ﬁ NG-PI*PREF!X'DFLDAT(M'I) IR K
L . - DC=DCOS(ANG) . " = _,,._v e
. - © DS=DSIN(ANG). =~ o v\_.f‘v;:- g F..‘-ﬁ‘
CIF(TINAT. ONE) GO T0°30 . =
AU, 1)=A(Y, 1)*DFLOAT(COUNT1(I 1))/711'uc S
= (1) %B{J, 1)4DFLOAT(COUNT1(T, 1) )/T11*bS >
IR (MIEQ.O) VAR(1)-VAR(1)+(oFLoAT(CDU~T1(I 1))/
S 111)*-2 : o - oamT
;30j. IR (T2 oNE) G0 10" 40 .@ ."

XN,

_nonhddnhhndodonna'

o e

'..SU

,LA

SE
“TH

' RO

170

IN

._1

1

' & .
4
n
: g
e

SUBRDUTINE FOUR(COUNT1 COUNT2 COUNT3 COUNT4 COUNTS)

S

BROUTINE ‘FOUR, CREATED 19 1o ‘1'
ST. uooxrleo 80.05 19 ‘ _

: .SUBROUTINE CALCULATES FIRST. 21 HARMONICS oF THE FOURIER

RIES 'APPROXIMATION TO-THE PROBABILITY.OF DRY DAYS-

E. Psaxooocnans (REF. 'YEVYEVICH,1972)

UTINES REQUIRED {'*PLUTLIB(SYSTEM suanourst v or A)
0" G-CUMULATIVE PERIODDGRAM VALUES .

" 9=PLOT FILE - P
. 10-0UTPUT., rounxsn coerrxcxenrs L

JIMPLIC!T REAL*8 (A 8,D- H o z)

© LOGICAL*Y. LFMT(1)/"'/ v ‘
“REAL¥4 PVAR(30),;HAR(30), LEGEND(31) Aa(z) ORD(4)

L INTEGER "COUNT 1(365,2),COUNT2( 365, 4) COUNT3(365, 8)

© COUNT4(365, 16). COUNT5(365 32),PFLAG .

. DIMENSION A(21,31).8(21.31),AMP(21,31), PHI(21.31). | ;

“ASPBS(21,31), " -VAR(31)

" DATA’ ﬁx/a 14159 :26535 89793/ 0NE/1.00/,

A(J 2)-A(u 2)+DFLOAT(CDUNT2(I 1))/721'nc

 CALCULATES THE CUMULATIVE. PERIOOOGRAM ESTIMATES AND PLOT

ITIALIZATION 5 f f;k}z_,i ”;fj R SN P

200




e TV e Wt —l-x._ AP PRPATS

B(a 2)-B(dn2)+0FLOAT(COUNT2(I 1))/721‘05 .1"**"
: )IF(M EQ:0) VAR(z)-VAR(2)+(DFLOAT(COUNT2(I 1))/ :
1 L T21)es2 , _ .

a0 Ir(rzé LT.ONE) GO TO 50,

el CALCULATE AND: OUIPUT CUMULATIVE PsnxoqockAn

- A(J,3)=A(J, 3)+DFLOAT(COUNT2 (1., a))/r:s-oc :
- B(U.3)=8(u,3)+DFLOAT(COUNT2(],3))/T23*DS - -
o ~IF(MCEQ. o) VAR(3)-VAR(S)*(DFLOAT(COUNTZ(I 3))/'
-1 g;T23)"2 ‘ , : :
80 e UIF(T3VALT. DNE) Go: TO 60 -
LT ‘A(J,4)=A(J,4)+DFLOAT(COUNTI(T, 1))/T31'DC -
8(V,4T=B(J,4)+DFLOAT(COUNT3(L,1))/T31*DS ..

IF(M.EQ. 0). VAR(4)-VAR(4)#(DFLDAT(COUNTa(I 1))/fv""';

1o T31)eey T

© 60° . ' 1F(T33.LT.ONE) GO TO 70"

" A(J,5)=A(U,5)+DFLOAT(COUNT3(I, 3))/T33'DC
B(J,5)=8(J,5)+DFLOAT(COUNT3(1,3))/T33*0DS. =
c TE(M. EQ. o) VAR(S)'VAR(S)+(DFLOAT(COUNT3(I 3))/
o '1,;;_733)-‘2 T P o
70 7 U IR(T35.LT. one) G T080 .
e A8 ) A, G)#DFLOAT(COUNTS(X 5))/Tas-oc
' B(J.6)=B(J,6)+DFLOAT(COUNT3(I1,5))/T35%DS

N Tas)es 3

80, . IF(T37.LT.ONE) G0 TO 170° " .. AR
LU LUA(J,T)EA(J, T)+DFLOAT(COUNTA(T, 7))/737'oc

- B(U.7)=B(y, 7)+DFLOAT(COUNT3(1,7))/T37+DS"

j‘fi_A:;Tav)"z
,170:-;j:courlnue s

CALCULATE coerrlcxeuis
180 eONTINUE, s ¥
: 1F(M.EQ.0) PREFIX=PREFIX/2 DO

DO 190 K=1,7: B R R
ALY, K)-PREFIX‘A(J k) e SRR

B(U.K)=PREFIX*B(J.K), - - ‘T"'lf7.~';];? L

'ASPBS(J,K)=A(J.K)*A (U] K)*B(d x)*s(u K)o
AMP(J,K)=DSQRT(ASPBS(U,K)}). - . N
S, ‘PHI(J,K)=DATAN(~1.D0*B(J,K)/A(v, K))
490 . - ASPBS(d K)-ASPBS(J K)/2 oo

200 CONTINUE RN ,;,f ':1&,__;_,“:1"f7}_g{“ 
WRITE(6,260) T

L oo 230 Ksq,7: ¥
: VAR(K)-VAR(K)/GGS oo IYQ R K)‘A(1 K)
van(x)-van(x)taes UQ(364 0o
SUM=0.D0 -
- WRITE(6,270) K j-g
DO 210 1=2,21 i w

M=1-1q
. SUM-SUM+ASP85(I K) -
- HAR(M) =F LOAT (M) ‘ .
T - PVAR(M)=SUM/VAR(K). ;
210 - WRITE(6,280) M, PVAR(M) -

:PLOT CUMULATIVE PERIODOGRAM - ,

- IF(PFLAG.NE.1) GO 70.220 ' -~ S

CALL' KUPL(HAR,PVAR,20,2:5, AB ono 1.8 PFLAG).; .
1K, NE 1) PFLAG=2 . RO e

220 CALL KJPL(HAR PVAR 20, 2 5 AB ORD;, 1. s PFLAG)Z' -’
T PELAGEY o , v . S
230 CONTINUE ' . ,; R af”“ o
DO 250 K=1,7. - S T e
uurpur cosrsxcxsnvs
AJ B .

IF(M.EQ. o) VAR(G)-VAR(6)+(DFL0AT(cou~T3(1"5))/ ,f'f y

“IF(M.EQ. o) VAR(7)-VAR(7)+(DFL0AT(COUN73(I 7)i/flif75i\7 '




. et e i Coaeae t e P LTI SR e et T o I

e e VRITE(1O LFMT) VAR(K)
T Lo DO 240 YI=91,21 ¢
‘ ORI '3 E3 IR ‘ s ‘
,:40 © WRITE(10, 290) M, A(I K) .B(I., x) AMP(X x) PHI(I x)
250 CONTINUE. . _
. TCALL PLOT(0..0. 999)
s, RETURN- T =
fso FORMAT (" 1/, 1ox ’CUMULATIVE pznroooenau VALUES )
- 270 . FORMAT( /0", 10X, 'sEousncs NUMBER' 13/21X, ‘M’ 10X,
"1, L rPVARY). ERS e
2qo " FORMAT(20X, 12, 98X, FG 4)
/280 FORMAT(iX 13, 4F1o 5)

suanour:ne KdPL(X Y, NM xsé S : e SR R _ .
- &ABS,ORD,DTIC,PFLAG) . - - oUNG B SRR
.. THIS ROUTINE: PLOTSTHE CUMULATIVE psnxoooanu u51~s - T =
-~ UOF A svsrsn PLDTTING nourxnes : B

S _:usaoxuensxoqu(ao) v(so) ABS(2) ORD(4)

i o INTEGER.PFLAG - S

S T X(NME 1) =0, .,»»'x‘» S e T e N
Clesl g ---‘f_',,X(~M+2)-xsc e B R P L AP SR A S

' ',c;;,xF CALCOMPQ To. BE USED THE onxszn ‘CAN ae CHANGED = 3
'C’ ' BY. CHANGING THE NUM&ER OF PLOTS IN pcsrrron A or THE L
€. CALL 10 ORIGIN 7O :4 . , . = 4 o
e -
L F'-CALL LINEP(O 15) s S I P

P IF{PFLAG.NE. 1) 60 TD 1o S e Ny .

"' CALL - ORIGIN(2,8.,6.,.75,.75) . : o

. CALL AX2EP(1..3,1.1, 1.3 S A _;_;.,_h_, L g

. CALL AXIS2(0.,0. ORD 16,5.1, 90..0. .;2;-1 ) *_,»,,,,a_;» e

T CALL AX152(8.3,0..' ',1, =5.1.90. .o...2.1 ) SUTIEN e

. CALL AX2EP(1.,3,0,0.1. 3) : i

. 'CALL 'AX152(0..0. +ABS, -8.8. 3; 0. o ,XSC, DTIC) R

- CALL-AX152(0..,5, 1,001, -s 3, 0, o xsc DTIC) .
L CALL L INE(X Y, NM 1 -1, 2) . v '

S0 60 TDT20°. S "
2’10 CALL:, LINE(X Y, Nu 1 1.3)A_ . .
. 20 RETURN 7 e §

S GENDCTC )
R v , 5
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TH MARKOV CHAIN EXPONENTIAL MODEL 09/10/71

VERSION FROM TODOROVIC AND VOOLHISER (1974)

I/O S'INPUT, G-OUTPUT DIAGNOSTICS 7'RESULTS

e Sehla Lol e e ey

¢ THIS PROGRAM COMPUTES "THE. CDF FOR TOTAL RAINFALL FOR N DAYS INPUT
C. PARAMETERS ‘ARE. N, QO'PO1'P(DAY 1.IS WET -GIVEN DAY I-{ IS DRY) OI=P11'P(DAY

- C I IS WET GIVEN DAY I-4IS VET)
o DISTRIBUTION R=P=P (DAY BEFORE SERIES BEGINS IS VET)

1

10 - READ (5 LFMT END‘!GO)
: 20 WRITE (6 170) N QO 01

c

LOGICAL'1
DIMENSION

: C THIS SECTION COMPUTES THE CONDI
R C FUNCTIONS (REF., GABRIEL, 1959)
B ;C PSIO(I) PSII(I)._VHERE I=NU+{.

LEMT(1) fonr/

PS10(50), PSII(SO). PSI(SO)

"XH(300):

v

>

G(aoo) H(aoo)

XG(Sw

e 0, oI, R, XaM, XG0, NG, XHD < NH '.
Ry XLAM o R

IEONAL COUNTING PROCESS DENSITY

NS

203

XLAM IS PARAMETER IN NEG EXPONENTIAL e

- .

PSII(1) = (1. ~'Q0) ** (N = 1) * (1 '-301)_
: PSID(i) - (1 q- Qo) e N . e
CTTUNYm 0. ; : . i G
NT ' N " 1 e e 33'; ol
3100 90 I = 2 N s o .
CUUNUC= NU +T 1 SR REEUER R
'.‘_ch = IFIX(N 0. 5 - ABS(Z'NU - N +.0.5). 4+ 0.01)
"NCO = xrxx(N -+ o 5= Aas(z-Nu - N £ 0.5)'+.0.01)
UNC = 0" v e ! de
“K'= 0.07 Sl S
T Brw T L
CULNSW D e
+LSUMIU® 040 , : L
SUMD = .0.0 - ERRIT
. TERMI .= (4, = ox) / (1 - Qo). -
© .07 TERMD = QO / Qr : R
. 30 ‘SUMI- = SUMI + TERMI
#, 0 R SUMD =, SUMO” + TERMO
s TUONCIRIONG g , _
S CIF (NG .,NE, NCO) co T060 - - S
c 7 PSID(I) = QI.%¢ NU * (1. - Q0)- ** (N —vnu) - suuo ’
.. IF (NCD:.GT. 'NCI) GO TO 80 BRI , ,
<o 7T IF (NCSLEQ. NCI) GO-TO 70" '-_,.ﬂ‘v VL
.40 . GO -TO (50 so) CNSW. IR S
50 [ NSW = 2 e
L ATE A0 B T :
" TERMI = TERMI * (NU < AT44L) foAGe QD / Q1 R T
TERMO = TERMD * (N - N - A #;1,)./ A (1~ ox) / (1 —goo), L
©0 60 TD 30 L : S f";' e e
S 60 YIF (NG U NE L NCI) GD 70 40 R
C.70° PSII(I). % .QI ** NU *-(1. - QD ) -- (N -{ );avsuux .
S IF (NCOLGT- ch) so T 40 ol e
S 6Dl To" 80 . _ ,
0 80 NSW = 1. , © ,
o .TERMI " TERMI . (N -;Nu-— B # 1 ) / (B = 1 ) . (1 - 01) / (1
QoY
: a;Tenuo - TERHO L (NU - B + 1 ) / (s - 1 ) * oo / 01 N
:6G0.-T0 - 30 . o AT T .
9o CONTINUE = "~ =~ ST i
100 PSII(NT) « QI *» N : B ke
: - PSIO(NTYr = QL' %, (N —.1) . oo o
CC MRITE (1 LFNT) NT .
L t;-(:)0 AR - o



( PR o 4 ; O €L . * N ‘- . . | EE . .
SR : . [N £ Lo . S S .
- Y B : B . o . N B 2 : ‘ !

DO ‘410 1 ="1, NT ~ .= R R S S O
© 'DAY=FLODAT(I- 1) TR T e e
- PSI(1) = R * psrx(x) + (1 - n)~: PSIO(I) - .
T, S=S4PSI(I) - -
110 wRITE (7, 180) DAY s, Psx(l) PSIO(I) Psxx(l)

c. . S
“Cu GABRIEL S METHOD or CALCULATING THE DISTN xs COMPLETE ‘:“ o ;T __-~ IR
c - ' B
.C THIS SECTION conpurss THE cDF DF THE HAXIMUM DAILY RAINFALL FOR N DAVS RS
» “WRLTE (7,LFMT) NG~ . , . AR T L S
S XG(1) = 0.0 T . SR 1*'.“- Lo o
0O 130 T & 1, NG, = S "-g Fapl L e e
G(1) = 0.0 - ) .aj s ey e
FP - -?é'o - EXP( 1 O‘XLAM‘XG(I{\) N

00 170U = 2, NT : Ry S

s . ) : ',‘:‘v .

A c »

'*{L[iso'wnxTE (., 180) XH(I). H(I)

“&C’ .

NOTE K FROM 1 TO N A, FROM Q TD NT K TH WET DAY IN PSI(K+1)

. v‘g K . d - 1 B Lo e ] e
120 G(1) x G(I) '+ FP - rLoAT(K) b PSI(d) s
ol G(E) W 6(T) #PSI(H) _ L SRR

oA XGUT o+ 1) = XG(T1) -+ XGD
130 VRITE 7, 180) xc(x). -6(1)

THIS SECTION CDMPUTES THE CDF FOR THE TOTAL PCPN IN N DAVS

s

wRITE (7 LFMT) NH

\ “XH(1) := 0.0 ';.--3. LR

00150 1'= ALNH

CH(I) = 0.0 0

: DO 140 J = 2, NT
Knd—,1
CRK = FLOAT(K)

EVALUATE P(XK<X) USING IMSL (1979) ROUTINES :fkj}

.;v,h: CALL GAM(XH(I). F RK, XLAM) ; ,ya'o' R
" 140, H(I) o H(I) + F * PSI(J) L T

7 HOT) . = H(L)+ PSIC1) S SR
XH(I 4 1) = XH(I) + XHD' = oo 0 o o

-G0 TD.°10 .
160 STOP - ’

- . -170 FORMAT ( ‘0/ 1ox ‘.'lNg’: 13 R QOI' ‘ F5 4 . QI-'.'A','_'_:FFSg,‘,.;"»"=';R".'-_> ,V

180’ FORMAT (X, F6.1,4F7.3)
e ENDC

1. " F5.4. ¢ LAMDA=", FS. 2) T N P
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..CREATED BY K. JOHNSTONE 79/11/14 -

.LAST MODIFIED B0/01/23
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KATZ DISTRIBUTIONS ’

B

.PROGRAM USES METHOD OF KATZ (REF. 1974, '1977)

TO GENERATE THE DISTRIBUTION OF YHE NUMBER. OF
WET DAYS IN N DAYS AND THE-MAXIMUM DAILY PCPN
IN N DAYS, AND ‘THE TDTAL PRECIPITATION IN.N DAYS.

.PARAMETERS

WO,W1,W ARRAYS CONTAINING THE ursrnxsurzoN OF THE NUMBER
OF WET DAYS IN A TOTAL OF N .-
" p PROBABILITY OF A WET DAY
'OMP  PROBABILITY OF A DRY DAY ™
PO1.P11,P10,P00 TRANSITION PROBABILITIES. WHERE O REPRESENTS
) A WET AND 1 A AY; OBTAINED FROM FSG
N .'NUMBER 'OF DAY THK DISTRIBUTION IS REQUIRED FOR, MAX IS 31
INITD INITIAL DAY:IN YEAR .FOR WHICH DISTRIBUTION IS CALCULATED

.‘INITITALIZATION AND DIMENSIONING

..SUBROUTINES FSG'GENERATES TRANSITION PROBS _ GIVEN

FOURIER SERIES COEFFICIENTS

 MAXP=GENERATES DISTRIBUTION FOR MAXIMUM DAILY
. " PRECIPITATION IN N DAYS )
TOTP=GENERATES DISTRIBUTION OF TOTAL
.- PRECIPITATION IN N DAYS .
GAM=INTEGRATES THE GAMMA' DENSITY FUNCTION
DERIV=DIRRENTIATES THE DISTRIBUTIONS TO OBTAIN
S DENSITY FUNCTIONS
v . SIMPS=USES SIMPS NS RULE TO DO THE CONVOLUTION
‘ : INTEGRATT

IMPLICIT REAL‘B (A~ H <0=Z). f - T T, L SR
LOGICAL* 1 LFMT(1)/"‘/ ‘ ' S
DIMENSION WO(35,35),.W1(35, 35) P(32), oup(sz) po1(32)

& -~ P11(32), P10(32) POO(32) : .

COMMON P ,OMP,PO1,P11;P10, POO
00 20 1=1,35

DO 10 J=1,35

wo(u.l)-o.oo '

wWi(J,I)=0.D0

CONT INUE

wo(2.2)=1.00 , :
w1(2,2)=1.00 ‘. ,
WRITE(6,30)

FORMAT( OENTER. THE NUMBER 3 DAYS THE BEGINNING DAY'
8’ FOR THE DISTRIBUTION ).

.LIT IS REOUIRED THAT N BE ‘1 LESS THAN THE TOTAL TIME
PERICD THAT IS CDNSIDERED . . . ' -

nem(%.\u"}r) N, INITD o N wﬂ?

‘#. *r

.«GENERATE THE TRANSITION AND INITIAL PRDBABILITIES

CALL FSG(INITD N) : : o R

..CALCULATE THE DISTRIBUTIONS FOR HET AND DRY DAY OCCURRENCES

ez R



206

DO SO 'y=3,L R
DO 40 I=2,J ‘ . o ‘ |
K=N-J+4
~ WO(1,U)=POO(K)*WO(I,U-1)+PO1(K)*W1(I=1,u- 1)
- 40  WiI(I,J)=P10(K)*WO(1, U~ 1)+p11(x)*w1(1 1,90- t)
50 conrrnue

G

c. 5 BUTPUT HEADER, THEN CALCULATE AND OUTPUT FINAL DIST.

. C
 WRITE(7.73) N » o
70  FORMAT('{TOTAL NUMBER OF DAYS, xa/'o'.4x.{x'.sx.'wo'.sx.'w'.

86X, ‘WO’ ,BX, ‘W1’ ) o s
WTDT=0. :
DO 60 I=2,L
W=OMP(1)*wO (I, L)+P(1)*W1(I.L)
WTOT=WTOT+W o
. DAYW=FLOAT(1-2) : :

60 . WRITE(7.80). DAYW,WTOT,W, wO(I, L) w1(1 L)

. 80 ' FORMAT(1X,F6.1, 4F7.3) - .

‘ " CALL MAXP(N) 4 o L i _

STOP. ‘ R : ST R o - AN



\\‘_

SUBROUTINE MAXP(N)

THIS ROUTINE CALCULATES THE DISTRIBUTIDN OF THE MAXIMUM.
°?RECIPITATION IN N DAYS . o

.PARAMETERS o -
X . ARRAY OF X VALUES
Y ARRAY OF DISTRIBUTION' VALUES - . -
DY ARRAY OF DENSITY FUNCTION VALUES
P’S INITIAL AND TRANSITION PROBABILITIES . '
LAMDAO . SCALE PARAMETER FOR GAMMA’ DISTRIBUTION wHEN'
'PREVIOUS. DAY IS DRY

: PREVIOUS DAY 1S WET
- ETA’S SHAPE PARAMETERS FOR, THE GAMMA DISTRIBUTION
NX. NUMBER OF X VALUES . SRR e
DELX * x(p)=x{(1-1) . - '
FO.F1 PROBABILITY THAT AMOUNT OF PRECIPITATION <=X
FOR PREVIOUS DAY DRY OR WET RESPECTIVELY
GO G1,GoT DISTRIBUTION VALUE FOR ‘A PARTICULAR X

+

INITIALIZATION AND DIMENSIONING R o R

onnhnnn{oononnonoononon C

IMPLICIT REAL*B (A- 4&% z)
DIMENSION X(200),DY(200), v(2oo)
DIMENSION' omp(az) P(32),P01(32),P00(32), P10(32) P11(32)
COMMON P,OMP,PO1,P11,P10,P00 )
LOGICAL'1 LFMT(1)/'*'/ o R .
REAL*8 LAMDAO LAMDA1 £ .‘. Y
C. x~pur DELTA X AND GAMMA DISTRIBUTION PARAMETERS
. WRITE(6,10) . ‘
10 FORMAT(’OENTER.NUMBER OF x"s AND DELTA X )
READ(S,LFMT) NX.; DELX o
X(1)=0:00 = .- , o
< DO 12 IM=2 NX ' . - . St
12 ‘X(In)-X(IM-1)+DELX ' : :
WRITE(6,20) o
. 20 . FORMAT(’OENTER  ETAO, LAMDAO )
READ(S5,LFMT) ETAQ.LAMDAO e
- WRITE(6,25) . :
'25  FORMAT(’ OENTER ETATY, LAMDA1 ) -
o READ(S LFNT) ETA1, LAHDAi
c N
C...WRITE HEADER Fon DUTPUT
: WRITE(7,60) . . . R
60  FORMAT(‘0’,4X.’'X’, 5X-’G’ X, 'oct)

vonn nhh

CALCULATE oxsrnlaurxon VALUE ron EACH X oesxneo
“ ' po so IM= 1, NX
_DETERMINE F(x)-PROB(XOBS<-X) FOR. GAMMA VARIATE -
' CALL GAM(X(IM),FO.ETAO,LAMDAO)
"CALL GAM(X(IM),F1,ETAT, LAMDA1),
© GO=1.D0 . 2
" Gi=1.D00 :
c : SR :
.C...BEGIN CALCULATION FOR VALUE X

DO’ 30 KM=1,N

]

LAMDAY SCALE PARAMETER FOR GAMMA DISTRIBUTION WHEN -

207
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<. .CALCULATE INDEX OF THE TRANSITION PROBABILITIES
. SO THAT THEY PROGRESS FROM N+1 TO 2, THE N DAYS
THE DISTRIBUTION IS CALCULATED FOR, INDEX =1
CORRESPONDS TO DAY=0 ' ' :

JM=N-KM+2 .o : :
GOT=POO(UM)*GO+PO1(UM) *FO*G1
G1=P10(UM)*GO+P11(UM) *F1*G1
GO=GOT _ s

. . .DETERMINE THE FINAL DISTRIBUTION VALUE FOR AN X .

G=OMP(1)*GO+P(1)*G1

.. .SAVE DISTRIBUTION VALUES IN ORDER TO CALCULATE THE
- DENSITY FUNCTION ‘ : :

Y(IM)=G'

.. -CALCULATE. THE DENSITY FUNCTION . -
. CALL DERIV(Y,DY,NX.DELX,200)

...OUTPUT RESULTS ~ = - - -

DD 500 IM=1,NX L.
:WRITE(7,40) X(IM),Y(IM),DY(IM)

[ FORMAT(1X,F6.1,2F7.3)

CALL TOTP(N,ETAO,LAMDAO,ETA1; LAMDA1)
RETURN -~ -
END. L
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. 'TO REFLECTION OF FIRST FEW GRID | 'POINTS OF DISTN.

SUBROUTINE TOTP(N ETAOQ, LAMDAO ETA1 LAMDA1)

. .ROUTINE CREATED NOVEMBER 1979
..LAST MODIFIED 80 01 21

. .ROUTINE CALCULATES THE DISTRIBUTION FUNCTION FOR .THE

TOTAL AMOUNT OF PRECIPITATIDN IN N DAYS

. .PARAMETERS S : : o

P*S INITIAL AND TRANSITION PROBABILITIES
TX 'ARRAY OF X VALUES
“ HQ,H1~ CONDITIONAL DISTRIBUTION FUNCTIONS
_HDO,HD1  DUMMY ARRAYS
' CONO,CON1  ARRAYS OF CONVOLUTED. PRODUCTS
€O,C1 CONVOLUTION RESULTS = . Lo o
"FPO,FP1 GAMMA DENSITY FUNCTIONS , , o
NXT °NUMBER OF X VALUES z S
DELXT = DELTA X
NUMO  OUTPUT INCREMENT
_E’S’ -SHAPE PARAMETERS FOR INTEGRALS FROM 0 TO DELXT."
- AND "2 DELXT
. PROB’S. ‘CONVOLUTION’. FROM 2sno TO DELXT
- PR’S . 'CONVOLUTION’ FROM ZERD TO 2 'DELXT . . .
A1,B1 COEFFICIENTS FOR FIRST ORDER POLYNOMIAL
A2,82,C2 COEFFICIENTS FOR 'SECOND ORDER- POLYNOMIAL
AB.C coerr1c15~rs FOR SECONG: ORDER POLYNOMIAL

DIMENSIONING

IMPLICIT REAL‘B (A H o- z)
~ LOGICAL*1 LFMT(1)/ %7/
_ REAL*8 LAMDAO,LAMDA 1 _
"DIMENSION P(32), OMP(32), P01(32) P11(32) P10(32) POO(32)
1TX(1000) , Ho(1000) H1(1ooo)

--2HDO( 1000), Hoi(iooo) co~o(1ooo) co~1(1ooo)

"3FPO(1000); FP1(1000)-
COMMON . P, OMP, PO1 P11 P10 POO

INPUT VALUES FDR RANGE DELTA X AND OUTPUT INTERVAL

o OWRITE(6,10) ¢ o C o
10

' FORMAT(‘OENTER .NUMBER OF X'‘S- DELTA X AND INCREMENT FOR OUTPUT )
READ(5,LFMT)" NXT,DELXT, NUMO _
-IF(NXT Q. 0) RETURN o o

INITIALIZATION

" TX(1)=0.00 AT o s
- DD 20 1T=2,NXT - R S P
TX(IT)'TX(IT 1)+DELXT' T e e ‘
- DSQ*DELXT*DELXT :
' EQ2=ETAD+2.D0 -
EO1=ETAO+1.D0
E12=ETA142.00 - 0. . 0
Ei1-ETA1*1 oo R 1 o » /

;.TOIQVALUATE CONVOLUT!ONS FROM O TO X IT IS IMPDSSIBLE :
-~ TO USE_SIMPSONS RULE - ALONE BECAUSE THE GAMMA DENSITV‘* e
FUNCTION TENDS TO INFINITY FOR X GOING TO O. - R ERRCUREPEE T

FIT A 1ST AND 2ND ORDER LAGRANGIAN POLYNOMIAL . »-1!_5 o

FOR TOTAL PRECIP. . THEN USE GAM .TO EVALUATE ‘CONVOL.
XNTEGRAL DVER RANGE 0 To DELXT OR 2DELXT CORRECT

.t
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FOR' NEW ORDER OF iAMMA DENSITY FNI, MULTIPLY BY.
POLYNOMIAL COEFF.:TO OBTAIN CONVOL. FROM O TO DELXT
OR 2DELXT. -ADD VALUE TO THE CONVOLUTION OBTAINED USING
SIMPSONS. RULE OVER- THE REMAINING RANGE OF INTEGRATION

;.OBTAIN VALUES FOR THE INCOMPLETE GAMMA FUNCTION ‘

AT DELXT ANO 2 DELXT

CALL GAM(TX(2). PROBO2 €02, LAMDAO)- _
CALL GAM(TX(2),PRDBO1,EO1,LAMDAO)
CALL GAM(TX(2).PROB12.512.LAMDA1)

© CALL GAM(TX(2),PROB11,E1{,LAMDAY)

CALL. GAM(TX(2).PROB1,ETAY,LAMDA1)
CALL GAM(TX(2),PROBO,ETAO,LAMDAO)
"CALL GAM(TX(3),PR0O2,E02,LAMDAO) .~
CALL  GAM(TX(3),PRO1,EO1,LAMDAO)
CALL ‘GAM(TX(3),PR12,E12,LAMDA1) .

- CALL GAM(TX(3),PR¥1,E11,LAMDA1)
"CALL GAM(TX(3).PR1:ETA1,LAMDAY)

}»CALL GAM(TX(3).PRO,ETAO, LAMDAO) o

.,CORRECT _VALUES OF THE INCOMPLETE GAMMA FUNCTION TO

OBTAIN. INTEGRAL OF X TO SOME POWER TIMES THE. GAMMA -
DENSITY FUNCTION FROM ZERO TO DELXT AND - 2 DELXT:

. GI=DGAMMA(ETAY) . Crenl -
. “GO=DGAMMA(ETAO) S _ DA
. GO2=DGAMMA (E02) g
GO1=DGAMMA(EO1) IR
G12=DEAMMA(E12) : :
G1f=DGAMMA{E11) - R N
,pnoeoz-PRoaoz-coz/(co*LAMvo-LAMvo) C ‘>\<_9,“//
-~ 'PROBO1#PROBO1+GO1/(GO*LAMDAD) - N
* PROB12=PROB 12*G12/(G1*¥LAMDA1*LAMDA1)
PROB11=PROB11*G11/(G1*LAMDA1).
,'PRoz-PRoz'Goz/(Go'LAMDAo*LAMDAo)
. -PRO1=PRO1*GO1/ (GO*LAMDAO) . . -
'PR12=PR12'Gi2/(G1*LAMDA1‘LAMDA1)

| PRY1=PR11%G11/(G1*LAMDA1) - _ A._f"=j“v:'~_f‘g;;-

SET THE oxsraxeurron FUNCTION TO.THEIR INITIAL VALUES o

DO 21 IT=1;NXT. e I .\j LT e

HO(IT)=1.DO " - "oh o e e T e
. P0O.22 IT={ NXT* R S
‘,Ht(xr)-t oo :

CALCULATE THE VALUES OF THE GAMMA DENSITY FUNCTION

D0 26 xr-: JNXT' S e
FPO(IT)-LAMDAO"ETAO‘TX(IT)‘*(ETAO 1 00) -

-1 *DEXP(-1. DO*LAMDAO*TX(IT))/GO0 - -

: FP1(IT)-LANDA1"ETA1'TX(IT)“(ETAi 1 Do)

1 SDEXP(~1. DO‘LAMDAi'TX(IT))/G1 :

conrxuus

LA é

THE CALCULATIONS

FROM DAY {1 TO DAY. N _
DO 60 IT=4,N ., ..

DETERMINE THE INDEX FOR THE DAILY TRANSITIDN PROBABILITIES

JT-N IT‘! .'

HITH H'S INITIALIZED T0 ONECS NEED TIME STEPS T
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EVALUATE NEW DISTRIBUTION VALUES FOR ZERO PRECIPITATION

HDO(!)-POO(JT)*HO(1) S . X
HD‘(i)-Pio(UT)-HQ(1) S Lo

FIT LINE TO.FIRST TVO VALUES OF THE REFLECTED HT .

- IN ORDER TO' INTEGRATE FROM ZERO TO DELXT
AND OBTAIN NEW DISTRIBUTION VALUES. FOR DELXT

A1-(H1(14-ﬁ?;5))/DELxT : C e
Bi=H1(2) - o
CO=A1*PROBO 1+B { *PROBO
C1£A1*PRDB11+B1*PROB{
HDO(2)=P00(dT)‘H0(2)+PO1(dT)‘C0

’ H01(2)=P10(JT)'H0(2)+P11(dT)‘C1

WFIT QUADRATIC T0 REFLECTED H1 IN ORDER 'TO INTEGRATE FROM. ZERO

© TD 2 DELXT AND OBTAIN THE . NEN DISTRIBUTION VALUES

.:.V..“ c. :

d

'jnnol

40
3

A2=((H1(3)+H1(1))/2.D0- =H1(2))/psq -, ..

B25(H1(2)*TX(3)-(Ht(3)* (TX(2)+TX(8))

’X(2))/2:00)/DSQ .

)*TX(2)*TX(3)/2.00/DSQ- o

CO=A2*PRO2+B2*PRO1+C2*PRO - Y

. 2*PR12+B2*PR11+CI*PRY - =

~."HDO(3) =POO(UT ) *HO(3)+PO1(JT) Co LIS
HDI( )=P10(dT)‘HO(3)+P11(dT)'C1 VN

BEGIN VALUAT!NG CONVOLUTION FOR REMAINING POINTS S

.EVALUATE CONVOLUTED PRODUCTS PRIDR TO INTEGRATIDN 3

DO 30 KT1=2;KT -.
© KTiM1aKT1-9 .
CKT2=KT~KT {44+

a}g‘f;CONO(KT1M1)-FPO(KTi)‘H1(K72)
. 30
Do

e

CON!(KTiMi)-FP1(KT1)‘H1(KT2)
PERFORM INTEGRATIONS USING SIMPSONS RULES

CALL SIMPS(CONO KTM1 DELXT CO)
CALL SIMPS(CONi KTM1 DELXT Cl)

DETERMINE COEFFICIENTS FOR: LAGRANGIAN POLYNOMIAL
VHICH FITS THE REFLECTED H1 VALUES: IN ORDER 70"

. EVALUATE THE CONVOLUTION NEAR ZERD
-NOTE THAT TX(l)-O SO X1 IN THE POLYNOMIAL DERIVATION

IS

A'((Hi(KT)+H1(KT 2))/2 Do H1(KT 1))/DSO
B2 (H1(KT-1)*TX(3)- (Hi(KT)‘(TX(2)+TX(3))
& +H1(KT- -2)*7X(2))/2.00)/D50.
B C-Hi(KT)‘Tx(z)‘TX(B)/2 DO/DSO

...SUM THE PORTION OF INTEGRATION FROM ZERO TO DELXT

CO'CO*A‘PROBO2+B‘PR0801+C‘PROBO
C1'C1*A‘PROB12+B*PR0811+C‘PR081

EVALUATE THE NEU HDO AND H01 VALUES -

HDO(KT)'POO(JT)*HO(KT)#PO1(JT)'CO -
HD1(KT)-Pto(uT)-Ho(KT)+P11(ur)~c1

UPDATE THE HO ANO H1 DISTRIBUTION FUNCTIONS
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DO 50 KT=1,NXT"
" HO(KT)=HDO(KT).

H1(KT)=HD 1(KT)

conr:Nus

VHEN THE N DAY DISTRIBUTION FUNCT[ONS FOR HO AND H1

i ARE OBTAINED CALCULATE THE OVERALL DISTRIBUTION FUNCTIdN

- DO 70 KT-1 NXT '
HOO(KT)'DMP(1)‘HO(KT)+P(1)'H1(KT)

EVALUATE THE osnsxrv runcrxon FDR THE ToTAL- AMOUNT or pnsc
CALL DERIV(HDO H01 er DELXT 1000)1
ourpur HEADER AND- RESULTS '

wn1r5(7 gp) _ )
FORMAT(/O",4X, 'x' sx 'H‘ GX ’DH )
DO 90 KT={ NXT, NUMO R
WRITE(7, 100) TX(KT), HDO(KT) HD1(KT),’
:FORMAT(1x FG 1, 2F7 3) - R L
_RETURN e R
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SUBROUTINE GAM(X P, ETA LAMDA)

.THIS ROUTINE CALCULATES THE PROBABILITY F(X)*PROB(XOBS<-X)
 WHERE 'IT IS ASSUMED X 1S DISTRIBUTED AS A GAMMA VARIATE
.IT EVALUATES ‘THE INTEGRAL OF (LAMDA“ETA) (T“(ETA-i))

*EXP(-1*LAMDA*T) FROM ZERO TO X -

TTHIS 1S DONE BY SUBSTITUTING T1-LAMDA *X - AND: INTEGRATING
- FROM ZERO .TO Y=LAMDA*X USING THE IMSU‘(1979) 'ROUTINE MDGAM
VARIABLE- ARE CONVERTED TO SINGLE PRECISION PRIOR TO .

CALLING™ MDGAM

...PARAMETERS

- INPUT- UPPER LIHIT TO INTEGRAT!ON -

P OUTPUT PROBABILITY F(X): ' ’

- ETA: INPUT SHAPE PARAMETER FOR GAMMA DISTRIBUTION
LAMDA .INPUT . SCALE PARAMETER FOR GAMMA DISTRIBUTION -
VARIAB {s\lPPENDED BY AN ‘S ARE "IN’ SINGLE PRECISXON
IER - PUT ERROR -PARAMETER FROM MOGAM SEE"IMSL '

SUBR,UTIN DOCUMENTATION . .

'UREAL*a LAMDA ETA X P v

CYELAMDARX T IR ORI
YSESNGL(Y) : \\ : .g,- O
ETAs-SNGL(ETA) AN P P

o CALL. MDGAM(YS ETAS,PS, IER) *_'v,.v S e
P*DBLE(PS)" : ' . .

-IF(IER.GT. 128) URITE(G 10) 1ER, X
1FURMAT('OIER-:' 14,7 X= ¢ F§. 1)

Veno- *:'iiw“-.'il]'\;f ',' *f;_¥v< R

e
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S LDGICAL‘1 LFMT(1)/"’/

'_o

'.,PARAMETERS

ﬂ;INPUT THE NUMBER DF COEFFICIENTS FOLLDUED BY THE MEAN DF
i THE SERIES AND THE FOURIER COEFFICIENTS I .

]
v

 SUBROUTINE FSG(INITD NUM) S ’ ' I

..PROGRAM FSG.(FOURIER SERIES GENERATOR) CREATED 79 11 06
.;LAST MODIFIED 80 02 26 ;

.EROUTINE GENERATES THE FOURIER TIME SERIBS APPRQXIMATION .
.,T° THE PROBABILITY OF THE SELECTED DRY “AND UET SEQUENCES

.
3

A,B.. ARRAYS OF F URIER SERIES CDEFFICIENTS :
P’s INITIAL AND\ TRANSITION PROBABILITES TO BE CALCULATED
INITD DAY OF YEAR ON WHICH THE PRDBABILITIES ARE TD START
NUM NUMBER'OF DAYS FOR WHICH PROBABILITIES ARE
REQUIRED: » -~ '
N - ARRAY CONTAINING THE NUMBER OF TERMS FOR: THE FOURIER SERIES
: XB ARRAY CONTAINING THE MEANS FOR THE F S

-EJDIMENSIONING AND INITIALIZATIDN

IMPLICIT REAL‘S (A—H 0-2) . . ’

DIMENSION A(15.3),B{15,3), P(32) oup(az) 901(32) 11(32)
ap10(32) POO(32),N(3),XB(3) " ‘ _

COMMON P, OMP, PO1,P11,,P10,P00

'CALCULATE LAST DAY FDR VHICH PROBABILITY ESTIMATES REQ 0. = (

H .

IEND'INITD*NUM

FORMAT( OINPUT NUMBER OF COEFFICIENTS IF NUMBER OF I R
8 COEFFICIENTS = O, “INPUT 1’ /1%, ' THEN | INPUT PAIR, OF 0 S FOR THE’

'I &, COEFFICIENTS’/1X,’OMP, on. POO’) oo

7**00 1 1%1,32

5;p10(1)-xe(2)*1f

.. DO 20 1-1 3. e

O LB-INITDwi

I I
'fM-L-INITD+1

'READ(S,LFMT):" (N(I) I=1, 3) . ﬁﬂb:.f; : _
"WRITE(6,30)" ‘ P
-FORMAT (" oxnpur MEAN FOLLDVED BY PAIRS or COEFFICIENTS"
"B’ ON' SEPARATE LINES ) - S .
_READ(S, LFMT) (xe(x) 1-1 3)

‘ gOMP(I)-XB(i) ';_
‘DO 2 I=1,32" EEas

DO 3:1=1,32

IN=N(I)"

.7 DO 40 K=, IN -
- 40

.. READ(S, LFMT) A(K 1) B(K 1) ﬁr~”"
CONTINUE - ST

;}EGENERATE A FDURIER SERIES APPROXIMATIDN TO THE PROBABILITY

FOR EACH DAY oF THE YEAR REQUESTED
) E'IEND“I V’ L . . S , -
~ D060 LP1-L8 LE CLoh

‘T‘SU" OVER EACH NONZERO HARMONIC TO OBTAIN F S ESTIMATE S
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D
- DS=DSIN(ANG) "
i;POO(M)-Poo(M)+A(K 3)‘DC+B(K 3)—ns
P(M)=1.D0-0OMP(M) -
" P11(M)=1.00-P10(M) -

“PO1(M)=1, DO POO(M)

IN=N(1) o .
DO 70 Ke1,IN®

- ANG=2, DO‘3 141592653589793/365 DO‘DFLOAT(K'L)

" DC=DCOS(ANG) . . «
‘DS=DSIN(ANG) -

'DMP(M)-OMP(M)+A(K 1)‘DC+B(K 1)‘DS
"NIN=N(2)

,o 80 Kx1,IN

)C=DCOS(ANG) ‘
S=DSIN(ANG) . ‘ '
PiO(M)*PiO(H)+A(K 2)*DC+B(K 2)‘05

08 90 K=1,IN ' ' L Ce
~2.D0*3. 141592653589793/365 DO‘DFLOAT(K'L),

DCOS (ANG)

CONTINUE ‘ o ;;»lii : ;;.13 o .,1“
RETURN | *5-.-.,~‘3Jf7”‘:__f u,, e

“ END-f ‘-;“1'

NG=2 DO‘3 141592653589793/365 DO‘DFLOAT(K‘L) '

215
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. SUBROUTINE DERIV(F DF ; N H, NSIZ) :
+.THIS SUBROUTINE FINDS THE FIRST DERIVATIVE OF EOUISPACED DATA.
CENTRAL DIFFERENCE FORMULAS ARE USED- FOR ALL’ POINTS EXCEPT THE ..
FIRST AND THE LAST. FOR THESE, A QUADRATIC IS PASSED THROUGH ‘
THREE SUCCESS!VE‘POINTS T0 OBTAIN THE DERIVATIVE.

.ﬁ.pARAMETERs ARE- R BRI S
Y F.. . THE ARRAY oF FUNCTION VALUES o B .
DF . .ARRAY OF DERIVATIVE ‘VALUES '-.
~NJ..THE NUMBER OF POINTS . e
H. < THE UNIFORM SPACING BETVEEN X VALUES

“ FROM C. F. GERALD ‘APPLIED NUMERICAL ANALYSIS 2ND ED
e 1978 ‘BY ADDISON VESLEY SRR

n dd fco0no60000 6'n’7:

IMPLICIT REAL‘B (A H 0-2)
. DIMENSION F(NS1Z),DF(NSI1Z) " '
- C...COMPUTE THE DERIVATIVES AT X(2) THROUGH X(N 1)
NMisN-1
DO 10 I=2,NM1 .
o DF(1)= (F(1+1) F(1 1))/2 DO/H N T
'10 CONTINUE e S N j R
-NOW' COMPUTE: DERIVATIVE AT x(1) S e
" DF(1)=(2.DO*F(2)-1. 5DO'F(1) o soo-F(s))/H

-

- DF(N)= (1, SDO‘F(N) i bo*F(N 1)+o SDO‘F(N 2))/H
CRETURN
CEND -
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SUBROUTINE SIMPS(F N‘H RESULT)

LITHIS ROUTINE FRDM G F. GERALD, 1978 ,

THIS ROU?iNE PERFORMS SIMPSON S RULE INTEGRATION OF . A FUNCTION
DEFINED'BY A TABLE. OF .EQUISPACED. VALUES. - -

. THE ROUTINE ‘HAS BEEN MODIFIED TO USE THE TRAPEZOIDAL

_RULE FOR. 1 PANEL AND GIVEN AN EXIT POINT VHEN ONLY 3 PANELS
ARE ENCOUNTERED

. JPARAMETERS ARE -

F. . _ARRAY OF VALUES DF THE FUNCTION ?‘

N . 'NUMBER OF PUINTS g
M. UNIFORM SPACING BETWEEN X VALUES

 RESULT ESTIMATE OF THEVINTEGRAL THAT IS: RETURNED TO CALLER
* IMPLICIT REAL*B (A- H o z) _ S v -
DIMENSION F{(1000). : ' , .": e
CHECK T0 SEE xr :NUMBER or PANELS 1S EVEN Nuuaen‘or PANELS
SIS N=t.. % _ SRR R
NPANEL=N-1_ -
NHALF-NPANEL/: '<\
. NBEGIN=t. . _
- RESULT=0.DO - ' ' o
_IF((NPANEL- 2‘NHALF) EO o) co TO 5 ;'
"IF(NPANEL.EQ; 1) GO TO .15 - o :
.NUMBER OF PANELS 15:00D.. USE a/a RULE or FIRST THREE-]

' PANELS, 1/3 RULE ON REST DF THEM.

“RESULT=3. DO‘H/B Do'(F(1)+a DO‘F(2)+3 DO'F(3)+F(4))_ L
NBEGIN=4 - =" cl oo _ B
TIF(NBEGIN.EQ:N). RETURN R :

APPLY 1/3.RULE = ADD: IN FIRST,SECOND, LAST VALUES - s
‘RESULT=RESULT+H/3. oo*(r(usecxw)+4 DO'F(NBEGIN+1)+F(N))

" NBEGIN=NBEGIN+2 -

. IF{NBEGIN.EQ.N) REIURN LTl =
-THE PATTERN AFTER NBEGIN+2 15 REPETIT:VE csr NEND o
~PLACE "TO_STOP.

NEND=N-2 - . ""VHgsﬂ,ffﬂz"v”:'NIi. ,’Ep'[] TR

' DO 10 I=NBEGIN,NEND,2 .
'RESULT-RESULT+H/3 00*(2 Do-F(X)+4 DO‘F(I+1))

- FOR NPANEL EOUAL TD 1 USE THE TRAPEZOIDAL RULE ;};férf'

tj'RESULT'(F(1)+F(2))‘H/2 Do
L RETURN . - :
CEND
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.C o . - GAM2' (WONG, 1580)" -
f*
LIKEL IHOOD RATIO TEST FOR GAMMA SCALE. DIFFERENCE WITH COMMON SHAPE -
ITERATION BY. SEQUENTIAL SUBSTITUTION - . , v 2]
REFERENCE PAUL W MIELKE(1976) JAM V15 NO 2 8181-183 . . AR
1/0 5. INPUT PARAMETERS AND TITLES e e
: 6 .OUTPUT S
-SAMPLE SIZE AND. SAMPLE 1 DATA o o T
-SAMPLE SIZE 'AND SAMPLE 2 DATA - . A T
IF uopr1=1 ouTPUT SHAPE PARAMETERS AS THEY CONVERGE"
XLT=0.0001 (CONVERGENCE CRITERIA FOR SHAPE PARAMETER)
_ MLX=MAXTMUM NUMBER:OF ITERATIONS PERMITTED (USUALLY 100)
©TITLE1(I)=ANY. TITLE PERTAINING - TO SAMPLE . ONE
N1=SIZE OF SAMPLE 1 .
TITLE2(I)=ANY. TITLE PERTAINING TO‘SAMPLE;TVO,
N2=SIZE OF SAMPLE 2 :
. OUTPUT -
. “NUMBER OF OBSERVTIONS IN EACH SAMPLE THE- CONVERGENCE CRITERION,
" CONVERGENCE OF THE SHAPE PARAMETER (OPTIONAL), NUMBER OF STEPS FOR
'coNvERGENCE "AND TABLE OF SUMMARY: STATISTICS ESTIMATES OF

pq}ncvnxwocmncvoxudkintsncvh

PARAMETERS UNDER THE TWO HYPOTHESES (ALRHAtaALRHAzxALRHA
BETA1=BETA2=BETA) AND . (ALPHA1=ALPHA2'ALPHA BETA1 aETA2)
" AND THE CHI-SQUARE .VALUE .
PARAMETERS WHICH MUST BE INPUT IN ORDER TO EXECUTE PROGRAM
LINE 17:J0PT1 - v
: LxNE.z XLT MLX. : ,”
CLINE 3 .TITLE1(1) I=1, 1o (10A8)
CLINE 4 :NY
LINE 5 :DATA FROM SAMPLE ONE (ONE PER LINE)

° '» . . v - ‘. ) i .‘,...- ‘ ." B ,.’
. LINE N1+5 TITLE2(I) 1=1 10 (10A8)
" LINE N146 N2 . '
LINE N1+7 :DATA FROM SAMPLE ™o (ONE PER LINE)

INIWIALIZATION

dxubkjotjncwnjﬁdxuntvn;jocankjn

nIHPLICIT REAL*B(A -H,0- z)
"1 LOGICAL®Y LFMT(1)/"’/
s .. DIMENSION X1(1600), x2(1boo)
“o 0 REAL*B-TITLE1(10) o
'-:'q REAL*8 . TITLE2(10) s

‘f.::‘?‘_-' S

-COMMON ' C; XLT,Ns, MLX e I T T e
7 _FORMAT( /1~ S R L : -?'{av_‘r
. B .FORMAT(°0’,‘THE" SHAPE PARAMETER As - 17 CONVERGES' // :
S =P INITIAL VALUE" 1X,F12.4)
7 11 FORMAY(’ 1% ///. 'GAMMA L!KEL!HDOD RATIO TEST‘.///
S -YSAMPLE 1 :i-t ., ax: 10A8,7/, 15X, -
-2 *THE NUMBER OF :OBSERVATIONS' 15,14, // :
S='VS’.//,*SAMPLE 2 :=’,3X, 10AB., /,15X, e v
“=*THE ‘NUMBER' OF OBSERVATIONS 15,14, : “s,,_‘g;-v_’;ve-
»«—/// TTHE CONVERGENCE thTERION IS F12 10) B T
FORNAT(1OA8) . ' E Lo
2 17 ORMAT( "+ ////., 'FOR THE POOLED SAMPLE - RN
S5 18 FORMAT( ./// ‘EOR THE INDIVIDUAL SAMPLES’): ‘ L
Tt -22"FORMAT( 0’ .FOR THE HYPOTHESIS A1=A2<A,.B1sB258" ) :
_: 23 FORMAT(’0’,5X, " THE GAMMA SCALE PARAMETER 1§, F10.4)

.24 FORMAT(' :/ V5% THE - GAMMA - SHAPE PARAMETER IS * ,F10.4) VJ:{'g_f;‘t SRR
25 FORMAT( O‘ THE LOG OF THE- LXKELIHOOD FUNCTION 1§ .* FQO 4)7Qg«'f DA
”,26 FORNAT('-’;'FOR THE HVPOTHESIS A'-AQRA 81, 82 ) B} Sl e

PR

7 .
-



:\ . i . ' | c - ' 2 19

£

o 27 FORMAT( O’ .5X, 'THE COMMON SHAPE PARAMETER IS ' F10 4)
28 FORMAT(’ ’,S5X,'THE SCALE FOR SAMPLE 1 IS ‘;F10.4)
29 FORMAT(’ ‘,5X,’THE SCALE FOR SAMPLE 2 Is ',F10.4)
30 FORMAT('- '.'THE CHI-SQUARE VALUE IS ’',F10.4, ///)
31 FORMAT(‘ *.)///. TABLE OF SUMMARY STATISTICS )
. C=0.577215665 :
. NS'25

.READ IN PARAMETERS AND DATA

READ(S LFMT) JOPTM
N READ(S,LFMT) XLT,MLX ,
READ(S, 12)(TITLE1(I) I=1, 10)
" READ{7.LFMT) N1
DO 200 I=1,N1
200 READ(7, LFMT) x1(1) ' .
.. READ(S, 12)(TITLE2(I) 1=1,10)
: : READ(8,LFMT) N2 ,
' C - DO 210 I=1;N2 '
210. READ(B,LFMT) ‘X2(1) - :
: - VRITE(G 11)(TITLE1(H) I=1, 10) N1 (TITLE2(I) 1:1 10) N2, XLT
. c
o C...CALCULATE TOTALS AND ME)NS
c
suu1=o.o ,
SUM2=0.0_. -+ -
SUM3=0.0 I R
. 'SUM4=0.0
- . DO 15 I=1,N1.
' © SUMI=SUMI+X1(T) - -
SUM2=SUM2+DLOG(X1(1))
.15 CONTINUE _ :
DO 16 I=1,N2. L . N
SUM3=SUM3+X2(1) - _ FREN
a2 . SUM4 = SUM4+0LOG(X2(I)) : oL
%5 : ' . 16 CONTINUE P ‘ 1 C o
. . XM1=SUM1/N1 o Co o ‘ o
e S XM2=SUM3/N2
' XL 1=SUM2/Nt
R T - XL2=SUM4/N2 . .
-+ AAA=(N1*DLOG{XM1)+N2*DLDOG(XM2)- suu2~suna)/(N1+N2)
XMP=( SUM1+SUM3)/(N1+N2) . »
XLP=(SUM24+SUM4) /(N1+N2) : s
AA=DLOG(XMP.)-XLP _ :
. AR=1.0 ) ' ) oo
WRITE(6,17) ‘ , v o
IF (JOPT1.EQ.1) wRITE(e 8)AP : S

.CALCULATE-SHARE PARAMETER FOR THE POOLED SAMPLES

OO0

CALL ITS(AP.AA,JOPT1)
A12=AP . .
WRITE(6,18) o {ﬁ?
IF (JOPT1.EQ.1) WRITE(6.B)AP

o

AC:>

. .CALCULATE SHAPE PARAMETER FOR INDIVIDUAL SAMPLES
CALL sz(A1£\AAA JOPT1) L _

. .CALCULATE SCALE PARAMETERS...NOTE THIS' ROUTINE WORKS WITH

“THE INVERSE OF THE SCALE' PARAHETERS USED ELSWHERE -IN THE THESIS

.

OO0 000

[S

BP=XMP /AP
Bi=sXM1/A12

82=xXM2/A12 .

IF (JOPT1.EQ” 1) WRITE(G,7)

S '
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WRITE(E,31) '
WRITE(6,22)
WRITE(6,23) BP
WRITE(6,24) AP

c . o ,
C...CALCULATE MAX LIKELIHOOD STATISTIC
c o ‘

T1-7AP'(N1+N2)‘DLDG(BP)—(N1+N2)'DLGAMA(AP)+(AP-I.O)!(SUM2+SUM4)
1-(SUM1+5UM3)/BP a ' . '
u-—Ng-A12*DLOG(81.)4NHDLGAMA(A12)+(A12—,J.o)'SUM2-SUM1/B1-N2-A‘12
‘ ijLOG(82)~N2'DLGAMA(A12)#(A12-1.0)‘SUMdrEUM3/32 . “
TEST=2.0*(T2-T1) ' ' - s
WRITE(6,25) T1 "
WRITE(6,26) ‘ ' ‘
WRITE(6,27) A2 L ' L
"WRITE(6,28) B R ' o
" WRITE(6,29) B2 ‘ oo :
 WRITE(6,25) T2 L ‘
WRITE(6,30) TEST
sTOP o
END-



OO0 O0 -

. 105
106
- 107

_ SUBROUTINE ITS(AL.AX,J0PT1)

.;THIS SUBROUTINE CALCULATES THE SHAPE PARAMETER USING MIELKE S
ITERATIVE PROCEDURE (MIELKE

101

102

100

1976)

“ IMPLICIT REAL*8(A-H,0-2)
COMMON C, XLT,NS, MLX Co

II=0
AD=AL"
II=I1+1

IF(I1.GE.MLX)GD TO 105
XA=(AL*(NS+0. 5))/(NS+AL .0.5)

_.XSUM=0.0

00 102 I=1,NS .
) XSUM‘XSUM+1 O/(I‘(I*AL 1. 0))

CONTINUE.

1

AL=1.0+(DLOG(XA)+C- AX)/XSUM .
IF (JOPT1.€Q.1) WRITE(SE, 100)AL

FORMAT("

15X, F12.4) -

~IF(DABS(AD~- AL) LT.XLT)GD TO 103

103

104

GO .TO 101V

WRITE(6,104) II
FORMAT(‘'0O".

'G0. TO 107

WRITE(S, 106) 11

FORMAT(’
RETURN

"END .

?

:NO CONVERGENCE IN

:’

E

13,7

'CONVERGENCE IN ', I3, STEPS’ )

STEPS )

~

221



