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Abstract 
 

 In 2011, Canadian Pacific (CP) Railway decided to replace the visual No.1 Air Brake test 

with a new Automated Train Brake Effectiveness (ATBE) for condition monitoring of rail cars 

through both physical inspection and measurements by fixed track-side Wheel Temperature 

Detectors (WTD). To make the most effective use of technology for operational and maintenance 

decision-making, the new technology should be shown to be reliable, with outputs that are 

understandable and interpreted accurately. The present work uses the WTD temperature readings 

along with records of sensor system failures to develop a method for detecting wheels prone to 

failure. A set of detector data was checked against neighbouring detectors to improve the 

classification of a fault with a wheel through multiple measurements and to determine whether 

there may be a fault with the detector. Studying one train passing consecutive detectors yields 

useful information about the health of the brakes at each axle of the set of rail cars. Thus, three 

neighbouring detectors were selected for comparative assessment. Five neighbouring detectors 

were also selected, but there was no significant   databases were employed and the reliability of 

detectors was modeled. The best fit to the failure distributions was the normal. Mean-time-between 

failure (MTBF) for all detectors was calculated to be 2.7 years. For an individual detector the 

MTBF was about three months. But, for winter operations, the MTBF was found to be only 1.8 

months. Several recommendations for follow-up analysis work are offered, with suggestions for 

industrial implementations that should improve overall WTD system reliability. 
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Chapter 1. Introduction 

1.1. Background and motivation 

 The motivation for the present work comes from a decision made by Canadian Pacific (CP) 

in September 2011 to apply the Automated Train Brake Effectiveness (ATBE) process by using 

Wheel Temperature Detectors (WTDs) to more effectively and reliably monitor the condition of 

air brakes and to improve overall train safety. The  ATBE process, which consisted of automated 

temperature data reading, gathering, processing and reporting the detector output allowed CP to 

obtain an exemption from Transport Canada’s (TC) regulated No.1 air brake test on the British 

Columbia Coal train fleet, “providing the trains receive a valid and successful ATBE test” 

(Aronian, Jamieson, 2014). In addition to adopting new technology and processes, to make the 

most effective use of technology and make the most accurate and effective decisions, it should be 

demonstrated that new technology is reliable enough and can function as desired under the 

specified conditions. There is very little time between WTD detection and component failure. For 

the detectors to be useful, it is necessary to understand and accurately interpret their output. For 

this to happen, approaches need to be developed to best use the detectors. Determining whether 

the detectors are functioning properly through their reading values is the first and most common 

data used by the industry to understand the condition of the moving train.  This is of great value 

as it will also help to prevent undesired train stoppage which results from false failure detection 

and costs approximately $4000 -$5000 each time (Bracket, Peter, Personal interview, 2014) 

 For the railroad industry, Wheel Temperature is an indication of the effectiveness and 

functionality of the railcar air brake. Therefore, wheel temperature detectors are strategically 

positioned alongside the track, and sensors are used to measure the temperature of passing wheels 

to detect and diagnose air brake problems or failures.  

Some point out that “Blocked brakes and overheated axles are among the main immediate causes 

of hazards in railway operations” (Achuthan and Keerthana, 2014, p.6). Improper function of the 

air brake can lead not only to the failure of the air brake, but can also damage the wheels. Blocked 

brakes can overheat wheel rims, which leads to breakage of the wheel disc, formation of wheel flat 
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and, in extreme cases, fire or derailment. This is not just a safety issue, it is an economic issue as 

well; replacing damaged wheels and brake legs is often costly.  

 In addition to using a technically reliable and efficient detection system and understanding 

the outputs, it is important to improve the practices involved in maintaining detection systems to 

achieve a higher level of reliability, especially in Canada’s harsh and changing weather conditions. 

Unplanned failures and thus unplanned stoppages for repair and maintenance are costly events that 

make up a significant portion of operating costs. Hence, preventive maintenance is considered an 

effective strategy for lowering system failures, increasing reliability and consequently decreasing 

maintenance costs (Barabady and Kumar, 2008). 

   

 

Figure 1-1: Servo style hot wheel detector  

(Public Domain Dedication) 

 

 A reliable detection system also can be a useful tool in the hands of maintenance staff. 

Identifying which wheels have the potential to fail can reduce the time required for train inspection 

when the train reaches its destination or is stopped for maintenance. Effective maintenance also 

requires precise and proper information. 

 It is not helpful to gather huge amounts of data on a daily basis during the operation of the 

WTDs without being able to accurately understand and interpret the information. Data is used 

extensively for effective decision making, but when the data is incorrect or incorrectly integrated, 

the decision-making process becomes needlessly complicated (Karim, 2008). An abundance of 
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data may unnecessarily complicate the task of transforming data into information that can support 

maintenance action (Berggren, 2010). In contrast, the lack of proper and complete data recording 

and management leads to the company’s dependence on the expertise and knowledge of its 

personnel, which may prove harmful in the long term (Morant, 2014). In this regard, data 

management needs to be improved by collecting more accurate data, knowing what parameters to 

measure and accessing related information. Although maintenance techniques and data-based 

decision-making processes have improved over the years, further study and analysis is required of 

the most crucial data corresponding to the needs of the industry. In summary, there is significant 

need for a reliable system to detect mechanical functioning and practices involved in operating 

and maintaining train braking systems.   

1.2. Research Problem  

 This work aims to reduce the potential for derailment and to enhance railway safety. The 

present work intends to study the failures of WTD and to demonstrate that the ATBE test/WTD 

system is a reliable replacement for the air brake No.1 test and to improve the system reliability 

by improving maintenance. Other objectives are to develop/propose an exploratory data analysis 

approach to more effectively use the data and achieve higher reliability in interpreting the data 

collected by the detectors. 

This study explores the area of improvements in data management related to maintenance tickets 

and exhibits the ways in which a complete and accurate data recording can be used to determine 

maintenance practices.  

1.3. Project objectives 

 The overall objective of this project is to investigate the wealth of data collected as a result of 

the installation of wayside detectors and to use the data to improve the diagnosis of wheels prone 

to failure. Because it offers a new perspective and new data analysis tools, it also provides an 

opportunity to revisit mechanical reliability issues involved in monitoring the condition of train 

air brakes in cold weather in Canada.  

There are five thesis objectives:  
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1. To conduct a failure causes analysis and failure modes analysis of the available Wheel 

Temperature Detectors (WTD) failure data to understand the conditions under which the 

WTDs fail, and the associated failure rates; 

2. To correlate a specific failure/event of a WTD recorded in the maintenance database to its 

temperature readings on the day of failure so as to determine whether the failure/event 

shows itself on the readings and measurements of the WTDs; 

3. To assess the data quality of WTD measurements by comparing the data recorded by 

multiple sequential detectors, which requires the development of methods for the analysis 

sequential WTD data to detect anomalies and identify axles that may be prone to failure 

on a particular train; 

4. To model the reliability to obtain the failure pattern, degree of reliability in the specified 

time period, and Mean Time Between Failures (MTBF), because applying MTBFs allows 

for improved maintenance planning and scheduling; and  

5. To provide recommendations to improve data collection and management to facilitate 

monitoring the status and condition of the WTDs and increase accuracy of the reliability-

related analyses.   

The research methodology scheme is shown in Figure 1-2: 

 

 

 

 

 

 

 

Figure 1-2: Research methodology 
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1.4. Thesis organization 

 This thesis consists of six chapters, including this introductory chapter. Chapter 2 presents a 

review of the literature and concepts relevant to the reliability of WTDs, including reliability 

theory and its possible application in maintenance, failure mode and effect analysis. The chapter 

also includes a description of the current condition monitoring system, maintenance practices used 

by railways, and a functional description of the detectors. Chapter 3 presents the data sets being 

applied to assess the trustworthiness of WTD measurements and to model the reliability in this 

study. Chapter 4 describes the most important failure modes for WTD along with a trustworthiness 

assessment of WTD measurements, anomaly detection and the identification of wheels that have 

the potential to fail. Chapter 5 models the reliability of the detectors and obtains the associated 

parameters using their time-to-fail data. It also defines, calculates, and presents the mean time 

between failures to improve maintenance planning and scheduling. Chapter 6 outlines the results, 

summarizes the conclusions and provides recommendations for implementing a new program in 

industry. It also provides recommendations for future studies.  
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Chapter 2. Literature Review 

 This literature review looks at three main areas. One area is the condition monitoring 

equipment used in railways, especially wheel temperature detection (WTD) systems. The second 

includes exploratory data analysis techniques and the concept of system reliability, and how both 

can be helpful in improving the maintenance-related practices that ultimately lead to a more 

reliable system. The last area of focus is Canadian Pacific (CP) documentation and research in the 

field of reliability and maintenance management of railways. This was helpful when considering 

areas where improvement could result in better maintenance planning. 

 Sources for the literature review were scientific publications databases, including but not 

limited to ProQuest, Scopus, Google Scholar and various types of documents such as papers, 

articles, books, theses, standards, technical manuals and reports. In the initial stage of the research, 

literature related to decision-making, maintenance practices in industry, statistical analysis, and 

reliability was reviewed along with CP regulations and company documents.  

  This chapter looks into the concept of reliability, some reliability-related statistical subjects, 

and current condition monitoring techniques and equipment used by railways. It also looks at 

failure trends, decision-making and maintenance strategies.  

2.1. Condition Monitoring  

  Condition monitoring is monitoring the condition of a system in order to identify a failure or 

fault before it is developed (Martin K.F, 1994). Condition monitoring is typically applied to 

systems with a trend to failure. Condition monitoring makes it possible to pre-diagnose a failure 

and thus is one of the main elements of predictive maintenance. One of the main condition 

monitoring methods is “infrared thermography,” which is how WTD works.  

2.1.1. Wayside Inspection System (WIS) 

 Many different types of automatic and mechanical systems have evolved or been developed 

for condition monitoring. One of the systems that railways use to monitor the condition of in-

service trains is a Wayside Detection System, which uses interrogating sensors placed along the 

sides of tracks to detect specific faults on rolling stock (Palo et al., 2013, p. 658). Hot wheels, hot 
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bearings, a wheel slide, and wheel impact are some of the defects that can damage trains and 

threaten their safe operation. By using wayside detectors, railways have significantly decreased 

these hazards and risks (Figure 2-6) (Barke and Chiu, 2005). The number and distance between 

the detectors may vary depending on the traffic in the area where the train is operating. 

 
Figure 2-1: Number of derailments with their causes prevented by using wayside detectors 

(Barke and Chiu, 2005) 

 

Different types of wayside detectors are available. Some are reviewed in bellow: 

1. Hot Bearing Detectors  

 Bearing failure can be a serious hazard. A seized bearing can cut the axle and cause a 

derailment, which has substantial consequences in terms of interrupting the operation of the train 

and increasing the railway cost. When a bearing is close to failure it gets very hot (Barke and Chiu, 

2005).  When hot box detectors sense the heat emitted by the bearing, they set off an alarm. 

2. Wheel Temperature Detectors  

 Unreleased brakes increase the temperature of the wheels. The rise in temperature itself can 

cause changes in the structure of the wheel material. If the brake binding causes the wheels to 

become completely stuck, the wheels slide over the rail, which can cause them to skid or flatten or 

experience other irregularities and safety issues. Hot wheel detectors work on the same principal 

as hot box detectors; they detect the temperature of the wheels on a running train, identify those 

with abnormal temperatures, and raise an alarm to notify the train crew to act.  

45
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3. Dragging Equipment Detectors  

 Dragging equipment is detected mechanically. The detectors that perform this function are 

composed of paddles mounted in the rail to check the undercarriage of a running train. When the 

dragging object hits the paddles, the detectors sense the motion and report the problem. (Barke and 

Chiu, 2005) 

4. Wheel Impact Load Detectors (WILD) 

 WILD consist of strain gauges fixed to the track. “The strain gauges quantify the force applied 

to the rail through a mathematical relationship between the applied load and the deflection of the 

foot of the rail.” These impact forces affect the health and condition of the rail car wheel and need 

to be monitored. (Stratman et al., 2007) 

5. Weigh in motion (WIM) 

 WIM detectors basically work like WILD, and are applied by railways to check the axles’ 

load and identify an overloaded train.  

6. Acoustic Bearing Detectors  

 Acoustic bearing detectors record the acoustic signature of each bearing by means of track-

side located microphones, and detect axle bearing defects of a passing train. Depending on the 

geometry of the defect, “the contact between [the] bearing defect and internal components causes 

a ‘ringing’ of the body of the bearing” (Barke and Chiu, 2005) and produces vibrations. 

2.2. Wheel Temperature Detection 

 As discussed briefly in the Wayside Detectors section, WTDs are positioned wayside and use 

thermal sensors to detect wheels with abnormal temperatures, which is a sign of airbrake binding. 

The system works in conjunction with axle counting devices and can identify the wheels at risk. 

When installed on the points at which that airbrake needs to be applied (i.e., at the bottom of a 

downward slope), WTDs can detect cold wheels that could be a sign of an ineffective airbrake. 

Hot wheel detectors should be able to function in harsh environments exposed to such conditions 

as sun, cold, rain, snow, and wind. Detector spacing depends on each railroad’s preference and 

local conditions, but 20-30 (1 mile=1.6 km) miles is a typical interval. WTDs provide the most 
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current information on the condition of train wheels and air brake performance (Chong et. al., 

2010). This enables railways to alert railroad staff of probable air brake failures and to take 

proactive action before failures occur. The following explanation of WTDs is based on the 

literature review, the system manual, and the site visit at the CP yard in Golden, BC. 

The main components of the system are trackside equipment, scanners, a transducer and transducer 

cables, radio and antenna, power supply, cable, temperature sensors, standby battery, and snow 

blowers. 

 
Figure 2-2: Typical WIS configuration 
(Railway Investigation Report, 1999) 

 

 The scanner targets the wheel plate near the thread, about 2 ½ inches above the rail. It 

measures the wheel heat, using the temperature of the bottom of the car as reference. Set at an 

angle, the scanner is capable of scanning the wheels on the near and far rail (Railway Investigation 

Report, 1999) When a train arrives at an hot box detector (HBD) site, the scanner shutter opens 

and the scanner references the bottom of the car or truck side frames as “base ambient” before 

reading the next wheel. “The [wheel] temperature detectors] infrared scanner can be focused 

directly on the wheel’s surface. Since the required information is obtained by “looking at” only a 

small part of each car, a method is required to know when the wheels are in the scanners’ view. 

This method is called “gating” the heat signal. In gating, electromagnetic devices called 

transducers are used to detect the presence of the car’s wheels. The transducers are electromagnetic 

devices that can detect a moving mass of metal. When wheels are in view of the sensing device 
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(as determined by the transducers), heat samples are taken to determine the temperature of the 

wheels” (CN Wayside Inspection System Manual, 1995). As each wheel passes through the gating 

transducers, the scanner reads the wheel heat relative to the side frame of the bottom of the car or 

truck. After the train has passed the detection site, all measurements are sent to the central data 

center where they are processed and compared to the other axle’s temperature. If there are any 

abnormalities, the train crew will be notified. The process of data acquisition, data processing, 

alarm generation and transition takes around 10 minutes. 

2.3. Current Practices in use by Canadian Pacific  

 The No.1 airbrake test that was addressed in Chapter 1 is the main air brake test that Canadian 

railways uses to inspect the condition of the train airbrakes. The person conducting the test 

evaluates the air pipe integrity based on decrease in pressure, determines whether the brake 

parameters are within the identified limits, and visually inspects. The actuation and release of 

airbrake on each railcar. The test normally takes around 60 to 90 minutes. In addition in being 

time-consuming, the process is prone to human error, especially in harsh winter weather. Railways 

plan to rely more on technology-based inspection systems such as WTDs, so they need to make 

sure that these systems are functioning reliably and are providing sound measurements of wheel 

temperatures. Furthermore, train stops are costly for the railways companies, so the number of 

unnecessary stops must be reduced. CP thresholds for a hot wheel used to be 200 ͦ F, a temperature 

that is relatively common for train wheels. As a result, trains had to stop frequently. Ultimately, 

the threshold was raised to 600 ͦ F. Now two sites have a threshold of 200 ͦ F, showing the 

significance of detecting the real hot wheels. In 2004, CP introduced an internal “Equipment 

Health Monitoring System (EHMS), in which the detector’s data are collected, evaluated, and 

reported to the maintenance facilities and train crew (Aronian et al., 2012).  

 Currently, CP is using a number of tools to highlight the outliers in the temperature readings, 

including looking at the temperature reading trends of the detectors on a train base. An abnormal 

spike or drop could signify a detector failure. Also, the individual wheel temperature on each rail 

car is plotted. These temperatures tend to fit to a normal distribution, so 99.7% of the temperature 

readings lie within three standard deviations of the mean. Applying this empirical rule to the train 

temperature distribution makes it possible to identify the outliers. To determine the ineffectiveness 
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of the airbrake on a wheel, the wheel temperature should be an outlier and should exceed a preset 

threshold. A wheel will be categorized as a hot wheel if its temperature is above a given limit and 

at least 3σ above the train mean wheel temperature (Aronian et al., 2012). CP also has its own 

general operating instructions (GOI) for WTDs that need to be considered by the train crew. When 

an alarm message is reported, railway staff consider GOI and timetable instructions in order to 

decide on the proper course of action. Based on the conditions, the train can be stopped 

immediately and inspected, or the inspection can take place after the train stops at the designated 

location. GOI also provide the train crew with guidance on other issues, including how to avoid 

the prolonged application of a brake while passing a detection site, the speed limit of the train 

while entering those sites, and when to use the radio system (not while passing over the detectors). 

Sections 13, 14, and 15 of the Signals and Communication Requirements provide rules for 

installing, testing, maintaining, and inspecting the WTDs, and alarm levels and other system 

settings. (Canadian Pacific Red Book, 2010). Based on these requirements, the inspection and test 

intervals for the WTD system vary from three months to one year. The inspection covers the 

physical condition, operation and function, and related components. 

2.4. Data Management and Decision Making  

 During the literature review, significant emphasis was placed on effective data management. 

In a modern society, information and data are the main components of any organization. Data 

collection is used for financial, legal, safety, standardization and reliability purposes. The data 

need to be processed and studied to be a basis for a decision. The amount and quality of the data 

are important factors. Excessive data recording and storage can make it impossible to extract 

correct information, and cause inadequate results or complicate the decision-making process. Data 

overload should be avoided. It is important to know the parameters that need to be measured to 

identify which data are worth recording. In order to make an accurate and effective decision, data 

collection and data management need to be done in an effective manner. 

 Another important factor for decision-making is information. A sufficient amount of 

information is needed; too little cannot reduce the risks associated with decision-making (Newell 

et. al., 2007), while too much makes the decision-making process more difficult (Gelle and Karhu, 

2003). Better decisions will be made when “recent, relevant and reliable” information is provided 
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(Emblemsvåg, 2005) and presented efficiently to the decision-makers.  When determining how 

much information is needed, considerations include time and money constraints and the tendency 

to process the information, as well as other external and internal factors. Other important factors 

influencing decision-making are human judgment and intuition. In many real-time cases, decisions 

are made based on the decision-maker’s experience, judgment, and feelings rather than facts and 

information. This leads to errors. Studies show that these errors arise due to a lack of relevant data. 

The likelihood of such errors confirms the importance of collecting and managing in such a way 

that the right information and data will be available and accessible when needed. Depending on 

the need and purpose of the company and the data collection itself, two type of analysis can be 

performed:  

Qualitative Analysis: Data are gathered from interviews and meetings. The useful information is 

extracted and conclusions made based on the data pattern and other findings.  

Quantitative analysis: Data is collected and evaluated using statistical methods. The statistical 

analysis can be carried out either by considering the average values to evaluate the performance 

or by considering the population of data to predict a trend.  

 Maintenance data are amongst the data sets that are widely used in different industries.  

Collecting, analyzing, and managing maintenance data and recorded failure events can provide 

industries with solutions to improve performance. Although maintenance techniques have evolved, 

there are still issues in terms of knowing and understanding what information is required. Efficient 

maintenance requires precise and reliable information and appropriate knowledge provisioning. 

Managing the vast amount of information needed to perform maintenance practices can be 

challenging. The lack of proper data collection, management and maintenance support information 

can lead to improper failure identification as well as the “No Fault Found” phenomena which 

results in more time spent on maintenance activities and lower system availability (Söderholm, 

2007). To summarize, it is necessary to develop an effective method of data collection and a 

database containing the required and complete information. (Morant, 2014) 
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2.5. Analysis required for mechanical reliability function  

2.5.1. Failure Modes and Effects Analysis 

 Failure mode and effect analysis (FMEA) was developed in 1950 by US army reliability 

engineers. It was then widely adapted by other industries such as aerospace and automotive (Teng 

and Ho, 1996). FMEA is often the first step in reliability analysis. Conducting FMEA yields 

information about the system and makes it possible to assess failure causes, modes and their impact 

on the operation of the system. This is useful in identifying possible areas of improvement, which 

eventually leads to opportunities to enhance a system’s safety and operation (Morant, 2014). The 

impact of a failure on a system is one of the main reasons to conduct maintenance activities, so the 

outcome of FMEA can also be used to schedule maintenance and inspection activities. Some of 

the important terms related to FMEA are:  

Functional Failures: This term describes the failed states when a system is not able to function in 

a way that the user desires and finds acceptable. Functional failures need to be identified in order 

to make failure management possible (Moubray, 1997). 

Failure modes: Failure modes are the ways that a failure can occur.  

Failure Effects: Failure effects address what happens as a result of a failure, the effects that the 

failure has on operation and production, how it affects safety and the environment and, in general, 

what are the consequences (Moubray, 1997). 

Failure rate: This refers to the number of failures per operation time that a system, equipment or 

a component is functioning. The failure rate varies during the lifetime of a system. It is divided 

into three periods: burn-in, useful-life and wear-out (Rausand and Høyland, 2004). 

Failure pattern: Failures can be related to age. The failure pattern illustrates the pattern rate at 

which a system or equipment depreciates during its lifespan. The following figure depicts the 

different failure patterns: 
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Figure 2-3: Failure rate pattern 

(Moubray, 1997) 

 

 Historical data, technical specifications of the system, manuals, operating condition and 

system failure rates are some of the factors that can help when conducting a failure mode and 

effects analysis (Awan, 2014), which has two phases:  

1. Potential failure modes and their effects are identified.  

2. The rank of the failure modes is specified according to the severity and probability of the 

occurrence (Sharma et al., 2005, Teng and Ho, 1996). 
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2.5.2. Reliability Analysis 

 Reliability is defined as the probability that a product will not fail within a defined period of 

time under given functional and environmental conditions (Bertsche, 2008). The concept of system 

reliability grew more significant after World War II when reliability was used to evaluate the 

operational safety of aircraft engines (Rausand and Høyland, 2004). 

 Understanding the nature of a problem is the primary step towards solving it. Failing to 

understand can lead to errors. Reliability analysis can be applied as a systematic tool for 

understanding the system from the perspective of failure, function and safety, and thus clarifying 

how to improve it. Furthermore, reliability analysis defines aspects of design or practice that are 

important to the continuity of operation and/or present high risks that require more attention. 

 A reliability assessment indicates and validates that the system is capable of fulfilling its 

reliability and safety requirements. Design optimization is the act of having an optimal design for 

safety and operation regularity. Maintenance planning is necessary to determine the best possible 

maintenance and inspection strategies. Modification support verifies that modifications are in line 

with the safety and reliability requirements. Modification support can be considered one of the 

main applications of reliability analysis (Hansen and Aarø, 1997). There are three main elements 

to system reliability: hardware, software (processes) and people (Rausand and Høyland, 2004). 

This thesis primarily deals with hardware reliability but it also addresses improvements in the 

reliability of processes through the effective use of collected data. The hardware reliability is 

modeled through actuarial information.   Reliability modeling involves the following six steps: 

(Vaghar Anzabi and Lipsett, 2011) 

Data collection: the operating life of the system of interest is calculated.  

Data collection: the system’s operating life is calculated.  

Failure probability function estimation: histogram plot of time-to-failure data is used to select a 

distribution. 

1. Fitting the distribution: a distribution is fitted to the data set.  

2. Parameter estimation: a statistical method is used to estimate the parameters related to the 

model.  

3. Goodness-of-fit test (GOF): the selected distribution’s fit to the data set is evaluated. 
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4. Reliability function: if the selected distribution is not rejected by the test, the reliability 

function will be obtained.  

 Studies have looked at reliability analysis and assessments in various fields. In one test, an 

automatic laser-based wheel profile monitoring system (WPMS) was installed to monitor a wagon 

wheel’s condition. The system recorded reliability and the accuracy of measurements, which 

showed that during the winter, there were more failures. This led to a recommendation to increase 

system reliability during winter months (Lin et al., 2015). Analyses were done on reliability and 

the failure mechanisms of the components under thermal mechanical loading and a determination 

was made regarding their operational life under high temperatures. The reliability functions for 

different temperatures were modeled applying the Reliasoft platform. The Weibull distribution 

was selected (Pulido, 2012). The failure of haul truck tires was studied and common failure modes 

were defined. Also the failure modes of interest for improved condition monitoring were identified. 

The failure time of the tires was collected from laboratory tests and applied for modeling the 

reliability to determine the probability of failures. Lifetime distribution was used for reliability 

assessment and it was found that the failure probability follows a  

       3P-Weibull distribution (Vaghar Anzabi and Lipsett, 2011). To obtain more information about 

a natural-gas pressure-regulating installation, the operability, reliability and availability of the 

installation was studied. The available corrective maintenance data were applied to acquire failure 

rates. Reliasoft was the software used for plotting reliability against the time (Gerbec, 2010). The 

reliability and the maintenance efficiency of the mining equipment were stated as the factors that 

impact equipment performance. The failure and repair data for subsystems and components of a 

crushing plant at a mine in Iran were collected from different sources and applied to model and 

calculate the reliability within specified time intervals using Reliasoft Weibull software. The 

components with low reliability were determined to allocate effort and resources to improve 

overall reliability. It was indicated that reliability assessment is useful in deciding maintenance 

intervals, and subsequently preventive maintenance intervals were defined for achieving a desired 

level of reliability (Barabady and Kumar, 2008). The reliability of open pit mining equipment was 

analysed as one the methods to mitigate the effect of failures on equipment. The factors affecting 

reliability were studied.  Common techniques for reliability modeling such as failure mode effects 

and criticality analysis (FMECA), Pareto analysis, statistical analysis and reliability growth were 
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explained with the examples. In statistical analysis, the reliability distribution and associated 

parameters were presented. Additionally, some of the required reliability and maintenance data 

were stated, including “the failed equipment,” “the time of failure,” “the time of repair,” and 

“duration of the repair.” It was shown that although there is a capturing data system, the quality of 

collected data is poor. It was indicated that implementing reliability methods can assist in enhanced 

maintenance practices (Hall and Daneshmend, 2003). Reliability study of safety systems 

(Bodsberg and Hokstad, 1997) and heat detector systems (Leinum, 1992) were also studied.  

Researchers investigated reliability in different fields and studies that have been done in the area 

of condition monitoring of the different detectors in use by railways (Stratman et al., 2007; 

Hajibabaia et al., 2012). But these do not focus on WTDs and modeling their reliability. Besides, 

one should bear in mind that there are substantial differences among the particular WTDs and the 

case-specific data on the system failures, so this study reports the result of a case study.  

 To explain and discuss reliability, it is necessary to know some of the terms that are the basis 

of Reliability. In the subsequent part of this chapter, some definitions and terms that are commonly 

used in reliability analysis are explained briefly: 

 

- Random Variables 

 Reliability analysis generally deals with quantitative or qualitative measures. Random 

variables are used to denote these measures (Canavos, 1984). In the case of quantitative measures, 

the random variable would be time-to-failure, which can take on any value from 0 to infinity, 

which makes it a continuous random variable. 

- Probability Density Function and Cumulative Distribution Function 

 In reliability, the two most important statistical functions are the probability density function 

(pdf) and cumulative distribution function (cdf). Other reliability-related parameters can be 

obtained using these two closely related functions. 

The pdf and cdf describe the probability distribution of a random variable. The pdf is denoted as 

f(x) and the cdf as F(x) (Mendenhall et al., 2003).  

Figs. 2-1 and 2-2 illustrate, respectively, a pdf and its relationship with the cdf:    
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Figure 2-4: A probability density function 

(Reliasoft. User’s guide) 

 
Figure 2-5: The pdf-cdf relationship 

(Reliasoft. User’s guide) 

 

For a continuous random variable X, the pdf function is defined as:  

𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) =  ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

 
Equation 2-1 

 
 

Where a and b can be any two numbers with a =˂ b. 
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 As shown in Figure 2-2, the area under the curve from a to b is the probability that X takes a 

value between a and b. “The pdf represents the relative frequency of failure times as a function of 

time.” (Phoha and Thomas, 2006) 

 The cumulative distribution function (cdf), is shown as F(x) and is described as: 

𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥) =  ∫ 𝑓(𝑠)𝑑𝑠
𝑥

0

 Equation 2-2 

 

Where X is a random variable and x is a number.  

 Cumulative values of the pdf are presented by cdf. This means that a value on the cdf curve 

is equal to the area to the left of that value under the pdf curve. In reliability, cdf, also known as 

“unreliability,” gives the probability that an item or system will fail before the time t  (Phoha and 

Thomas, 2006). 

 The relationship between pdf and cdf can be shown as follows:  

𝐹(𝑥) =  ∫ 𝑓(𝑠)𝑑𝑠
𝑥

0

 
Equation 2-3 

 Or 

𝑓(𝑥) =  
𝑑 (𝐹(𝑥))

𝑑𝑥
 

Equation 2-4 

 The area under the pdf curve up to a point of x is the cdf.  

 

 

- Reliability Function 

 The reliability function is one of the most important in reliability analysis. It provides the 

probability that a system or component can function as planned and for a certain period of time 

(Ebeling, 2010).  Figure 2-3 illustrates this: 
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Figure 2-6: Unreliability vs Reliability 
(Reliasoft. User’s guide) 

 Mathematically, Equation 2-5 can be used to derive the reliability function.  

𝐹(𝑥) =  ∫ 𝑓(𝑠)𝑑𝑠
𝑥

0

 
Equation 2-5 

 

  This equation gives us the probability of unreliability. It needs to be subtracted from 1 to 

obtain the reliability function. 

 The following equation demonstrates the relationships between unreliability and reliability, 

using Q(t) for unreliability and R(t) with reliability:  

 

𝑄 (𝑡) + 𝑅(𝑡) = 1 Equation 2-6 

 

𝑅(𝑡) = 1 − 𝑄(𝑡) Equation 2-7 

 

𝑅(𝑡) = 1 −  ∫ 𝑓(𝑠)𝑑𝑠
𝑡

0

 
Equation 2-8 

 

𝑅(𝑡) =  ∫ 𝑓(𝑠)𝑑𝑠
∞

𝑡

 

 

Equation 2-9 

 

This equation is equal to:  
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𝑓(𝑡) =  − 
𝑑(𝑅(𝑡))

𝑑𝑡
 

Equation 2-10 

 

 

- Failure Rate Function 

 Failure rate is the number of failures per time and describes a system’s failure trend. This 

could be very useful for planning maintenance and allocating resources (Finkelstein, 2008). The 

failure rate function is defined by:  

𝜆 (𝑡) =  
𝑓(𝑡)

𝑅(𝑡)
 Equation 2-11 

 - Mean Time to Fail (MTTF) 

 The mean time to fail (MTTF) or mean life is a measure of the average time that a system or 

component has operated before a failure. The MTTF is an indicator of reliability performance. 

Mathematically it is defined as:  

�̅� = 𝑚 =  ∫ 𝑡. 𝑓(𝑡)𝑑𝑡
∞

0

 Equation 2-12 

 

- Mean Time between Failure (MTBF) 

 “Mean Time between Failure (MTBF) is a basic measure of a system’s reliability” (Torell et 

al., 2004). MTBF is similar to MTTF. Both terms are often wrongly used. The difference is that 

MTTF is used for systems that are not repairable while MTBF is used for systems that are. MTBF 

can be calculated by the following equation: 

𝑀𝑇𝐵𝐹 (𝑡) =  
𝑡

𝑁(𝑡)
 

Equation 2-13 

 

t: sum of the operating times 

N(t): the number of failures in time interval of t 

 A more reliable system has a higher MTBF. MTTF and MTBF can be used to determine 

inspection and maintenance schedules.  
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- Lifetime Distributions 

 Lifetime distributions are applied widely in reliability modeling (Vaghar and Lipsett, 2011). 

The pdf mathematically describes the distribution. Other reliability indexes such as failure rate and 

mean time can be derived from the pdf. When minimum data requirements are met, any 

distribution can be deployed to model the fit, analyze the data, and represent the behaviors. There 

are many distributions but some tend to better represent most of the life data and pattern failure of 

many of the mechanical and electrical systems, thus earning the name, “Lifetime Distributions.”  

Weibull that can be used in different forms (one-parameter, two-parameter, and three-parameter) 

as well as normal and lognormal distributions are examples of lifetime distributions. Many 

distributions are available in literature; in this section, some are briefly reviewed with respect to 

reliability. 

 

Normal Distribution:  

Normal distribution has been shown to be the most important and the widely used continuous 

probability distribution for many reliability and life data analyses  

(Canavos, 1984). One of the characteristics of this distribution is that it is symmetric and bell-

shaped, meaning that the distribution of the population about the mean is even. The pdf of a normal 

distribution is defined in Equation 2-14:  

𝑓(𝑥) =
1

𝜎(2𝜋)
1

2

exp[−
1

2
(

𝑥 − 𝜇

𝜎
)

2

] 
Equation 2-14 

 

µ: the mean and location parameter, and  

σ: the standard deviation and scale parameter 

 

Lognormal Distribution 

 Lognormal distribution also has widespread applications. It fits the random variables if their 

lognormal values are distributed normally (Crow and Shimizu, 1988). Lognormal distribution 

works better with fatigue-stress failures.  

The pdf of a lognormal distribution is given by: 
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𝑓(𝑥) = {
1

𝜎𝑥(2𝜋)1/2
exp [−

1

2
(

ln 𝑥 − 𝜇

𝜎
)

2

]}      𝑓𝑜𝑟 (𝑥 ≥ 0) 

Equation 2-15 

 

Exponential Distribution 

 Exponential distribution is mathematically simple. It applies in the modeling of units or 

systems with a constant failure rate.  

The two-parameter exponential probability density function is given in Equation 2-16: 

𝑓(𝑡) =  𝜆 exp(−𝜆(𝑡 − 𝛾)) 
Equation 2-16 

 

Where:  

t: operating time 

λ: constant failure rate 

1/λ: mean time between failures, or to fail  

γ: location parameter  

 

Gamma distribution:  

 Gamma distribution is versatile and fits well to most data sets. It can be used extensively in 

various areas (Canavos, 1984). When used in the context of reliability testing, it marks out the 

likelihood of partial failures.   

The probability distribution function is given in Equation 2-4.  

𝑓(𝑥) =  
𝜆

𝛤(𝑎)
(𝜆𝑥)𝑎−1 exp(−𝜆𝑥)  (𝑓𝑜𝑟 𝑥 ≥ 0) 

Equation 2-17 

 

Where:  

𝑎: shape parameter 

λ: scale parameter 

  

and Γ(a) is the gamma function and is defined as follows:  
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𝛤(𝑎) =  ∫ 𝑥 𝑎−1 
∞

0

exp(−𝑥) 𝑑𝑥 

Equation 2-18 

 

Weibull Distribution 

 The Weibull distribution is used widely in reliability analysis. A very useful characteristic 

that makes it versatile is that based on the value of the shape parameter (β), it can be fitted to a 

variety of life data. It can model constant and inconstant failure rates (Canavos, 1984). 

 The pdf of this distribution is:  

𝑓(𝑡) =  
𝛽

𝜂𝛽
𝑡𝛽−1 𝑒𝑥𝑝 [− (

𝑡

𝜂
)

𝛽

]       (𝑓𝑜𝑟 𝑡 ≥ 0) 
Equation 2-19 

 

β: Shape parameter 

η: Scale parameter 

 

- Parameter Estimation  

 To fit a distribution to the life data, the parameters of the lifetime distribution need to be 

estimated to achieve the closest fit to the data. In reliability analysis, there are two methods of 

parameter estimation: maximum likelihood estimation (MLE) and rank regression. Rank 

regression is divided into two forms: regression on x (RRX) and regression on y (RRY). The 

method chosen for analysis is determined based on the size of the data set. In most cases, the rank 

regression method works better with small data sets, whereas MLE works better with a larger ones. 

Large is usually defined as a data set with a sample size greater than 30. RRX works better than 

RRY with small sample sizes (ReliaSoft. User’s guide). 

 

- Goodness-of-Fit Tests 

  When performing a reliability analysis, the model’s fit must be evaluated after a distribution 

model is fitted to a data set. Various statistical tools can be used to assess the fit of a distribution. 

Some of these tests are described below:  

- Probability Plotting 

 This method visually assesses the fit of the distribution model. It can be used when the rank 

regression parameter estimation method is applied. It is not an accurate indicator when the 
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maximum likelihood method is used. If a straight line is achieved when the probability is plotted, 

it can be inferred that the distribution fits the data well.  

- Correlation coefficient 

  This method is also used when rank regression is applied. The correlation coefficient is 

shown by ρ and is an index of how well the probability line fits the data. A correlation coefficient 

can take on any value between +1 to -1.  The closer the value is to +1 or -1, the better the fit of the 

distribution. A value equal to +1 or -1 is the perfect fit, but with a different slope. A value equal 

to 0 means that the data are randomly distributed (Fenton, Norman, and Martin Neil, 2012). 

- Likelihood Value 

 The likelihood value (L) is a measure used to evaluate the fit of a distribution when the MLE 

is used as a parameter estimation method. The values that L can take are not limited to a range and 

can be any number, so it is not possible to decide on the fit of a distribution based only on the L 

value. This value can be used for comparative assessment between the fit of multiple distributions.   

- Chi-Squared Test 

  This test should be used for large sample sizes, those with a minimum of 25 to 35 samples.  

If the calculated chi-squared statistic value (𝑊) is less than the critical parameter (𝜒2) for all 

values of a significant level (α), the hypothesis regarding the distributional form is accepted.  

- Modified Kolmogorov-Smirnov (KS) Test 

 Another test that is used in reliability modeling is the Modified Kolmogorov-Smirnov (KS) 

Test. The standard KS test is applied to check the fit of a continuous distribution when the 

parameters are known, but in life-data analysis, in most cases the parameters are unknown so 

another type of KS test is applied, a modified KS test. The modified KS test can be used for small 

sample sizes. .In general it is more powerful than the chi-squared test. It compares the cumulative 

distribution functions of two data sets.  

The test is based on the maximum absolute difference between the observed probability (𝑄𝑖) and 

predicted probability (�̂�𝑖)  for a data set that contains N observations (i.e., failure times) 

(Kececioglu, 2002). 

𝐷 = max|�̂�𝑖 − 𝑄𝑖|         1 < 𝑖 < 𝑁  
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 The test takes the probability that the calculated D for the sample data set is less than the D 

max. A lower probability value, close to 0, is desired as it shows that there is not a significant 

difference between the data set and the fitted distribution. The KS test calculates a P-value based 

on the maximum absolute difference between the two cumulative distribution functions and 

sample sizes.   

- P-Value:  

 P-Value, a number between 0 and 1, is a statistical measure that determines a result’s 

statistical plausibility. A larger P-value indicates that the groups of data were sampled from similar 

distributions (du Prel et al., 2009). 

 

2.6. Maintenance strategies and models 

 Maintenance is defined as the combination of technical, managerial, and supervision actions 

to sustain a system in, or bring it back to a state in which it will be capable of functioning as 

required (Morant, 2013). A main target of maintenance is to increase reliability and availability by 

minimizing a system’s outage time (Morant, 2014). Decreasing the amount of time spent on 

maintenance will decrease a system’s downtime. It was after the 1980’s that more attention was 

paid to maintenance departments and improving maintenance practices. Prior to that, bringing a 

system or equipment back to running was enough to qualify a maintenance department as 

satisfactory. In order to increase availability and decrease downtime, different maintenance 

strategies can be selected and used (Khan and Haddara, 2003). Defining objectives is the basic 

step for selecting a maintenance strategy. Nowadays, complicated systems demand highly complex 

and costly maintenance strategies (Morant, 2014). Maintenance strategies are affected by internal 

factors such as the nature of the industry, type and criticality of the system, operational safety and 

availability, cost effectiveness of the practice and external factors like weather conditions. 

Different maintenance strategies are addressed in the next section. 

2.6.1. Maintenance Strategies 

 Maintenance is categorized into corrective or preventive. In corrective maintenance, after a 

failure has occurred and a fault recognized, maintenance is done to put the system back to function. 
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Preventive maintenance is carried out routinely and at pre-determined intervals to lower the 

probability of failure or degradation of a system (Morant, 2013) Condition-based and 

predetermined maintenance are strategies that fall under this category. Corrective maintenance can 

be deferred or immediate. The figure below is the schema of these approaches:  

 

 
Figure 2-7: A schema of different approaches of maintenance 

(Morant, 2014). Adopted from EN 13306, (2010)) 

 

 Using same basis and logic as above, the following section categorizes maintenance strategies 

into two main groups: reactive and proactive. However, it goes deeper and splits the maintenance 

strategies into smaller and more detailed groups (Swanson, 2001). 

Reactive Maintenance 

 Reactive maintenance is performed when the system has faced a failure. The purpose of 

reactive maintenance is to bring the system back to operation by means of temporary repair or 

replacement (Swanson, 2001) 

Proactive Maintenance 

 This strategy is generally used for more critical systems and equipment and relies on condition 

monitoring and regular maintenance, before conducting failure-of-fault maintenance (Swanson, 

2001). Proactive maintenance is divided into two categories: preventive and predictive.     

Preventive maintenance 

 In this strategy, maintenance activities like cleaning, lubricating, and replacement are 

performed depending the time at which the equipment or system is in service. Preventative 
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maintenance may decrease the chance of failure and increase the life of the system, but at the same 

time it disturbs the system’s regular operation (Swanson, 2001). It can be adopted for failures with 

minor consequences. However, for those with major consequences, predictive maintenance is 

preferred.  

Predictive maintenance  

 Condition monitoring and condition-based maintenance are the two activities involved in 

predictive maintenance. Condition monitoring uses the physical condition of the system, such as 

temperature and vibration, as a symptom of failure. Condition-based maintenance involves 

maintenance based on observed maintenance triggers (Swanson, 2001). Three key elements are 

involved in condition-based maintenance: data acquisition about the system’s health, processing 

of the acquired data, and decision-making regarding maintenance actions (Morant, 2014). 

Shutdown Maintenance 

 The system, equipment, or plant are shut down while maintenance activities are performed 

and completed (Awan, 2014). 

Risk-based maintenance 

 Reducing the overall risk is the purpose of the risk-based maintenance (RBM). The RBM 

approach offered by Khan and Haddara (Khan and Haddara, 2003) consists of three segments: risk 

estimation, risk evaluation and maintenance planning. All contributing events to a failure are 

identified along with their consequences, which can correlate to the probability and frequency of 

the occurrence. The value of the risk associated with the failure is calculated. The risks are then 

compared to their acceptance criteria and rejected or accepted. Maintenance is planned using a 

reverse fault-tree analysis to get to the desired failure probability. The maintenance plan needs to 

be verified against the acceptable level of risk.  

Reliability-Centered maintenance 

 The maintenance environment has changed over the years, transitioning from interval-based 

to reliability-centered maintenance. RCM can use the elements of other maintenance strategies in 

addition to modifications in design and operating practices to optimize maintenance periods 
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(Awan, 2014). RCM can be employed to develop new maintenance strategies to reduce corrective 

maintenance and advance maintenance performance (Morant, 2014). “RCM focuses on the 

application of FMEA for a technically and economically feasible, simple, and precise, easily 

understood, executed and controlled maintenance strategy” (Moubray, 1997). RCM has brought a 

new outlook to maintenance, and has resulted in a decrease of 40 to 70% in maintenance work 

(Moubray, 1997). Research shows that for the most part, RCM has been successfully applied to 

various systems in different industries: “Its application on wheel sets and rolling stock has been 

also demonstrated” (Poddar, 2014; Rezvanizaniani et al., 2008). As mentioned earlier, based on 

the decision criteria one of the maintenance strategies can be selected by the company’s 

maintenance department. In some cases, the maintenance department decides to outsource a part 

or all of the maintenance tasks. Outsourcing helps to reduce “operational cost and capital 

investment” but has its own risks that need to be considered strategically (Awan, 2014). Some of 

the risk areas that can be addressed deal with losing control over the parameters affecting 

maintenance, such as cost, condition of the assets, safety, and core competence (Morant, 2014). 

2.6.2. Maintenance Models 

 In addition to strategies, different maintenance models are addressed in the literature.  The 

models can be theory-based or data-driven. Theory-based models are either statistical or physical 

(Morant, 2014). Statistical models use historical time-to-fail to estimate the reliability based on 

the distribution of the failure records. Physical models use mathematical models to describe the 

physics of the system failure. Both require several assumptions. Data-driven models derive models 

based on real historical data and collected condition-monitoring data. A large amount of data is 

required to obtain an accurate and valid model. It would be of great value to have a hybrid model 

combining theory-based and data-driven models that can consider the physics of failure with 

operational conditions.   
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Chapter 3. Presentation of Data 

3.1. Corridor of study 

 The corridor of study for this project was a BC coal loop, which is a fully operative line for 

coal trains that connects the coal mines in southeast British Columbia (BC) to export terminals on 

the west coast of British Columbia (Aronian, Jamieson, 2014).  There are seven subdivisions in 

this area, with 40 WTD sites placed approximately every 25 miles. The region is considered 

mountainous, and as many brake applications occur in the mountain grades, this region was 

selected for the study. Figure 3-1 shows the BC coal loop map; the BC coal route is highlighted in 

blue and the detector sites are shown in red.  

 

 
Figure 3-1: BC coal loop map and the location of the detectors 

(Jamieson, Michelle, Personal communication, 2013) 

 The subdivisions that the detectors are installed in are as follows: Cascade, Cranbrook, 

Fording River, Mountain, Shuswap, Thompson and Windermere. Each of the detectors is located 

at a milepost. The mileposts are used as an ID for each detector in this study. Mileposts increase 

numerically from East to West. The detectors under study are listed in the following table:  
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No. Detector No.  Detector 

1 Cascade 10.9  21 Shuswap 40.8 

2 Cascade 32.5 22 Shuswap 59.1 

3 Cascade 54.9 23 Shuswap 77.4 

4 Cascade 80.1 24 Shuswap 77.5 

5 Cascade 96.8 25 Shuswap 90 

6 Cranbrook 24.7  26 Shuswap 97.9 

7 Cranbrook 40.3 27 Shuswap 118.5 

8 Cranbrook 65.3 28 Thompson 11.8 

9 Cranbrook 86.8 29 Thompson 35.5 

10 Fording River 5.3 30 Thompson 44.3 

11 Mountain 14.2 31 Thompson 60.5 

12 Mountain 30.2 32 Thompson 81.9 

13 Mountain 39.3 33 Thompson 98.1 

14 Mountain 44.9 34 Windermere 8.5 

15 Mountain 54.5 35 Windermere 25.2 

16 Mountain 70.9 36 Windermere 50.4 

17 Mountain 74.8 37 Windermere 54.7 

18 Mountain 95.1 38 Windermere 97.2 

19 Mountain 111.7 39 Windermere 113.4 

20 Shuswap 19.7 40 Windermere 123.3 

Table 3-1: 40 detectors under study 

3.2. Available data sets related to WTDs 

 Two sets of data were applied in this study to analyze the system. The first one is the 

maintenance records of the above-mentioned 40 WTDs over the five-year period from 2009 to 

2013 and the second is the raw temperature readings of the same WTDs over the same period of 

time.  

3.2.1. Maintenance Records of WTDs 

 Maintenance record files contain data related to the events/failures that have occurred to the 

WTDs and are recorded in the maintenance tickets, including outage time, ticket number, the date 

and time of ticket issuance, the subdivision and mileage where the failed detector was located, the 

reported problem, the cause and sub-cause of the failure, the action taken, and, in some cases, the 

failed components and subcomponents. A part of a maintenance record file is captured in Figure 

3-2.  
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Figure 3-2:  A sample part of the maintenance record file 
 

 The below chart shows an incident related to a detector and was extracted from the main file 

and shown as an example: 

 

Outage time  198 min 

Ticket number CP2009-01-19-074 

Opened Time  1-19-09 

Type S&C 

Subdivision Mountain  

Mileage 70.9 

Equipment HBD 

Reported Problem RTC reports  the HBD at mile 70.9 on MacDonald track has reported itself 

not working for the last two trains 

Cause  S&C 

Sub Cause  Maintenance 

Action Taken Repaired/Replaced 

Component  Trackside Equipment 

Sub Component Lid Cover 

Table 3-2: Some of recorded fields in a maintenance record file  
 

 The maintenance records data were used for identifying the failures, failure modes and failure 

causes of the WTDs as well as modeling the reliability.  
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3.2.1.1. Limitations of WTD maintenance data   

 Analyses were done using the corrective maintenance records that were available in the CPR 

maintenance department database. The data set is accepted as it is; the data are manually entered 

and are prone to error, For instance, if corrective maintenance has been done during an inspection 

but it is not recorded, then this maintenance activity is not considered in the analysis. In this way, 

there may be data quality issues that cannot be verified. In the present work, databases were 

separate. There was no access to the data set regarding the operating and maintenance history of 

the air brakes, which made relationships amongst air brake conditions, WTD readings, and 

maintenance records impossible to verify with complete confidence (This data quality issue is not 

unique to railroads). The exact times of failures were also not captured in the maintenance tickets 

and that resulted in some uncertainty. The installation date of the detectors was not recorded in the 

CP maintenance record database, so a particular time period that the system was in operation before 

a failure occurs was unknown. To model the reliability, the time period the system was in operation 

before the failures occurred is needed. In order to solve the lack of information and to obtain more 

accurate results, the first failure of each detector was assumed to be the time the system was put in 

operation. The time between each successive failure was calculated. The summation of the time 

between the first failure and each consequent failure and the cumulative mean time between 

failures gives us a good estimation of the operating hours of the detectors before failure. The 

calculated time-to-fail was used for reliability modeling and analysis.  

 

3.2.2. Temperature readings of WTDs 

 CP maintains a database of raw data of temperature readings of the detectors.  This dataset 

was another source of data being used in this study. WTDs raw temperature readings from 2009 

to 2013 were made available by CP for the analysis. A portion of raw data has been shown as a 

sample in Figure 3-3.  
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Figure 3-3: Portion of sample raw data 

 
 The dataset is a compact and structured transmitted train data which is conveyed on a private 

line. The data is transmitted in several “text” lines. Each of these lines contains different types of 

data related to the train, such as “SD” (Site Data), “TD” (Train Data), “AD” (Axle Data), and 

“HD” (Hot Wheel Data). To transfer more volume of data the data is converted to Hex.  The TD 

line and HD line are the ones that were most used in the analysis.  Due to the confidential nature 

of the data set, more explanation in this regard is not possible.  

 

 Limitations of WTD temperature readings   

 Identifying a train was not possible by using the data captured by the WTD records, which 

made monitoring and comparing a specific train’s (and its wheels) temperature readings over the 

neighboring detectors for anomaly detection more complicated. This process is used in this study 

for anomaly detection and CPR has now modified the recording of data with metadata with their 

new detection system, which includes train ID and other relevant information.   

 

3.3. Processing of raw WTD data 

 The 5-year raw data of the detectors’ reading was decoded based on the document provided 

by CP railway using the Matlab software (The code is available in Appendix A). The reference 

document for decoding the transmitted data is confidential and therefore explanation of the content 

is not possible.  
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 The mileage of installation of each of the WTDs, which is mentioned in the name of each of 

the reading’s files, was used as an ID for each of the WTDs. The extracted data from this database 

was used in a trustworthiness assessment of the WTDs’ wheel temperature measurements.   

The parameters that were applied are listed below:  

- Name of the detector 

- Train data including:  

Train Arrival Year, Month, Day, Hour and minute, Train Direction, Axle count, Train length, Train 

Speed in and out, Ambient temperature  

- Hot wheel data including: 

Temperature of the wheels in Fahrenheit from scanner 1 and 2 per each axle of the train 

 The wheel temperatures from both scanners were plotted for each axle. A very brief part of 

the analysis is presented here as sample. The average of the wheel temperatures was also calculated 

and shown on the plots.  

 

 

Figure 3-4: Wheel temperature per axle from both scanners 
 

Also, the wheel temperatures from each of the scanners were plotted separately:  
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Figure 3-5: Wheel temperature per Axle from scanner 1 and scanner 2 
 

The plots are used for trend analysis and anomaly detection analysis that are carried out in the next 

chapters.  
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Chapter 4. Data Trustworthiness Assessment  

 In this chapter failure events recorded in maintenance records have been analyzed to identify 

common failure modes and failure causes of wheel temperature detectors (WTDs). A WTD field 

dataset has also been used to analyze the dependability of these systems. Correlations between 

maintenance records and failures have been performed to see if the effect of WTD failures can be 

observed in temperature readings. Considering that one detector in passing by trains gives us an 

understanding about the condition and health of the detectors and that one train passing by 

consecutive detectors yields useful information about the health of railcars, to determine if a 

recorded failure relates to a detector or a train wheel, we carried out trend analysis and applied 

some basic statistical analysis to WTD outputs. An approach was presented to predict potential 

detector and railcar component failures by better understanding and interpreting the output of 

wheel temperature the readings of one detector in trains passing by, and the comparison of three, 

consecutive detectors in a path of one moving train have been analyzed. The analysis has been 

done for two cases: one for the detector installed on flat a area and one for the detector installed 

on a sloping area. The same analysis of following a train over three neighboring detectors has been 

implemented over five neighboring detectors to compare the classification accuracy.  

4.1. Failure Analysis of WTDs  

 An accurate failure analysis would result in effective preventive measures that would decrease 

the probability and reduce the impact of failures (Morant et al., 2014). A variety of methods exist 

for investigating failure conditions and analysis. In this study, failures are identified and analyzed 

based on the historical failure data available in the corrective maintenance database. Knowing the 

definition of failure is critical for carrying out the analysis. In this study, failure is defined based 

on the outage time or downtime of the detectors mentioned in the maintenance records. Outage 

time refers to the time, in minutes, between “open” and “resolved” states, when the incident is 

reported/opened and when the detector is back in service and has been confirmed to be working as 

intended. 
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Figure 4-1: Schematic of outage time 

 Excluding “Null” findings and downtimes of “0,” “1,” “2” and “3” minutes from the data 

recorded in the maintenance records file, the number of failures for each detector is shown in the 

following table: 

 

No. Detector 
Number of 

Failures 
No. Detector 

Number of 

Failures 

1 Cascade 10.9 70 21 Shuswap 40.8 85 

2 Cascade 32.5 56 22 Shuswap 59.1 26 

3 Cascade 54.9 45 23 Shuswap 77.4 45 

4 Cascade 80.1 59 24 Shuswap 77.5 71 

5 Cascade 96.8 62 25 Shuswap 90 9 

6 Cranbrook 24.7 36 26 Shuswap 97.9 57 

7 Cranbrook 40.3 39 27 Shuswap 118.5 63 

8 Cranbrook 65.3 21 28 Thompson 11.8 83 

9 Cranbrook 86.8 19 29 Thompson 35.5 30 

10 Fording River 5.3 26 30 Thompson 44.3 52 

11 Mountain 14.2 77 31 Thompson 60.5 45 

12 Mountain 30.2 3 32 Thompson 81.9 30 

13 Mountain 39.3 76 33 Thompson 98.1 60 

14 Mountain 44.9 33 34 Windermere 8.5 17 

15 Mountain 54.5 76 35 Windermere 25.2 22 

16 Mountain 70.9 199 36 Windermere 50.4 22 

17 Mountain 74.8 114 37 Windermere 54.7 16 

18 Mountain 95.1 248 38 Windermere 97.2 21 

19 Mountain 111.7 106 39 Windermere 113.4 9 

20 Shuswap 19.7 96 40 Windermere 123.3 30 

Table 4-1:  Number of failures for the detectors in the corridor of study 

 Table 4-2 shows the number of the detector failures in each subdivision vs. the number of the 

trains that passed by each subdivision.  
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No.  Subdivision 
Number of 

failures 

Number of passed 

trains 

% of failures to 

passed trains 

1 Cascade 292 211,423 0.14% 

2 Cranbrook 116 59,879 0.19% 

3 Fording River 26 7,957 0.33% 

4 Mountain 933 226,501.00 0.41% 

5 Shuswap 452 285,225 0.16% 

6 Thompson 300 184,478 0.16% 

7 Windermere  137 96,628 0.14% 

Table 4-2: Number of failures to the number of passed trains 

 The Mountain subdivision has the highest number of failures.  

  Detector failure modes include “system not working,” “scanner not working,” “no reporting 

to trains,” and “wrong axle counts reporting.” Each failure is a portion of all possible causes. Fig. 

4-2 shows the cause of failures and the percentage related to detection systems The most 

commonly recorded failure causes are “unknown,” “signal and communication” (S&C) and 

“environmental.” Other recorded causes include “transportation and power company” 

(infrastructure failures) and “M/W” (maintenance work failures).   

 
Figure 4-2: Histogram of failure causes of detectors 

  

 There are a number of reasons for “unknown” failure, among them an incomplete 

understanding of the root causes of failure in complex systems, as well as not being equipped with 

the appropriate “means of diagnosing the system condition” (Morant, 2014). Identifying failures 
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in electronic-based systems is complicated, which could be also a reason for the high number of 

“unknown” failures. Having a more complete knowledge of systems and maintenance tasks can 

be very helpful. The high percentage of environmental-caused failures can be related to harsh 

weather conditions during the winter. The following chart confirms this.  

 
Figure 4-3: Detector failures caused by environmental problems 

 

 Environmental conditions affect system operations by interrupting normal functioning and 

causing random failures, which the specific causes and failure modes are not easy to identify.  

 

Figure 4-4: Detector failure sub-causes during winter 
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 Fig. 4-5 shows that the components with the most failures are “scanners,” “transducers,” the 

“lid” and the “transducer clamp.” This has led us to focus on improving these components by more 

routine inspections, regular replacement and calibration, and decreasing the intervals between 

these established practices.  

 
Figure 4-5: Most common failed components for WTD systems.  

Note: “Other” is the sum of rare failed components (< %1) 
 

4.2. Event Correlation   

 This part of the analysis was carried out to better understand and interpret the output of the 

detectors’ temperature readings and detecting anomalies; the question here is whether a failure of 

a WTD shows itself in its temperature readings. A specific detector was recorded in the 

maintenance tickets. An attempt was made to correlate the detector’s data with the temperature 

readings/measurements on the day the failure occurred.   

 For instance, according to the maintenance record files, a maintenance ticket was issued for 

Cascade 54.9 on 2009-01-04 at 9:09:00 pm. Cascade had a downtime of 84 minutes. However, the 

exact time of failure is not identified in the records so in order to perform the event correlation, 

the data files of all the trains that passed Cascade 54.9 on 2009-01-04 was extracted from the 

database. The wheel temperatures versus wheels were plotted to determine whether any abnormal 

plot could be seen and related to the recorded failure. Brake shoes apply the same force on both 
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wheels on both sides of the train, so we expected close measurements from both scanners 1 and 2 

for each wheel. The readings of scanners 1 and 2 were plotted separately. The y-axis indicates the 

temperature read by the detector for each axle shown on the x-axis. The average of the readings is 

also shown. 

The following figures illustrate the results for two of the trains. The plots for all the trains that 

passed Cascade 54.9 on 2009-01-04 can be found in Appendix B.    

  

Figure 4-6: The wheel temperature per axles for trains passed by Cascade 54.9  
on 2009-01-04 at 20:06 and 23:25  

 

 The exact time of failure is not recorded.  The maintenance ticket was issued at 9:09:00 pm, 

so it can be assumed that the failure occurred sometime before 9:00 pm. It is difficult to point to a 

specific plot as the output of the failed detector’s reading. The plot appears to be normal and does 

not reflect the failure of the system. The validity of the data is still doubtful, as is its accuracy. 

Correlating the records of failure to the temperature-axle readings was not conclusive.  More 

comparative assessments and studies are needed to determine which events or observations do not 

conform to an expected pattern and can be related to the abnormal data. The need for more 

information led us to use the data along with some basic statistics such as mean and standard 

deviation calculations of the population. 
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4.3. Anomaly detection based on WTD readings 

 This step of the study involves performing a basic statistical analysis on available data related 

to the WTD readings in order to improve the use of the collected data and provide a better 

understanding of the detectors’ outputs.  

 The standard deviation and error percentage of each of the three detectors gives information 

on the health of the detection system. These numbers help to determine whether the detector 

readings are reliable enough to be acted upon. For the dataset examined, when the standard 

deviation and error percentage of the first or last detector in a set is higher than the other two, it is 

recommended to look at the readings of the detectors to its left and right.  The following are the 

criteria used to classify a wheel with the potential to fail: mean and standard deviation values 

higher than 10 ͦ C (50 ͦ F), along with a determination that a particular wheel in the sequence has 

two out of three detector measurements higher than 15.5 ͦ C (60 ͦ F). Each analysis has been done 

on a particular detector.  The average and STD of the temperature read by the detector in the 

passing trains has been studied for several days before and after the day of the recorded failure. 

The average of the readings was not very indicative. However, in most cases, the higher STD was 

observed on the day of the failure. The following figure shows the STD of the wheel temperature 

readings for all trains that passed a detector on a specific day.  

 
Figure 4-7: STD for one detector for different trains 
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 To obtain a better sense of what was going on with the system and passing railcars, a 

recommendation was made to look at three consecutive detectors on a route of one specific train 

that had same number of axles, cars and locomotives. Reports from a single detector may not really 

be definitive indicators of failure of the detectors or railcar components. But a detector report — 

in comparison and in combination with other information — can help to determine the nature of 

an anomaly. Observing one detector and passing trains leads to understanding about the condition 

and health of the detectors themselves. Examining the data from one detector and comparing the 

average and standard deviation of the temperatures for a set of readings on a train data sequence 

yields insight about the health of the detection system. Additionally, by observing multiple 

neighbouring valid detectors, it is possible to compare the condition of a set of railcars’ individual 

axles. This method helps to identify individual wheels that are either hot or cold relative to the 

other wheels, which, if repeated, indicates an inoperable brake. Three neighboring detectors need 

to be selected. The detectors’ mileage is used as a form of identification (ID). In this way, the 

sequence of installation is recognized. Since there is no train ID available in the WTD data sets, 

one characteristic of the train, such as train length or axle counts, should be considered to identify 

a train. The challenge to this approach of train identification is slack action.  Depending on the 

physical territory (track grade, curves) and train operation (braking, non-braking) over an HBD 

site, the train length can vary considerably – a train going up a hill stretches out, a train coming 

down the hill bunches up. Train length alone cannot be used as train ID. The next option for train 

identification is total number of axles. The parameters for identifying a train were length, direction, 

date and time of trip, and total number of axles. 

 Based on the train direction, the next detector that the train passes on its route will be 

identified.  Figure 4-8 shows the schematic arrangements of the detectors. 
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Figure 4-8: Arrangements of three subsequent detectors in the Cascade subdivision 

 

 The figure below plots the temperature per axle for an identified train that has passed the three 

subsequent detectors:  

 
Figure 4-9: Wheel temperatures per axels for detectors 1, 2, and 3 

 

 The readings in this plot from detectors 1 and 2 are closer to each other than they are to 

detector 3.  This can come be attributed to the geographical differences on the installation points 

of these detectors. Detector #3 has a slight slope, which means that the required air breaking will 

increase the temperature of all of the wheels. These detectors are at a great distance from each 
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other.  Although selecting one train on one specific day reduces the variables that could affect the 

train’s condition, the distance between the detectors still allows for the possibility that the wheel 

condition will change. As the air brake is applied to the all of the wheels on one car, ideally it is 

expected that detector scanners 1 and 2 on the wheel set on a particular car will have roughly the 

same temperature. Scanner 1 and Scanner 2 are independent and therefore calibrated 

independently. To ensure an accurate assessment of the condition of each axle and wheel, only the 

readings from Scanner 1 have been taken out for the first 50 wheels of the train. These readings 

have been plotted over the three subsequent detectors, as shown in Figure 4-10: 

 

 
Figure 4-10: First 50 wheel temperatures per axels for detectors 1, 2, and 3 

 

 There are a couple of spikes on the plot which show some kind of abnormality. A trend can 

be seen on the bottom part of the plot for detectors that contain a majority of the readings. This 

indicates that each detector is functioning properly because they all have the same measurements 

for most of the wheels. The standard deviation on each wheel for all three detectors can be used as 

an indicator to determine wheels with the potential of failure, as the plot in Figure 4-11 shows. 
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Figure 4-11: STD for each wheel that passed the three detectors 

 

 The other indicator considered is the error percentage of the detectors, which is calculated 

below and shown in Fig. 4-12 for the three detectors:  

Error Percentage= (𝑇𝑖 − 𝑇𝑎𝑣𝑒)/𝑇𝑎𝑣𝑒 × 100 

Equation 4-1 

 

Where, Ti and Tave are wheel temperatures and the average of the wheel temperature respectively.  

This plot basically shows the detector with more variance in its temperature readings than the 

others.  
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Figure 4-12: Error percentage of detectors 1, 2, and 3 per wheel 

 

 The same analysis has been carried out for the same detectors with other trains passing by on 

the same day. A check of reproducibility of sensor consistency helps to reduce the effect of external 

variables such as ambient temperature and weather conditions. It is also assumed that the trains’ 

loads are constant, and their speed when entering HBD sites is limited to a threshold and can 

therefore be assumed to be constant as well.  It is possible, of course, to use the axle count to dilate 

or compress the time sequence to a normalized length. As seen in Figure 4-11, the standard 

deviation of temperatures for all three detectors is generally under 50. There are a couple of higher 

values (primarily in trains 1 or 3), but interpreting based only on STD does not seem to be accurate. 

There could be cases with high temperature values and hot wheels, such that the wheels are prone 

to failure, but the data has little variance, causing the STD to be low. To gain a more precise 

analysis, the following two criteria were considered: the average temperature of wheels in all three 

detectors and the readings of two out of three detectors with values greater than 50. These 

thresholds are set based on the trend seen in the plots of the current analysis and apt to vary due to 

changes in the seasons and the location of the detectors. The data points with all the three criteria 

are shown in Figure 4-13. 
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Figure 4-13: Data points with STD, average, and two out of three values greater than 50 

 Considering all three criteria together will lead us to a situation that can be related to a set of 

good measurements on bad wheels. A fault classification means that certain wheels require prompt 

attention. This diagnosis is based on the logic that such high values for some points are not 

expected when the other values are well within one range, showing that the detectors are 

functioning as desired and the high read temperature is related to damaged or hot wheels. Based 

on this logic, the wheels categorized as potential failures on each train are shown in the following 

table: 

 Data points meeting all three criteria (wheels with potential to fail) 

Train 1 3,16,29, 42, 52, 55, 78,104,130,200,325,350,372,375,397,400 

Train 2 None 

Train 3 158, 171,197,223,275 

Train 4 None  

Train 5 None  

Table 4-3: Wheels with potential failures 

 The STD and error percentage of each of these detectors provide information on the health of 

the detection system. Based on these numbers, it is possible to determine whether the readings of 

the detector are reliable enough to be acted upon. The results of the analysis are summarized in the 

following table:  
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Detector 1 Detector 2 Detector 3 

STD Ave Error % STD Ave Error % STD Ave Error % 

Train 1 27 56 54 80 26.24 27 

Train 2 10 38 10 42 14.40 22 

Train 3 14 44 19 47 23.45 74 

Train 4 11 39 10 40. 18.03 66 

Train 5 10 34 10 47 18.82 73 

Table 4-4: Summary of the STDs and average error percentage of detectors 1, 2, and 3 

 The analysis has been done on the Cascade subdivision, which has relatively flat tracks. In 

order to verify the analysis and compare the results with an elevated subdivision, the analysis has 

been repeated on the Mountain subdivision. Three subsequent detectors were selected: 

 

Figure 4-14: Schematic of three subsequent detectors in the Mountain subdivision 
 

As the first step, the temperature of the first 50 wheels are plotted:   

 

Figure 4-15: The first 50 wheel temperatures per axels for detectors 1, 2, and 3 
 in the Mountain Subdivision 
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 The readings of all three are relatively close. A point with a high difference is not detected. 

This shows that all three detectors are sensing roughly the same temperatures, which is an 

indication that the wheels are functioning properly. The distance between these three detectors is 

less than the distances considered in the Cascade subdivision, so there are fewer external factors 

to affect their temperature readings.  The second plot to look at is the average of temperatures over 

the three consecutive detectors for each wheel.  

 

 
Figure 4-16: Average of temperatures over the three consecutive detectors 

 

 The plot shows that the average wheel s temperature is less than 10 ͦ C (50 ͦ F). The points that 

are higher than 10 ͦ C (50 ͦ F) should be considered more closely, as this implies that one or more 

wheels surpassed the average temperature. Setting 10 ͦ C (50 ͦ F) as a threshold for the average, the 

following plot depicts the points that contain higher values:  
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Figure 4-17: The average points higher than 10 ͦ C (50  ͦF) 

 

  

 The standard deviation of the wheels over the three detectors is another indicator, as shown 

in the next plot:  

 

 
Figure 4-18: STD for each wheel that passed the three detectors 
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 Again, a trend can be seen here. Most of the STD values are less than 10 ͦ C (50 ͦ F). The 

wheels that have a higher value need to be examined. The other indicator considered is the error 

percentage of the detectors (Figure 4-19). The plot depicts only the detectors that vary in 

temperature readings. To better see the trend, the error percentage of the detectors was plotted only 

for the first 70 wheels. 

 
Figure 4-19: Error percentage of detectors 1, 2, and 3 per wheel 

 

 Detector 2 has the highest error percentage. The average of the error percentage for this 

detector is almost 39. This value is 28 and 32 for detectors 1 and 3 respectively.  

Another criterion was added to the analysis. It followed the rationale used for the analysis in the 

Cascade subdivision to achieve higher accuracy in identifying the potential failed wheels by not 

relying only on the average or standard deviation, but by considering the readings of two detectors 

out of the three. The threshold for the temperature of the wheels is set to 15.5 ͦ C (60 ͦ F) based on 

the trend seen in the plot of temperature per axle. This threshold can be modified according to the 

preference and desire of the departments or people involved in establishing the decision-making 

criteria.  
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Figure 4-20: The temperature per axle 

 

 The criteria considered for the classification are the average and standard deviation values 

higher than 10 ͦ C (50 ͦ F) and the wheels that two out of the three detectors have sensed to be higher 

than 15.5 ͦ C (60 ͦ F). The data points with all three criteria are shown in Figure 4-21. 

 
Figure 4-21: Data points with STD, average, and two out of three values greater than 50 
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 According to the defined criteria, the wheels prone to failure are wheels 192 and 310. The 

proposed analysis is also applicable for the detectors that are installed in sloping areas. Since the 

analysis uses statistics to make a comparison between the three points, a change in the geographical 

location would not affect the results. The analysis is modifiable; based on the industry decision-

makers’ discretion, the thresholds can be modified to increase or lower sensitivity. Lowering the 

threshold will categorise more wheels as prone to failure.   

 Another section of data analysis includes comparing the classification accuracy by increasing 

from three to five the number of the detectors being studied. In this regard, two other detectors in 

the Cascade subdivision were considered for the study. The data regarding the train that passed the 

three detectors were considered and the analysis was performed. Looking back at Figure 4-8, one 

detector was added before Detector 1 and one after Detector 3.The heading direction is west to 

east. Fig. 4-22 schematically illustrates the arrangement of the five detectors:  

 
Figure 4-22: The arrangement of five subsequent detectors in the corridor of the study 

 

Fig. 4-23 shows the temperature readings over the five detectors for the first 50 axles: 

 
Figure 4-23: Wheel temperatures per axels over the five subsequent detectors 
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The readings with a value higher than 10 ͦ C (50 ͦ F) are specified in the following plot:  

 

 
Figure 4-24: The average of the points higher than 10  ͦC (50  ͦF) 

 

The standard deviation for each wheel passing by the five detectors:  

 
Figure 4-25: STD for each wheel that passed the five detectors 
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 Standard deviation has low statistical significance for sample population of only three or five 

members in the set, but it does allow some comparison of the variability between using three 

detectors as opposed to five detectors to find anomalies in a sequence relating to whether an axle 

is giving an unusual reading. To identify the detectors that vary in their readings compared to the 

others, the error percentage for each of the five detectors was also calculated and plotted:  

 

Figure 4-26: Error percentage of detectors 1, 2, 3, 4, and 5 per wheel 
 

 To accurately compare the data of three detectors and five detectors to find out which had the 

higher classification accuracy, the thresholds were constant for the analysis. For the third criterion, 

the readings of three detectors out of five were considered.  Fig. 4-27 shows the data points with 

average and STD values more than 10 ͦ C (50 ͦ F) along with the data points that three out of the 

five detectors have detected with temperatures higher than 10 ͦ C (50 ͦ F). 
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Figure 4-27: Data points with STD, average, and three out of five values greater than 50 
 

 Considering all three criteria together led us to a fault classification that identifies the wheels 

that have the potential to failure and require prompt attention.  Those wheels are wheels 3, 16, 29, 

42, 55, 68, 130, 372, 397, and 400.  In the analysis in which three consecutive detectors were 

considered instead of five for the same train on the same day, a higher number of wheels was 

categorized as prone to failure. Those wheels are wheels 3, 16, 29, 42, 52, 55, 78, 104, 130, 200, 

325, 350, 372, 375, 397, and 400.  

 

4.4. Statistical Analysis on WTD readings  

 Trend analysis is one of the widely used techniques for detecting and analyzing anomalies. 

To analyze the trend, the probability distributions of the temperature reading data for each of the 

selected three detectors in both the Cascade and the Mountain subdivisions have been plotted in 

the following figures. Data files 1, 2, and 3 refer to detectors 1, 2, and 3.  
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Figure 4-28: Probability distributions for detectors 1, 2, and 3 readings in Cascade subdivision 

  

 
Figure 4-29: Probability distributions for detectors 1, 2, 3 readings in Mountain subdivision 
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 The data are skewed, which adds a third statistical moment, and thus the normal distribution 

does not give the best fit for the data. The underlying cause of the skewness is unclear. The 

probability distribution for temperature readings of detectors 1, 2, and 3 in the Cascade subdivision 

are plotted. The maximum likelihood estimation (MLE) method has been used through distribution 

fitting software. The fitted distribution, the associated parameters, and the skewness and excess 

kurtosis are also shown for each detector.  

 

Cascade- Detector 1: 

 
2P Weibull 

Sample Size: 840 

Parameters α=1.7315  β=26.136 

Skewness 5.7262 Excess Kurtosis 44.848 

Table 4-5:Probability distribution and the associated statistical parameters 
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Cascade- Detector 2: 

 
2P Weibull 

Sample Size: 840 

Parameters α=1.4332  β=25.143 

Skewness 7.5564 Excess Kurtosis 69.433 

Table 4-6: Probability distribution  and the associated statistical parameters 

Cascade- Detector 3: 

 
2P Weibull 

Sample Size: 840 

Parameters α=3.4531  β=62.384 

Skewness 6.5872 Excess Kurtosis 68.803 

Table 4-7: Probability distribution  and the associated statistical parameters 

 The readings for all the detectors were merged together and the PDF was plotted. 
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Cascade- Detectors 1, 2, 3: 

 
2P Weibull 

Sample Size: 2520 

Parameters α=1.4945  β=37.651 

Skewness 5.6359 Excess Kurtosis 54.387 

Table 4-8: Probability distribution  and the associated statistical parameters 

 The best distribution is the two-parameter Weibull The average of the shape parameter (α) for 

the selected detectors in the Cascade subdivision is 1.55 and for the scale parameter (β) it is 29.64. 

Skewness is a measure of symmetry of a distribution and indicates whether a distribution tails off 

in one direction or another. A normal distribution has a skewness of zero. The distributions fitted 

to the temperature readings of the detectors in the Cascade subdivision are positively skewed, 

which indicates that the tail on the right side is longer than the one on the left side. Kurtosis 

measures the thickness of the tails of a distribution. Excess kurtosis is the remainder of the kurtosis 

value minus 3.0.  A normal distribution has a kurtosis of zero. Positive kurtosis means that the 

distribution is more peaked and the tails of the distribution are thicker than those in a normal 

distribution. By contrast, negative values of kurtosis mean that the distribution is flatter in the 

middle and has thin tails. Compared to the kurtosis for a normal distribution, the kurtosis is huge 

for each of the detectors. The high kurtosis is problematic and suggests that there is a big clump 

of specific temperatures concentrated in a part of the distribution and that the distribution is too 

peaked to be normal (Acock, 2008). The distribution of the second detector is the one with the 

highest skewness and kurtosis. Based on the previous analysis in detecting the anomaly, this 
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detector was the one with the highest error percentage. The same analysis has been done with the 

temperature readings of the selected detectors in the Mountain subdivision. The results are 

summarized in the following tables:  

 

Mountain- Detector 1: 

 
2P Weibull 

Sample Size: 800 

Parameters α=3.3509  β=74.228 

Skewness 0.34498 Excess Kurtosis 0.55754 

Table 4-9: Probability distribution and the associated statistical parameters 
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Mountain- Detector 2: 

 
2P Weibull 

Sample Size: 800 

Parameters α=2.4334  β=16.769 

Skewness 2.2644 Excess Kurtosis 9.6478 

Table 4-10:Probability distribution and the associated statistical parameters 

Mountain- Detector 3: 

 
2P Weibull 

Sample Size: 800 

Parameters α=2.5823  β=44.838 

Skewness 0.1959 Excess Kurtosis -0.20211 

Table 4-11: Probability distribution and the associated statistical parameters 

And for the readings of the three detectors in the Mountain subdivision as one data set: 
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 Mountain- Detectors 1, 2, 3: 

 
2P Weibull 

Sample Size: 2400 

Parameters α=1.5543  β=44.914 

Skewness 0.68461 Excess Kurtosis -0.15011 

Table 4-12: Probability distribution  and the associated statistical parameters 

 The two-parameter Weibull is the distribution to use in this step as well. The average of the 

shape parameter (α) for the selected detectors in the Mountain subdivision is 2.19 and for the scale 

parameter (β) it is 35.50. The values of skewness and kurtosis are much lower than those in the 

Cascade subdivision, but still normal distribution cannot be the proper fit, because in this case the 

values are too low to be a normal distribution. The negative values for kurtosis are obtained in this 

step. That implies that the distribution is flatter and has thin tails, which means there are large 

variations within the dataset, leading to a situation in which the data is not concentrated around 

the mean.  

 The shape and scale of the two-parameter Weibull distribution for detector 2 in both 

subdivisions are not as well-formed as the others. Based on the previous analysis, these two 

detectors have a higher error percentage.     

4.5. Conclusion 

 The assumption that reports from just one detector may not be indicative is valid. It is by 

combining the other reports that an abnormality can be identified. A number of tools and reports 
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are used in industry, each with its own function depending on the information required. Looking 

at one detector in passing trains and comparing the average and STD on a train-base help us to 

understand the health of the detection system, while having multiple detectors in one window and 

looking at the STD and the average instead of solely at the data on a train base helps us to better 

understand and monitor the condition of the railcars. Identifying wheels prone to failure might 

reduce the time required to inspect the train wheels. Considering three consecutive detectors seems 

to be ideal for monitoring, as this method has identified more wheels prone to failure. It is also 

more practical; gathering the information related to a train passing by three detectors is more 

doable. In a case the possibility of an anomaly is found on the first or last of three detectors, the 

“three-detector window” can be shifted in a way that the suspicious detector (data points) stays in 

the middle of the data. Looking at the new detector before or after the significant data point leads 

to a better understanding of the detectors and the railcar condition. Even if the decision-makers 

find the classification accuracy of the five detectors higher, they can choose to deal with just three 

detectors and then adjust the setting on a case-by-case basis.  

 Fitting distribution to the temperature readings of the detectors shows that there is a large 

number of variables that are not measured, but that affect the wheel temperature. Variables can be 

external (such as weather conditions, including precipitation as well as temperature), and can affect 

brake performance and sensor sensitivity. Variables can be internal. The accuracy of the WTD 

system may be affected by an incipient fault. The brake system on the train may have a fault that 

affects the measured temperature of the wheels. Train operators may rely more or less on dynamic 

braking, which affects how much the brakes will heat. For our purposes, these processes are 

random, as they are unmeasured and there is no other information about how they work. At least 

one of these processes is not normally distributed. This apparent (or real) randomness makes 

predicting a pattern and trend more complicated (as there may be more than one random process 

involved). This means that there are underlying processes that can be found with further 

examination. 
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Chapter 5. System Reliability Analysis 

 In this chapter we will look behind the statistics to see how reliable wheel temperature detector 

(WTD) systems are. A statistically significant answer to this question would allow railway 

industries to confirm whether a system is sufficiently reliable. We are studying the detection 

system to ensure the railway industry that such systems are capable of performing their designed 

function through their estimated lifetime. Statistical modelling of failures is a common method for 

modelling reliability.One of the widely used methods to assess a system’s reliability is reliability 

modeling based on lifetime distribution. This method uses a statistical distribution to predict the 

reliability function. The parameters obtained from fitting the distribution to the dataset can then be 

used to estimate, for a specific period, the probability of failure, failure rate, reliability, and mean 

time to fail. The collected failure data of the systems under study are used, and a lifetime 

distribution that best fits the data is selected. The parameters are estimated and plots are generated 

to examine the model’s acceptability. If the test rejects the fitted distribution, the procedure should 

be repeated until an acceptable model is achieved. The following figure illustrates the technique:  

 
Figure 5-1: Finding Reliability Model Algorithm 

(Vaghar and Lipsett, 2011) 

 One of the approaches for modelling reliability is based on the times-to-fail of the system. 

The time of failure that shows the amount of hours it takes for an operational unit to fail would 

lead us to accurately model the reliability. The time period that was considered for this research 

was five years, from 2009 to 2013. However, to obtain higher accuracy in reliability modeling and 

predicate the trend, all failure data available in the maintenance records between 2009 and 2014 

were applied. In the maintenance database, the information related to the time of failure included 

date, time, and the outage time of the detectors. In maintenance terms, outage time is the impact 

of failure in WTDs. Thus, the date and time of the failures of the 40 detectors in the corridor being 

studied were considered as failure indicators of the detection system, as was the outage time 

mentioned in the file for the failed systems. Excluding the Null findings and failures that caused 
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zero, one, two, and three minutes of outage times, the failure of the detectors was defined as any 

event that caused the detectors to be down for more than three minutes.   

 The time to fail for each detector in the study was used for the analysis. A measure of the 

system’s reliability is the number of failures in a determined interval. 

The number of failures for each detector extracted from the maintenance database is shown in the 

following table.  

No. Detector 
Number of 

Failures 
No. Detector 

Number of 

Failures 

1 Cascade 10.9 70 21 Shuswap 40.8 85 

2 Cascade 32.5 56 22 Shuswap 59.1 26 

3 Cascade 54.9 45 23 Shuswap 77.4 45 

4 Cascade 80.1 59 24 Shuswap 77.5 71 

5 Cascade 96.8 62 25 Shuswap 90 9 

6 Cranbrook 24.7 36 26 Shuswap 97.9 57 

7 Cranbrook 40.3 39 27 Shuswap 118.5 63 

8 Cranbrook 65.3 21 28 Thompson 11.8 83 

9 Cranbrook 86.8 19 29 Thompson 35.5 30 

10 Fording River 5.3 26 30 Thompson 44.3 52 

11 Mountain 14.2 77 31 Thompson 60.5 45 

12 Mountain 30.2 3 32 Thompson 81.9 30 

13 Mountain 39.3 76 33 Thompson 98.1 60 

14 Mountain 44.9 33 34 Windermere 8.5 17 

15 Mountain 54.5 76 35 Windermere 25.2 22 

16 Mountain 70.9 199 36 Windermere 50.4 22 

17 Mountain 74.8 114 37 Windermere 54.7 16 

18 Mountain 95.1 248 38 Windermere 97.2 21 

19 Mountain 111.7 106 39 Windermere 113.4 9 

20 Shuswap 19.7 96 40 Windermere 123.3 30 

 
Table 5-1:  Number of failures for the detectors in the corridor being study 

[Same as Table 4-1] 
 

5.1. Reliability Modeling 

 The time-to-fail data were calculated and used to model reliability. The software used for the 

analysis was Reliasoft, Weibull ++9. The analysis method for modeling the reliability and 

estimating the parameters will change depending on the quantity and type of failure data, 

Maximum Likelihood Estimation (MLE) and Rank Regression are the two analysis methods. MLE 

is recommended in cases with a sufficient amount of data because it allows for more precise 



69 

 

estimates with larger sample data sets.  Rank Regression is preferred when the sample sizes are 

small (ReliaSoft. User’s guide). In this analysis, wherever data points are more than 30, the MLE 

method is used. For smaller data (< 30 data points), the Rank Regression method is used.   

 

Maximum Likelihood Estimation (MLE) 

 This analysis method estimates the parameters of the distribution by maximizing the 

“likelihood function,” which is based on the probability density function (PDF). For instance, for 

a generic probability density function: 

𝑓(𝑥; 𝜃1, 𝜃2, ⋯ , 𝜃𝑘) 

 

Equation 5-1 

The likelihood function is defined as the product of the probability density functions:  

𝐿 =  ∏ 𝑓 (𝑥𝑖 

𝑛

𝑖=1

;  𝜃1 , 𝜃2, ⋯ , 𝜃𝑘) 
Equation 5-2 

 
Where:  

𝑥: data points (times to failure) and 

𝜃1 , 𝜃2, ⋯ , 𝜃𝑘: parameters to be estimated  

The values for parameters will be estimated such that the highest value for Equation 5-2 is obtained 

(Brownlee, 1965). 

 

Rank Regression Parameter Estimation  

 The Rank Regression method, also called the Least Squares method, plots and linearizes the 

unreliability function and then estimates the parameters through median ranks. In this method a 

straight line is fitted to the data points in a way that the sum of squares of the distance of the points 

to the line is minimized (Mendenhall et al., 2008). This minimization can be done on the x-axis 

(minimum horizontal distance) or y-axis (minimum vertical distance). This is shown in the figure 

below: 
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Figure 5-2: minimization on y- direction and x-direction 

(ReliaSoft. User’s guide) 

 
The form of the straight line fitted to the data points is y=ax+b. The value of a and b need to be 

found such that “minimum value for the square of the distance of points from the line is achieved” 

(ReliaSoft. User’s guide), which is the mathematical minimization of the following equation:  

∑(�̂�

𝑁

𝑖=1

+ �̂�𝑦𝑖 −  𝑥𝑖)2 = min(𝑎, 𝑏) ∑(𝑎

𝑁

𝑖=1

+ 𝑏𝑦𝑖 −  𝑥𝑖)2 
Equation 5-3 

 

Where:  

�̂�  and  �̂� are the least squares estimates of 𝑎 and 𝑏 

Confidence Bounds and Ranking Method are the parameters that also need to be set for the 

analysis. 

 

Confidence Bounds 

 One of the important concepts in reliability analysis is that of confidence bounds. Confidence 

bounds, also known as confidence intervals, are used to estimate accuracy. Life data analysis 

results depend on sample sizes, so there is uncertainty in the results.  Confidence intervals quantify 

this uncertainty. Confidence bounds give us a range that we are confident includes the true value 

of the parameter (Brownlee, 1965). The larger sample data set makes it possible to obtain the 

“more confidence,” resulting in the “narrower confidence bound”. Generally, the confidence 

bound gets more dispersed when there is a higher probability of covering the quantity of interest. 

For instance, a “99% confidence interval is wider than 95% confidence interval. Commonly used 

confidence intervals are 95% and 99% (du Prel at al., 2009). Confidence intervals are either one-

sided or two-sided.  In Weibull ++9, there are two ways to calculate confidence intervals: the 

Fisher matrix method and the likelihood ratio method. The first is not conservative enough in a 
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situation with a small sample size, but for large sample sizes, both methods work the same way. 

The Fisher matrix method is more widely used in statistical analyses. 

 

Ranking Method  

 Ranking methods define the way the unreliability estimates are associated with the times-to-

failure.  There are two methods: the median rank method and the Kaplan-Meier method. “The 

failure order number and the cumulative binomial distribution” (Reliasoft. User’s guide) are the 

bases for assigning the estimated unreliabilities in the median rank method. For the Kaplan-Meier, 

“the product of the surviving fractions” (ReliaSoft. User’s guide) is the basis. Generally it is 

recommended to use the median rank method for unreliability estimation. Accordingly, in this 

study, the Fisher matrix and median rank methods were used, respectively, to calculate confidence 

intervals and estimate the unreliabilities.  

 The reliability analysis was conducted in two phases; in the first phase, the analysis was 

conducted based only on the software. In this phase, the life time distributions under the analysis 

were 1P-exponential, 2P-exponential, normal, lognormal, 2P-Weibull,  

3P-Weibull, Gamma and Generalized gamma (G-Gamma). In the second phase, according to 

research needs and reliability modeling knowledge, a decision was made to analyze the two-

parameter distributions. The results of these two phases were compared to see the difference, and 

the distributions were selected.  Since there were not enough data points for the Mountain 30.2 

detector, it was excluded from the analysis. The time-to-fail of the detectors was applied and the 

probability density function plots for all 39 detectors were achieved. The plots for one of the 

detectors is illustrated here as an example. The plots for all of the detectors are presented in 

Appendix C. 
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Figure 5-3: Estimated Probability Density Function for Cascade 32.5 
 

 The probability density functions provide a helpful means to visualize a failure’s probability 

distribution. For any time interval on the x-axis, the probability of the occurrence of a failure is 

the area under the probability density curve over that interval (Wang, 2002). “The analysis of 

lifetime data leads to the estimation of parameters” (AC Cohen and BJ Whitten, 1988, p.14). The 

parameters define/control the shape, scale and location of the probability distribution function. The 

following table encompasses the fitted distributions to the failure data, the parameter estimation 

method, and with estimated parameters. The Maximum Likelihood Method (MLE) is the most 

commonly used method. However, since the MLE is not appropriate for small data sets, the Rang 

Regression Method (RRX) was used in couple of cases.  

 
No. Detector Analysis 

Method 

Fitted 

Distribution 

Estimated Parameters 

1 Cascade 10.9 MLE G-Gamma µ= 1892.35, σ= 0.013, λ=50.00 

2 Cascade 32.5 MLE 3P-Weibull β= 5.00, η= 3.98E+06, γ= -2.03E+06 

3 Cascade 54.9 MLE 3P-Weibull β= 1.18, η= 1.18E+06, γ= 217330.29 

4 Cascade 80.1 MLE G-Gamma µ= 14.75, σ= 0.01, λ=50.00 

5 Cascade 96.8 MLE Normal Mean= 1.51E+06, STD=926869.48 

6 Cranbrook 24.7 MLE 2P-Weibull β= 3.29, η= 1.99E+06 

7 Cranbrook 40.3 MLE G-Gamma µ= 14.83, σ= 14.83, λ=50.00 
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No. Detector Analysis 

Method 

Fitted 

Distribution 

Estimated Parameters 

8 Cranbrook 65.3 MLE G-Gamma µ= 14.83, σ= 0.02, λ=30.50 

9 Cranbrook 86.8 RRX Gamma µ=13.38 , K=1.60 

10 Fording River 5.3 RRX G-Gamma µ= 14.60, σ= 0.16, λ=3.74 

11 Mountain 14.2 MLE G-Gamma µ= 14.69, σ= 0.15, λ=4.42 

12 Mountain 39.3 MLE 3P-Weibull β= 12.24, η= 5.44E+06, γ= 3.99E+069 

13 Mountain 44.9 MLE Normal Mean= 700789.25, STD=405854.99 

14 Mountain 54.5 MLE G-Gamma µ= 11.89, σ= 0.50, λ=3.21 

15 Mountain 70.9 MLE G-Gamma µ= 14.38, σ= 0.35, λ=1.61 

16 Mountain 74.8 MLE Gamma µ=13.02, k=3.01 

17 Mountain 95.1 MLE 3P-Weibull β= 2.99, η= 2.10E+06, γ= -547900 

18 Mountain 111.7 MLE 2P-Weibull β= 2.08, η= 1.55E+06 

19 Shuswap 19.7 MLE 3P-Weibull β= 2.78, η= 2.31E+06, γ= -478647.59 

20 Shuswap 40.8 MLE 3P-Weibull β= 6.67, η =4.15E+06, γ= -2.12E+06 

21 Shuswap 59.1 MLE G-Gamma µ= 14.73, σ =0.10, λ=2.36 

22 Shuswap 77.4 MLE G-Gamma µ= 14.76, σ= 0.01, λ=50 

23 Shuswap 77.5 MLE G-Gamma µ= 14.67, σ= 0.01, λ=50 

24 Shuswap 90 RRX Normal Mean=196481.61, STD=99822.57 

25 Shuswap 97.9 MLE G-Gamma µ= 14.72, σ= 0.01, λ=50 

26 Shuswap 118.5 MLE G-Gamma µ= 14.60, σ= 0.14, λ=4.03 

27 Thompson 11.8 MLE G-Gamma µ= 14.69, σ= 0.17, λ=3.63 

28 Thompson 35.5 MLE G-Gamma µ=14.56, σ=0.21, λ=1.87 

29 Thompson 44.3 MLE G-Gamma µ=14.62, σ=0.24, λ= 2.38 

30 Thompson 60.5 MLE Normal µ=1.21E+06, σ=708236.77 

31 Thompson 81.9 MLE G-Gamma µ=14.55, σ=0.21, λ=3.84 

32 Thompson 98.1 MLE G-Gamma µ=14.69, σ=0.13, λ=5.82 

33 Windermere 8.5 RRX G-Gamma µ=14.44, σ=0.16, λ=1.95 

34 Windermere 25.2 RRX G-Gamma µ=14.67, σ=0.08, λ=4.87 

35 Windermere 50.4 RRX G-Gamma µ=14.20, σ=0.20, λ=2.14 

36 Windermere 54.7 RRX 2P-Weibull β=1.30 , η=1.42E+06 

37 Windermere 97.2 RRX 3P-Weibull β=1.81 , η =1.03E+06 , γ=379933.8 

38 Windermere 113.4 RRX 2P-Exponential Mean time=384530.89 , γ=319757 

39 Windermere 123.3 MLE Normal Mean=1.60E+06 , STD=638490.712 

Table 5-2:  summary of the analysis for each of the detectors 
 

 In this step of the analysis, the times-to-failure of all the detectors in one subdivision were 

considered as one data set. As with the previous section, probability distribution functions (PDFs) 

are plotted. Fig. 5-4 shows the PDF for the mountain subdivision. The rest of the plots can be 

found in Appendix C. 
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Figure 5-4: Estimated Probability Density Function of Mountain subdivision 
 

 As all the failures related to the detectors in a subdivision were consolidated, the number of 

sample data was adequate to apply the MLE method for all the subdivisions except for “Fording 

River,” which has just one detector with 25 recorded failures.  

The table below summarizes the results:   

No. Subdivision  Fitted Distribution  Estimated Parameters 

1 Cascade  G-Gamma µ= 14.85, σ= 0.018, λ=50.00 

2 Cranbrook  G-Gamma µ= 14.78, σ= 0.09, λ=7.93 

3 Fording River G-Gamma µ= 14.60, σ= 0.16, λ=3.74 

4 Mountain  3P-Weibull β=2.86, η=2.10E+06, γ=-625668.06 

5 Shuswap Normal µ=1.54E+06 , STD= 764593.18 

6 Thompson G-Gamma β= 14.66, η= 0.20, γ= 3.65 

7  Windermere  G-Gamma β= 14.55, η= 0.22, γ= 3.35 

Table 5-3: Fitted distribution and Estimated Parameters for each Subdivision 
 

 In general, after fitting a distribution to a dataset, it is necessary to measure the compatibility 

of the fitted model with the theoretical probability distribution function. There are statistical tools 

such as probability plotting, correlation coefficient, likelihood value (LKV) and goodness-of-fit 

tests (GOF) such as the chi-squared test and modified Kolmogorov-Smirnov (KS) test that help in 

assessing the fit of a distribution. 
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Weibull ++9 software uses statistical tests and ranks the distributions in terms of their fit to the 

data. The K-S (GOF), a normalized correlation coefficient (PLOT), and the LKV are the three tests 

that the software uses to rank the distributions. Based on the parameter estimation method, each 

of these tests will have a weight upon which the ranking is based. The assigned weights are as 

follows:  

 

Weights for Rank Regression (RR) Weights for Maximum Likelihood (MLE)  

Goodness-of-Fit  50% Goodness-of-Fit  40% 

Plot Fit 20% Plot Fit 10% 

Likelihood Ratio 30% Likelihood Ratio 50% 

 Total: 100%  Total: 100% 

Table 5-4: The weights assigned to each test in Weibull ++9 
 

The values obtained from using each test in conjunction with the weights are combined to make 

one value, DESV:  

 “DESV= (AVGOF Rank x AVGOF Weight) + (AVPLOT Rank x AVPLOT Weight) + (LKV 

Rank x LKV Weight)” (ReliaSoft. User’s guide) 

The distributions will be ranked according to the calculations. The one with the lowest DESV will 

be selected as the best fit. (ReliaSoft. User’s guide) 

 So far, all the results presented above were based on the software ranking; all the distributions 

presented were ranked first. Various factors should be considered when selecting a distribution. In 

addition to goodness-of-fit test results, engineering knowledge is needed to interpret the results 

and select the appropriate life distribution for modeling the data set. The more parameters a 

distribution has, the more uncertain the estimates will be. Therefore, the analysis must be reviewed 

to determine whether it is feasible to choose a two-parameter distribution over a three-parameter 

distribution. In order to make such a comparison, the second phase of the analysis was 

implemented. As mentioned earlier, the goodness-of-fit results in the software use a modified KS 

test, since it is a powerful test that works with any sample size. For this analysis, the weights for 

the tests were modified so that the distributions were ranked only by the GOF results. The weight 

for the GOF test was set to 100 and the plot fit and likelihood ratio to zero. All three default tests 

available in the software were still calculated. However the distributions were ranked based on the 

GOF results. The P-Values were obtained and the distributions ranked based on the P-values. 
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Those with a larger P-Value were selected. To achieve higher accuracy, certainty, and practicality 

for the model, the two-parameter distributions were selected. The fitted distributions ranked first 

by the software were compared to the two-parameter distributions that were ranked first based on 

their P-value. The two-parameter distributions for this analysis were 2P-exponential, 2P-Weibull, 

lognormal, normal and gamma. 

Table 5-5 summarizes the results of the goodness-of-fit tests. 

 

 

No. 
Detector 

Software first Rank 

Fitted Distribution  
P-Value 

two-Parameter 

Distribution  
P-Value 

1 Cascade 10.9  G-Gamma 0.66 Normal 0.1218 

2 Cascade 32.5 3P-Weibull 0.76 Normal 0.5231 

3 Cascade 54.9 2P-Exponential 0.32 2P-Exponential 0.3270 

4 Cascade 80.1 G-Gamma 0.76 Normal 0.3190 

5 Cascade 96.8 Normal 0.1276 Normal 0.1276 

6 Cranbrook 24.7  Normal 0.2320 Normal 0.2320 

7 Cranbrook 40.3 G-Gamma 0.4275 Normal 0.3731 

8 Cranbrook 65.3 3P-Weibull 0.9934 Normal 0.9927 

9 Cranbrook 86.8 G-Gamma 1.0000 Gamma 1.0000 

10 Fording River 5.3 G-Gamma 0.9851 Normal 0.5757 

11 Mountain 14.2 G-Gamma 0.8490 Normal 0.8490 

12 Mountain 30.2 Gamma 1.0000 2P-Exponential 1.0000 

13 Mountain 39.3 3P-Weibull 0.4008 Normal 0.1273 

14 Mountain 44.9 Gamma 0.1864 Gamma 0.1864 

15 Mountain 54.5 G-Gamma 0.6660 Gamma 0.4180 

16 Mountain 70.9 3P-Weibull 0.3690 2P-Weibull 0.1562 

17 Mountain 74.8 Gamma 0.2820 Gamma 0.2820 

18 Mountain 95.1 3P-Weibull 0.5212 Normal 0.4617 

19 Mountain 111.7 2P-Weibull 0.0484 2P-Weibull 0.0484 

20 Shuswap 19.7 Normal 0.3789 Normal 0.3789 

21 Shuswap 40.8 3P-Weibull 0.0233 Normal 0.0025 

22 Shuswap 59.1 G-Gamma 0.7271 Normal 0.1061 

23 Shuswap 77.4 3P-Weibull 0.7695 Normal 0.6367 

24 Shuswap 77.5 G-Gamma 0.8912 Normal 0.6437 

25 Shuswap 90 Lognormal 0.9996 Lognormal 0.9996 

26 Shuswap 97.9 G-Gamma 0.8436 2P-Weibull 0.5533 

27 Shuswap 118.5 G-Gamma 0.0275 Normal 0.0272 

28 Thompson 11.8 Normal 0.0461 Normal 0.0461 

29 Thompson 35.5 G-Gamma 0.9173 Normal 0.5446 

30 Thompson 44.3 G-Gamma 0.9946 Normal 0.8203 

31 Thompson 60.5 Normal 0.9971 Normal 0.9971 

32 Thompson 81.9 G-Gamma 0.4418 Normal 0.4129 

33 Thompson 98.1 G-Gamma 0.5136 Normal 0.2438 

34 Windermere 8.5 G-Gamma 1.0000 Normal 0.9674 
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No. 
Detector 

Software first Rank 

Fitted Distribution  
P-Value 

two-Parameter 

Distribution  
P-Value 

35 Windermere 25.2 G-Gamma 1.0000 2P-Weibull 0.7889 

36 Windermere 50.4 G-Gamma 0.9984 Normal 0.7712 

37 Windermere 54.7 2P-Weibull 0.9952 2P-Weibull 0.9952 

38 Windermere 97.2 G-Gamma 0.9595 Gamma 0.9529 

39 Windermere 113.4 G-Gamma 0.7283 2P-Exponential 0.7048 

40 Windermere 123.3 Normal 0.9747 Normal 0.9698 

Table 5-5: GOF results for three-parameter distributions vs. two-parameter distributions 
 

 For the purpose of practicality, the two-parameter distributions were considered. The PDF for 

Cascade 32.5 is shown here. The other PDFs are presented in Appendix C. 

  

 

Figure 5-5: Estimated PDF for the 2-parameter distributions for Cascade 32.5 
 

 Normal distribution is the dominant two-parameter distribution for the detectors. It seems that 

this lifetime distribution can be selected to model the reliability and predict the trend of the 

detectors. For the 14 detectors with a different distribution, normal distribution is selected 

manually in the software to compare the GOF results and to see the difference in P-Values.  

 

No. Detector 
Two-Parameter 

Distribution  
P-Value 

Normal 

Distribution  

P-Value 

1 Cascade 54.9 2P-Exponential 0.3270 0.0174 

2 Cranbrook 86.8 Gamma 1.0000 0.9645 
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No. Detector 
Two-Parameter 

Distribution  
P-Value 

Normal 

Distribution  

P-Value 

3 Mountain 30.2 2P-Exponential 1.0000 1.0000 

4 Mountain 44.9 Gamma 0.1864 0.1501 

5 Mountain 54.5 Gamma 0.4180 0.0553 

6 Mountain 70.9 2P-Weibull 0.1562 0.1482 

7 Mountain 74.8 Gamma 0.2820 0.0164 

8 Mountain 111.7 2P-Weibull 0.0484 0.0016 

9 Shuswap 90 lognormal 0.9996 0.8976 

10 Shuswap 97.9 2P-Weibull 0.5533 0.5271 

11 Windermere 25.2 2P-Weibull 0.7889 0.7927 

12 Windermere 54.7 2P-Weibull 0.9952 0.6951 

13 Windermere 97.2 Gamma 0.9529 0.5580 

14 Windermere 113.4 2P-Exponential 0.7048 0.2869 

Table 5-6: Comparison of P-Values between normal & other two-parameter distributions 
 

 Except for the six detectors listed below, the difference in the result of the GOF test is not 

very different. This proves that normal distribution could be selected for modeling reliability. More 

in-depth study on the condition of Cascade 54.9, Mountain 54.5, Mountain 74.8, Mountain 111.7, 

Windermere 97.2, and Windermere 113.4 is required to interpret the inconsistency.   

 The finalized two-parameter fitted distributions along with the associated estimated 

parameters are shown in the table below. In order to prevent repetitive depiction, the table includes 

only the functions of the models that are not normal. For those with normal distribution, the model 

is defined by 

𝑓(𝑡) =  
1

𝜎 (2𝜋)1/2
 𝑒𝑥𝑝 [−

1

2
(

𝑡 −  𝜇

𝜎
)

2 

] 
Equation 5-4 

 
 

And the coefficients are stated in the table.  

No. Detector 
Two-Parameter 

Distribution 
P-Value Estimated Parameters 

1 Cascade 10.9 Normal 0.1218 µ =1.80E+06 , σ= 750260.66 

2 Cascade 32.5 Normal 0.5231 µ = 1.61E+06, σ= 876392.44 

3 Cascade 54.9 2P-Exponential 0.3270 
𝑓(𝑡) = 𝜇 𝑒−𝜇(𝑡−𝛾) 

µ = 1.09E+06, γ= 239039 

4 Cascade 80.1 Normal 0.3190 µ = 1.51E+06, σ= 746660.88 

5 Cascade 96.8 Normal 0.1276 µ =1.51E+06, σ= 926869.48 

6 Cranbrook 24.7 Normal 0.2320 µ =1.78E+06, σ= 641449.46 

7 Cranbrook 40.3 Normal 0.3731 µ =1.84E+06, σ= 707654.63 
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Table 5-7: Final two-parameter fitted distributions and their estimated parameters 
  

 Now that the distributions are finalized and the parameters are calculated, a variety of plots 

and results can be obtained from the analysis.  Two-sided confidence bounds for a 90% confidence 

level are considered.  Figure 5-7 presents the plots of reliability over time and the plots of failure 

rate over time for Mountain 95.1. Appendix C shows the reliability vs. time and failure rate vs. 

time plots for all the detectors in the corridor of the study. 

8 Cranbrook 65.3 Normal 0.9927 µ =1.52E+06, σ=777069.04 

9 Cranbrook 86.8 Normal 0.9645 µ =985163.49,  σ=696449.24 

10 Fording River 5.3 Normal 0.5757 µ =1.47E+06, σ=708845.85 

11 Mountain 14.2 Normal 0.8490 µ =1.55E+06, σ=680470.92 

12 Mountain 39.3 Normal 0.1273 µ = 1.24E+06, σ=486831.25 

13 Mountain 44.9 Normal 0.1501 µ = 700789.25,  σ=405854.99 

14 Mountain 54.5 Gamma 0.4180 µ =11.26, k= 0.94 

15 Mountain 70.9 Normal 0.1482 µ =1.40E+06,  σ=624290.59 

16 Mountain 74.8 Gamma 0.2820 µ =13.02, k=3.01 

17 Mountain 95.1 Normal 0.4617 µ =1.33E+06, σ=668955.26 

18 Mountain 111.7 2P-Weibull 0.0484 
𝑓(𝑡) =  

𝛽

𝜂
(

𝑡

𝜂
)

𝛽−1 

exp(− (
𝑡

𝜂
)𝛽) 

β=2.08, η=1.55E+06 

19 Shuswap 19.7 Normal 0.3789 µ = 1.57E+06, σ= 819386.84 

20 Shuswap 40.8 Normal 0.0025 µ = 1.73E+06, σ= 767874.54 

21 Shuswap 59.1 Normal 0.1061 µ = 2.06E+06, σ= 638682.49 

22 Shuswap 77.4 Normal 0.6367 µ = 1.62E+06, σ= 620770.69 

23 Shuswap 77.5 Normal 0.6437 µ = 1.20E+06, σ= 703775.16 

24 Shuswap 90 Normal 0.8976 µ =196481.61, σ= 99822.57 

25 Shuswap 97.9 Normal 0.5271 µ =1.47E+06, σ= 687847.01 

26 Shuswap 118.5 Normal 0.0272 µ =1.61E+06 , σ= 668546.59 

27 Thompson 11.8 Normal 0.0461 µ =1.74E+06, σ=710223.72 

28 Thompson 35.5 Normal 0.5446 µ =1.72E+06, σ= 564411.35 

29 Thompson 44.3 Normal 0.8203 µ =1.66E+06, σ= 678827.51 

30 Thompson 60.5 Normal 0.9971 µ =1.21E+06 , σ= 708236.77 

31 Thompson 81.9 Normal 0.4129 µ =1.36E+06 , σ= 736855.69 

32 Thompson 98.1 Normal 0.2438 µ =1.43E+06, σ= 782413.91 

33 Windermere 8.5 Normal 0.9674 µ =1.54E+06, σ= 512877.71 

34 Windermere 25.2 Normal 0.7927 µ =1.77E+06, σ=550610.61 

35 Windermere 50.4 Normal 0.7712 µ =1.13E+06, σ= 489756.76 

36 Windermere 54.7 Normal 0.6951 µ =1.25E+06, σ=843421.32 

37 Windermere 97.2 Gamma 0.9529 µ =12.51, k=4.76 

38 Windermere 113.4 2P-Exponential 0.7048 
𝑓(𝑡) = 𝜇 𝑒−𝜇(𝑡−𝛾) 

µ = 384530.89, γ= 319757 

39 Windermere 123.3 Normal 0.9698 µ =1.60E+06, σ= 626453.69 
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Figure 5-6: Reliability-time plot for Mountain 95.1 

 

 

Figure 5-7: Failure rate-time plot for Mountain 95.1 
 

 Reliability plots and failure rate plots help in estimating the life characteristics of the WTDs. 

Another result that can be useful for industry is the degree of reliability of the WTDs. In this study, 

one year is the time span considered for calculating reliability. The results are summarized in the 

following table.  The values are presented in percentages and demonstrate the probability that a 

WTD operates effectively for a specific time period. For Cascade 10.9 has a 95% chance of 
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operating successfully after one year in use.  Mountain 54.5 and Shuswap 90 have the least 

reliability degree after one year, while Shuswap 59.1 has the highest. 

No. Detector Reliability (t=1 yr)  No. Detector Reliability (t=1 yr) 

1 Cascade 10.9 96% 21 Shuswap 59.1 99% 

2 Cascade 32.5 97% 22 Shuswap 77.4 96% 

3 Cascade 54.9 82% 23 Shuswap 77.5 83% 

4 Cascade 80.1 91% 24 Shuswap 90 0% 

5 Cascade 96.8 95% 25 Shuswap 97.9 92% 

6 Cranbrook 24.7 98% 26 Shuswap 118.5 95% 

7 Cranbrook 40.3 97% 27 Thompson 11.8 96% 

8 Cranbrook 65.3 90% 28 Thompson 35.5 98% 

9 Cranbrook 86.8 75% 29 Thompson 44.3 95% 

10 Fording River 5.3 91% 30 Thompson 60.5 83% 

11 Mountain 14.2 93% 31 Thompson 81.9 87% 

12 Mountain 39.3 93% 32 Thompson 98.1 88% 

13 Mountain 44.9 67% 33 Windermere 8.5 98% 

14 Mountain 54.5 0% 34 Windermere 25.2 98% 

15 Mountain 70.9 92% 35 Windermere 50.4 89% 

16 Mountain 74.8 89% 36 Windermere 54.7 81% 

17 Mountain 95.1 88% 37 Windermere 97.2 94% 

18 Mountain 111.7 90% 38 Windermere 113.4 68% 

19 Shuswap 19.7 90% 39 Windermere 123.3 96% 

20 Shuswap 40.8 94% 

Table 5-8: Estimated time of reliability for each of the detectors 

 To determine the difference between selecting a two-parameter distribution and the 

distributions selected by the software, the detectors in each subdivision need to be subjected to the 

comparative assessment that was done for the fitted distribution ranked first by the software and 

the two-parameter distribution. This part of the analysis works on any maintenance, inspection or 

operation practices on a subdivision-based rather than detector-based word missing here.  

No. Subdivision 
Software first Rank 

Fitted Distribution 
P-Value 

Two-Parameter 

Distribution 
P-Value 

1 Cascade G-Gamma 0.2705 Normal 0.0119 

2 Cranbrook G-Gamma 0.3134 Normal 0.0973 

3 Fording River G-Gamma 0.9851 Normal 0.5757 

4 Mountain 3P-Weibull 0.0075 Normal 0.0053 

5 Shuswap Normal 0.0011 Normal 0.0011 

6 Thompson G-Gamma 0.1233 Normal 0.0066 

7 Windermere G-Gamma 0.8171 Normal 0.7938 

Table 5-9: P-Value comparison between normal and other two-parameter distributions 
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Appendix C shows the PDFs of normal distributions fitted to the data set for each subdivision. Fig. 

5-7 shows the PDF related to Cascade subdivision:  

 

 

Figure 5-8: Probability density functions for Cascade subdivision 
 

Taking into consideration the GOF test results, the normal distribution can be selected as the 

appropriate model. The reliability function for the detectors can then be defined by:  

𝑓(𝑡) =  
1

𝜎 (2𝜋)1/2
 𝑒𝑥𝑝 [−

1

2
(

𝑡 −  𝜇

𝜎
)

2 

] 
Equation 5-5 

 
Where the associated parameters, mean (µ) and standard deviation (σ), along with GOF results for 

each subdivision are shown in the following table: 

No. Subdivision 
2-Parameter 

Distribution 
P-Value Estimated Parameters 

1 Cascade  Normal 0.0119 µ=1.48E+06, σ=845707.67 

2 Cranbrook Normal 0.0973 µ=1.63E+06, σ= 751655.78 

3 Fording River Normal 0.5757 µ=1.47E+06, σ=708845.85 

4 Mountain  Normal 0.0053 µ=1.24E+06, σ=719077.73 

5 Shuswap Normal 0.0011 µ=1.54E+06, σ=764593.18 

6 Thompson Normal 0.0066 µ=1.55E+06, σ=730971.49 

7 Windermere Normal 0.7938 µ=1.39E+06, σ=636503.64 

Table 5-10: GOF results and the estimated parameters for each subdivision 
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Appendix C shows the plots of against time and failure rate against time to the data set for each 

subdivision. The plots for the Cascade and the Mountain subdivisions are as follows:  

 

Figure 5-9: Reliability vs time for Cascade subdivision 
 

 
 

Figure 5-10: Failure rate vs time plots for Cascade subdivision 
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Figure 5-11: Reliability vs time for Mountain subdivision 
 

 
 

Figure 5-12: Failure rate vs time plots for Mountain subdivision 
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In this phase of the analysis, the times-to-failure of all the detectors are consolidated into one 

dataset and the pattern of probability function is as follows: 

 
Figure 5-13: Estimated probability function for all failure data  

 

A normal distribution seems to be the proper model for reliability and predicting failure. As this 

distribution is a two-parameter distribution, there is no need to make any comparative assessment 

and therefore it is selected as the final model.  

𝑅(𝑡) =  
1

𝜎 (2𝜋)1/2
 𝑒𝑥𝑝 [−

1

2
(

𝑡 −  𝜇

𝜎
)

2 

] 
Equation 5-6 

 
 

Where:  

µ = 1.40E+06 

σ = 755214.91 

 

Fig. 5-10 shows the reliability versus time, which gives the probability of a detector’s survival 

over time: 
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Figure 5-14: Reliability function for all the data 

 

The next plot displays the failure rate versus time.  

 
Figure 5-15: Failure rate vs time for all data 
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 The following plots show the PDF, reliability, and failure rate for all the data together, along 

with the PDF, reliability and failure rate related to the detector with the least degree of reliability 

(Shuswap 90) and the one with the highest degree (Shuswap 59.1). These multiple plots on one 

graph provide a better view and comparison of the detectors’ condition.  

 

Figure 5-16: Overlay plot of PDF of all the detectors 
 the detector with the maximum reliability, and the detector with the minimum reliability  

 

 
Figure 5-17: Overlay plot of reliability vs. time of all the detectors 

 the detector with the maximum reliability and the detector with the minimum reliability 
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Figure 5-18: Overlay plot of failure rate vs. time of all the detectors 

the detector with the maximum reliability, and the detector with the minimum reliability  
 

5.1.1. Winter Time Analysis 

 Chapter 4 showed that most detector failures occur during winter. The higher number of 

failures affects the reliability and functionality of the WTD systems. To analyze this effect, the 

reliability based on the failures that occurred during cold weather conditions is modeled.  Figure 

5-19, based on historical data from 1999 to 2012, shows typical weather at the Golden Airport 

weather station over the course of an average year (Weatherspark). 
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Figure 5-19: The daily average low (blue) and high (red) temperature 

at the Golden Airport weather station 
 

 The warm season is approximately from May 31 to September 8 with an average temperature 

above 20°C, and the cold season is from November 17 to February 22 with an average temperature 

of 1°C. In line with this trend, the months of November, December, January and February are cold 

months, and therefore the failures of all of the detectors for these months were considered for 

reliability analysis. The winter analysis needed to be done on a yearly basis. The failure data of all 

the detectors in each year from 2009 to 2013 were extracted from the data base. For example, when 

analyzing winter 2010, the failures that occurred in November and December 2009 were 

considered along with the failures that occurred in January and February 2010.  Time-to-fail was 

calculated and the best distribution was fitted to the data. The PDFs of the winter failures are 

presented in an overlay plot (figure). The overlay plot shows the results of the failure data sets in 

winters 2010, 2011, 2012, and 2013 in one plot. The overlay plot shows the results of the multiple 

data sets in one plot. This allows us to compare the failure data of the different winters: 
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Figure 5-20: Overlay PDF plot of winters 2010, 2011, 2012, and 2013 failures  
 

Normal distribution was the proper fit to all of the data sets. 

𝑓(𝑡) =  
1

𝜎(2𝜋)1/2
𝑒𝑥𝑝 [−

1

2
(

𝑡 −  𝜇

𝜎
)

2 

] 
Equation 5-7 

 

 The associated estimated parameters for the winter failures of each year are summarized as 

follows:  

No. Time Period Estimated Parameters 

1 Winter 2010 µ=52711.24, σ=35484.66 

2 Winter 2011 µ=115147.42, σ=36021.90 

3 Winter 2012 µ=91741.01, σ=39682.27 

4 Winter 2013 µ=69579.69, σ=30142.41 

Table 5-11: Summary of the estimated parameters of all the detectors in different winters 
 

Fig. 5-15 shows the overlay plots of reliability time and failure rate time for winters 2010, 2011, 

2012, and 2013.  
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Figure 5-21: Reliability time for all the detectors’ failures during winters 
2010, 2011, 2012, and 2013 

 

 
 Figure 5-22: Failure rate time for all the detectors’ failures during winters 

2010, 2011, 2012, and 2013 
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A pattern and trend can be observed for the winter failures. Winter 2013 has the highest failure 

rate and winter 2012 has the lowest. When taking into consideration the weather trend and the 

average temperature during the winter months (Nov-Feb) of 2010, 2011, 2012, and 2013 (The 

weather network), the higher failure rate cannot be attributed only to the cold weather: clearly there 

were other factors that need to be identified. 

5.2. Application in maintenance practices  

 One of the reasons for undertaking this research is to improve the maintenance of the wheel 

detection system by assessing the reliability of the detectors, and to increase their availability by 

reducing their failure rate and downtime through improvement in maintenance practices. 

Maintaining the detection systems involves different skills. Therefore, a number of different 

perspectives should be considered for improved efficiency in maintenance (Morant, 2014). The 

availability of the detection system can be improved by focusing maintenance at essential intervals 

(Awan, 2014). To achieve effective preventive maintenance, it is important to define the optimal 

intervals (Morant, 2014). This part of the study investigates the time between failures to show the 

potential for reduced outage time resulting from the implementation of a proactive maintenance 

cycle. The time between the failures provides industry decision-makers with better insight into the 

condition of the detectors, which will help in designing maintenance routines. Predicting the 

detectors’ failures in advance and managing the scheduled maintenance and inspection based on 

that will increase reliability.  

 Other factors that should be considered for maintenance decision-making include the current 

maintenance plan, availability of the maintenance crew, and availability of spare parts. Case-

specific information such as the report after each inspection and maintenance should also be taken 

into consideration (Awan, 2014). 

 MTBF is a statistic that is of great interest to the railway industry. The mean time between 

failures is applied in case the system can be repaired, restored, and put back into service. MTBF 

is the average time between the failures that does not take into account the outage time and time 

to repair; it measures only the time a system was operating. MTBF is calculated by the following 

equation: 
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𝑀𝑇𝐵𝐹(𝑡) =  
𝑡

𝑁(𝑡)
 

Equation 5-8 

 
Where, 

t: Cumulative operating time  

N(t): Number of failures in time t 

 The following tables respectively encompass the calculated MTBF for each detector and 

subdivision. The unit of the reported MTBFs is in years.  

Table 5-12: The mean time between failure for each detector 
 

 

 

 

 

 

 

Table 5-13: The mean time between failure for each subdivision 
 

 When considering together, the detectors have an average failure time of 2.7 years.  

No. Detector 
Mean Life 

(Yr) 
No. Detector 

Mean Life 

(Yr) 

1 Cascade 10.9 3.4 21 Shuswap 59.1 3.9 

2 Cascade 32.5 3.0 22 Shuswap 77.4 3.0 

3 Cascade 54.9 2.5 23 Shuswap 77.5 2.2 

4 Cascade 80.1 2.8 24 Shuswap 90 0.3 

5 Cascade 96.8 2.8 25 Shuswap 97.9 2.7 

6 Cranbrook 24.7 3.4 26 Shuswap 118.5 3.0 

7 Cranbrook 40.3 3.5 27 Thompson 11.8 3.3 

8 Cranbrook 65.3 2.8 28 Thompson 35.5 3.2 

9 Cranbrook 86.8 1.8 29 Thompson 44.3 3.1 

10 Fording River 5.3 2.8 30 Thompson 60.5 2.3 

11 Mountain 14.2 2.9 31 Thompson 81.9 2.5 

12 Mountain 39.3 2.3 32 Thompson 98.1 2.7 

13 Mountain 44.9 1.3 33 Windermere 8.5 2.9 

14 Mountain 54.5 0.1 34 Windermere 25.2 3.3 

15 Mountain 70.9 2.6 35 Windermere 50.4 2.1 

16 Mountain 74.8 2.6 36 Windermere 54.7 2.3 

17 Mountain 95.1 2.5 37 Windermere 97.2 2.4 

18 Mountain 111.7 2.6 38 Windermere 113.4 1.3 

19 Shuswap 19.7 2.9 39 Windermere 123.3 3.0 

20 Shuswap 40.8 3.2 

No. Detector Mean Life (Yr) 

1 Cascade 2.8 

2 Cranbrook 3.0 

3 Fording River 2.8 

4 Mountain 2.3 

5 Shuswap 2.9 

6 Thompson 2.9 

7 Windermere 2.6 



94 

 

 

 Since the data meet the assumptions of normality, the mean time between failures is the same 

as the mean value and “the probability that a randomly selected value is above the mean equals 

0.5” (Weinberg, and Abramowitz, 2008, p.205). This implies that 50% of the failures have 

occurred before 2.7 years, and that by scheduling maintenance or inspection intervals before this 

time period, 50% of the failures can be prevented while another 50% would be missed. The 

likelihood that a randomly designated value is lower than a particular score 𝑥 is determined “by 

calculating the area under the normal distribution curve to the left” (Weinberg and Abramowitz, 

2008, p. 205). Depending on the industry decision-maker’s discretion and considering important 

factors such as cost and resources, it is possible to identify the percentage of failures that could be 

avoided. Using a z-score and standard normal distribution table (Appendix D), the area under the 

normal PDF curve was calculated. This shows what time period is required to avoid a certain 

percentage of the failures. The z-score is written as follows (Fitz-Gibbon et al., 1987):  

𝑍 =
𝑥 −  𝜇

𝛿
  𝜎 ≠ 0 Equation 5-9 

 
The mean and standard deviation values for all the detectors failure data are:  

µ = 1.40E+06 

σ = 755214.9192 

 These values were put in the z-score formula and x was calculated for the assumed 

percentages. For the analysis, 25% and consequently 75% were considered as examples.  

The schematics below depict the results: 

 

Figure 5-23: 75% of the failure population happens before x 

𝑥 = 3.64 
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  The area under the curve (z-score) is drawn from the table and the value 𝑥 which in our case 

study represents the time interval that there is a probability of occurrence of  75% of the failures, 

calculated as 3.64 (years) using Equation 5-9 and the values of  mean and STD. 

 

Figure 5-24: 25% of the failure population happens before x 

 

 Using the same method, the time interval that the probability of failure is 25% has been 

calculated as 1.69 years. This implies that for preventing 75% of the failures, the maintenance 

intervals should be set less than 1.69 years and if they are set to more than the mean value (2.7 

years), it is probable that 75% of the failures are being missed.  

 The mean time between failures in winter time are also calculated and summarized in Table 

5-14. As four months of the year are being considered as winter time, the MTBFs are reported in 

months.  

Time period MTBF (Mon) 

Winter 2010 1.2 

Winter 2011 2.6 

Winter 2012 2.0 

Winter 2013 1.5 

Table 5-14: The mean time between failure for all the detectors in winter 
 

 

 

𝑥 = 1.69 
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5.3. Conclusion 

 Applying real-time failure data, the reliability functions and the associated parameters were 

obtained for each detector as well as each subdivision. In addition, by considering the failure data 

of all the detectors as one integrated data set, the related reliability function was achieved. 

Collecting more accurate data regarding the time of failure and the time of issue of the maintenance 

ticket, or at least having an estimation of how long it normally takes to issue a maintenance ticket 

can make reliability modeling more accurate. 

 Normal distribution was finalised as the best fit and as the function that can be used to predict 

the trend of failures and model reliability. But six out of 40 detectors did not fit the normal 

distribution. To determine why, a more in-depth study is required. Various factors can cause this 

inconsistency. Some are related to the detectors and the way they are maintained and repaired. For 

example, a skewing of data can be caused by variability in the time spent repairing the detectors, 

the stage at and duration over which the failures have occurred, and whether the failures have 

occurred late in the detectors’ life-span or early. Some of the errors are related to data collection, 

and can be traced to the level of training and consistency of service of the people responsible for 

collecting and recording the data, and the technology used for this purpose. Some could be as a 

result of external random processes such as weather conditions. It could beneficial for the railways 

to interpret these results along with the failure data to investigate why the detectors do not fit into 

the normal distribution. 

 In order to improve the maintenance practices and be proactive rather than reactive, the 

maintenance and inspection intervals could be set by considering the MTBF. Applying the 

reliability models and the estimated parameters, the MTBF was calculated for each of the detectors 

and all of them together throughout the whole time period of the study (2009-2013) and in the 

winter times, which can be used to devise maintenance intervals.  The time required for preventing 

25% and 75% of the failures were also calculated and presented as examples to give an 

understanding about how the probability of  failures is related to decreasing or increasing the 

maintenance intervals.   

 .  
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Chapter 6. Conclusions and Future Work 

6.1. Conclusion 

 The results of this study are beneficial for improved interpreting of the measurements gathered 

by the wheel temperature detectors (WTDs) and understanding the failure pattern of the WTDs, 

both of which provide information on the status and conditions that influence the decision-making 

process concerning planning of maintenance activities. 

 This study showed that data collection alone is not sufficient; it is the methods and processes 

of extracting the right information and understanding the outputs that can improve the decision-

making process. The reliability of the wheel temperature detectors was modeled, the degree of 

reliability showed that WTDs are relatively reliable systems. Reliability-based preventive 

maintenance intervals have also been suggested. The results being offered by this study—the 

reliability functions, failure rates, and the mean time between failures—are all important 

parameters that have been observed; tracking these reliability metrics provides an organization 

with tools that are helpful in the decision making process. Inspections at intervals shorter than the 

MTBF for each location and planned maintenance intervals shorter than the MTBF will likely 

reduce the impact of external factors such as weather conditions, thereby increasing the 

effectiveness of the operations (Xia et al., 2013). 

 Analyzing the maintenance data is known as part of the solution for improving system 

performance, but a well-structured database that contains accurate and complete data is essential, 

along with good contextual decision criteria related to the data. Currently, data are being collected 

by the maintenance department, so resources are being allocated and consumed merely for data 

collection. More accurate and effective data collection would increase the functionality and 

efficiency of the process. This entails a process of simple tasks, such as logging WTD system 

events in more detail, recording all observations that may be pertinent (even the ones that do not 

seem to be crucial), logging the decisions made in different situations, noting any case-specific 

information (such as the report prepared by inspectors), and documenting any modification made 

in the system.  
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6.2. Recommendations to Industry  

Results of the analysis of the CP data base containing maintenance records indicate that some area-

specific information logistics management could be improved.  The below offers some suggestions 

for improvement:  

1. Make the collected information and data more visible for better failure identification and 

consequently improve maintenance and inspections. The database should be structured in 

a way that allows a system’s historical data to be available to check the inspections and 

maintenance that have been carried out over time;  

2. Modify control management, i.e., record all the changes in a system such as replacing an 

old system with a new one, as well as the reasons for the changes; 

3. Document procedures of the diagnostic and repair process, including explanations of how 

to proceed from identifying and reporting a failure to closing the work order; parameters 

that can be described in the corrective maintenance record file could include but not be 

limited to the following: the date the work order (WO) was opened, the WO notification 

date, on the way dates, corrective action start date, failure identification date, the date 

corrective action ended, the date the WO was closed, the response time, the repair time, 

the symptom of the failure, the cause of the failure, and the failure location (Morant, 2014); 

4. Emphasize training of the maintenance workers to show them the importance of accurate 

data gathering and recording, and encourage them to complete all of the required 

information on each maintenance record file; 

5. Structure the knowledge base of the company about maintenance changes in routines, 

procedures, and systems so that organizational learning has positive effects on 

maintenance improvement (Luxhøj et al., 1997), and encourage individual learning or 

problem solving programs in maintenance (Morant, 2014); 

6. Establish correlations amongst the three systems of interest—Air brakes, WTD 

readings/detection process, and maintenance/inspection records—to determine 

relationships that could be applied in detecting and identifying failures more effectively; 
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7. Consider qualitative defenses against systematic failures as an additional activity in 

predicting the probability of random hardware failures; because systematic failure and 

software failure rates could not be quantified, they cannot be generally predicted; 

8. Apply a knowledge management program to keep institutional knowledge of the WTD 

system and related maintenance actions; this is one way to lower the risk of dependency 

on the expertise of individuals; 

9. Develop knowledge transfer among the stakeholders involved in the maintenance of the 

detection systems so that they all share knowledge and information for more holistic 

viewpoints and perceptions of what are best practices to improve performance;    

10. Adopt railway-related standards and best practices that are successfully used in other 

jurisdictions, e.g., European railways; 

11. Evaluate alternative inspection equipment such as handheld noncontact thermal sensors 

and other modern diagnostic tools.  

These recommendations will only be effective where there is a corporate culture that values 

evidence-based decision making and retaining corporate knowledge. The importance and effect of 

each task involved in the maintenance plan, even the simplest ones, should be mentioned and 

accepted by all personnel.  

6.3. Future work 

 The present work is part of the long-term goal of improving cost-effective and reliable rail 

operations through system knowledge and context-based decision making. Further work could be 

oriented towards the following:  

1. Adopting a complete RCM program for the maintenance of the detection systems as well as 

other systems that are in use by railways; 

2. Carrying out an economic analysis to see the feasibility of replacement of RCM for current 

maintenance practices; 

3. Implementing a maintenance management system (MMS) with basic requirements such as a 

list of equipment that requires maintenance, maintenance instructions, daily and weekly 

schedules, and a preventive maintenance plan could be considered; 
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4. Conducting a feasibility study and cost-benefit analysis of upgrading the current system to an 

on-board monitoring system (or applying both systems in parallel); 

5. Comparing the level of train stoppage reduction achieved by replacing the current procedures 

with new ones to check the capability and the potential of the new processes.  
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Appendix A 

Decoding raw temperature readings of the WTDs and extracting temperatures from scanners 1 

and 2 of a detector, three or five neighbouring detectors with same axle count.  

clc; close all; clear all; 

  

Plot_OnOff = menu('Plot Option','Plot','Don''t Plot'); 

%%  Outut Key: 

Data_file{1,1}='ID'; 

Data_file{1,2}='Original Filename'; 

Data_file{1,3}='Area'; 

Data_file{1,4}='Subdivision'; 

Data_file{1,5}='Milage'; 

Data_file{1,6}='Year'; 

Data_file{1,7}='Month'; 

Data_file{1,8}='Day'; 

Data_file{1,9}='Hour'; 

Data_file{1,10}='Min'; 

Data_file{1,11}='Length'; 

Data_file{1,12}='Direction'; 

Data_file{1,13}='Speed in'; 

Data_file{1,14}='Speed out'; 

Data_file{1,15}='Axle Count'; 

Data_file{1,16}='Loco Count'; 

Data_file{1,17}='Car Count'; 

Data_file{1,18}='Alarm Count'; 

Data_file{1,19}='Integrity Count'; 

Data_file{1,20}='Warn Count'; 

Data_file{1,21}='HW Data'; 

Data_file{1,22}='Amb Temp (F)'; 

Data_file{1,23}='Amb Temp (C)'; 

Data_file{1,24}='Temperature (Axles)'; 

  

%% 

fileName=ls('*txt');    % List of files in Folder 
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%% Assembling the output Excel file 

[a,b]=size(fileName); 

for ii=1:a; 

    datareader(ii,1) = textscan(fileName(ii,:), '%s','delimiter','\n');    % 

import all the data from each datafile into a cell 

    data_import{ii,1} = textread(fileName(ii,:), '%s','delimiter','\n');    % 

import all the data from each datafile into a cell 

end 

  

for ii=1:length(datareader); 

    dataFile{ii,1}=ii; % ID - Not in the files 

    dataFile{ii,2} = datareader{ii,1}{1,1}; 

end 

  

for ii=1:length(datareader); 

    dataFile{ii,3} = dataFile{ii,2}(1:2); % Area 

    dataFile{ii,4} = str2num(dataFile{ii,2}(4:7)); % Subdivision 

    dataFile{ii,5} = str2num(dataFile{ii,2}(9:12))/10; % Milage 

    dataFile{ii,6} = str2num(['20',dataFile{ii,2}(16:17)]); % Year 

    dataFile{ii,7} = str2num(dataFile{ii,2}(18:19)); % Month 

    dataFile{ii,8} = str2num(dataFile{ii,2}(20:21)); % Day 

    dataFile{ii,9} = str2num(dataFile{ii,2}(23:24)); % Hour 

    dataFile{ii,10} = str2num(dataFile{ii,2}(25:26)); % Min 

    bb=(data_import{ii,1}(11,:));   % a dummy variable to compare each row's 

ID (HD, HW, ...) 

    dataFile{ii,11}=hex2dec([bb{1,1}(46:49)]); % Length 

    dataFile{ii,12}=hex2dec([bb{1,1}(24:25)]); % Direction 

    dataFile{ii,13}=hex2dec([bb{1,1}(26:27)]); % Speed in 

    dataFile{ii,14}=hex2dec([bb{1,1}(28:29)]); % Speed out 

    dataFile{ii,15}=hex2dec([bb{1,1}(30:33)]); % Axle Count 

    dataFile{ii,16}=hex2dec([bb{1,1}(34:37)]); % Loco Count 

    dataFile{ii,17}=hex2dec([bb{1,1}(38:41)]); % Car Count 

    dataFile{ii,18}=hex2dec([bb{1,1}(50:53)]); % Alarm Count 

    dataFile{ii,19}=hex2dec([bb{1,1}(54:55)]); % Integrity Count 

    dataFile{ii,20}=hex2dec([bb{1,1}(56:57)]); % Warn Count 

    dataFile{ii,21}=hex2dec([bb{1,1}(86:87)]); % HW Data 

    dataFile{ii,22}=hex2dec([bb{1,1}(88:91)]); % Amb Temp (F) 
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    dataFile{ii,23}=(dataFile{ii,21}-32).*(5/9); % Amb Temp (C) 

end 

  

%% Hot Wheel: 

str_idx=10; % Temp data starts from the 10th character in each line 

[a,b]=size(fileName); 

  

%% A loop to extract all files into one Matlab matrix: 

for ii=1:a;  % Go through each and every file 

    m=1; 

    for jj=7:2:length(data_import{ii,1});   % 7:2:end 

        bb=(data_import{ii,1}(jj,:));   % a dummy variable to compare each 

row's ID (HD, HW, ...) 

        if strcmp(bb{1,1}(4:5),'HD');  % Check if the row has the desired 

data type 

            n=2; 

            for kk=str_idx:4:(length(bb{1,1}))-6 

                temp_far{ii,1}(m,1)=hex2dec([bb{1,1}(8:9)]);  % Number of 

Axles. 

                temp_far{ii,1}(m,n)=hex2dec([bb{1,1}(kk:kk+3)]);  % 

Extracting temp values (twice the number of axles (for Scan1 and Scan2)) 

                n=n+1; 

            end 

            clear dum_var % 

            dum_var{ii}=temp_far{ii,1}(:,2:end); 

            d=dum_var{ii}(:); 

            dataFile{ii,24}=d(d~=0);    % Temperature 

            m=m+1; 

        end 

    end 

end 

  

%% 

for ii=1:a;  % Go through each and every file 

    SS(ii)=length(temp_far{ii,1}(:,1)); 

end 

%% 
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if length(unique(SS))~=1 ; % means there are detectors with different length 

    for ii=1:a 

        D1=temp_far{ii,1}(:); 

        D2=D1(SS(ii)+1:end); % removing 16 or 17 from the begining of data 

        D3=D2(1:2:end,:); 

        D4=D2(2:2:end,:); 

        Ave_temp(ii,1)= mean(D2);% Total data 

        Ave_temp2(ii,1)= mean(D3);% Scanner 1 

        Ave_temp3(ii,1)= mean(D3);% Scanner 2 

        Standard(ii,1) = std(D2,0,1); 

        clear D1 D2 D3 D4 

    end 

    Ave_temp=[Ave_temp, Standard]; 

    xlswrite('AveTemp',Ave_temp); 

    xlswrite('AveTemp_Scan1',Ave_temp2); 

    xlswrite('AveTemp_Scan2',Ave_temp3); 

    Data_file(2:length(datareader)+1,:)=dataFile; 

    xlswrite('DATA',Data_file); 

     

    if Plot_OnOff==1 

        for ii=1:a 

            D1=temp_far{ii,1}(:); 

            D2=D1(SS(ii)+1:end); % removing 16 or 17 from the begining of 

data 

            D3=D2(1:2:end,:); 

            D4=D2(2:2:end,:); 

             

            figure 

            plot(D2,'b','LineWidth',1); hold on 

            plot(Ave_temp(ii,1).*ones(size(D2)),'k','LineWidth',2) 

            title(['Raw Data for Detect. ',num2str(ii)],'FontSize',15); 

            xlabel('Axle','FontSize',15) 

            ylabel('Temperature [F]','FontSize',15) 

            legend('Data File','Average') 

            set(gca,'fontsize',15) 

            clear D1 D2 D3 D4 
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        end 

    end 

     

elseif length(unique(SS))==1 

    %% Seperating temps 

    for ii=1:a 

        temp_exel3(:,ii)=temp_far{ii,1}(:); 

    end 

    temp_exel2=temp_exel3(length(temp_far{ii,1}(:,1))+1:end,:); 

    temp_exel=reshape(temp_exel2((temp_exel2~=0)),[],3); 

    temp_exel_Scan1=temp_exel(1:2:end,:); 

    temp_exel_Scan2=temp_exel(2:2:end,:); 

     

    %% Exporting Data to Excel 

    Data_file(2:length(datareader)+1,:)=dataFile; 

    xlswrite('DATA',Data_file); 

    xlswrite('Temp',temp_exel); 

    xlswrite('Temp_Scan1',temp_exel_Scan1); 

    xlswrite('Temp_Scan2',temp_exel_Scan2); 

     

    Nrows=[1,2,3]; 

     

    %% Plot Section 

    if Plot_OnOff==1 

        % Normal Probability Plot 

        figure 

        normplot(dataFile{Nrows(1),24}); 

        title('Data File 1','FontSize',15) 

        set(gca,'fontsize',15) 

         

        figure 

        normplot(dataFile{Nrows(2),24}); 

        title('Data File 2','FontSize',15) 

        set(gca,'fontsize',15) 
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        figure 

        normplot(dataFile{Nrows(3),24}); 

        title('Data File 3','FontSize',15) 

        set(gca,'fontsize',15) 

         

        %% Data files Normalized w.r.t eachother 

        figure 

        

plot((dataFile{Nrows(1),24}./dataFile{Nrows(2),24}),'b','LineWidth',1); hold 

on 

        

plot((dataFile{Nrows(2),24}./dataFile{Nrows(2),24}),'k','LineWidth',1) 

        

plot((dataFile{Nrows(3),24}./dataFile{Nrows(2),24}),'r','LineWidth',1) 

        title('Data files Normalized w.r.t 2nd data file','FontSize',15) 

        xlabel('Axle','FontSize',15) 

        ylabel('Normalized Temperature','FontSize',15) 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Data files Normalized w.r.t eachother (Scanner 1) 

        figure 

        

plot((dataFile{Nrows(1),24}(1:2:end)./dataFile{Nrows(2),24}(1:2:end)),'b','Li

neWidth',1); hold on 

        

plot((dataFile{Nrows(2),24}(1:2:end)./dataFile{Nrows(2),24}(1:2:end)),'k','Li

neWidth',1) 

        

plot((dataFile{Nrows(3),24}(1:2:end)./dataFile{Nrows(2),24}(1:2:end)),'r','Li

neWidth',1) 

        title('Data files Normalized w.r.t 2nd data file (Scanner 

1)','FontSize',15) 

        xlabel('Axle','FontSize',15) 

        ylabel('Normalized Temperature','FontSize',15) 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Data files Normalized w.r.t eachother (Scanner 2) 
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        figure 

        

plot((dataFile{Nrows(1),24}(2:2:end)./dataFile{Nrows(2),24}(2:2:end)),'b','Li

neWidth',1); hold on 

        

plot((dataFile{Nrows(2),24}(2:2:end)./dataFile{Nrows(2),24}(2:2:end)),'k','Li

neWidth',1) 

        

plot((dataFile{Nrows(3),24}(2:2:end)./dataFile{Nrows(2),24}(2:2:end)),'r','Li

neWidth',1) 

        title('Data files Normalized w.r.t 2nd data file (Scanner 

2)','FontSize',15) 

        xlabel('Axle','FontSize',15) 

        ylabel('Normalized Temperature','FontSize',15) 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Data Files 

        figure 

        plot((dataFile{Nrows(1),24}),'b','LineWidth',1); hold on 

        plot((dataFile{Nrows(2),24}),'k','LineWidth',1) 

        plot((dataFile{Nrows(3),24}),'r','LineWidth',1) 

        title('Raw Data','FontSize',15) 

        xlabel('Axle','FontSize',15) 

        ylabel('Temperature [F]','FontSize',15) 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Data Files - mean value (Noise reduction) - First Term of Fourier 

Series 

        figure 

        plot((dataFile{Nrows(1),24})-

(mean(dataFile{Nrows(1),24})),'b','LineWidth',1); hold on 

        plot((dataFile{Nrows(2),24})-

(mean(dataFile{Nrows(2),24})),'k','LineWidth',1) 

        plot((dataFile{Nrows(3),24})-

(mean(dataFile{Nrows(3),24})),'r','LineWidth',1) 

        title('Filtered Data files','FontSize',15) 

        xlabel('Axle','FontSize',15) 
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        ylabel('Temperature [F]','FontSize',15) 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Devided by their own mean value 

        figure 

        

plot((dataFile{Nrows(1),24})./(mean(dataFile{Nrows(1),24})),'b','LineWidth',1

); hold on 

        

plot((dataFile{Nrows(2),24})./(mean(dataFile{Nrows(2),24})),'k','LineWidth',1

) 

        

plot((dataFile{Nrows(3),24})./(mean(dataFile{Nrows(3),24})),'r','LineWidth',1

) 

        title('Raw data/ Mean value','FontSize',15) 

        xlabel('Axle') 

        ylabel('Temperature [F]') 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Mean value of Data files 

        figure 

        bar([(mean(dataFile{Nrows(1),24})), 

mean((dataFile{Nrows(2),24})),mean((dataFile{Nrows(3),24}))]); 

        title('Mean value of Raw data','FontSize',15) 

        xlabel('Detectors','FontSize',15) 

        ylabel('Mean value of Temperature [F]','FontSize',15) 

        set(gca,'fontsize',15) 

         

        % 

        figure 

        plot((dataFile{Nrows(1),24}),'b','LineWidth',1);  hold on 

        plot((dataFile{Nrows(2),24}),'k','LineWidth',1) 

        title('','FontSize',15) 

        xlabel('Axle','FontSize',15) 

        ylabel('Temperature [F]','FontSize',15) 

        set(gca,'fontsize',15) 
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        %% Max/Min for a specific Axle 

        [~,c]=max(dataFile{Nrows(1),24}); 

        [~,c2]=max(dataFile{Nrows(2),24}); 

        [~,c3]=max(dataFile{Nrows(3),24}); 

         

        % Min for a specific Axle 

        [~,c4]=min(dataFile{Nrows(1),24}); 

        [~,c5]=min(dataFile{Nrows(2),24}); 

        [~,c6]=min(dataFile{Nrows(3),24}); 

         

        figure 

        plot(Nrows, [(dataFile{Nrows(3),24}(c)), 

(dataFile{Nrows(2),24}(c)),(dataFile{Nrows(1),24}(c))],'r','LineWidth',1); 

hold on 

        plot(Nrows, [(dataFile{Nrows(3),24}(c4)), 

(dataFile{Nrows(2),24}(c4)),(dataFile{Nrows(1),24}(c4))],'b','LineWidth',1); 

        plot(Nrows, [(dataFile{Nrows(3),24}(c)), 

(dataFile{Nrows(2),24}(c)),(dataFile{Nrows(1),24}(c))],'rs','LineWidth',1); 

hold on 

        plot(Nrows, [(dataFile{Nrows(3),24}(c4)), 

(dataFile{Nrows(2),24}(c4)),(dataFile{Nrows(1),24}(c4))],'bs','LineWidth',1); 

        legend('Max','Min') 

        ylabel('Temperature [F]','FontSize',15), xlabel('Detector') 

        set(gca,'fontsize',15); grid on 

         

        % Variance 

        V1 = var(dataFile{Nrows(1),24}); 

        V2 = var(dataFile{Nrows(2),24}); 

        V3 = var(dataFile{Nrows(3),24}); 

         

        figure 

        plot(V1,'b','LineWidth',1); hold on 

        plot(V2,'k','LineWidth',1); hold on 

        plot(V3,'r','LineWidth',1); hold on 

        title('Variance','FontSize',15) 

        xlabel('Detectors','FontSize',15) 
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        ylabel('Mean value of Temperature [F]','FontSize',15) 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Standard Deviation 

        s1 = std(dataFile{Nrows(1),24},0,1); 

        s2 = std(dataFile{Nrows(2),24},0,1); 

        s3 = std(dataFile{Nrows(3),24},0,1); 

         

        figure 

        plot(s1,'b','LineWidth',1); hold on 

        plot(s2,'k','LineWidth',1); hold on 

        plot(s3,'r','LineWidth',1); hold on 

        title('Standard Deviation','FontSize',15) 

        xlabel('Detectors','FontSize',15) 

        ylabel('Mean value of Temperature [F]','FontSize',15) 

        legend('Detect 1','Detect 2','Detect 3') 

        set(gca,'fontsize',15) 

         

        %% Histograms 

        figure 

        hist(dataFile{Nrows(1),24}) 

        set(gca,'fontsize',15) 

        title('Detect 1','FontSize',15) 

         

        figure 

        hist(dataFile{Nrows(2),24}) 

        set(gca,'fontsize',15) 

        title('Detect 2','FontSize',15) 

         

        figure 

        hist(dataFile{Nrows(3),24}) 

        set(gca,'fontsize',15) 

        title('Detect 3','FontSize',15) 

    end 
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Appendix B 

The temperature versus axle plots for all the trains passed Cascade 54.9 on 2009-01-04: 
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Figure a-1: Temperature-Axle plots for all the trains that passed Cascade 54.9 on 2009-01-04 

 

 



122 

 

Appendix C 

The Probability Distribution Functions (PDF) plots for the detectors based on the the software 

ranking:  

 

Cascade 10.9 

 

Cascade 32.5 

 

Cascade 54.9 

 

Cascade 80.1 
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Cascade 96.8 

Figure a-1: PDF plots for the detectors in Cascade subdivision 

 

Cranbrook 24.7 

 

Cranbrook 40.3 

 

Cranbrook 65.3 

 

Cranbrook  86.8 

Figure a-2: PDF plots for the detectors in Cranbrook subdivision 
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Figure a-3: PDF plots for the detector in Fording River subdivision 

 

Mountain 14.2 

 

Mountain 39.3 
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Mountain 44.9 Mountain 54.5 

 

Mountain 70.9 

 

Mountain 74.8 

Figure a-4: PDF plots for the detector in Mountain subdivision 

 

 

 

Mountain 95.1 

 

Mountain 111.7 
Figure a-4: PDF plots for the detector in Mountain subdivision 
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Shuswap 19.7 Shuswap 40.8 

Shuswap 59.1 Shuswap 77.4 

Figure a-5: PDF plots for the detector in Shuswap subdivision 
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Shuswap 77.5 Shuswap 90 

Shuswap 97.9 Shuswap 118.5 

Figure a-5: PDF plots for the detector in Shuswap subdivision 
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Thompson 11.8 Thompson 35.5 

Thompson 44.3 Thompson 60.5 

Thompson 81.9 Thompson 98.1 

Figure a-6: PDF plots for the detector in Thompson subdivision 
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Windermere 8.5 

 

Windermere 25.2 

 

Windermere50.4 

 

Windermere 54.7 
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Windermere 97.2 

 

Windermere 113.4 

Figure a-7: PDF plots for the detector in Windermere subdivision 

 

 

 

Windermere 123.3 

Figure a-7: PDF plots for the detector in Windermere subdivision 

 
The PDF plots for distributions selected by software for each subdivision are plotted and 

depicted as follows: 
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Cascade  

 

Cranbrook 
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Fording River 

 

Mountain  
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Shuswap  

 

Thompson  
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Windermere  

Figure a-8: PDF plots for the detectors in each subdivision 

 

 

 

 
The PDFs for the 2-parameter distributions:  
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Cascade 10.9 Cascade 32.5 

Cascade 54.9 Cascade 80.1 

 

Cascade 96.8 

Figure a-9: PDF plots for the 2-parameter distribution for the detectors in Cascade subdivision 
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Cranbrook 24.7 Cranbrook 40.3 

Cranbrook 65.3 Cranbrook  86.8 

Figure a-10: PDF plots for the 2-parameter distribution for the detectors in Cranbrook 
subdivision 
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Figure a-11: PDF plot for the 2-parameter distribution for the detectors in Fording River 

 

Mountain 14.2 Mountain 39.3 



138 

 

Mountain 44.9 Mountain 54.5 

Mountain 70.9 Mountain 74.8 

Figure a-12: PDF plot for the 2-parameter distribution for the detectors in Mountain 
Subdivision 
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 Mountain 95.1  Mountain 111.7 

Figure a-12: PDF plot for the 2-parameter distribution for the detectors in Mountain 
Subdivision 

 

Shuswap 19.7 Shuswap 40.8 

Shuswap 59.1 Shuswap 77.4 
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Shuswap 77.5 Shuswap 90 

Shuswap 97.9 Shuswap 118.5 

Figure a-13: PDF plot for the 2-parameter distribution for the detectors in Shuswap 
Subdivision 
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Thompson 11.8 Thompson 35.5 

Figure a-14: PDF plot for the 2-parameter distribution for the detectors in Thompson 
Subdivision 

 

Thompson 44.3  Thompson 60.5 
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Thompson 81.9 Thompson 98.1 

Figure a-15: PDF plot for the 2-parameter distribution for the detectors in Thompson 
Subdivision 

 

 

 

 

Windermere 8.5 Windermere 25.2 
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Windermere50.4 Windermere 54.7 

Windermere 97.2 Windermere 113.4 

Figure a-16: PDF plot for the 2-parameter distribution for the detectors in Windermere 
Subdivision 
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Windermere 123.3 

Figure a-16: PDF plot for the 2-parameter distribution for the detectors in Windermere 
Subdivision 

 
The reliability versus time and failure rate versus time after finalization and selection of normal 

distribution are as follow:   
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Figure a-17: Reliability-Time and Failure rate-time for the detectors in Cascade Subdivision 
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Figure a-18: Reliability-Time and Failure rate-time for the detectors in Cranbrook Subdivision 
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Figure a-19: Reliability-Time and Failure rate-time for the detectors in Fording River 
Subdivision 
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Figure a-20: Reliability-Time and Failure rate-time for the detectors in Mountain Subdivision 
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Figure a-21: Reliability-Time and Failure rate-time for the detectors in Shuswap Subdivision 
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Figure a-22: Reliability-Time and Failure rate-time for the detectors in Thompson Subdivision 
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Figure a-23: Reliability-Time and Failure rate-time for the detectors in Windermere 
Subdivision 

 

 

The normal PDF of the data set for each subdivision:  
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Cranbrook 



159 

 

 

Fording River 

 

Mountain 



160 

 

 

Shuswap 
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Windermere 

Figure a-24: PDF plots for the detectors in each subdivision 

 

 

 
The Reliability values versus time and failure rate versus time plots for the subdivisions:  

 
Cascade 
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Figure a-25: Reliability-Time and Failure rate-time for all the detectors in Cascade Subdivision 

 

 

 
Cranbrook 
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Figure a-26: Reliability-Time and Failure rate-time for all the detectors in Cranbrook 
Subdivision 
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Fording River 

 

 

Figure a-27: Reliability-Time and Failure rate-time for all the detectors in Fording River 
Subdivision 
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Mountain  

 

 

Figure a-28: Reliability-Time and Failure rate-time for all the detectors in Mountain 
Subdivision 
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Shuswap  
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Figure a-29: Reliability-Time and Failure rate-time for all the detectors in Shuswap 
Subdivision 

 

 

 

 
Thompson 
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Figure a-30: Reliability-Time and Failure rate-time for all the detectors in Thompson 
Subdivision 

 
 
 
 

 
Windermere 
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Figure a-31: Reliability-Time and Failure rate-time for all the detectors in Windermere 
Subdivision 
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Appendix D 

 
Fig a-2: Normal distribution reference table 

 

 
 

 



171 

 

 

 


