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Abstract

Parallel programming is seen as an effective technique to improve the performance of
computationally-intensive programs. This is done at the cost of increasing the complexity
of the program, since new issues must be addressed for a concurrent application. Paral-
lel programming environments provide a way for users to reap the benefits of concurrent
programming while minimizing the effort required to create them. The CO-P;38 parallel
programming system is one such tool which uses a pattern-based approach to create parallel
programs.

This dissertation demonstrates that the CO2P3S system contains a sufficient number of
parallel patterns to implement a wide variety of applications. This characteristic is called
the utility of a system. The Cowichan Problem set is a collection of problems for assessing
how easy a parallel programming environment is to use (called the system’s usability), and
is used here to show the utility of CO2P3S.

Each of the applications from the Cowichan Problems is presented along with the pattern
used to implement a solution. If an application could not be created because a pattern
was lacking, then the necessary pattern was added to CO,P3S. This demonstrates the
extensibility of CO;P3S . As a result of this work, two new patterns were added to CO,P3S:
the Wavefront pattern and the Search-Tree pattern. Code metrics and performance results
are presented for the various applications in order to show that the use of the CO2P3S system
can greatly reduce the effort required to create concurrent programs that have reasonable

scalability.
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Chapter 1

Introduction

In many fields of research there exist problems which simply take too long to find an answer
to using a single computer. Given an algorithm to determine the weather next week, it
is useless if it takes ten days to compute the result. While upgrading the processor to a
faster model or increasing the amount of available memory can improve the computational
time, possibly reducing the ten days by a few days, these problems may still be too large
to find the solution in a reasonable amount of time. Significant improvement can only be
made by dividing the problem into independent portions and using multiple processors to
simultaneously compute them. Assuming that the computation of next week’s weather can
be evenly split in half, two processors could return next week’s forecast in five days, allowing
enough time to put the snow tires on your car or to cancel you weekend picnic plans.

However, this benefit is not without cost. The cost of improving the computational
time for a problem in this manner is an increased complexity of the algorithm, or the
use of a completely different algorithm. Adding parallelism to an algorithm adds new
concerns such as synchronization and communication between the processors. It also makes
debugging programs more difficult as non-determinism is introduced. In general, writing
parallel programs is a complex and error-prone task, even for experts in the field.

However, there is hope. In sequential programming, there exist strategies which may be
used across many problems. These strategies are called design patterns and they encapsulate
the knowledge of solutions for a class of problems. To solve a problem using a design pattern,
the pattern need only be chosen and adapted to that particular problem. By referring to a
problem by the particular strategy that may be used to solve it, a deeper understanding of
the solution to the problem is conveyed and certain design decisions are implicitly made. If
a problem is described as using a “stack”, there is an immediate understanding of some of
the behaviour of the solution. There is also an implicit understanding of design decisions
and the consequences of those decisions.

Design patterns do not represent a single layer of design abstraction, in that “one person’s
pattern is another person’s primitive building block” [12]. Abstract data structures such as
stacks and trees may be viewed as design patterns at a certain level of abstraction, as could
complex, domain-specific frameworks.

One of the problems with design patterns is that in general they give a description of the
solution but not the solution itself. Design patterns describe a solution technique in words,
not in code. Once a design pattern has been chosen, the programmer must then implement
the pattern and adapt it to the specific application. The amount of effort required to adapt
the design pattern may range from trivial to substantial. Consequently, many tools have
been created to minimize the effort required by the programmer in implementing a specific
design pattern. Budinsky et al. [8] created a Web-based tool for generating the code for the
“Gang of Four” design patterns [12], where the patterns are parameterized. The PSiGene
tool [25] takes the opposite approach and narrows the application domain to only patterns
for generating building simulators, such as a simulator for a room. This narrowing of the



application domain removes the variations in the pattern design. The user selects specific
instances of the necessary patterns for their application. This results in many specialized
implementations of the design patterns, and the user simply selects the appropriate one
to generate the necessary simulator. Commercial pattern-based code generation tools also
exist such as Together ControlCenter [9] and ModelMaker [29].

Frameworks are at the other end of the design spectrum from design patterns. Whereas
a design pattern is an abstract description of solution, a framework is a concrete imple-
mentation of a portion of a solution. A framework provides the application-independent
structural code for a particular solution, typically through a collection of abstract classes
for a specific problem domain. One domain in which frameworks are used extensively is
graphical user interfaces. A framework is used by implementing hook methods which con-
tain application-specific code, such as the function of a button. These hook methods are
then called in the application though the framework. Frameworks provide a maximum of
code reuse, unlike design patterns which must be re-implemented each time that they are
used. However this re-usability comes at the cost of less generality.

Just as there are sequential design patterns, there exist parallel design patterns which
capture the synchronization and communication structure for a particular parallel solution.
Examples of common parallel design patterns are the fork/join model, pipelines, meshes,
and work piles. The design patterns described in this work are at this level of abstraction,
that of communication and synchronization of pieces of work between multiple processes.

The CO2P3S! parallel programming system eases the effort required to write parallel
programs through its use of adaptive generative parallel design patterns. An adaptive design
pattern is an augmented design pattern which is parameterized so that it can be readily
adapted for an application. Budinsky’s tool [8] is similar to CO;P3S in that it also uses
parameterized patterns. The COyP3S system lets a user select a parallel design pattern,
adapt it for an application through providing values for the parameters, and then generate
the structural code for that portion of the application. In this way, CO2P3S uses a design
pattern to generate a framework which then becomes a parallel program.

One of the limitations of Budinsky’s tool is how the patterns are included into the user’s
code. The user is required to cut-and-paste the generated code from a web-browser into
a source code file. As the authors admit, it may not always be obvious what to cut out
and where to paste it. Another limitation of the tool is that once the generated code has
been integrated into an application, any regeneration of the pattern code due to a changing
of pattern parameters will require reintegration of the generated code into the application.
Since CO3P3S generates Java source files, the user is never concerned about where the
generated code is to be placed in the application or about having to reintegrate code if
parameters change; both occur automatically.

COyP3S is an example of a parallel programming system. Many parallel programming
systems have been constructed to aid in the creation of parallel programs. Some systems are
designed to create parallel programs for a very specific domain, while others produce more
generalized parallel programs. Some, such as PAS [13][14] and Enterprise [24], are pattern-
based like CO,P3S. Given the number of different parallel programming systems which have
been written, work has been done to determine what attributes characterize a good parallel
programming system. An ideal set of characteristics for a parallel programming system was
proposed in Singh et al. [26]. One of the characteristics which is obviously necessary for
a parallel programming system is usability, the ease with which a system can be learned
and used. Another important characteristic for a pattern-based programming system is the
utility of the system, or that it can be used across a wide range of applications.

Several studies have been done to assess the usability of various parallel programming
systems. There has even been an attempt to create a benchmark problem set for testing the
usability of parallel programming systems, called the Cowichan Problem Set [31]. While the
usability of a programming system is certainly of great importance, the utility of a system

1Correct Object-Oriented Pattern-based Parallel Programming System, pronounced ‘cops’.



is often glossed over, despite the observation that this is a major flaw in many parallel
programming systems.

This dissertation demonstrates the utility, usability, and extensibility of the CO5P3S
parallel programming system. Utility is demonstrated by showing the breadth of applica-
tions which can be written using the tool. As the Cowichan Problem set covers a wide range
of applications, it is used to show the utility of the system. The usability of the CO2P3S
system is also shown via the implementation of the problem set. A description of how each
of these problems was implemented using the patterns existing in CO,P3S is given, and
where a specific pattern was lacking, how a new pattern was added to the system. This will
demonstrate the extensibility of CO2P3S.

A major contribution of this dissertation is the addition of two new patterns to the
CO;P3S system: the Wavefront pattern and the Search-Tree pattern. Also, the Search-
Tree pattern introduces the notion of verification parameters to the CO3P3S system. The
utility, usability, and extensibility of the CO3P3S system are demonstrated through the
implementation of a variety of applications.

A description of some of the previous pattern-based parallel programming tools that
have been constructed are presented in Chapter 2. Also presented in this chapter is some
of the previous work done on assessing the usability of parallel programming systems such
as CO,P3S |, and an overview of the Cowichan Problems. COsP3S and MetaCO,P3S (the
tool for adding patterns to CO2P3S) are then described in Chapter 3. Each of the next four
chapters describes the four patterns which were used to implement the Cowichan Problems
and how the patterns solved the problems. Finally, future work and some concluding remarks
are made in Chapter 8.

Chapter 2 provides the background for some of the previous pattern-based parallel pro-
gramming tools that have been constructed, previous work on assessing the usability of such
systems, and an overview of the Cowichan Problems. CO2P3S and MetaCO3P3S (the tool
for adding patterns to CO9P38) are then described in Chapter 3. Each of the next four
chapters describes the four patterns which were used to implement the Cowichan Prob-
lems and how the patterns solved the problems. Finally, future work and some concluding
remarks are made in Chapter 8.



Chapter 2

Background

2.1 Parallel Pattern-based Programming

Work with respect to patterns in parallel programming has been going on for more than ten
years. An early example of finding patterns in parallel programming is the Munin project,
which observed for parallel programs that “a large percentage of shared data accesses fall
into a relatively small number of access type categories” [3]. Nine unique shared memory
data object types were identified and used to annotate shared program variables in order to
indicate the variable’s memory access pattern. The Munin system then used these annota-
tions as a guide to the memory consistency protocol to use for a particular shared variable.
These patterns represent a very low level of abstraction, the level of memory consistency.

Parallel Architectural Skeletons (PAS) [13][14] is a C++ library which encapsulates the
structure and behaviour of a parallel design pattern in an application-independent man-
ner. A PAS user extends a pattern skeleton by providing the values for various structural
and behavioural pattern parameters to create an abstract parallel computing module, which
is then refined by adding application-specific code to form a conerete parallel computing
module. The parallel application is a collection of interacting concrete parallel computing
modules. The various skeletons in PAS represent patterns for pipeline computation, divide-
and-conquer parallelism, data-parallel mesh-style computation, and dynamic replication.

Another C+-+ library is TACO (Topologies and Collections) [22]. TACO provides C++
ternplates which may be used to create object groups which are distributed across a network
and upon which collective methods can be used to do the computation in parallel. The
user defines functors, functions that inherently contain state, which are then used by the
collective operations to perform the computation. Creating a TACO application involves
specifying the necessary functors, specifying the topology of the application using TACO
object groups, and sending the appropriate message to the leader of the object group. The
topology is constructed by creating an object group leader and then adding objects to the
group via the group leader. Synchronization is also accomplished through messages to the
group leader. Sending a message to the leader of an object group is similar to sending a
message to the root of a tree and having the operation propagate through the tree.

The Tracs [2] system allows users to develop parallel applications by graphically spec-
ifying the communication between processes. While a user could create arbitrary parallel
application structures, the system provides certain pre-defined “architecture models” which
the user can use either as a description of the specific application or as a starting point for
describing the parallel structure of the application. Also, nodes of the architecture graph
can be assigned pre-defined functions such as a filter, master, worker, or pipeline element.
Once the structure of the application is defined, including specifying the function of certain
elements, the application code can then be generated using the system and the user then
completes the application by providing the necessary sequential code.

Enterprise [24] is a complete programming environment for developing parallel applica-



tions. It supports the design, coding, debugging, testing, monitoring, profiling and execution
of distributed parallel programs. Enterprise’s use of patterns lies in its use of the analogy
of a business organization or ‘enterprise’ to represent the parallelism of an application. A
programmer describes the structure of parallelism using assets. The top-level abstraction
is an enterprise which is composed of other assets such as a line to represent pipeline par-
allelism, a department to represent a work pool of processes, and a division to represent
divide-and-conquer parallelism. The sequential processes (the pieces of work to do in par-
allel) are called individuals in the system and form the leaves of the organizational chart or
description of the parallelism. One of the strengths of Enterprise is that it abstracts the
communication and synchronization of the parallelism from the sequential code pieces. This
allows the parallel structure of the application to be changed or tuned with minimal or no
change to the existing sequential code.

While PAS and TACO are at a higher level of abstraction than Munin, they are not
as high level as Enterprise. In PAS, the user explicitly specifies the communication and
synchronization points in the computation, whereas in Enterprise these points are inserted
into the code by the tool. Similarly with TACO, the user is required to specify the application
topology and synchronization points, so its level of abstraction is also lower than Enterprise.
Tracs and Enterprise are at a similar level of design abstraction, and both allow the user to
specify the structure of a parallel application graphically.

2.2 Testing the Usability of Parallel Programming Sys-
tems

A set of thirteen characteristics for an ideal parallel programming systems was proposed by
Singh et al. [26]. Some of the characteristics include:

Performance The system should provide the best performance possible given such factors
as the combination of patterns, the generality of the patterns, and the level of ab-
straction of the patterns. This is often the primary criteria for assessment of parallel
programming systems.

Usability How easy is the system to learn and use? In the analysis of such systems, this
property is second only to performance in importance.

Utility A programming system should allow a range of different applications to be written
using the system.

Extendible It should be possible to increase the number of patterns supported by a
pattern-based system. This is a major failing with many pattern-based parallel pro-
gramming systems in that they only supply a limited number of patterns and provide
no way to add new ones.

Separation How well does a system separate the pattern code from the application code?
This is the emphasis of most pattern-based programming systems.

Correctness The system should offer some guarantee as to the correctness of the generated
code, such as deadlock avoidance.

The authours used these criteria to assess two programming systems, FrameWorks and
Enterprise, which were both developed by their research efforts. Enterprise was shown to
be an improvement over FrameWorks, but was still found to be lacking or weak in certain
areas.

CO, P38 is the successor to Enterprise and has already been evaluated using these char-
acteristics [18]. However, the portion of this dissertation which describes the utility of
CO,P3S states that this aspect of CO2P3S is being improved and that new applications are



being mined for new patterns or extensions to existing patterns. This improvement to the
CO2P3S system is the work described in this dissertation.

A usability study of CO2P3S was also conducted as part of [18]. An undergraduate class
was split into two groups with one group using the CO2P3S system and the other using Java
threads directly for two assignments. After the first assignment, the tool that the students
used was switched so that those who used CO2P3S became the group using threads and
vice versa. Due to a number of problems with collecting data for the study, the results were
generally inconclusive, although the study seemed to indicate that CO2P3S users wrote less
code in general.

Another study examined the effect of pattern-based parallel programming tools in the
context of the maintainability of applications written using these tools [28]. Thirty different
software-engineering metrics were used to compare the implementation of a Mandelbrot Sets
application. The results showed that there was a strong indication that the use of pattern-
based parallel programming systems led to applications which were less complex and could
be maintained with less effort.

2.3 The Cowichan Problems

Test suites for assessing the performance of a system, such as SPEC and SPLASH, abound
in the computing world. In contrast, the number of test suites which address the wutility
or usebility of a system are few. For parallel programming systems there is only one: the
Cowichan Problems [31]. The Cowichan Problems is a suite of seven problems specifically
designed to test the breadth and ease of use of a parallel programming tool as opposed to
testing the performance of the programs that can be developed using the tool [32]. The
goal of these problems is to provide a standard set of ‘non-trivial’ medium-size problems by
which different parallel programming systems may be compared. These problems were part
of a larger project whose goal was to assess parallel programming systems in two ways: how
well the system can support large-scale software-engineering, and how easily a system can
be learned.

The problem set is comprised of seven problems designed to test different aspects of
a parallel programming system. The problems are from a wide selection of application
domains and parallel programming idioms covering a range from numerical to symbolic ap-
plications, from data-parallelism to control-parallelism, from coarse-grained to fine-grained
parallelism, and from local to global to irregular communication. The problems also address
important issues in parallel applications such as load-balancing, distributed termination,
non-determinism, and search overhead. Specifics of each of these problems will be given
later in the context of the parallel pattern that can be used to solve the problem. For this
work, one modification was made to the original problem set. The Active Chart Parsing
problem was replaced by the Fifteen Puzzle. Details on why this substitution was made is
deferred until Section 7.6. Therefore the applications used for this research are:

e Turing Ring Problem (Chapter 4)
e Image Thinning (Chapter 4)
¢ Computing Polygon Overlays (Chapter 5)

Skyline Matrix Solver (Chapter 6)
Matrix Product Chain Solver (Chapter 6)

Game of Kece (Chapter 7)

Fifteen Puzzle (Chapter 7)



The Cowichan Problems were used by a group at Vrije University (Amsterdam) to assess
the Orca parallel programming language, which is “an imperative programming language
based on a simple form of distributed memory”[32]. The problems were given to six Masters
students who were in their final year, and each project was completed in three to seven
months. The authors found that even though they had “ample experience with [Orcal]”, the
problem set provided an adequate stress test for the language as the programmers needed
to use many different aspects of the language. Flaws in the Orca language were exposed
and the experience had a great impact on the further research of the language.

A second set of Cowichan Problems (the Cowichan II Problem set) is described in a
later work of Wilson [33]. This second set of problems consists of fourteen problems, all
of which “should require no more than an afternoon to write and test in a well-supported
sequential language.” Also, the programs can be chained together (that is, the output of
one program forms the input of another program) in order to further test the code-reuse
and modularization of the system. This second set of problems was developed in response
to Wilson feeling that the time required for the first set (six to eight weeks per problem)
was too “prohibitive” to allow for the wide acceptance of the original test suite. However,
this is the exact reason that the first set of applications is used in this research, as those in
the second set are “toy” problems which do not adequately simulate the real use of a system
such as CO2P3S.

Given the insights into the Orca language that were achieved at Vrije University, it
follows that similar insights into the CO2P3S system may be gained by implementing the
problem set using the tool. Therefore, similar to the Orca group, this work uses the Cowichan
Problems as a measure of the ‘readiness’ of the CO2P3S system for general use in the parallel
programming community. Specifically, does CO2P3S have sufficient utility to implement
solutions for the seven problems? If it does not, does CO3P3S have sufficient extensibility
to add patterns that can be used to the solve these problems? Finally, does CO2P3S have
sufficient usability that these solutions and any necessary COsP38S extensions can be built
in a reasonable time-frame?



Chapter 3

CO9P3S and MetaCOyP3S

3.1 The CO;P;3S Parallel Programming System

The CO2P3S parallel programming system is a tool for implementing parallel programs
in Java using the Parallel Design Patterns (PDP) methodology [18]. It addresses the two
fundamental reasons that, to date, prevent parallel programming tools from being widely
accepted: performance and utility. The first issue comes from tools which produce code that
is too generalized to produce good parallel performance, and typically provides no support
for further tuning the code. The second issue comes from tools which only produce efficient
code for a small specific set of applications and provide no way to extend the system to
meet the needs of other applications.

CO4P3S addresses the first issue through the use of pettern templates. A pattern tem-
plate is an intermediary form between a pattern and a framework, and represents a param-
eterized family of design solutions. Members of the solution family are selected based upon
the values of the parameters for the particular pattern template. For example, the shape
of the matrix used for computation in the Wavefront pattern (Chapter 6) has three values
(full, banded, triangular) and the particular value of the parameter significantly affects the
framework code generated. This is where CO4P3S differs from other pattern-based parallel
programming tools. Instead of generating an application framework which has been gener-
alized to the point of being inefficient, CO2P3S produces a framework which accounts for
application-specific details through the parameterization of its patterns. For the Wavefront
pattern, COoP3S generates one of these different (but related) frameworks based on the
matrix shape.

A framework generated by CO2P3S provides the communication and synchronization
for the parallel application, and the user simply provides the application-specific sequential
code. These code portions are added through the use of sequential hook methods in the
framework code. Recall that a hook method is a method which is overridden in the frame-
work code to provide application-specific functionality. This abstraction of parallelism from
the application-specific portions maintains the correctness of the parallel application since
the user cannot change the code which implements the parallelism.

CO2P3S addresses the performance tuning issue by providing an open programming
model based on descending layers of abstraction. The first layer, the Patterns Layer, is
the highest level of abstraction and is where pattern templates are used. The next layer is
the Intermediate Code Layer, which describes the parallelism of the program in a high-level,
object-oriented, explicitly-paraliel language. The final layer is the Native Code Layer, which
is a translation of the structures in the previous layer into a native object-oriented language
such as Java or C++. Programmers can progressively tune their application through these
layers in order to meet performance needs.

The pattern parameters in CO2P38S can be divided into four types of parameters: lexical,
design, performance, and verification parameters. Lezical parameters are various class and
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Figure 3.1: The CO2P3S graphical user interface. The Pattern Pane is on the right-hand
side.

method names in the pattern framework which are provided by the user. For example,
the name of the class representing a node in the Search-Tree pattern (Chapter 7) is a
lexical parameter. Design paremeters are pattern parameters which affect the overall parallel
structure of the generated framework. The matrix shape in the Wavefront pattern (Chapter
6) is a design parameter. Performance parameters do not affect the overall structure of the
framework, but introduce optimizations to improve performance. The notification parameter
in the Wavefront pattern is a performance parameter since it can alter the technique used
for inform elements that their data dependencies have been satisfied, but will have no effect
on the structure of the generated framework. Verification parameters allow for the inclusion
of pieces of code in the framework to ensure its proper use and to find faults in the code
of the user. The verification parameter in the Search-Tree pattern assures that the done()
hook method properly indicates when a node has completed its computation. This type of
parameter was added as a result of the research described in this dissertation.

The GUI for the CO3P3S system is shown in Figure 3.1. On the left-hand side (the
Pattern Palette) are the icons representing the various patterns supported in CO,P38. A
pattern is selected for an application by clicking on its respective icon. Going from the top
to the bottom, the patterns represented are Wavefront, Mesh, Search-Tree, and Pipeline.
The center of the GUI (the Program Pane) shows the name of the application (the Skyline
Problem from Section 6.7) and any patterns selected. Here the Wavefront pattern has been
selected. The name shown for the pattern (SkylineElement) is the name given by the user
for the template class in the Wavefront pattern. The right-hand side (the Pattern Pane)
shows the interface for a selected pattern; the Wavefront pattern. Using pop-up menus from
this pane, the user sets the parameter values for the specific pattern. Shown in this figure
are the settings for one parameterization of the Wavefront pattern.

Figure 3.2 shows the Program Options Pane for the same application. Here the user
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Figure 3.2: The CO2P3S graphical user interface. The Program Options Pane appears on
the right-hand side.

includes any application-specific classes required for the application, as well as any comments
for the application. As CO3;P3S promotes the reuse of code, the classes which the user
includes here are typically the same classes used in the sequential version. Comments by
the programmer may include a description of the application, how to run the application,
or information useful during maintenance of the program.

The user adds the code for the hook methods of a pattern using the Pattern Template
Viewer as seen in Figure 3.3. Each pattern in CO3P3S contains one or more classes which
require the user to insert code for hook methods. The pattern designer specifies which
portions of the class are editable, and the viewer uses hyperlinks to restrict the user to only
those portions. This prevents the user from accidentally altering any framework code in
the template class, such as changing a method signature. Figure 3.3 shows a portion of
the template class for the Wavefront pattern. There are three hyperlinks shown (the items
underlined in Figure 3.3) which allow the user to import any necessary packages and/or
classes, implement the initialize() method, or implement the reduce() method. When the
user selects a hyperlink, a new window is opened that can be used for text entry. When
the user closes that window, whatever modifications were made at that point are reflected
in the template viewer if the “Regenerate After Each Change” box is selected.

The framework for a pattern in the application is generated via a pop-up menu in the
Pattern Pane. Once the framework is generated and any necessary application classes have
been added, the user can compile and run a program via the Program menu. The Program
menu provides access to two dialogue windows: the Compile dialogue (Figure 3.4(a)) and the
Run dialogue (Figure 3.4(b)). The Compile dialogue provides common compilation options
via checkboxes, as well as letting the user add any specific compilation flags. The user can
also remove all class files through the Clean button, or stop a compilation via the Abort
button. The output from the compilation is displayed in the text window at the top.

After compilation, the Run dialogue allows the user to run an application. There are
various options which the user may select, such as whether the program is to use shared
or distributed memory, the heap and stack size of the virtual machine, and whether to use
green or native threads. The user can also add any runtime flags via the Flags field. In
order to run the program, the user fills in the bottom text field with the appropriate class
name and command-line parameters.
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* An instance of this class represents a single unit of work in the
* Wavefront pattern. It contains the only user-implemented methods.
*/

public c¢lass SAETement

{

public SAElement( )
{
}
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. Object jpitiglizer )
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public static void reduce( int row,

int column, Object reducer, dnt value )

SAReducer r = (SAReducer)reducer;

if(row == r.row && column == r.col){
B : o

Figure 3.3: The template class viewer in CO,P3S.

‘1mitfal Heap $ize foprional) . -

Fiags |

[ Comphis 1|

" e S S

(a) The Compile dialogue in CO,P35. (b) The Run dialogue in COP3S.

Figure 3.4: Compiling and running programs in CO3P3S.
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3.2 The MetaCQOyP3S Tool

CO2P3S allows new pattern templates to be added to the system by using the tool MetaCO, PsS.
Pattern templates added through MetaCO2P3S are indistinguishable in form and function
from those already contained in CO3P3S [7]. This allows CO3P38 to adapt to the needs of
the user; if CO,P3S lacks the necessary pattern for a problem then the user is free to add
a new pattern.

The MetaCO,P3S tool guides a pattern designer' through the creation of a pattern
template. Pattern templates are constructed from three pieces of information:

1. The names of the classes used in the framework. These names are place holders that
are replaced at run-time with unique names, since multiple instances of a pattern
template may be used within the same application. The unique names are based on
at least one user-supplied class name (a lexical parameter) for each instance of the
pattern used in the application.

2. The parameters for the pattern template. MetaCQO2P3S currently provides three pa-
rameter types:

Basic Parameters These parameters represent an enumerated list of choices for a
particular parameter, and are the most common type of parameters.

Extended Parameters These parameters represent parameter values of an arbitrary
form and are the least common type. For this type of parameter, the pattern
designer must provide extra information such as how to collect the settings for
the parameter and how each parameter affects code generation.

Extended List Parameters These parameters represent a common instance of ex-
tended parameters in which the pattern user is to supply a list of values which
may in themselves be basic or extended parameters. An example of this param-
eter type is a list of user-defined methods to be called in one of the framework
methods.

3. The GUI configuration for the pattern template representation in the COyP3S GUL
The GUI elements which can be specified in MetaCQO3sP3S are either text labels or
images. These typically are dependent on the value of a parameter so that the pattern
GUI accurately reflects the parameter settings.

As CO,P3S generates a customized framework based on the selection of a pattern tem-
plate and a specific set of values for its parameters, the pattern designer must provide a
framework template that defines the code to be generated. Correctness of the framework
code is the responsibility of the pattern designer. Each framework source code template
is annotated to provide the necessary information for proper generation of the framework.
These annotations consist of:

® Placeholder names of the framework classes to be replaced at runtime with unique
names as provided by the user through lexical parameters.

e Variables, methods, and portions of methods which are selectively generated based on
the value of basic parameters.

o Additional methods which are generated based on extended (or extended list) param-
eter settings.

e Framework classes which contain the hook methods that allow application-specific
code to be added by the user.

L A parallel and object-oriented programming expert who creates new pattern templates.
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VELS
Description of the following Java method

@sampleTag a tag that is parsed by Javadoc
*/

public void methodName()

Figure 3.5: A Javadoc comment.

Generation of the framework is accomplished using Javadoc, a tool included with Java
distributions for generating API documentation. Javadoc runs a modified compiler on Java
source code files to parse declarations and specially formated comments to generate the
documentation for the given classes. The form of a Javadoc comment is shown in Figure
3.5.

Javadoc has been extended to allow pluggable doclets to be used. A doclet is a Java pro-
gram which satisfies a contract so that it is allowed to receive the parsed data from a Javadoc
execution. This includes the declarations from each parsed class, but excludes method bod-
ies and field initializations which are ignored by the Javadoc parser. MetaCO3P3S defines a
set of Javadoc tags and macros which are used for the annotation of the framework. These
are used in conjunction with a doclet to produce the generated framework. As a given
Javadoc parse does not contain the method bodies, the bodies of methods are stored in sep-
arate files from the declarations. When a CO2P3S framework is generated, the annotated
declarations and appropriate method bodies are merged based on the parameter settings.

The descriptions of pattern templates generated by MetaCO,P3S are stored in system-
independent XML? format. This allows for patterns generated by MetaCO,P3S to be used
not only by the CO,P3S system itself, but also by any template-based programming tool
which uses XML. When a pattern template is imported into CO3P3S, the XML description
is converted into a compiled plug-in module, and XSL? is used to transform the pattern
description into a Java source file. This file is then compiled and loaded into CO2P3S.

Part of the MetaCO,P3S GUI-based description of the Wavefront pattern is shown in
Figure 3.6. The Constants section contains the definition of the constants used in the
pattern. These are typically the values of the basic parameters and text which are displayed
in the Pattern Pane. The nest section shows the names of the various classes in the pattern.
Framework classes, those to which the user has no direct access, are shown with square
braces. All the names for the framework classes here are based on the name of the one
template class (WavefrontElement) which the user specifies through a lexical parameter.
The third section shows the parameters for the Wavefront pattern. Most of these are basic
parameters, with the parameter dependencies being an extended parameter. Finally, the
GUI configuration specifies the look of the Pattern Pane and how it changes based on the
parameter settings.

2Extensible Markup Language.
3Extensible Stylesheet Language.
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Figure 3.6: The Wavefront pattern in MetaCO,P35.
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Chapter 4

The Mesh Pattern

4.1 Overview of the Mesh Pattern

The Mesh pattern is used for computing elements of a regular, rectangular two-dimensional
data set where each element is dependent on its surrounding values. In other words, it is
used for applications where the elements are evenly spread over a two-dimensional surface
and computation of an element is dependent on values from either the cardinal points or
from all eight directions. Figure 4.1(a) shows such a mesh. This class of application includes
programs for weather prediction and particle simulation.

In an application which uses a Mesh pattern, the elements are repeatedly iterated over
to produce new values, which are based on the value of the element and the surrounding
elements, until a certain condition is met. Programs which use the Mesh pattern may use
either Gauss-Seidel or Jacobi iterations, but each element must be able to determine strictly
from its local state when it is has reached its final value. Aside from data dependencies
between neighbouring elements, no other dependencies between elements can exist [18].

The parallelization of an application which uses a mesh is accomplished by spatially
decomposing the mesh into partitions and performing one iteration in parallel on all the
partitions, as shown in Figure 4.1(b). Boundary values are then exchanged between par-
titions and another iteration is done. This continues until the local stopping condition is
satisfied for all elements [18].

4.2 Chapter Overview

This chapter begins with a description of the Mesh pattern in CO5P3S. Next, the Image
Thinning and Turing Ring problems, two problems from the Cowichan Problem Set that
can be implemented using a Mesh pattern, are discussed. For each of the problems, a
description of how the pattern was used to solve the problem and results of using the
pattern are presented. Finally, a summary of the chapter is given.

4.3 The Mesh Pattern in CO,P3S

The Mesh pattern was one of the first patterns supported by CO3P3S. A view of the pattern
in the CO2P3S system is shown in Figure 4.2. The figure shows the default configuration of
the pattern before it is parameterized for a specific application.

4.3.1 Pattern Parameters

The pattern contains three lexical parameters: the Mesh class name, the MeshElement
name, and the MeshElementSuperclass name. The Mesh class represents the entire mesh
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(a) A mesh. (b) Decomposition of a mesh.

Figure 4.1: A regular, rectangular two-dimensional mesh.

Figure 4.2: A screenshot of the Mesh pattern in CO3P3S.
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in the application and is used to initiate the computation. The MeshElement represents a
single element of computation in the mesh, and the MeshElementSuperclass is its superclass
(typically the class Object).

There are two design parameters in the Mesh pattern. The first is the boundary condi-
tions parameter which dictates how the edge elements of the mesh are handled. The values
for this parameter are:

Non-toroidal, where none of the edges wrap around. This is the default value.

Fully-toroidal, where all of the edges wrap around to the opposing edge. This means that
all elements of the mesh have access to all of their neighbours.

Horizontal-toroidal, where only the elements on the horizontal edges wrap around. This
means that elements on the left and right edges (excluding corners) have access to all
of their neighbours, but elements on the top and bottom (including corners) do not
receive data from their bottom and top neighbours.

Vertical-toroidal, which is the horizontal toroidal rotated 90°.

The second design parameter is the number of neighbours parameter. This specifies
whether an element requires data from its neighbours only at cardinal points (a 4-point
mesh) or from all eight of its neighbours (an 8-point mesh). The 4-point mesh is the default
setting.

The performance parameter in the Mesh pattern is the mesh ordering which indicates the
amount of synchronization generated in the framework. The ordering can be either ordered,
which performs Jacobi iterations or chaotic, which performs Gauss-Siedel iterations. If
Jacobi iterations are used then the current iteration uses only the values computed in the
previous iteration. In contrast, Gauss-Siedel uses the values computed in current iteration
as well as those from the previous iteration. The default value creates an ordered mesh.

4.3.2 Hook Methods

Depending on the values for the design parameters (boundary conditions and number of
neighbours), up to nine operation hook methods may be generated in the Mesh element
class. For a particular element, the correct operation method is called based upon its
location in the mesh. The methods generated for a non-toroidal 8-point mesh are shown in
Figure 4.3, as this setting produces the widest variety of hook methods. The 4-point mesh
produces a subset of these methods with appropriate parameters. Recall that MeshElement
is a lexical parameter and will be replaced by the user-specified class name.

In addition to the operation hook methods in Figure 4.3, the hook methods of Figure
4.4 are also generated. These methods are generated regardless of the mesh configuration
specified by the parameter values. All hook methods appear in the MeshElement class.

The hook method constructor is used by the framework to create the elements of the
mesh. It is called by the framework when the Mesh object is created. As shown in Figure
4.4, the MeshElement constructor takes as parameters the location of the element (i and
j), the width and height of the mesh (dataWidth and dataHeight), and a user-provided
initializer object used for any initialization of the element. Similarly, the reduce()
method is used at the end of the mesh computation to gather results from the mesh. The
parameters for this method are the same as for the constructor, except that a user-provided
reducer object is passed to the method instead of an initializer object.

The other four hook methods (initialize (), notDone(), prepare(), and postprocess())
are used during the processing of the mesh. The initialize() method is used to do
any initialization of the mesh elements that may be done in parallel. Its complement,
postprocess(), is used to do any post-processing of elements which can be done in paral-
lel. The notDone() method signals the completion status of a mesh element. If false is
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topleftCorner (MeshElement east, MeshElement southeast,
MeshElement south)

topEdge (MeshElement east, MeshElement southeast,
MeshElement south, MeshElement southwest,
MeshElement west)

topRightCorner (MeshElement south, MeshElement southwest,
MeshElement west)

leftEdge (MeshElement north, MeshElement northeast,
MeshElement east, MeshElement southeast,
MeshElement south)

interiorNode (MeshElement north, MeshElement northeast,
MeshElement east, MeshElement southeast,
MeshElement south, MeshElement southwest,
MeshElement west, MeshElement northwest)

rightEdge (MeshElement north, MeshElement south,
MeshElement southwest, MeshElement west,
MeshElement northwest)

bottomLeftCorner (MeshElement north, MeshElement northeast,
MeshElement east)

bottomEdge (MeshElement north, MeshElement northeast,
MeshElement east, MeshElement west,
MeshElement northwest)

bottomRightCorner (MeshElement north, MeshElement west,
MeshElement northwest)

Figure 4.3: The operation methods for the Mesh pattern.

returned by this method then processing of the the element is complete, otherwise compu-
tation of the element requires further iterations. Threads iterate over their elements and
exchange the completion status of their partition with other threads in order to determine
when computation is globally completed. The prepare() method is called prior to the
operate methods to allow for any necessary preprocessing of elements.

In computing the mesh, each thread performs the loop shown in Figure 4.5 which ensures
proper computation and communication of values between blocks of mesh elements. The
notDone(), prepare(), and operate() iterate over all elements in the block and calls
the hook method of the same name. The synchronize() method provides the necessary
synchronization between partitions as dictated by the setting of the ordering parameter. If
the value of the ordering parameter is ordered then the synchronize() method acts as a
barrier. If the value is chaotic then the method does nothing. The operate() method calls

MeshElement (int i, int j, int dataWidth, int dataHeight,
Object initializer)

reduce(int i, int j, int dataWidth, int dataHeight,
Object reducer)

initialize()

notDone()

prepare()

postprocess()

Figure 4.4: Hook methods for the Mesh pattern.
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this.initialize();

while(this.notDone()){
this.prepare();
this.synchronize();
this.operate();

}

this.postProcess();

Figure 4.5: The main loop for each thread in the Mesh pattern.

the appropriate hook method from Figure 4.3 for each element of the partition.

4.3.3 Using the Pattern

The Mesh pattern is used in an application by instantiating a Mesh object and sending
that object the launch() message. The constructor of the Mesh object takes as arguments
the following: the width and height of the mesh, the number of partitions vertically and
horizontally, an initializer object (or null if not required), and a reducer object (or null if
not required). A thread is created for each partition of the mesh. The launch() method
will return when the mesh computation is finished and the final results are available via the
reducer object (if one was provided).

4.4 Image Thinning
4.4.1 Description of the Problem

Image thinning is an important stage in the processing of images such as electron density
maps of proteins and handwriting or character recognition. The Image Thinning problem
takes an image which contains straight-line segments of varying widths, and thins the image
so that lines have unit width [10, 31]. Figures 4.6(a) and 4.6(b) show an image before
and after this process. While understanding the image thinning process is intuitively easy,
providing a precise mathematical description is complicated. As a result, many thinning
algorithms are described in the image processing literature, and each produces a different
result for the same image. Figures 4.6(b) and 4.6(c) show two possible thinnings of the
image in Figure 4.6(a).

The input to the image thinning process is a two-dimensional image. Thinning of an
image is accomplished by repeatedly passing over the image and removing pixels from the
image unless they satisfy one of the following criteria:

1. The pixel is at the tip of a line segment.

2. Deleting it would disconnect an image component.

The removal of pixels is accomplished by applying a set of masks to a pixel and its
surrounding neighbours. If the mask fits, then the pixel may be removed. Figure 4.7 shows
a sample of masks used in the process of thinning an image. A one represents a pixel which
is either darker than or the same colour (i.e. greater than or equal to) as the pixel under
consideration. Similarly, the zeros represent pixels that are lighter or have a lesser value
than the pixel under consideration. For example, in the “north” mask case the center pixel
can be removed if all of the pixels above it are greater than or equal to the pixel itself and
the pixels next it.
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(a) An image before thinning.
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ning with a different algo-
rithm.

Figure 4.6: An example of image thinning.
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mask.

Figure 4.7: Pixel masks used in image thinning. The ones indicate pixels which are greater
than or equal to the value of the pixel under consideration (the center square) and zeros
indicate pixels that are less than this pixel.

A situation may occur in which either of two pixels may be removed. While this situation
is easy to handle in the sequential case (sweep order is used), parallel implementations must
take care to ensure that both pixels are not deleted. A characteristic of the use of pixel
masks is that this situation will not occur.

4.4.2 Why the Mesh Pattern is Appropriate

Parallel implementations of image thinning typically divide the image into tiles with com-
munication occurring between neighbouring tiles. As the thinning process performs multiple
passes over the same image with information being passed along the boundaries of image
tiles, the problem fits nicely into a Mesh pattern.

4.4.3 Using the Mesh Pattern

The parameterization of the Mesh pattern for this application is shown in Figure 4.8. The
Mesh class is Thinlmage, the MeshElement class is Pixel, and the MeshElementSuperclass
is Object (the default value). An 8-point non-toroidal ordered mesh is selected for the
structure of the mesh.

The hook method constructor copies a pixel value from an array of stored image pixel
values (the initializer object). Since the Pixel object is initialized on construction, the
initialize() method is left empty. The reduce() method performs the inverse of the
constructor and copies the pixel values back into the image array (the reducer object). If
the value of a pixel has changed in the last iteration, then notDone() returns true. A
Pixel object contains two values: a read value and a write value. During computation of
the write value, the read value of surrounding pixels is used. This implements an ordered
computation (Jacobi iteration). The prepare () method copies the write value to the read
value in preparation for the next iteration. The operate() hook methods are implemented
using existing code taken from the sequential program. No post-processing of the pixels is
required, so the postProcess() method is left empty.

4.4.4 Results

The sequential image thinning application written consisted of a single class 221 lines in
length, of which 170 were reused in the parallel application to implement the hook methods
and driver program. The parallel application consisted of 7 framework classes and 1 user
class. The user class was a modified version of the sequential program, which was changed
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Figure 4.8: Parameterization of the Mesh pattern for an image thinning application.

to instantiate and launch the mesh computation. The parallel application contained 529
lines, of which 350 were from the generated framework and 9 were new.

The results of thinning a 3000 x 3000 pixel image are shown in Table 4.1. The times
given are the median of ten runs. The application was run on an SGI Origin 2000 with 46
MIPS R100 195 MHz processors and 11.75 gigabytes of memory. A native threaded Java
implementation from SGI (Java 1.3.1) with optimizations and JIT turned on was used and
the virtual machine was started with 1 GB of heap space. The application performance
obtains fair speedups for this data set. However, there appears to be a tapering off of
performance toward 16 and 32 processors. This is a result of a decrease in the granularity
of work as the number of processors increases.

Processors 1 2 4 8 16 32
Time (sec) || 709 | 377 | 201 | 111 68 50
Speedup - 1.88 | 3.53 | 6.39 | 10.43 | 14.18

Table 4.1: Speedups and wall clock times for thinning a 3000 x 3000 pixel image. The times
given are the median of ten runs.

4.5 The Turing Ring Problem

The Turing Ring problem has previously been described and implemented in CO,P3S5 as a
reaction-diffusion problem. It has appeared in several CO,P3S publications as an example
of the Mesh pattern [18, 19, 20]. Therefore, only an overview of the problem and why the
Mesh pattern is appropriate is given here. A summary of the results of using the Mesh
pattern to solve this problem is also given. Actual performance results may be found in the
previously mentioned publications.

4.5.1 Description of the Problem

The original problem formulated by Alan Turing modeled the interaction between two chem-
icals in a ring of cells through the use of two differential equations [30]. The problem was
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dX;/dt = Xilpx +axX; + BxY:) + px(Xipq + X1 — 2X3) (4.1)
dYi/dt = Yi(py + ay X; + By Y;) + py (Yigr + Vi1 — 2Y)) (4.2)

Figure 4.9: Differential equations used in the Turing Ring model.

Region A Region B Region C Region D Region E Region F

Figure 4.10: Example of a Turing Ring system.

later generalized to include other reaction-migration type problems, such as those found in
ecology, epidemiology, and petroleum engineering [21]. Figure 4.9 shows the pair of coupled
differential equations which model the populations X; and Y; for each cell in the ring.

For a predator/prey system, px,y represents the birth rate of the two species, ax,y
is a constant death rate, fx,y signifies deaths due to overpopulation of predators or the
consumption of prey, and ux y is the migration rate between neighbouring cells [21]. By
varying these same coefficients, the model can be used to represent the mixing of water and
oil in porous rock, or the progression a disease through a population.

4.5.2 Why the Mesh Pattern is Appropriate

As shown in Figure 4.10, a Turing Ring can be represented as a set of adjoining cells where
the last and first cells are adjacent to create the ring. As each cell requires data from the
two adjoining cells and all cells are computed in a lock-step manner, the problem fits well
with a Mesh pattern.

4.5.3 Summary of Results from Previous Publications

The Mesh pattern was used to implement a reaction-diffusion application. The program was
run using a 1680 x 1680 surface on an SGI Origin 2000 with 44 195 MHz R10000 processors
and 10 GB of memory. The JVM was started with 512 MB of stack space and optimizations
turned on. The application was found to scale well up to 4 processors, but performance
declined after that due to decreasing granularity. This same effect was seen with the Image
Thinning application.

4.6 Summary

The Mesh pattern was used to implement solutions for two problems from the Cowichan
Problems: the Turing Ring Problem and Image Thinning. The Turing Ring problem was
previously described and implemented in other publications as an example of the use of pat-
terns in CO,P3S, so only a description of the problem, why the Mesh pattern is appropriate,
and a summary of published results was given. The reaction-diffusion application which was
implemented was found to produce good speedups up to 4 processors, but performance de-
clined after that due to granularity issues. The image thinning application scaled well up
to 16 processors for a 3000 x 3000 pixel image, but as with the Turing Ring problem the
granularity became an issue after 16 processors.
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Chapter 5

The Pipeline Pattern

5.1 Overview of the Pipeline Pattern

Pipelines are common in both real-life situations, such as an assembly lines in a factory,
and computing applications, such as the instruction pipeline in most modern processors.
Pipelines provide a simple way of improving the performance of a task by separating a
task into stages, each of which can be done in parallel. For example, instruction pipelines
in modern processors improve program performance and resource usage by allowing both
integer and floating-point instructions to be processed concurrently.

Abstractly, a pipeline can be viewed as a sequence of stages wherein the stages have
a specific ordering between them so that the results of one stage forms the input for one
or more following stages. Each stage of the pipeline can be viewed as having an object in
a certain state, and transition between pipeline stages is simply a change of state for the
object [18]. Figure 5.1 shows an example of a compilation pipeline. In this pipeline the
source code file changes state from source code to abstract syntax tree and intermediate
representation in the compiler to assembly language to machine code.

Traditionally pipelines are parallelized by assigning one or more threads to each stage
of the pipeline. However, this can lead to load imbalances as some stages may require more
computation and these particular stages may vary during a run of the application. The
Pipeline pattern resolves this problem by taking a work-pile approach to the computation
of pipeline stages. Each stage of the pipeline can be viewed as having a buffer of items to
be processed in that stage. Since the processing of an item in the pipeline may be viewed
as a transformation from one state to another, in a work-pile approach threads search the
buffers for work, transform items to their next state, and place them into the next buffer if
further processing is required. In this way the load can be balanced across the pipeline.

5.2 Chapter Overview

This chapter continues with a description of the Pipeline pattern in CO2P3S and how the
pattern in used in an application. This is followed by a description of the Map Overlay
problem, how the Pipeline pattern is used to solve it, and the results of using the pattern.

5.3 The Pipeline Pattern in CO,;P3S

The pipeline pattern is one of the four original pattern contained in CO2P3S [18]. Figure
5.2 shows the initial view of the pattern in CO4P3S.

24



| Source Code | | Syntax Analysis | Code Generation |

\/\/\

l Lexical Analysis ] I Semantic Analysis | [ Assembly Code

Figure 5.1: A compilation pipeline.
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Figure 5.2: The Pipeline pattern in CO4P38S.

25




while(not finished)
Find work from one of the buffers
nextStage = work.execute()
while(no buffer for output of nextStage)
nextStage = nextStage.execute()
Place nextStage into the appropriate buffer

Figure 5.3: Pseudocode for the computation loop in the Pipeline pattern.

5.3.1 Pattern Parameters

The Pipeline pattern is unlike the other CO3P3S patterns presented in this work in that the
pattern is a structural pattern. In other words, the pattern does not contain any design,
performance, or verification parameters, but only lexical parameters. Instead of producing
a framework which is tuned for a particular application, the pattern generates the structural
framework of a pipeline for the user and the user uses the pattern by subclassing specific
framework classes in order to specify the stages of the pipeline.

The three lexical parameters for the pattern are:

1. The name of the class representing the pipe,
2. The name of the class representing an unordered work type, and

3. The name of the class representing an ordered work type.

The work types, or stages, in a pipeline may either be ordered or unordered. An ordered
stage enforces an order for the processing of items so that the items at a particular stage
will be processed in the order that the items entered the pipeline. An unordered stage
removes this restriction and allows for items to be processed out of order in stages of the
pipeline. The use of unordered buffers is an optimization of the pipeline and does not affect
correctness of the pipeline computation. Therefore, a user is allowed to place an ordering
on the work items only when it is necessary for correctuness.

5.3.2 Hook Methods

The user is required to implement a single hook method for each stage of the pipeline. This
is the execute () method which performs the computation of a particular stage.

Figure 5.3 shows pseudocode for the processing loop which is run by a thread in the
Pipeline pattern. As long as there is more work to do, the thread will search the pipeline
stage buffers for work items. If an item is found, then the execute() method is called.
As long as the next stage of the pipeline does not require a buffer to enforce ordering
constraints, then the thread continues processing the item. Otherwise the item is placed
into the appropriate buffer.

5.3.3 Using the Pattern

To use the Pipeline pattern, the user creates the various stages of the pipeline by subclassing
either the ordered or the unordered abstract pipeline stage for each stage. An application
uses a Pipeline pattern by instantiating a pipeline object. The pipeline constructor has the
form Pipeline(int threads, Class{] workTypes). It takes the number of the threads
to use in the application and an array of the classes of the pipeline stages which is used in
connecting the stages of the pipeline. The pipeline object constructs the pipeline and begins
the threads. Computation of items begins as soon as they are inserted into the pipeline via
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{a) Map of tree type. (b} Map of soil type. (¢) Map of tree and soil
type.

Figure 5.4: An example of the map overlay problem.

the addInputItem(WorkType) method. Once all of the items have been placed into the
pipeline, the resulting objects are collected using the getResultItem() method.

5.4 Generating Map Overlays

5.4.1 Description of the Problem

Given two maps A and B which both cover the same geographical area and are both decom-
posed into a set of non-overlapping polygons, what are the polygons produced by overlaying
these maps? This problem regularly occurs in spatial information systems [11, 16, 31]. Imag-
ine that map A represents types of trees and map B represents soil types. By combining
these two maps, a new map is created which indicates the type of soil in which particular
trees grow. Figure 5.4 gives an example of the overlay of two maps.

As the general case has many complications which do not contribute further to the
problem’s understanding, the following simplifications are made:

e All polygons are rectangles such as in Figure 5.5. This allows for easy storage of the
polygons as only the top-left and bottom right-corners need to be stored.

o All vertices of the polygons lie on an integer grid to simplify arithmetic and generation
of the maps.

e The two maps have the same extents or proportions.

e The maps are completely covered by their polygon decomposition such that there are
no holes.

e Both maps can be held in memory to eliminate the effects of going to disk.

5.4.2 Why the Pipeline Pattern

The Pipeline pattern is used since the application may be viewed as the filtering of one map
using the other map as a mask. This process is shown in Figure 5.5.
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Figure 5.5: The filtering of polygon maps. Sections of Map A are compared with the sections
of Map B and overlapping regions are collected.

5.4.3 Using the Pipeline Pattern

The specification of the pipeline in CO2P3S is shown in Figure 5.6. The pipeline for the
Map Overlay problem consists of four stages, where each stage represents a quarter of Map
A. Groups of regions from Map B are passed through the pipeline and at each stage are
compared to the regions in Map A to find the overlapping regions.

As there is no ordering dependency within the stages (i.e. the work done in a stage is
independent from the other work done in the same stage), the stages are unordered (i.e. the
stages are subclasses of the unordered abstract class). Note that the ordered stage abstract
class was specified in Figure 5.6. This was done so that the effect of using ordered versus
unordered stages in this application could be assessed. As the pipeline and running time
for this application are short, no difference in performance was observed between the use of
the two types of buffers. In general, there can be a difference using a conventional pipeline,
however the use of a work-pile paradigm helps to reduce this.

5.4.4 Results

The sequential version of the Map Overlay program consisted of 2 classes totaling 84 lines.
In contrast, the parallel version which used the Pipeline pattern contained 38 classes and 423
lines of which 28 classes were from the framework and contained 228 of the lines of code.
One class was reused from the sequential program and the 29 lines from the sequential
program were reused. As the user had to create the classes for the various pipeline stages,
the user had to write 135 new lines of code.

The application was run on an SGI Origin 2000 with 46 MIPS R100 195 MHz processors
and 11.75 gigabytes of memory using a native threaded Java implementation from SGI (Java
1.3.1). Optimizations and JIT were turned on and the virtual machine was started with
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Figure 5.6: Configuration of the Pipeline pattern for a map overlay application.

1 GB of heap space. Table 5.1 shows the results of overlaying two images, one with 3000
horizontal stripes of unit height and one with 3000 vertical strips of unit width. These maps
were used as they produce the greatest possible amount of work. Each work item contained
500 stripes of the first map to increase the granularity of computation.

The application obtains reasonable speedups for this data set up to 4 processors. After
this point there is not enough work to adequately overcome the overhead of the parallelism
due to the granularity of computation and the performance declines, as evidenced by the
results for 8 processors.

Processors || 1 2 4 8
Time (sec) || 30 | 18 10 ]
Speedup - | 1.67 | 3.00 | 6.00

Table 5.1: Speedups and wall clock times for overlaying two maps of 3000 x 3000 rectangles.
The times given are the median of ten runs.

5.5 Summary

As opposed to the tradition parallelization of a pipeline where each stage is assigned one or
more threads, the Pipeline pattern uses a work-pile approach in order to balance the load
across the stages. The Pipeline pattern was used to implement a map overlay application.
However, due to insufficient granularity in the problem, the application was unable to achieve
good performance beyond 2 processors.
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Chapter 6

The Wavefront Pattern

6.1 Overview of the Wavefront Pattern

The Wavefront pattern is applicable to applications where the data dependencies between
work items can be expressed as a directed acyclic graph (DAG). The wavefront denotes the
partition between nodes of the graph that have been computed and nodes that can now
be computed because their dependency requirement have been satisfied. While a wavefront
may occur in arbitrary DAGs (see Figure 6.1(a)), the Wavefront pattern restricts the set of
dependency graphs to those which occur in a matrix (see Figure 6.1(b)). Parallelism in the
Wavefront pattern results from elements on the wavefront being data independent of each
other, otherwise the elements could not occur on the wavefront. Since the granularity of a
computation for a single element in the matrix may be small, the granularity of a wavefront
problem can be increased by grouping elements together while preserving the dependency
relation between and within groups.

6.2 Chapter Overview

This chapter begins with an in-depth description of the Wavefront pattern in CO5P3S
including the various parameters and an overview of the hook methods generated. How
the Wavefront pattern is used in an application is also described. Section 6.4 describes the
evolution of the Wavefront pattern. Section 6.5 gives an overview of the implementation of
the pattern. Each of the following three sections describes how the Wavefront pattern was
used to implement three different applications. Finally, a summary of the chapter is given.

6.3 The Wavefront Pattern in CO,;P3S

The Wavefront pattern is a new pattern in CO3P3S which was added as a result of the
research described in this dissertation. It has been described in a previous publication [1].
The representation of the Wavefront pattern in CO,P3S is shown in Figure 6.2. This figure
shows the default configuration for the pattern when it is selected in CO5P3S.

6.3.1 Pattern Parameters

The Wavefront pattern contains a single lexical parameter: the name of the class which
represents a single element in the matrix. This class contains the hook methods that the
CO5 P38 user implements for their application.

The Wavefront pattern has three design parameters. Remember that design parameters
have the greatest effect on the generated framework as they specify the overall structure of
the framework. The design parameters for the pattern are:
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(a) A wavefront in a dependency
graph.
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(b) A wavefront in a matrix.

Figure 6.1: Dependency graphs. Each colour represents a set of nodes which can be pro-
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Figure 6.2: A screenshot of the Wavefront pattern in CO2P3S.
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(a) A Full matrix shape. (b) A Triangular matrix shape. (c) A Banded mairix shape.

Figure 6.3: Matrix shapes in the Wavefront pattern.

1. The shape of the matriz containing the elements. The pattern supports three matrix
shapes:

Full where all elements of a rectangular matrix are computed (see Figure 6.3(a)),

Triangular where only the elements in the top triangular portion are computed (see
Figure 6.3(b)), and

Banded where the values that are computed are centered around the diagonal (see
Figure 6.3(c)).

2. The dependency set for an item. Dependencies are specified based on their direction
relative to a matrix element. For example, an element may depend on elements that
are north (N) and west (W). Not all sets of directions form legal dependency sets. An
example of an illegal set is one containing opposing directions as this creates a cyclic
dependency and would result in deadlock. The Wavefront Pattern GUI enforces these
restrictions. All supported dependency sets contain directions which fall within a 90°
arc.

3. Whether an item needs access to more than its immediate neighbours for its computa-
tion. Some applications require values which are not adjacent. For example, matrix
multiplication requires access to all elements to the left and above a particular element.

The Wavefront pattern also has the following performance parameters. Recall that
performance parameters tune an aspect of the generated framework:

1. The notification method used to inform an item of the satisfaction of a dependency
relation. Items can use either the Pull notification method where the completion
status of an item’s prerequisites are polled, or the Push notification method where
prerequisite items signal their dependents that they have completed their computation.

2. The type of the item. If the type of the element is a primitive, such as an int, then
static hook methods are generated using the specific type. If the type specified is
Object, instance hook methods are generated for the class defined by the user via the
lexical parameter.

6.3.2 Hook Methods

The generated hook methods vary greatly and depend primarily on the value of the depen-
dency set parameter, although the shape of the matrix also affects them. The Full matrix
parameter value produces the most hook methods and the other matrix shapes generate a
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operateCorner (int row, int column)

operateleft(int row, int column, ...)
operateRight (int row, int column, ...)
operateTop(int row, int column, ...)
operateBottom{int row, int column, ...)
operatelnterior (int row, int column, ...)
initialize(int row, int column, Object imitializer)
reduce(int row, int column, Object reducer, ...)

Figure 6.4: The hook methods for the Wavefront pattern.

subset of them as appropriate. How the various methods are used is deferred until Section
6.5. The total range of methods produced are show in Figure 6.4.

Due to the shape of a Triangular matrix the operateBottom() method will never be
produced and the operateLeft() method is used for the items on the diagonal which are
not at a corner.

The initialize () and reduce () methods are always generated regardless of the param-
eter settings. The initialize () method is used for initializing all the items of the matrix
before computation begins. Similarly, the reduce() method is used to coliect information
from the matrix. Each method takes as a parameter an object to be used in initialization
and reduction respectively.

If the matrix type is Banded then two additional methods are also generated.

e startRow(int column) is called once for each column so that computation begins at
the first row with a legal value for a particular column.

e startColumn(int row) is called once for each row so that computation begins at the
first column with a legal value for a particular row.

The parameters of the operate() methods depend on the value of the neighbours-only
access parameter. If the neighbours-only access is true, then the values for specific directions
are provided such as operateInterior(int row, int column, int north, int east) if
the element type was int. Otherwise a reference to the entire matrix is provided, such as
operateInterior(int row, int colummn, Matrix m), and the user accesses the necessary
items by sending the getElement (int row, int column) message to the Matrix object.

The type parameter affects the type of template methods generated. If the parameter
is of Object type then instance methods are generated, otherwise static methods are gener-
ated. For static methods the return type is the value of the type parameter, and for instance
methods the return type is void. Also, the type of the parameters when the neighbours-only
parameter is set to true are dictated by this value. If the type parameter is set to int, the
method signature for operateInterior() with a {N, E} dependency set would be static
int operate(int row, int column, int north, int east). The same method would
become void operate(int row, int column, Element north, Element east) if theel-
ement type were Object and lexical parameter was Element.

6.3.3 Using the Pattern

A Wavefront pattern is used in an application by the programmer creating a Wavefront
object which acts as the controller for the threads. The constructor for a Wavefront takes
as parameters the number of threads, the width and height of the matrix, an initializer
object (or null if no object is required), a reduction object (or null if no object is required),
and optionally an item blocking size. If no blocking size is provided then a default size (100
items by 100 items) is used. This value has been shown experimentally to generally produce
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blocks of elements of a sufficient granularity for good performance for the machines on which
the Wavefront pattern was tested. In the future this value will need to be changed to ac-
commodate improvements in technology. The Wavefront pattern assumes the responsibility
for starting the threads, initializing the items, partitioning the items into groups, providing
the threads with groups to process and executing the computations on each item without
violating the specified dependency relations. To begin computation the programmer sends
the execute() message to the created Wavefront object. To gather the results from the
matrix, the user sends the reduce() method to the Wavefront object, which then calls the
user-defined reduce() method on all the elements of the matrix.

6.4 Evolution of the Wavefront Pattern

The design of the Wavefront pattern went through several iterations before it reached its
current state. Originally it was the responsibility of the user to create the blocks of elements
to be processed and to specify the dependency relationships between them. The Wavefront
user then created a controller object, passing it an array containing all the work blocks, an
array of all the blocks with no dependencies (the initial set of blocks), and the number of
threads. This original Wavefront pattern design contained only the notification parameter.
While this design provided the most flexibility as any dependency graph could be constructed
and used, it was found to place too much responsibility on the user and greatly increased
the likelihood of errors, such as the introduction of cyclic dependencies, which violated the
‘correctness’ principle of CO3P3S. This preliminary version of the Wavefront pattern was
used in the initial verification of the MetaCO2P3S tool [7].

As all the applications in this research that used the Wavefront pattern were matrix-
based, the next version of the Wavefront moved the responsibility for creating blocks of
elements and specifying the dependency graph into the framework in order to guarantee
correctness. This was done at the cost of restricting the type of dependency graphs supported
by the pattern to only those which can be specified by a matrix. This decision increased the
complexity of the framework substantially, as the pattern needed to allow the user to specify
the dependency set parametrically, of which there were found to be twenty-four unique legal
sets. This led to the addition of the dependency set parameter.

This set of parameters was found to be sufficient to write the first wavefront application,
a sequence alignment program.! However, when the second application (a skyline matrix
solver) was tried, these parameters were found to be insufficient. First, as skyline matrices
are a form of sparse matrices, the full matrix shape was inefficient as many of the elements
were not used. This led to the addition of the matriz shape parameter. Further investigation
of the matrix product chain solver application revealed that it too used a differently shaped
matrix than the other two applications. This reinforced the need for the matrix shape
parameter, and provided the third value for this parameter. Similarly, the skyline solver
application led to the addition of the neighbours-access parameter. The sequence alignment
application only required access to an element’s immediate neighbouring values, whereas
the skyline solver and matrix product chain solver required access to all elements along a
row or column.

Once the design parameters were established and the applications implemented using the
pattern, another deficiency in the pattern was discovered. It was found that the applications
built using the Wavefront pattern provided poor performance both in terms of space and
time. This was a result of the use of objects for representing the elements of the matrix.
In all three applications the element type for an individual element was a primitive such as
int or double, which was being wrapped in an object in order to work with the framework.
As the performance of the applications was unacceptable, the element type performance

1This application is not one of the Cowichan Problems. It was selected prior to the decision to use the
Cowichan Problems as an initial example of an application which used the Wavefront pattern.
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(a) Diagonal synchronization. (b) Prerequisite synchronization.

Figure 6.5: Diagonal and prerequisite synchronization with 4 processors.

parameter was added to the pattern to remove this inefficiency from the pattern.

From this description of the evolution of the Wavefront pattern it appears that every
new application results in a further evolution of a pattern. While this is true with a new
pattern such as the Wavefront pattern, eventually the pattern will have matured enough to
provide the necessary parameters to implement a wide variety of applications without the
need for further evolution of the pattern. This trend can already be seen in the Wavefront
pattern as the evolution of pattern between the skyline matrix solver and matrix product
chain was only the addition of a third value to the existing matrix shape parameter.

6.5 Implementation of the Wavefront Pattern

The Wavefront pattern is implemented using a work queue model. As pieces of work become
available though the satisfaction of their dependency constraints, they are placed onto a
queue. Processors then request work from a controller object which manages the queue.
The work queue implementation used in the Wavefront pattern is a modified version of
Doug Lea’s LinkedQueue [17] to avoid unnecessary synchronization and casting of objects.

There are two techniques which may be used to synchronize the workflow in a wave-
front application: diagonal synchronization and prerequisite synchronization. In diagonal
synchronization, an element is added to the work queue only if all the work from the pre-
vious diagonal has completed. In contrast, prereguisite synchronization only waits until the
completion of an element’s prerequisite constraints before adding the element to the work
queue. Figures 6.5(a) and 6.5(b) respectively show the time steps in which elements would
be processed using diagonal and prerequisite synchronization for 4 processors. As would
be expected and as the figures show, diagonal synchronization is slower than prerequisite
synchronization. However, as diagonal synchronization is deterministic with respect to time
steps, it can be used to find the maximum theoretical speedup for the Wavefront pattern,
assuming no other forms of overhead other than synchronization due to data dependencies.
This can then be used to find the relative overhead of the pattern framework. Table 6.1
shows the actual and theoretical speedups for a version of a sequence alignment problem
(Section 6.6) which uses diagonal synchronization. The difference between these two values
gives an indication the relative overhead of the pattern framework. Considering how quickly
that a wavefront application can be constructed, the overheads shown in Table 6.1 are fairly
small.
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| Processors | Actual Speedup | Theoretical Speedup | Relative Overhead |

2 1.66 1.99 17%
3 241 2.94 18%
4 3.04 3.88 22%

Table 6.1: Theoretical versus actual speedup for the Wavefront pattern framework.

initialize()

while(workDone < totalWork)
work = queue.getWork()

if(work is the corner)
work.operateCorner ()
else if(work is on top edge)
work.operateTop(row, column, int west)
else if(work is on left edge)
work.operateleft (row, column, int north)
else
work.operateInterior(row, column, int north,
int west)

workDone++

this.reduce()

Figure 6.6: The execute() method.

Upon instantiation, the Wavefront object creates a matrix of the appropriate shape and
populates it using the initialize() method. The matrix is then divided into work units
based on the blocking factor (either the default or the user-specified one). The dependency
graph of the work units is then constructed based on the dependency set and all units which
have no dependencies are placed onto the work queue as the initial pieces of work. The
system is now primed and awaits only the reception of the execute() method to create the
threads and begin execution. Figure 6.6 shows the execute () method for a dependency set
of {N, W} and element type of int. This code is unseen by the user.

The Push notification technique used in the Wavefront pattern is similar to the Observer
pattern [12]. Since the pattern is parameterized by the dependency set, a work item knows
the specific items in the matrix that are dependent on itself, and does not need to keep
a collection of “observers” and can be more efficient by notifying the dependents directly.
In the Pull notification technique when a work item finishes its computation, all of its
dependents are collected and each is tested for “readiness”. In testing the readiness of the
dependents, each dependent queries the completion state of its prerequisites and states that
it is ready when all of its prerequisites are completed. The collection of the dependents
of a work item is an optimization to avoid the cost of having all queued items query their
prerequisites when the majority of them will not yet be ready.
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DP M row][column] = maz(
DPMlrow[column — 1] — gapPenalty,
DPM{row — 1][column] — gapPenalty,
DPM([row — 1][column — 1] + similarity(row, column)) (6.1)

6.6 The Sequence Alignment Problem

While this problem is not contained in the Cowichan Problem set, the sequence alignment
problem started the project of finding additional patterns to add to CO3P3S. As such, it
dictated much of the initial design of the Wavefront pattern and is included here.

6.6.1 Description of the Problem

In order to discover the function of certain genes or protein sequences, the alignment of
sequences is common in computational biology. An alignment of sequences is typically done
using a dynamic programming matrix (DPM) in conjunction with a similarity matrix for
determining the score for matching certain elements. As part of the alignment, gaps may be
inserted into either of the sequences to produce a better alignment, though there is typically
a penalty associated with this action. Table 6.2(a) shows a dynamic programming matrix
for the two sequences TLDKLLKD and TDVLKAD, and Table 6.2(b) gives an example of
a similarity matrix. A particular value of the DPM is dependent on the values from the left
(west), above (north), and upper-left (northwest) cells. Therefore the computation in such
a DPM proceeds from the top left-hand corner to the lower right-hand corner. The values of
cells in the DPM are found using Formula 6.1. The gap penalty used for constructing Table
6.2(a) is a constant (10), though it could also depend on the number of gaps previously
inserted at that location so that large gaps are discouraged. Once all the values of the DPM
are computed, a path is traced from the lower right-hand corner back to the upper left-hand
corner to produce the alignment of the two sequences.

6.6.2 Why the Wavefront Pattern is Appropriate

In general, the computation of a matrix element in the DPM depends directly on the values
above, to the left and upper-left diagonal.> Therefore the computation of the elements along
one diagonal are strictly dependent on the values of the previous diagonal. This dependency
relationship between elements makes the Wavefront pattern ideal for this problem.

6.6.3 Using the Wavefront Pattern

The design parameter settings for the sequence alignment problem are matrix type Full Ma-
trix, dependency set {N, W, NW}, and neighbours-only true as shown in Figure 6.7. The
two performance parameters are set to int element type and Push notification. This param-
eter configuration generates four template methods: operateInterior(), operateleft(),
operateTop(), and operateCorner(). The operateCorner() method returns the value
0, and the operateLeft () and operateTop() methods return the fixed values of the left
column and top row respectively. Alternatively, the initialize() method could set all
the values for the top row and left column and the operateCorner (), operateLeft (), and
operateTop() methods would simply return the value at a particular location. This is a de-
sign decision of the application developer and does not affect how the pattern behaves. The
reduce() method collects the value of the lower-right corner as representing the optimal

27The only exceptions are for the top row and left column where some of these values do not exist.
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| i -] T]L|D|KJL|L | KD |

- 0 |-10)|-20)|-30|-40|-50-601}-70 ) -80
T -10| 20 10 0 |-101]-20-30|-40 | -50
D -20]| 10 20 { 30 | 20 | 10 0 -10 | -20
Vi -30 0 22 1 201 30 | 32 | 22 12 2
L|{-404{-10 { 20 { 22 { 20 | 50 { 52 | 42 | 32
Kij-50{-201]10 |20 | 42 | 40 { 50 | 72 | 62
A | -60 | -30 0 10 | 32 | 42 | 40 | 62 | 72
Dj-70-40 1-10 | 20 | 22 | 32 | 42 | 52 | 82
(a) Dynamic programming matrix for the two sequences.
[ ] Name [AID[K[L|T]V]
A alanine 161 0 0 0 0 0
D |asparticacid | 0 {20 06 | O} O | O
K lysine 010672010} 0 ;0
L leucine 01010120012
T threonine 00| 0]0]20] C
vV valine 0 0 0 (12| 0 |20

(b) Similarity matrix for the two sequences.

Table 6.2: Dynamic programming and similarity matrices for the alignment of sequences
TLDKLLKD and TDVLKAD.

alignment score for the two sequences. Typically such a program would then trace a path
from the bottom right-hand corner to the top left-hand corner to extract the alignment.
However, since this is a sequential process, it was not part of this application as the focus
of the application was on the parallelism and behaviour of the Wavefront pattern.

6.6.4 Results

Using portions from a sequential version of the application, the parallel version was written
using CO2P38 in about an hour. The sequential application contained 5 classes totaling 133
lines of code. The parallel application consisted of 15 classes, 8 of which were generated and
4 of which were reused from the sequential version. The driver program for the sequential
application was modified to use a Wavefront object in the parallel application, with better
than half of the original code being reused. Of the 358 lines of code in the parallel version
(235 of which was framework code), the user was required to write 28 lines of new code.
The program was run using two sequences of length 10,000 using the default blocking
strategy (100 blocks by 100 blocks) on an SGI Origin 2000 with 46 MIPS R100 195 MHz
processors and 11.75 gigabytes of memory. The program was run on a native threaded
Java implementation from SGI (Java 1.3.1) with optimizations and JIT turned on. The
virtual machine was started with 1 GB of heap space. Table 6.3 shows the results of taking
the median of 10 runs of the program. The times exclude initialization, reduction, and
output and represent only computation time. As can be seen, the application obtains good
speedups up to 16 processors. When 32 processors are used, there is a marked decline in
performance, but this is to be expected. First, the matrix is divided into 100 x 100 blocks
which leaves many processors idle at the beginning and end of the computation. At 32
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Figure 6.7: Screenshot of Wavefront pattern parameterized for sequence alignment applica-
tion.

processors less than 32 processors are being utilized for 11% of the time, as compared to 1%
of the time for 16 processors. The blocking factor can be changed to minimize the number
of the idle processors, but this will decrease the granularity of the blocks and adversely
affect the performance in this manner. Also, the processing time for the application is so
low for 16 processors that the overhead of the framework may be affecting the time for 32
processors. Regardless, it is obvious that there is not enough work generated to support 32
processors. Larger sequences could not be used due to memory constraints imposed by the
JVM.

Processors 1 2 4 8 16 32
Time (sec) || 69 | 37 19 10 3 4
Speedup - | 1.89 | 365 | 7.05 | 13.32 | 18.15

Table 6.3: Speedups and wall clock times for aligning two sequences of length 10,000.

6.7 A Skyline Matrix Solver

6.7.1 Description of the Problem

A skyline matrix is an Nz N matrix in which each row has an indentation up to the diagonal
and each column has a similar indentation, as shown in Figure 6.8. More formally, there
exists constants r; and ¢; such that 1 < r; <1 and each row i has non-zero values from r; to
i, and 1 < ¢; < j and the column j has non-zero values from ¢; to j [31]. While any matrix
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Figure 6.8: Example of a 10x10 skyline matrix with indentation vectors.

may be viewed as skyline matrix,® only skyline matrices with a substantial zero-element
content are of interest, i.e. matrices with values clustered around the diagonal. The name
for this type of a sparse matrix is derived from its similarity in shape to a city skyline.

Given a skyline matrix A and a solution vector b, we want to solve Az = b using LU-
decomposition. What makes this problem interesting is that many of the matrix elements
are zero resulting in many of the inner products being zero. The key to efficiently solving
a skyline matrix is to exploit this property. Doolittle’s method of LU-decomposition is
therefore used to compute the inner products [5]. The value of a matrix element a;; is found
by Formula 6.2 if it is in the upper triangular portion and Formula 6.3 if it is in the lower
triangular portion.

-1
Ujj = (a,-j — Zlikukj) for1<j<n,1<i1<j (62)
k=1
j—1
lij = (aij - Zlikuij)/ujj for1<i<n,1<j<1 (6.3)
k=1

6.7.2 Why the Wavefront Pattern is Appropriate

The dependency relation between matrix elements dictates the use of the Wavefront pattern.
Figure 6.9 shows the elements which are required to compute either U in the upper triangular
portion, or L in the lower triangular portion. Elements in the upper triangular portion are
dependent on all elements of the same row in the lower triangular portion and all elements
directly above (i.e. in the same column). Elements in the lower triangular portion are
dependent on all elements directly to the left of the element (i.e. the same row) and all
elements in the same column that occur in the upper triangular portion, including the
diagonal element. In other words, U can be computed once the values above and to the left
are known, and similarly L can be computed once the values to the left and on the diagonal
are known.

3 A full matrix is a skyline matrix which has a zero indentation for all rows and columns.
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Figure 6.9: Dependency relations for skyline matrix using Doolittle’s method.

6.7.3 Using the Wavefront Pattern

The parameter settings for this application are as follows: the dependency set is {N, W}, the
matrix shape is Banded, and the neighbours-only flag is set to false as shown in Figure 6.10.
The performance parameters are set to double element type and Push notification. Due
to the dependency set, the methods operateInterior (), operateLeft(), operateTop(),
and operateCorner() are all generated.

6.7.4 Results

Taking a sequential version of the program, parallelization of the program using CO2P3S
took a few hours. The sequential version of the application contained 2 classes, both of which
were reused in the parallel application, totaling 196 lines of code. The class for constructing
and processing the matrix was subclassed in the parallel version and the appropriate method
was overridden to use a Wavefront object instead. The 15 lines in the sequential application
which performed the calculation for a single element were reused for the operateInterior()
hook method. In total, the parallel application reused 144 lines of code from the sequential
application. The parallel application consisted of 12 classes, of which 9 were the framework
classes. The application totaled 390 lines with 224 being generated by CO2P3S. The user
was required to write 22 new lines of code for the parallel application.

The program was run on a 50% full skyline matrix of size 2000 x 2000 with a blocking
factor of 100 blocks by 100 blocks (the default). The machine used was the same SGI
Origin 2000 which was used for the sequence alignment problem (Section 6.6), and the same
run-time environment was used (native threads, JIT turned on, virtual machine started
with I GB heap space). Table 6.4 shows the median of 10 runs and that this application
also achieves good speedups up to 16 processors. Again the times given are strictly the
computational times and do not include the time for initialization, reductions, or output.
As was previously seen, the speedups fall off towards 32 processors due to many processors
being idle near the start and end of the computation.
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Figure 6.10: Screenshot of Wavefront pattern for a skyline solver application.

Processors 1 2 4 8 16 32
Time (sec) || 446 | 232 { 115 | 57 30 26
Speedup - 1.93 | 3.89 | 7.84 | 14.86 | 17.15

Table 6.4: Speedups and wall clock times for decomposing a 50% full 2000 x 2000 skyline
matrix.

6.8 Solving Matrix Product Chains

6.8.1 Description of the Problem

Given a program that must multiply a series of M; matrices for 0 < i < N and each matrix
has r; rows and ¢; columns, what is the order in which the matrix multiplications should
be done such that the least number of scalar multiplications is done? The formula r;¢;c;4
gives the number of scalar multiplications performed to find the product of two matrices.
Given the matrices A, B,C, D with dimensions 30 x 17, 17 x 12, 12 x 23, and 23 x 16
the number of scaler multiplications can range from 25,440 for ((AB)C)D to 15,840 for
A(B(CD)).

The solution to this problem is found by filling the upper triangular portion of a dynamic
programming matrix C' with the minimum cost of finding the matrix product for matrices
M; and M;[31]. Table 6.5 shows an example. The minimum cost is found by determining
the least cost for finding the products M;... M and My, ... M; and using these to find
the cost of the product for M, ,; and Myy1;. Once the upper portion is filled, the least
cost will be the value in the top right-hand corner.
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| JA] B[] C | D ]

A ]| 0| 6120 | 14400 | 15840
Bjo 0 4692 | 7680
Clo 0 0 4416
DJo 0 0 0

Table 6.5: An example of a dynamic programming matrix for the matrix chain product
problem.
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Figure 6.11: The dynamic programming matrix for the matrix product chain problem can
be solved on a diagonal-by-diagonal basis.

6.8.2 Why the Wavefront Pattern is Appropriate

The Wavefront pattern is appropriate for solving this problem due to the dependency relation
between matrix cells in the problem. If the values of Cj; and Ci41 ; are known, then the
calculation of C; ; can proceed. Therefore, if the values of the matrix are found on a diagonal-
by-diagonal basis {31], then the values of the next diagonal can be found independently of
each other as shown in Figure 6.11. The values can be found in a wavefront manner due to
the {S, W} dependency relationship between matrix cells.

6.8.3 Using the Wavefront Pattern

For the Matrix Product Chain the dependency set is {S,W}, the matrix type is Triangular,
and neighbours-only is false as shown in Figure 6.12. As with the sequence alignment
problem (Section 6.6), the performance parameters are set to Push notification and int
element type. As the dependency set is {S, W}, the only template methods generated are
operateCorner () and operatelnterior (). Unlike the Sequence Alignment and Skyline
Solver problems which each had an initial working set of size 1 {the upper left-hand corner),
the initial working set for the Matrix Product Chain is all the elements along the diagonal
of the matrix. However, this is internal to the framework and the user of the pattern is
never directly aware of this difference.

For this problem the initialize() method simply sets all the costs to 0 along the
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Figure 6.12: A screenshot of the Wavefront pattern parameterized for matrix product chain
application.
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minCost = Integer.MAX.VALUE;

for(k = row to column-1) do
cost = aMatrix.getElement(row,k)
+ aMatrix.getElement (k+1,column)
+ dimension[k+1] + dimension[column+1]
if(cost < minCost)
minCost = cost
end do

return minCost;

Figure 6.13: The operatelInterior () method for the matrix product chain problem.

diagonal and all the other matrix cells to a maximum value. The reduce () method rejects
the values of all cells and only stores the value of the top-right corner element, as this is the
only value of interest. The operateInterior{) method uses an application-specific array
dimension[] and is shown in Figure 6.13.

6.8.4 Results

Similar to the previous two problems, given an existing sequential version of the application,
it took only a small effort to generate the framework. The sequential version consisted of
68 lines of code over 2 classes, one of which was reused in the parallel version. The parallel
application contained 12 classes, 9 of which were generated. Of the 296 lines of code in the
parallel application, 223 lines were from the generated framework and 60 were reused from
the sequential version. The user was required to add 13 new lines of code.

The program was used to find the minimum cost for multiplying 2,000 matrices of random
dimensions between 10 and 100. The blocking factor used was the default 100 blocks by 100
blocks. The hardware/software configuration was the same as the previous two problems.
Once again, Table 6.6 shows the median of 10 runs and that the application obtains good
speedups up to 16 processors.The time taken by initialization, reduction, and output is not
included in the times. As with the previous two applications many processors are idle near
the beginning and end of the computation due to the blocking factor and performance is
adversely affected for 32 processors.

Processors 1 2 4 8 16 32
Time (sec) || 896 | 494 | 246 | 121 67 49
Speedup - 1.81 | 3.64 | 7.40 | 13.37 | 18.29

Table 6.6: Speedups and wall clock times for solving the matrix product chain for 2000
matrices of random dimensions.

6.9 Summary

The Wavefront pattern is used to parallelize matrix applications in which the data dependen-
cies can be expressed as a directed acyclic graph. Dynamic programming matrix applications
are good examples of these types of applications. It is a new pattern to CO2P3S and was
used to implement three applications: a sequence alignment application from computational
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biology, a skyline matrix solver, and a matrix product chain solver. Good speedups for up
to 16 processors were achieved for all three applications.
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Chapter 7

The Search-Tree Pattern

7.1 Overview of the Search-Tree Pattern

The Search-Tree pattern is used to parallelize tree search algorithms. Tree search algorithms
are commonly used in areas such as optimization and heuristic search. The nodes of the
tree represent states (e.g. a game board configuration) and the arcs represent movement
between states (e.g. a player’s move). The Search-Tree pattern uses the divide-and-conguer
technique for searching a tree in which the children of tree nodes are generated up to a
certain depth in the tree (divide) and the remaining nodes are processed sequentially by the
processor {conquer). Figure 7.1(a) shows an example of this technique.

7.2 Chapter Overview

This chapter begins by describing the Search-Tree pattern in CO2P3S. It then proceeds
with descriptions of two Cowichan Problems that were solved using this pattern; the Fifteen
Puzzle in Section 7.6 and the Game of Kece in Section 7.7. Finally, some concluding remarks
are made.

7.3 The Search-Tree Pattern in CO,P3S

The Search-Tree pattern is a new pattern in CO2P3S and was added as a result of this
research in order to implement the two problems. A screenshot of the Search-Tree pattern
in CO3P38S is shown in Figure 7.2.

7.3.1 Pattern Parameters

The single lexical parameter for the pattern is the name of the class which represents a node
in the tree. Recall that lexical parameters are place holders for class or method names in
the framework. This class will contain the hook methods which are implemented by the
COoP3S user.

The pattern has a single design parameter, the traversal technigue. The tree can be
searched in either a breadth-first or a depth-first manner. If the tree is searched breadth-
first then all nodes to a certain depth are expanded in parallel and the remaining children
are then searched in parallel. Figure 7.1(b) shows the order in which nodes are processed
for a breadth-first parallel tree search. If the tree is searched depth-first then all nodes on
the left side of the tree are expanded to a certain depth and the left child at the specified
depth is searched sequentially. Once a left child completes its computation, the sibling nodes
are processed in parallel. Figure 7.1(c) shows the order in which nodes are processed for a
depth-first paralle]l search.
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Divide

Conquer

(a) A divide-and-conquer tree.

(b) Breadth-first traversal.

(¢) Depth-first traversal.

Figure 7.1: Tree traversals in the Search-Tree pattern. Nodes with the same value are
processed in parallel.
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Figure 7.2: The Search-Tree pattern in CO2P3S.

The Search-Tree pattern has a single performance parameter, early termination. The
early termination parameter allows for the termination of the search to occur before all
nodes have been searched. For example, an application might want to terminate after
finding one solution. Without early termination all solutions would be found. If the early
termination parameter is selected then two framework methods are generated to allow the
user to terminate the search before all nodes are searched. The first is canContinue () which
is placed in the body of the hook method conquer () (see Section 7.3.2). The canContinue()
method will return true as long as the user has not asked for the search to terminate. The
user terminates a search by calling the other generated framework method, terminateAl1(),
which requests that all threads searching the tree be terminated.

The Search-Tree pattern introduces a new type of parameter to the CO3P3S system
called a wverification parameter. This type of parameter allows the pattern designer to
include code in the framework to ensure its proper use and to find faults in the code of
the user. In the Search-Tree pattern, the verification parameter is the done () verification
parameter which verifies that the user’s done() method is valid. The done() method is a
hook method in which the user indicates when a node has completed its computation. If
the user states that a node has not finished its computation, but CO2P3S detects that in
fact it has, this indicates a fault in the user’s code and an exception is thrown.

7.3.2 Hook Methods

The hook methods generated in the Search-Tree pattern do not depend on the parameters
settings. Regardless of the parameter values, the same methods are always generated. How
these methods are used in the pattern is deferred until Section 7.5. The hook methods are:

parallel() This method indicates whether to generate a node’s children (i.e. call divide())
or proceed with computation of the node (i.e. call conquer()). A default implemen-
tation which returns true if the node is less than a specified depth is provided.

divide() This method generates a node’s children. The children are returned as an array
of tree nodes.

conquer () This method performs the sequential computation of a node.
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updateState(TreeNode child) This method allows a node to update its state based on
information which may be extracted from the child. When each child has completed
its computation, it sends this message to its parent with itself as an argument.

done() This method specifies when a node is considered to be finished, such as when all
children have updated their parent. This is the default behaviour.

7.3.3 Using the Pattern

The Search-Tree pattern is used in an application by creating a Tree object and then sending
it the traverse () message. The Tree object acts as a controller for the threads and provides
threads with nodes to process from a queue. To create a Tree object, first the root TreeNode
of the tree must be created and passed to the Tree constructor along with the number
of processors to use. Optionally, the user may specify the depth to which children are
generated. If no depth is provided, then a default depth of 4 is used. The traversal of the
tree is completed when the traverse() method returns.

7.4 Evolution of the Search-Tree Pattern

The Search-Tree pattern was created by developing an initial framework consisting of the
parallel(), divide(), and conquer() methods. The Kece and Fifteen Puzzle problems
were then implemented using this framework. Once these two applications were created,
their implementations were compared to discover the parameters for the pattern. The
traversal method was an obvious difference between the applications. Since any solution, as
opposed to all solutions, is sought in the Fifteen Puzzle, the need for an early termination
parameter was clear. As the Kece problem uses an alpha-beta search, which requires data
to be propagated back up the tree, the need for the updateState () method was noted. In
order that ancestors of nodes might be updated at the correct time, the done () method was
added to indicate when a node was completed. As the framework evolved, it became evident
that verifying the user’s done () method could easily be accomplished, and the verification
parameter was added to the pattern.

Adding the Search-Tree pattern using MetaCO2 P35S was straight-forward as the param-
eters for the pattern are simple. Most of the work required to add the pattern involved
separating the method bodies from the method signatures and then annotating the signa-
tures and bodies. Given that the framework code was already written in the form of the two
applications, it took only nine hours to enter the pattern using MetaCO4P3S and verify it
with the two applications. This time is strictly how long it took to take existing framework
code from the hand-generated Kece and Fifteen Puzzle programs and create the pattern us-
ing MetaCO4P3S. This does not include the time spent in designing the Search-Tree Pattern
or writing the hand-coded versions of the applications.

7.5 Implementation of the Search-Tree Pattern

The Search-Tree Pattern uses a work queue model similar to that of the Wavefront pattern
for managing the nodes of the tree. When a node is divided its children are placed on the
queue and a fixed number of threads are fed work from that queue. As with the Wavefront
pattern, a modified version of Doug Lea’s LinkedQueue [17] was used. Computation of
a node is accomplished via the process() method shown in Figure 7.3. In the case of
depth-first traversal, a second queue (a pending queue) is used to hold the siblings of a left
child until it has been processed. For a depth-first search, when the children are returned
from divide() the first node in the array is assumed to be the left child and is placed
immediately into the work queue. The remaining children are marked to indicate that they
are dependent on the left child node and placed onto the pending queue. When a node
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if(node is invalid) return

if (parallel())
children = divide()

VAL
This code will only appear if the
breadth-first parameter setting is selected.

*/

if (breadth~first traversal)
foreach child
add child to work queue

VAL
This code will only appear if the
depth-first parameter setting is selected.

*/

if (depth-first traversal)
mark first child as left child
add left child to queue
foreach remaining child

add to pending queue
else
conquer ()
update parent

Figure 7.3: The process() method.

has completed processing, the pending queue is searched for all nodes which depend on the
completed node and if any are found they are placed onto the work queue. Once a node has
completed processing, all the children of the node are marked as invalid in case there was an
early termination and there were still nodes in the work queue to be processed. Processing
of an invalid node returns immediately as shown in Figure 7.3.

Note that while there are many tools which could produce code like that shown in Figure
7.3, CO2P3S uses generative design patterns and either the portions which relate to breadth-
first traversal or the portions for depth-first traversal would be generated. Once a traversal
method has been selected, the opposing portions would not be generated, including the test
for traversal type. This is an example of how generative design patterns can improve the
performance of framework code.

The verification of the done() method is accomplished in the following manner. When
divide () returns the children of a node, the children are all placed in a separate list used for
keeping track of which children have finished. As each child finishes and updates their parent,
the respective child node is removed from the list. Every time that done() returns false,
the list is checked to see that it is non-empty. If the list is ever empty (i.e. verifyDone()
returns true), when done() returns false, then an error has occurred since there are no
more children that require processing and the current node must be finished. Figure 7.4
shows how updates are propagated up the tree and node completion is verified.
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update state
remove child from validation list

/*%
This code will omnly appear if the
depth-first parameter setting is selected.

*/

if(depth-first traversal)
add nodes to work queue nodes from the pending queune
which are now ready

if (done())
invalidate all children
update parent

else if(verifyDone())
throw exception

Figure 7.4: The update () method.

7.6 The Fifteen Puzzle

The Cowichan Problems contain a single-agent search problem, the Active Chart Parsing
Problem. The problem involves generating all possibie derivations of a sentence based on an
ambiguous grammar. Unfortunately, finding grammars and sentences sufficiently large to
produce programs which run for more than a few seconds on current processors is difficult.
The sequential solution to the problem in the Orca study [27] from 1995 used a sentence of
29 words and ran in 27 seconds. This same program today would take only a few seconds to
run. Also, the proportion of communication between the processes compared to the amount
of computation is high (i.e. very fine granularity). This is the primary reason that the
results of the Orca study showed that parallelism actually slowed down the computation.
Therefore, a different single-agent search which was more representative of current problems
was selected for this research. The single-agent search problem of solving the Fifteen Puzzle
was selected as the replacement.

7.6.1 Description of the Problem

Of the sliding tile puzzles, the Fifteen Puzzle is the one most frequently used by researchers.
The puzzle consists of a 4 x 4 board with an arrangement of fifteen numbered tiles and
one blank space as shown in Figure 7.5(a). The object of the puzzle is to move tiles into
the blank space (Figure 7.5(b)) in order to place all the tiles into numerical order (Figure
7.5(c)) and do so in the least number of moves.

To solve this problem a variant of A* search, depth-first iterative A* (IDA*) search, is
used [23]. In A* search, a list is kept of nodes to be explored and they are considered in
order of most to least promising. The “promise” of a node is based on the heuristic value
of a node given by f(n) = g(n) + h(n) where g(z) is the cost of the path to a specific node
from the root node and h(z) is an estimate of how much farther it is to the goal. As long as
h(z) is admissible (i.e. never overestimates the distance to the goal), then A* is guaranteed
to find the optimal path to the solution. However, the processing time and memory cost
of maintaining the priority list of nodes to explore (and a list of nodes already explored to
avoid duplicate searches) can be prohibitive.

IDA* addresses these problems by performing a depth-first search on iteratively larger
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Figure 7.5: The Fifteen Puzzle.

trees. The search is controlled by a threshold value ¢, which is initially set to the h(z) for
the root node. The tree is then searched until either the goal is found or f(z) > ¢ for all
branches of the tree. If the goal is not found in the current search then ¢ is increased and
the search is performed again with the new value of {. Figure 7.6 shows an example of using
IDA* to find a solution. This process of iteratively deepening the tree until a solution is
found allows for a reduced memory requirement as only the nodes for the current depth-first
search need be stored at the cost of repeated computation.

For the Fifteen Puzzle, g(z) is the depth of a node in the tree and the sum of Manhattan
distances is used for h(z). The Manhattan distance for a puzzle tile is the sum of the
horizontal and vertical distances from the location of a tile to its position in the solution.

7.6.2 Why the Search-Tree Pattern is Appropriate

As this problem uses a single-agent search algorithm for finding the solution, the Search-Tree
pattern is applicable to the problem.

7.6.3 Using the Search-Tree Pattern

For this problem we would like to perform an IDA* search in parallel on multiple branches
of the tree. Therefore the traversal parameter is set to breadth-first. Note that while the
dividing of nodes in done in a breadth-first fashion, the children are sequentially searched
in a depth-first fashion. As socn as a solution is found, the search should terminate, so the
early termination parameter is set to true. Figure 7.7 shows the parameter settings for the
problem in CO5P3S,

The default implementation of the parallel () method which expands nodes to a certain
depth was used. The divide() method creates nodes for all possible movements of tiles
from a given board. The conquer() method encapsulates a call to a recursive sequential
method which performs the IDA* search for a subtree. If the method indicates that a goal
has been found, then terminateAll() is called. When a node has been updated, if a child
node reports that it contains a subtree with the goal node in it, then updateState() places
the node on to a list so that the path toward the goal is remembered. The entire path to the
goal is not saved, only up to the conquer () node which leads to a goal, as updateState()
is only called on nodes which have been generated by divide(). The done() verification
parameter was used during testing of the program, but was turned off for benchmarking,.
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(c) The solution is finally found when the thresh-
old is 7. As a solution was found, the branches on
the right-hand side are not searched, even though
they may also lead to a solution.

Figure 7.6: An example of IDA*.
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Figure 7.7: The parameterization of the Search-Tree pattern for the Fifteen Puzzle in

Figure 7.8: The puzzle solved using the Search-Tree pattern.

7.6.4 Results

A sequential application which searched the tree in a recursive manner was used to create
the parallel version. The recursive method in the sequential program were reused by having
the conquer () method “decorate” the method. In other words, the conquer () is a wrapper
for a call to the sequential traversal method. Of the 125 lines of the original application,
all of it was reused in the parallel version with only minor modifications necessary such
as adding lines to use the generated framework. The sequential application consisted of 4
classes, all of which was reused. The parallel application contained 12 classes, 8 of which
were generated and comprised 123 of the 308 line program. The pattern user wrote 44 lines
of new code, most of which was restricted to the hook methods.

The application was used to solve the puzzle shown in Figure 7.8, selected from a standard
set of 100 puzzles [15]. The machine used was an SGI Origin 2000 with 46 MIPS R100 195
MHz processors and 11.75 gigabytes of memory. A native threaded Java implementation
from SGI (Java 1.3.1) was used with optimizations and JIT turned on, and the virtual
machine was started with 1 GB of heap space. Trees nodes to a depth of 7 were expanded
for the search tree.
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Table 7.1 shows the results of using the Search-Tree pattern to find a solution to the
puzzle. The times given are the averages of ten runs. The results show respectable speedups,
though the performance begins to degrade after 4 processors. One factor which prevents
better speedups is the overhead associated with the use of the canContinue() method.
Recall that this method is placed in the conquer () method, so it is called for every iteration
of the recursive sequential tree search. This is done so that processors are properly informed
when another processor finds the goal and the calling processor can cease searching. A more
critical factor is that a small number of conquer () nodes are responsible for the majority
of the work. As more processors are used this load imbalance become more pronounced as
demonstrated by the results.

Processors 1 2 4 8 16 32
Time (sec) || 1578 | 905 | 443 | 235 | 149 115
Speedup - 1.74 1 3.56 | 6.71 | 10.59 | 13.72

Table 7.1: Speedups and wall clock times for finding a solution to puzzle A. The times given
are the averages of ten runs.

7.7 The Game of Kece
7.7.1 Description of the Problem

The game of Kece [4, 31] is a zero-sum game! similar to the game of Scrabble; two players
alternately select words from a W-sized list and place the word onto a N x N board in
a crossword-style fashion. The initial board state contains a single word for the players
to begin, and words on the list are only shown to the players through a T'-sized window
(typically two or three). The game is finished when all words from the list are exhausted,
or when no more words can be placed on the board. Each move consists of a player placing
a word on the board such that it overlaps with a previously played word, and the player’s
score for a move is the number of words that are overlapped. Figure 7.9 shows a sample Kece
board. Four words have already been placed on to the board, and the player has chosen the
word “CONCURRENT” as the next word to place on the board. The word can be played
in any of the indicated positions for scores of 1 or 2, as well as in other locations. As can
be seen by the figure, scores of 1 are common, with scores of 2 or better being progressively
harder to achieve. The other words in the window (the dotted box in Figure 7.9) could also
have been played.

Zero-sum games are traditionally solved through game-tree search algorithms. The min-
imax search algorithm [23] simulates the moves of two players where for each of their moves
they are trying to minimize their opponent’s score and maximize their own. The algorithm
searches a game tree in a depth-first fashion by assigning to a node the maximum value of
the child nodes at even levels (assuming that the root node is at level 0), and the minimum
value of the children to nodes at odd levels as shown in Figure 7.10. Eventually, the best
score that the player can achieve propagates to the root node and the player can then follow
that value down the branches of the tree.

However, for real games, minimaz search is impractical as it has a time complexity of
O(b™) for a tree of depth m and a branching factor of b. The alpha-beta search algorithm
[23] improves this complexity by allowing the pruning of branches that can be shown to be
inferior. Figure 7.11 shows an example of an alpha-beta search tree. Like minimax, alpha-
beta search trees are searched in a depth-first fashion. The first pruning of a node occurs

LA zero-sum game is a game, such as Chess, in which for each move a player ‘gains’ by the same amount
that the opponent ‘loses’.
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Figure 7.9: An example of a 20x20 Kece board where N = 20, W = 12, and T' = 3. The
initial word on the board was LANGUAGE and four words have already been placed on the
board.
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Figure 7.10: A minimax game tree.

57



Min Node O Pruned Node

Figure 7.11: An alpha-beta game search tree. Recall that alpha-beta trees are searched
depth-first from left to right.

Max Node

due to the setting of the value 9 in the max node at level 2 on the left-hand side, which
is greater than its min node parent of value 6. Therefore further searching of this subtree
will not contribute to the solution as the node’s value can ounly increase, and the remaining
subtrees (in this case the node with value 7) can be pruned. Similarly on the right-hand
side, the pruned subtree cannot contribute to the solution as the min node at level 1 can
only become lower than 5 and will never replace the 6 at the root of the tree. Through the
use of pruning the time complexity for searching the tree can be reduced to O(b™/2).

Alpha-beta search appears to be easily parallelizable, as each branch of a subtree could
be searched in parallel. However, this leads to a significant amount of work that would
never have been done in the sequential case, due to less pruning [31]. One of the challenges
of parallel alpha-beta search is for the processors to effectively communicate cutoff values to
minimize the amount of unnecessary work. In actual fact, finding an efficient parallelization
of alpha-beta search has been found to be a very hard problem [6].

7.7.2 Why the Search-Tree Pattern is Appropriate

As the Kece game is solved using an alpha-beta search, the Search-Tree pattern is the
pattern in CO2P38 best suited for implementing it.

7.7.3 Using the Search-Tree Pattern

The parameterization of the Search-Tree pattern for the Kece problem is shown in Figure
7.12. As alpha-beta search is a depth first search, the fraversal parameter is set to depth-
first. Since we are looking for the optimal score, the entire tree must be searched (except
branches which are pruned), so the early-termination parameter is set to false. The done()
verification parameter was turned on during the testing of the program, but was turned off
for the performance results given below.

For this problem the default implementation of parallel(), which expands nodes up
to four levels deep in the tree, was sufficient. Larger depths can result in large work queues
of nodes with small granularity. The divide() method creates new tree nodes for all the
possible placements of the words in the word list window for a particular board. The
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Figure 7.12: The Kece problem configuration of the Search-Tree pattern in CO2P3S.

conguer () method gathers alpha and beta values from the parent node to ensure that the
most recent values are used, and proceeds with a recursive sequential traversal of the subtree.
Depending on the type of the node the updateState () method gathers either the alpha or
the beta value of the child and uses the value to set its own alpha or beta value. Finally,
a node is considered done() if the number of times the node has been updated is equal to
the number of children that node has, which is the default behaviour for this method.

7.7.4 Results

The creation of a parallel version of a sequential Kece application involved extending the
sequential program by implementing the hock methods. Most of the 375 lines of code from
the sequential application were reused with only minor revisions. Of the 16 classes in parallel
application, 8 were generated and the rest were from the sequential application with the only
modifications being to the mainline class in order to use the Search-Tree pattern. The final
application was 539 lines in length with 135 lines being from the generated framework. Only
42 new lines of code were required to implement the parallel version from the sequential
version.

The Kece program was run with N = 20, W = 10, and T = 3, with the board initially
containing a single word. Nodes up to four levels deep were expanded and their children
were searched in parallel. The hardware/software configuration used was the same as for the
Fifteen Puzzle program (see Section 7.6). Table 7.2 shows the results of taking the median
of 10 runs of the program.

As Table 7.2 shows, the application achieves good speedups up to 4 processors. After this
point there is a marked decline in performance. This occurs due to the technique used for
the depth-first search. Recall that in a depth-first search, no other nodes are processed until
the left-hand side of the division tree is processed. Therefore, until the conquer () of the
left-most child is finished, all other processors remain idle. Performance could therefore be
improved if the granularity of the left-most node is reduced by expanding nodes to a deeper
level of the tree. While this would minimize the amount of time that the other threads
wait, it would also substantially increase the memory requirements of the application as the
number of nodes in the queues would grow exponentially with respect to the depth.
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Processors 1 2 4 8 16 32
Time (sec) || 2159 | 1121 | 631 | 447 | 372 | 298
Speedup - 193 | 342 | 4.83 | 580 | 7.24

Table 7.2: Speedups and wall clock times for a Kece game with N =20, W = 10, and T =
3.

The depth at which nodes are no longer divided was extended from four to six in an
attempt to reduce the amount of time that processors were left idle while the left-hand child
was being processed. However, no improvement was shown. This is likely due to another
limitation which is outlined next.

Another restriction to the performance of this application is the number of siblings for
each left-hand child. Remember that once the left child is processed, all of its siblings are
processed in parallel. If the number of siblings is less than the number of processors, then
some processors still remain idle. Table 7.3 shows the number of siblings for the four levels
of the search which were expanded.? Assuming that all nodes at a single level take the same
amount of time to process, then for all these levels the number of siblings is such that many
of the 16 or 32 processors will remain idle at each level. This is not as much of a problem
at the lower levels (levels 3 and 4) where the granularity of the nodes is small as at the
higher level (levels 1 and 2) where the granularity of nodes could be quite large. However,
the previous assumption that all nodes require the same amount of work is not true. Due
to pruning effects, nodes require disproportionate amounts of processing. This makes the
problem even worse as it is even more likely that processors will remain idle. The fact that
changing the granularity of the left-most child showed no effect supports that the number
of siblings is the primary consideration in the poor speedups of this application.

Depth [root | 1 | 2} 31| 4
Siblings | 0 |23 12923117

Table 7.3: Number of siblings at various tree depths for the Kece tree.

7.8 Summary

The Search-Tree is a new pattern to CO3P3S which was used to parallelize a single-agent
search application and an alpha-beta search application. The first application was used
IDA* for finding a solution to the Fifteen Puzzle. The second was an alpha-beta tree search
for the game of Kece. Given sequential versions of these two applications, the creation of
parallel versions using the pattern required writing less than 50 lines of new code for each
application, as most of the sequential code was reused. While the parallel Kece application
showed poor speedups for more than four processors, this was found to be a result of
the shape of the game tree. While the parallel version of the fifteen puzzle application
showed better speedups, the load imbalance of the conquer() nodes and the overhead of
the canContinue() method limited the performance of the application.

?Further depths showed similar numbers of siblings.
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Chapter 8

Contributions, Future Work,
and Conclusions

8.1 Contributions

The primary contribution of this research is the addition of two new parallel patterns to the
CO2P38 system. The first is the Wavefront pattern that is used for applications in which
there exists data dependencies between elements of computation such that a computation
of an element cannot proceed until its prerequisites have been satisfied. The second is the
Search-Tree pattern which provides a framework for parallelizing breadth-first and depth-
first search trees.

The addition of the Search-Tree pattern also introduces a new type of parameter: the
validation parameter. This parameter type allows a pattern designer to include in a pattern
framework code which can be generated to verify the proper use of the framework.

Another contribution of this research was the validation of MetaCQ3P3S. The creation of
the Wavefront and Search-Tree patterns provided the first opportunity to add new patterns
to CO,P3S. Previously, the patterns which were already part of the the system had been
re-implemented using the tool.

The final contribution of this work is the demonstration that CO2P3S has sufficient utility
and extensibility to aid in the development of concurrent solutions for a range of problems.
In doing so it was also shown that given the right pattern, developing a concurrent solution
which scales reasonably, building from a sequential program, requires little effort.

8.2 Future Work

The patterns in CO3P3S are not immutable and may evolve as they are used for new
applications and as new parameter types or values are found. Recall that in the evolution of
the Wavefront pattern, each new application contributed to its evolution, but in diminishing
degrees. Following are a few suggestions of possible improvements to the patterns highlighted
in this work:

The Mesh Pattern. The Mesh pattern could be extended to allow mesh elements to be
primitive types. The Wavefront pattern contains this feature as a performance pa-
rameter and the Mesh pattern may similarly benefit.

The Pipeline Pattern. Currently the user only specifies the names of the abstract classes
for the ordered and unordered stages. A possible improvement is to allow the user to
also specify the names and type of the stages.
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The Wavefront Pattern. The dependency set for the Wavefront pattern is restricted to
those which fall within a 90° arc. There may exist an application for which this is too
restrictive, such as one having a dependency set of North, Southeast, and an arc of
180° may be necessary. However, this would make the pattern framework code much
more complex as there would be 64 unique dependency sets which may be specified.
However, an application must first be found that requires this functionality.

The Search-Tree Pattern. Currently the decision of when to cease dividing tree nodes
is based on the depth of the node in the tree. A possible performance parameter
would allow the user to select either the current tree-depth criteria, or a criteria based
on the number of idle threads. This may produce an application which has better
load-balancing, such as for the Fifteen Puzzle.

The image thinning problem is described as having two portions [10, 31]. The second
portion of the problem, called skeletonization, involves identifying the connected compo-
nents of the image. This was not done as it was felt that doing so would not contribute
significantly to the focus of this work, which was demonstrating that CO2P3S could im-
plement the problem. The parameterization of the Mesh pattern would be the same for
the skeletonization portion as for the thinning portion. However, this application provides
the opportunity to examine the composability of CO2P3S patterns. This was one of the
characteristics for an ideal parallel programming system put forth by Singh et al. While
CO,P3S patterns are designed to be easily composable, there has not been much work done
to demonstrate the composability of these patterns. The only previous work in this direction
was the composition of the Distributor and Phases patterns in a PSRS! application [18].

8.3 Conclusions

While parallel programs are known to improve the performance of computationally-intensive
applications, they are also known to be challenging to write. Parallel programming tools,
such as CO2 P38, provide a way to alleviate this difficulty. The CO2P3S system is a relatively
new addition to a collection of such tools. Before it can gain wide user acceptance there
needs to be confidence that the tool can provide the assistance necessary. To this end the
utility of the CO5P3S system was tested by implementing a variety of problems. If the
CO3P;3S system did not provide the means to create a solution for a particular problem,
then the extensibility of the tool was tested by attempting to add new patterns to CO,P3S.

The Cowichan Problems were chosen as a good generalization of the range of applications
that a parallel programming system should support. Of the seven problems presented in this
problem set, three were found to use patterns already existing in CO2P3S. These were the
Turing Ring, image thinning, and map overlay problems. The remaining four applications
resulted in the creation and addition of two new patterns. The Wavefront pattern was
created to implement a skyline matrix solver and a matrix product chain solver. The
Search-Tree pattern was added to CO2P3S in order to implement a solutions for the Kece
game and the Fifteen puzzle.

Assuming that the Cowichan Problems provide a sufficiently wide ranging collection of
the problems, then the CO,P3S system has the sufficient utility, extensibility, and usability
to develop concurrent applications.

!Parallel Sorting by Regular Sampling.
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