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Abstract

Several techniques of QRS detection, feature selection and classification are studied in this 

work.

QRS detection was performed with:l)Okada’s digital filter, 2)the MOBD algorithm by 

Suppappola and Sun, 3) an enhanced version of Okada’s method, and 4)an artificial neural 

network algorithm. Feature selection involved principal component analysis and Hermite 

transform. For comparison, experiments were also carried out using the samples of QRS 

segments. Classification was completed by using: l)linear discriminant analysis (LDA); 

2)self-organizing maps (SOM), 3)radial basis function (RBF) neural networks using 

orthogonal least squares (OLS), and 4)hybrid SOM-RBF neural networks.

The experiments were carried out on extracts of the MIT-BIH database. Four classes were 

used for the classification study: Normal, Premature-ventricular-contraction, Right-bundle- 

branch-block, and Left-bundle-branch-block.

For QRS detection, the neural network had the best accuracy.

The best classification results, in terms of accuracy and kappa score in testing, were 

obtained with the hybrid SOM-RBF using the samples of QRS segments.
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1. Introduction
Electrocardiogram (ECG) analysis is a vast subject that is open to many research topics. The 

ECG is composed o f several characteristic waves that represent different stages in the 

cardiac rhythm. Because the heart activity is cyclical, these waves appear repetitively in the 

ECG signal. Depending on the cardiac process of interest, the ECG’s waves can be studied 

separately or altogether.

In this work, the set o f waves o f interest is the so-called QRS complex (formed by the Q, the 

R and the S waves). Two main problems can be identified when the patterns they form are 

studied: 1) detecting the QRS, and 2) classifying it once it has been detected.

In this work, several techniques are explored to achieve the goals o f detecting and 

classifying o f the QRS complex.

In the case of QRS detection, typical methods are described and some were implemented in 

this study: the pioneer digital filter introduced by Okada in 1979 [55] (which is a very 

comprehensive algorithm), the algorithm presented by Suppappola and Sun [77] that 

involves non-linear transformations o f the ECG signal called the multiplication o f backward 

differences or MOBD (which is known to give fast results), the algorithm presented by 

Tompkins et al. [29][57] (which is known to be very accurate), and an algorithm involving a 

neural networks configuration based on the work o f Garcia et al. [21] (which allows to 

include learning capability to the QRS detector). Additionally, an enhanced version of 

Okada’s method was developed. In this new method, the improved thresholding o f the 

MOBD is incorporated into Okada’s approach.

QRS classification was performed considering four main classes o f beats: normal, 

premature ventricular contraction, left bundle branch block, and right bundle branch block 

(labeled as N, V, L, and R respectively). The classification problem was treated under the 

assumption that the time of occurrence of the QRS was known (i.e. the data set was formed 

by QRS segments rather than the complete ECG signal).

In this work four classifiers were tested:

• linear discriminant analysis (LDA),

• self-organizing maps (SOM) adapted to be used as classifiers,

• radial basis functions neural networks with orthogonal least squares 

(RBF-OLS NN), and

• a hybrid configuration obtained by the combination of the SOM clustering 

method with the RBF NN (SOM-RBF).
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In this thesis, the first chapter (Chapter 2, Problem Overview) offers an overview of the 

problem, including a comprehensive medical background, mathematical background, 

background on ECG analysis, and the description o f the data set that is used on the 

experiments (an extract of the MIT-BIH database [53]) to validate the different algorithms. 

Chapter 3, Classification Methods, is dedicated to the description of the classification 

methods that are implemented in this work. It also includes a Section about feature 

extraction of the QRS signal using principal component analysis (PCA) and Hermite 

transformation. The experimental study is presented in Chapter 4, Experimental Study. 

Finally, Chapter 5, Conclusion and Recommendations for future work, presents the 

conclusions from this work and some recommendations for future work.

2
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2. Problem Overview

2.1. Introduction

In this Section, the problems to be solved as well as the objectives o f the thesis are 

presented in Section 2.2, followed by Section 2.3, which includes a brief description o f the 

operation of the heart and some notions o f electrocardiography. The mathematical concepts 

used in this thesis are explained in Section 2.4. A review of previous work on ECG analysis 

is presented in Section 2.5, showing a range o f options and related work present in the 

literature for eliminating or reducing of the ECG baseline wandering, modeling of the QRS, 

and classifying the QRS. Finally is presented the description o f the data sets used for the 

different experiments in Section 2.6.

2.2. Problem Statement and objectives

Given the digitized version o f an electrocardiographic signal, it is sought to explore among 

several neural networks techniques in order to design a classifier that may distinguish 

between several classes o f beats. Some classification techniques have to be experimented 

with to construct a classifier with the highest classification rate.

There are many possible classes o f beats to be studied. This work is limited to the four most 

common types o f beats found in the MIT-BIH database [53]: normal beats (N), premature 

ventricular beats (V), right branch block beats (R) and left branch block beats (L).

The study involves, not only constructing the most suitable classifier in the group o f study 

but also pre-processing the signal, detecting the beats to be classified, and exploring 

significant features to discriminate among classes. In other words, some basic procedures 

included in the process o f pattern recognition are required to be performed to complete this 

task.

The ideal pre-processing o f the signal would be the one that standardizes how the signal 

looks like, so that the differences between samples are only due to the difference in class, 

not the quality of the signal. The simplest way to do it would be eliminating the components 

of the signal that may be considered as noise.

The detection of the beats is itself a complete research topic. In the present work, the theme 

concerning the detection o f the beats is reviewed in terms of a comparative study of some of 

the techniques previously presented by a number authors [54] [72] [55] [77] [1] [57] [29] [2] 

[67] [47] [21] [76].

3
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The objective o f studying the viability o f the features is to find a way to reduce the number 

of variables in the data set as well as trying to maintain or accentuate the differences 

between classes in the new domain.

Mathematical and medical insights are explored so that the origins (and characteristics) of 

the signals studied in this work can be more fully developed and understood.

2.3. Medical background

2.3.1. The heart, a b rief description

A. Introduction r7ir251f33ir60ir791

The heart is the organ that pumps blood to the vascular system owing to the synchronized 

contractile properties o f the myocardium. The heart consists of four chambers: two thin- 

walled atria at the apex, and two thick-walled ventricles at the base. The right atrium and 

ventricle function as a unit, constituting the so-called right heart. Correspondingly, the left 

heart refers to the left atrium and ventricle.

The flow of blood in the heart is shown in Figure 2-1. Two systemic veins, the inferior and 

superior Vena Cava, return the deoxygenated blood from the body to the right atrium, from 

where the blood subsequently enters the right ventricle through the tricuspid valve. The 

contraction o f the right ventricle provides the necessary force to open the Pulmonary valve 

and circulate the blood through the Pulmonary artery; this artery carries the blood to the 

lungs for reoxygenation. The oxygenated blood is returned by the Pulmonary vein to the left 

atrium, from where it is sent to the left ventricle through the Mitral valve. The contraction of 

the left ventricle—the systole— delivers the blood to the Aorta, which distributes the 

oxygenated blood throughout the body, thus completing the circle o f a heart beat.

4
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Figure 2-1: Flow of blood in the heart [60]
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B. Electrophvsiology o f the heart

Each heartbeat is the result of sequential activities, governed by electrochemical events. 

Cells that have the capacity to contract following an electrical stimulus constitute the 

cardiac muscles. These cells, called sarcomeres, are arranged in such a manner that once 

stimulated, they allow the contraction o f the correspondent chamber. Figure 2-2 illustrates 

the electrical conduction system by which this process is executed.

Two separated clusters of sarcomeres electrically isolated from one another, form the atrial 

and the ventricular walls. Pacemaker cells lie in the wall of the right atrium forming the 

Sinoatrial (SA) node. This node automatically and regularly generates electrical impulses to 

stimulate the first cluster -the atrial sarcomeres. The intemodal and the interatrial 

conduction tracts allow the impulses to spread through the atrium. When the impulses reach 

the junction between atria and ventricles, they stimulate the second cluster -the 

Atrioventricular (AV) node- that transmits the impulses in an orderly and timely manner to 

the ventricular sarcomeres. The impulses leave the AV node and enter the ventricles by the 

bundle o f His (also called the common bundle) on the upper part o f the interventricular 

septum. They continue then into the remaining part o f the ventricles as the common bundle 

separates into a right branch and a left branch that run on either side o f the septum. The 

impulses follow these branches, which subdivide consecutively to connect with the Purkinje 

network and then terminate at the muscle fibers of the myocardium.

6
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Figure 2-2: Electrical conduction system [33]

The timing for the impulses to travel through the electrical system o f the heart is shown in 

Figure 2-3. The electrical impulses travel rapidly from the SA node to the AV node. From 

the AV node, however, they travel relatively slowly to reach the' bundle o f His, thus 

allowing the atria to contract and empty the blood into the ventricles before the occurrence 

of the ventricular contraction. The impulses travel more rapidly from the common bundle to 

the branches, which connect to the Purkinje network.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



1. S/A node to AV node: 0.03 sec
2. AV node to bundle of His: 0.06 -  0.12 sec
3. Bundle of His to Bundle branches: 0.03 -  0.05 sec
4. Bundle branches to Purkinje network: < 0.01 sec

Figure 2-3: Timing on the electrical conduction process [33]

The electrochemical phenomenon that conducts the stimuli through the sarcomeres is called 

the Cardiac Action Potential. An action potential is the brief, rapid influx o f positive ions 

across the cell membrane, through ion channels. The gradient in the concentration o f such 

ions across the cell membrane is called the membrane potential.

A simple scheme of the process of depolarization and repolarization of a muscle fiber is 

shown in Figure 2-4. Note that the muscle fiber is an array of excitable cells.

Initially, muscle fibers (or sarcomeres) are negatively charged at rest (Figure 2-4a). When 

an electrical impulse arrives, the positive ions flow into the cell, thus depolarizing it. The 

depolarization of one cell generates an impulse of enough magnitude to depolarize the 

adjacent cells and then propagate the action potential, in this case, from left to right (Figure 

2-4b). The muscle contracts where the polarity changes. The muscle fully contracts when all 

the sarcomeres are depolarized (Figure 2-4c). The repolarization then begins in the reverse 

direction (Figure 2-4d) until the muscle is fully repolarized and relaxed.

A cell can be stimulated to depolarize again even when it is not fully repolarized. This early 

depolarization can occur only if  the cell has been repolarized enough to reach a certain 

membrane potential called the threshold potential.

8
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Figure 2-4: Depolarization and Repolarization process [33]

2.3.2. N otions o f E lectrocardiography

The depolarization and repolarization o f the atria and ventricles generate an electrical 

activity that can be recorded using surface electrodes attached to the skin at designated 

locations. The response that is generated is called an electrocardiogram (ECG); it has 

several deflections that represent some o f the components o f the cardiac cycle. The 

electrocardiogram shows the direction of the summated vector o f the electrical activities 

occurring during each step o f the cycle.

As mentioned above, these electrical vectors are recorded from surface electrodes. Each pair 

of electrodes of opposite polarity is called an ECG lead. Clinically, twelve leads are used to 

study the cardiac function: I, II, III, aVR, aVL, aVF, V b V2, V3, V4, V5, and V6. Figure 2-5 

and Table 2-1 [60] show the arbitrary location o f each lead.
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It is important to know the location of the lead in respect to the heart’s position because the 

deflections on the electrocardiogram correspond with the direction of the depolarization or 

repolarization waves. For instance, if the depolarization wave moves toward the positive 

electrode o f a lead, the deflection will be positive, and its amplitude will increment as the 

electrical current further faces the positive electrode.

^ •C h estA  Left

* • • •  k
Right
Arm

GND

R ight A  A  Left
Leg Leg

Figure 2-5: Location of the electrodes for the 12-lead ECG

Table 2-1: Standard electrocardiogram leads [60]

Leads Positive electrode Negative
electrode

Bipolar
1 I Left arm Right arm
2 II Left leg Right arm
3 III Left leg Left arm

Unipolar
4 aVR Right arm

Central
terminal*

5 aVL Left arm
6 aVF Left leg

Precordial

7 V, Right border o f sternum in 4th 
Intercostal Space (ICS)

Central
terminal*

8 v 2 Left border o f sternum in 4th ICS
9 V3 Midway between V2 and V4
10 V4 Midclavicular line 5th ICS
11 V5 Midway between V4 and V6
12 V6 Lateral chest in 5th ICS

* The central terminal is a combination of electrode potentials, producing a summation 
effect.
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A. Basic components o f an electrocardiogram

Lead II is commonly used to monitor the cardiac arrhythmias. The profile of the cardiac 

cycles components shown in Figure 2-6 correspond to the shape the electrocardiogram 

generally presents on lead II.

The depolarization o f the atria is seen as the upward P wave (Figure 2-6a). The 

repolarization o f the atria (Figure 2-6b) causes a negative deflection called the Ta wave, 

which is usually not visible in the electrocardiogram (Figure 2-6e) because the 

depolarization o f the ventricles generates a stronger signal -the QRS complex- (Figure 2-6d) 

that masks it. Finally, the repolarization of the ventricles causes an upward wave -the T 

wave-, which appears after an isoelectric period (ideally, a period without any fluctuations 

of the electrical level).

11
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Figure 2-6: Electrical basis of the ECG [33]

The characteristics o f the ECG components (P wave, QRS complex, and T wave) are as 

follows:

a. P wave

The P wave represents the depolarization of the atria. The upward deflection o f the P wave 

is due to the right atrium depolarization vector, which faces Lead II positive electrode. As 

this depolarization vector moves away from the positive electrode, it forms the downward 

deflection of the P wave.

The normal P wave should have:

12
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• an upright direction

•  a duration of 0.10 seconds or less

•  an amplitude between 0.05mV and 0.25 mV

• a smooth round shape

Additionally, the normal P wave should precede a QRS. The total duration o f the normal P 

wave plus the duration from the end o f the P wave to the beginning o f the QRS complex 

(the length o f the normal P-R interval) should be between 0.12 to 0.2 seconds.

b. QRS complex

The QRS complex is generated by the depolarization o f the ventricles and consists o f a 

group o f consecutive waves: the Q wave, the R wave, and the S wave.

The Q wave, the initial negative deflection in the QRS complex, represents the 

depolarization of the interventricular septum.

The rest o f the complex corresponds to the activation o f the left and right ventricle, which 

happen simultaneously. The signal produced by the activation o f the left ventricle, however, 

prevails over the one generated by the right ventricle because the left ventricle is o f greater 

size.

Depending on the position o f the heart in the thorax, the current generated during ventricular 

depolarization can flow toward the left leg generating the first positive deflection (the R 

wave) and then shift away from it generating a negative deflection called the S wave.

The normal QRS is not characterized by a unique direction. In effect, its direction can be 

predominantly positive, predominantly negative or biphasic as shown in Figure 2-7.

In the first case, the size o f the R wave exceeds the size o f the Q wave (identified as q 

because of its small size), and the S wave (which does not show in this case).

In the second case, the S wave is dominant upon the R wave (identified as r because o f its 

small size) and upon the Q wave that is practically non-existent.

In the last case, the size o f the Q wave could be comparable to the size o f the R wave (And 

hence the identification of both waves with capital letters).

13
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Figure 2-7: Possible directions of the normal QRS [33]

The amplitude o f the components o f the normal QRS complex is variable. In lead II, the 

amplitude of the R or S wave (taken from the baseline) may vary from a couple of millivolts 

to a dozen millivolts or more.

In adults, the duration o f a Normal QRS is estimated to be from 60 to 100 milliseconds 

while QRS waves that last more than 120 ms are usually considered abnormal. Note that 

there is a gap between 100 ms and 120 ms in which the QRS could be normal or not 

depending on other factors.

c. T wave

As shown in Figure 2-6, there are two T waves that hold different directions: the Ta wave 

and the T wave.

The atrial T wave or Ta wave (shown in Figure 2-6b), whose direction is negative, is 

produced by the atrial repolarization. The Ta wave follows the P wave but it is usually not 

noticeable in the recordings o f electrocardiogram, because the atria repolarization occurs at 

the same time than the ventricular depolarization (that produces the QRS, a much stronger 

signal than the Ta wave).

The ventricular T wave (called T wave, in short) is produced by the ventricular 

repolarization. When it is normal, it follows the QRS complex, its direction is usually 

positive, and its amplitude should not exceed 0.5 mV with respect to the baseline. The

14
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duration o f the T wave usually varies between 100 ms and 250 ms, sometimes more. The 

characteristics o f this wave when it is abnormal are variable:

• Its direction could be positive, negative of even biphasic

• Its amplitude may or may not exceed normal ranges

• Its duration coincides with the ranges of the normal T wave.

B. Abnormal beats: brief description

Many characteristics in the beats may lead to classify them as being abnormal. There is an 

extensive number of classes o f abnormal beats [33], [60]. In this Section, only the three 

classes o f interest to this work are described: the premature ventricular contraction, the right 

bundle branch block and the left bundle branch block.

a. Premature Ventricular Contraction

The premature ventricular contraction (PVC) also called ventricular premature contraction 

(VPC) is defined in [60] as “[...] a beat occurring early in the cardiac cycle that originates 

from the ventricle, characterized by aberration o f the QRS complex (prolonged and 

distorted) and the T wave.”

The PVC can be initiated at different moments of the electrical cardiac cycle: before the P 

wave (early ventricular premature complex), at the same time as the P wave (intermediary 

ventricular premature complex), after the P wave (late ventricular premature complex), or 

after a ventricular depolarization has already been initiated (fusion beat) [60].

The pacemaker site, which is the place where the electrical impulses are generated to initiate 

the depolarization, (and hence the contraction) is generally not located in the atrioventricular 

node as described in Section 2.3.l.B for the normal electric cycle. It could be positioned 

somewhere else in the ventricles particularly in the bundle branches, Purkinje network or 

ventricular myocardium. Because the depolarization does not follow the same sequence as 

in the normal case (starting by where it is generated), the shape of the QRS complex 

recorded in the electrocardiogram is often distorted and bizarre. The duration o f the 

corresponding QRS is equal to or greater than 120 ms.

The interval between the peak o f the PVC’s R wave and the previous R wave’s peak (the so 

called R-R coupling interval) is usually shorter than the rhythm considered normal for a 

particular patient. If the PVC does not depolarize the SA node, then the next P wave occurs 

at the expected time and (if the next beat is normal) the R-R interval to the next QRS is 

larger than the underlying rhythm.

15
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In summary, the shape of the QRS for a PVC varies, depending on factors such as:

• what point o f the cycle it occurs

• where the pacemaker site is

• how many pacemaker sites there are

• whether or not the PVC depolarizes the SA node.

It should be noted that many shapes of QRS complexes can designate the presence of PVC. 

For example, if  the PVC is originated from the left ventricle, its QRS complex can resemble 

that o f a right branch block (refer to Section 2.3.2.B.b). Similarly, if the PVC originated 

from the right ventricle, its QRS complex can resemble that o f a left branch block (refer to 

Section 2.3.2.B.c). Moreover, a PVC starting from a bundle branch may appear only slightly 

bizarre or even look normal if generated near the bifurcation of the bundle o f His [33]. 

Details on the electrical characteristics of this kind of beats may be reviewed in [7], [25], 

[33], [60], and [79].

b. Right Bundle Branch Block

According to [33], it consists in a “defective conduction of electrical impulses through the 

right [...] bundle o f His to the Purkinje [...]. It may be complete or incomplete or permanent 

or intermittent”. Note that the impulse conduction is not obstructed nor delayed through the 

unaffected conducting fibers, in this case the left bundle branch.

C=£> Direction of 
ventricular depolarization

Figure 2-8: Depolarization sequence when there is a right bundle branch block [33]
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Figure 2-9: Example of right bundle branch block beats (RBBB), compared to normal
beats (N)

The components are depicted as they appear in lead II. (a) and (b) are examples of RBBB, where the q wave does not differ 
particularly from the N beats and the R wave is prolonged and tall. Note that the S wave can be either deep or practically 
inexistent. The T wave can be positive as in (a), relatively small or negative as in (b). The normal beats are presented for 

comparison purposes. Note the differences in the duration of the different components of the QRS complexes.

Figure 2-8 shows the direction the depolarization takes and Figure 2-9 presents examples o f 

beats obtained with right bundle branch block compared to normal beats. The depolarization 

process in the ventricles begins normally, hence producing a normal Q deflection in the 

electrocardiogram. The impulses then reach the bifurcation from where they are directed 

through the left bundle branch but do not go through the right side. This absence of 

stimulation from the right bundle branch produces a left side depolarization, which 

depending on the position o f the heart may produce a taller and broader R deflection 

midway in the QRS development. The terminal depolarization phase occurs when the right 

ventricular wall slowly receives the depolarization wave from apex to base starting from the 

left ventricle. This causes an increment o f the QRS overall duration and a radical alteration

17
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of the final deflection towards the right base (deep S wave) because the left ventricle is 

already totally depolarized. Because the depolarization process o f the right ventricles is 

altered, the repolarization sequence is affected, producing smaller or even inverted T waves. 

If the block is not complete, the resulting recording in the electrocardiogram could easily be 

confused with the one of a normal beat.

c. Left Bundle Branch Block

It is written in [33] that the left bundle branch block (LBBB) consists of a “defective 

conduction o f electrical impulses through the [...] left bundle o f His to the Purkinje [...]. It 

may be complete or incomplete or permanent or intermittent”. The impulse conduction is 

not delayed in the unaffected fibers o f the right bundle branch.

Although it could eventually show without evidence o f heart disease, the pattern o f left 

bundle branch block is generally associated with heart disease in more cases than it is the 

right bundle branch block [25].

A basic representation of the depolarization sequence in the case o f the left bundle branch 

block is shown in Figure 2-10. The impulse conduction goes unperturbed through the right 

conduct and then passes to the left ventricle through the intra ventricular septum provoking 

a slow depolarization on the left ventricle from right to left. This depolarization can travel 

different ways depending on where the left bundle is blocked and where it still conducts past 

the obstruction.

Direction of 
ventricular depolarization

Figure 2-10: Depolarization sequence when there is a left bundle branch block [33]

Figure 2-11 shows two examples of the readings obtained in the electrocardiogram from 

lead II for both left bundle branch block beats and normal.

With the loss of conduction at the common left bundle branch, the intra ventricular septum 

becomes activated from the right bundle branch, resulting in a delayed depolarization o f the 

left ventricle and a subsequent abnormal QRS complex, as shown in Figure 2-11(a) and
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Figure 2-11(b). The septum undergoes a depolarization from right to left, contrary to the 

normal direction. The initial portion of the QRS complex in the left bundle branch block is 

drastically altered. The Q wave is not visible in either o f the LBBB examples. The Q wave 

can be obliterated and replaced by a slowly developed, slurred R wave as in Figure 2-11(a).

Left bundle i 
branch block 

beat

Normal
beat

s  r  *
_iq— 1~ i — f~

| io 5mV [

0.2s! ^

Figure 2-11: Example of left bundle branch block beats (LBBB), compared to normal
beats (N).

(a) Example of a recording o f a LBBB where the initial depolarization o f the right ventricle unopposed by the left side 
eliminates completely the Q wave and starts a slurred R wave. This is followed by the depolarization o f the left ventricle, 

which heterogeneity produces a notched appearance. The recording in (b) is another example o f LBBB. In this case the Q wave 
stills absent, but instead of a notched line, the R wave is wide and relatively tall followed by a relatively deep S wave. This 

effect could be caused by the impulses being conducted by the bundle branches beyond the blocked Section. Note that the R 
wave is wider than in the case of the RBBB and the S wave is not as deep and wide than in the RBBB.

During mid-QRS, it is the activity in the right ventricle what is recorded. In effect, the 

depolarization in the right side is initiated by the normal conduction system to that chamber. 

This depolarization is unopposed by the left ventricle, which contributes with a relatively 

small and brief electrical force to this mid portion o f the QRS complex. After passing 

though the right side, the depolarization wave reaches the left ventricle. The depolarization
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is delayed with respect to the one in the right side, because it is initiated only when the wave 

in the right ventricle reaches the cells adjacent to the left ventricle. The depolarization goes 

from the lower end o f the intra ventricular septum or the apex of the right ventricle toward 

the base o f the left ventricle. It can cause an upright wide and often “feathered” deflection in 

leads having left sided electrodes, as in Figure 2-11(b), but the heterogeneity o f 

depolarization can also give the notched appearance to the resultant deflection as in 

Figure 2-11(a).

In all LBBB’s, the QRS complex appears bizarre (abnormal in size and shape), and its 

duration is greater than 120ms. In certain cases, in which the wave front may enter the fibers 

beyond the conduction block, the QRS duration may be as long as 180 ms. The QRS can 

then be confused with the one in ventricular arrhythmias (wide, bizarre, and even notched). 

The polarity of the QRS complexes in lead II depends on the mean frontal plane QRS axis.

If the bundle branch block is partial or incomplete, the delay o f the depolarization is lesser. 

Consequently the QRS complex is greater than 100ms but less than 120ms in duration, and 

often appears normal (narrow and sharply pointed).

C. Common causes for distortions o f the readings

The readings on the electrocardiogram for lead II have been described above for normal 

beats and for three of the numerous abnormal classes o f beats. These descriptions pertain to 

those conditions when the signal is not distorted by external factors. What follows is a brief 

review of the most common causes for distortions of the readings.

Abnormal waves and spikes in an ECG that result from sources other than the electrical 

activity o f the heart and interfere or distort the components of the ECG are called artifacts. It 

is said in [33] that “the causes o f artifacts are muscle tremor, alternating current (AC) 

interference, loose electrodes, biotelemetry-related interference, and external chest 

compression”.

For example, muscular motions by the patient caused by nervousness, anxiety or even a 

medical condition are responsible for small oscillations in the baseline as shown in 

Figure 2-12 [60], In the figure, the rapid and quasi-regular tremor is associated with 

Parkinson d isease. H ow  even  these osc illa tion s are depends on h ow  regular the tremors are.
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Figure 2-12: Example of the effects of muscle tremor on the recordings [33]

Because the recordings depend highly on the relative position between the heart and the 

electrodes, when this relative position is altered (by moving the part of the body where this 

electrode is, for example) the value o f the isoelectric point changes causing the baseline to 

drift. This effect is shown in Figure 2-13 [60], where the record illustrates how the baseline 

is deviated when the patient raises the right arm where the RA electrode is attached.

Figure 2-13: Example of the effect of patient movement [60]
In this case the baseline is wandering because o f a movement of the right arm on which was tapped the RA electrode.

AC interference can be registered in several cases as, for example, a deficient connection on 

one ground electrode, the use o f a poorly grounded AC operated ECG machine, or even the 

influence o f neighboring high-tension wires or transformers. Figure 2-14 [60] depicts a 

60-cycle ground interference produced by the RL electrode not being connected.
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Ground HUM

Figure 2-14: Effect of a 60 cycle ground interference on the ECG recordings [60]
The electric recordings o f this example correspond to lead I. The characteristic waves lie on top of an oscillating baseline with 
a low frequency component (due to the 60-cycle electrical interference) and high frequency elements that result from' irregular 

electrical currents no longer eliminated by the ground lead

A sub-optimal record possibly will be obtained if  there is no good contact between the skin 

and the electrode. In effect, the resulting reading can present multiple sharp spikes and 

waves as shown in Figure 2-15 [33].

Figure 2-15: Example of the effect of loose electrodes on the ECG recordings [33]
Poor contact with the skin can cause multiple sharp spikes and unidentifiable waves in the ECG.

To “automatically” reduce the effect of these distortions on the electrocardiogram, some 

filtering o f the signal should be done (refer to Section 2.5).

2.4. Mathematical background

In this Section, some basic concepts used in this thesis are explained. The first concept 

presented in Section 2.4.1, is the linear regression, which is used in this work to reduce the 

influence o f the linear component o f the signal during the modeling process. A short review 

o f the normalization concept and techniques is offered next in Section 2.4.2. Entropy is 

introduced in Section 2.4.3 and its importance for clustering-based classification is 

presented. Finally, different measures of performance o f classifiers are described in Section 

2.4.4, to make clear how the results of this work are obtained and what they mean.
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2.4.1. L inear regression

Regression is used in the analysis o f models as a technique to express the relationship 

between several independent or predictor variables and a dependent or criterion variable 

[74].

This relationship is modeled by a regression curve o f the dependent variable on the 

independent variables that most nearly fits the data (i.e. that best predicts the dependent 

variable from the independent ones). If the chosen regression curve is a straight line, then 

the regression is referred as linear regression [73]. The optimal equation o f the line is found 

using the least squares method, by which the squared deviations o f the observed points from 

that line are minimized.

The case of the electrical recordings o f the heart is treated as a time series:

Given a set o f d points of coordinates (ti; s;) for i=l,...,d, where Si is the voltage recorded in 

the electrocardiogram from one o f the leads at time f  and d is the number o f samples 

recorded for that segment.

The straight line that fits the data in the interval [ ti, td] has the form:

q -  a • t; + b

( 2-1 )

The parameters a and b of the linear regression equation are the result o f solving a MSE 

problem [68],[73], that is:

• The positive deviations o f 'the scattered points above the line cancel out their
d

negative deviations o f the scattered points below the line i.e. 2 > - r , )  = 0.
i=l

•  The sum o f the squared differences between the scattered points s; and r, are

d
minimum; i.e. ^  (s; -  r( )2 is minimized with respect to a and b.

i=l

The value of a and b in equation (2 -1 )  are computed using the following formulas [73]:

(  d ^ (  d > (  d
d Z t i si - E ‘, 5 >

(i=l G=i V i=l
(  <■ > > Q.

d E « .2 - z * .
G=i ^i=l )

(2 -2 )
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d d

E s i - b E t ;

d

( 2 - 3 )

2.4.2. N orm alization

The contents o f this Section is based on the information presented in [6], [58], and [16].

Given a data set X formed by N d-dimensional vectors, where each vector is formed by d

attributes or features, the normalization of X consists in changing the range and/or 

distribution of the values o f each feature in the mentioned data set. The normalization is 

applied to each variable separately.

In this Section three types of normalization are described:

• normalization using the range method

• the Z-score normalization

• the logistic normalization

Figure 2-16 shows an example in which the data set has 4 features and 10 samples. It can be 

seen in both Table 2-2 and Figure 2-16 that each attribute takes its values in different ranges 

and distributes its values differently. The figure shows a close up o f the distribution o f the 

third feature. Note that both the upper two points (segment A) and the lower two points 

(segment B) are separated by 10 units.

Table 2-2: Values that each feature can take oil the example (Data set consisting of ten
4-dimensional vectors).

Data # Dim 1 Dim 2 Dim 3 Dim 4
1 100 2 20 500
2 99 1.9 10 400
3 98 1.5 -178.7 300
4 20 1.2 -180 200
5 21 1.1 -183 100
6 5 1 -184 0
7 1 0.9 -185 -100
8 0.6 0.8 -187 -200
9 0.5 0.7 -188 -300
10 0.4 0.6 -198 -400
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No normalization.
20

Dimension

600
500
400
300
200

100

-100
-175

-200
-180

-300
-185 -

-400
-190

-500 -
-195

,-200

Figure 2-16: Example of non-normalized values in each feature for a data set 
containing ten 4-dimensional vectors.

There are several ways to normalize the data:

If only the range o f the variables o f the data set needs to be equalized, then each attribute is 

processed separately using the following formula:

Given,

X = {xj } for i=l, 2, d and j= l,2  ... N, the matrix o f d column vectors jx1 jcontaining 

N elements.

Xmm = min (x‘) i  = l,2...d 

x'max = max (x‘) i  = l,2...d

{xj I
X j — X  min

scaled j j
X  max — X  min

( 2 - 4 )

This normalization is called the range method. It reduces the value o f all the features to the 

range [0,1].
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When applying this method in the example, the range of values is changed to [0,1] and the 

relationship among values o f the same features is maintained as shown in Figure 2-17 and 

Table 2-3:

• The range o f values of the fourth feature is now comparable to the three others. 

Note especially how the values along variable 2 are now very similar to values 

along the fourth variable.

• Any computation on the normalized data set is now equally affected by all the 

variables because they are all in the same range.

Table 2-3: Scaled version of the example data set

Data # Scaled 
Variable 1

Scaled 
Variable 2

Scaled 
Variable 3

Scaled 
Variable 4

1 1 1 1 1
2 0.990 0.929 0.954 0.889
3 0.980 0.643 0.089 0.778
4 0.197 0.429 0.083 0.667
5 0.207 0.357 0.069 0.556
6 0.046 0.286 0.064 0.444
7 .0.006 0.214 0.060 0.333
8 0.002 0.143 0.050 0.222
9 0.001 0.071 0.046 0.111
10 0 0 0 0

Figure 2-17: Example of normalized values in each variable for a data set containing 
10 vectors, each with 4 features, using the range method of normalization.
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The z-score normalization equalizes the spread for all the variables by making each o f them 

have zero mean and unit standard deviation. The formula for normalizing the i * feature 

coordinate is:

( 2 - 5 )

where p.1 and o' are respectively the mean and standard deviation o f all values along each 

vector x1, for i= l, 2, . . d. ■

When applying this method in the example, the origin o f the values is shifted to zero and the 

standard deviation for all the variables is the unity, which makes the range of all the 

variables comparable without being strictly in [0,1]. This can be appreciated qualitatively in 

Figure 2-18.

Table 2-4: z-score version of the example data set

Data# z-score 
variable 1

z-score 
variable 2

z-score 
variable 3

z-score 
variable 4

1 1.450 1.711 1.952 1.486
2 1.428 1.504 1.834 1.156
3 1.406 0.680 -0.393 0.826
4 -0.322 0.062 -0.409 0.495
5 -0.300 -0.144 -0.444 0.165
6 -0.655 -0.350 -0.456 -0.165
7 -0.743 -0.556 -0.468 -0.495
8 -0.752 -0.762 -0.491 -0.826
9 -0.754 -0.968 -0.503 -1.156
10 -0.757 -1.174 -0.621 -1.486
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Di mens ion

-0 3
-0 5

-0 5

- 0.6

-0 7

Figure 2-18: Example of normalized values for each one of the 4 features of the data 
set containing 10 samples, using the z-score normalization.

The logistic normalization is a non-linear scaling of the z-score. In effect, the formula for 

normalizing the i th feature coordinate is:

  1
^logistic{ * ) } ,  = ̂ j  ''logistic

1 + exp(- { x j1} )x V v J > z-score *

( 2-6 )

This type o f normalization is very similar to the z-score around the mean values but it 

condenses the resolution o f greater values. Figure 2-19 shows how this type of 

normalization affects the data set o f the example. Note that on the third feature segment A is 

now smaller than segment B because the latter is closer to the mean value (i.e. closer to zero 

when using z-score).
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Table 2-5: logistic version of the example data set

Data # logistic 
Dim 1

logistic 
Dim 2

logistic 
Dim 3

logistic 
Dim 4

1 0.810 0.847 0.876 0.816
2 0.807 0.818 0.862 0.760
3 0.803 0.664 0.403 0.695
4 0.420 0.515 0.399 0.621
5 0.426 0.464 0.391 0.541
6 0.342 0.413 0.388 0.459
7 0.322 0.364 0.385 0.379
8 0.320 0.318 0.380 0.305
9 0.320 0.275 0.377 0.239
10 0.319 0.236 0.350 0.184

T
Figure 2-19: Example of normalized values for each one of the 4 variables of the data 

set containing 10 samples, using the logistic normalization.

Finding the type o f normalization that provides the best representation o f the structure of the 

data often requires following a trial and error process.

2.4.3. Entropy

In physics, the entropy provides a “measure of the disorganization or degradation o f the 

universe, resulting in a decrease in available energy” [78].
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To adjust the concept of entropy to the context o f this thesis, an experiment involving a 

group o f N patterns X=[xi, x2, xN] that are labeled as pertaining to any o f c possible 

classes class=[class b class 2, ■■■, class c] may be considered. Given N„ the number of 

patterns in X pertaining to class,, the entropy H is defined as ([6], [59]):

C

H - Z
i=l

( 2 - 7 )

The entropy then gives a notion o f the heterogeneity of the data. It takes its maximum value 

when all the classes are equally probable; that is when

1

1
log2

i

I n ; I n  J

' n '
Pi =

N
= -  ,Vi 

c
l,2 ,...,c

( 2-8 )

The smallest value of entropy occurs when all the samples belong to a single class.

An example to illustrate this concept is shown in Figure 2-20, where the probabilities o f 

each class are presented as percentages. There are four possible classes. Each horizontal bar 

corresponds to one possible distribution of the classes; the corresponding entropy is shown 

on the vertical axis. The bars are organized from top to bottom so that the value o f their 

entropy can be visualized in ascending order. It can be observed in Figure 2-20 that the 

entropy increases when the probabilities o f the classes are more alike.
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percentage of each class

| B class 1 □  class2 Blclass3 Dclass4

Figure 2-20: Example using four classes: Distribution of the classes vs. entropy.

In this work, the entropy is a criterion used to determine how suitable a group o f samples is 

to represent the dominant class in it. In this case, the objective is for this group o f samples to 

have the smallest possible entropy.

2.4.4. M easures o f  perform ance

A. Accuracy / Error

The simplest way to evaluate the performance o f a classification process is computing either 

its accuracy or its error.

The accuracy o f a classifier indicates the ratio of patterns that are classified correctly with 

respect to the total number o f patterns that were presented; that is:

N
Acc = correct 

N

( 2 - 9 )

where Ncorrect is the total number of patterns that were correctly classified into c possible 

classes and N is the total number of patterns presented to the classifier.
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Note that this general measure does not provide any information on the number o f patterns 

correctly classified per class.

Similarly, the error is the ratio of patterns that are incorrectly classified with respect to the

total number o f patterns presented to the classifier; that is:

tsj. N  -  NError = * * * * * *  = ---------s™L = i _ Acc
N N

( 2-10 )

where Nmcorrect is the number o f patterns that where not assigned to the correct class.

Note that like the accuracy, the error gives a general measure o f misclassification but it does 

not give any idea of the distribution o fall the possible misclassification combinations.

Both measures can be expressed as percentages:

% Acc = Acc * 100 

% Error = Error * 100

B. Confusion Matrix

Given [Classi, Class2, ..., Classc] the c possible classes, the confusion matrix is the c x c  

matrix in the form:

Classified A s ^  
Real Class 

*

Classi Class2 • • • Class, •  •  • Classj • •  • Classc

Class! ‘ Q : •  • • CH c , Clc
Class2 Q , C2j •  • Q c 2i C2c

•  •  • •  •  • ... ... • •  • ... •  • •

Classi Qi Ci2 •  • Cii Ch Cio
•  • • ... •  •  • •  •  • •  • • •  • . •  •  •

ClasSj Qi Ci2 ... C,i C„ c' - '1 C

•  • • ... ... ... • • • • • •

Classc Co, Co2 . . . Cci c' - 'C l r 'CC

The confusion matrix gives specific information about the correctly classified patterns per 

class in its diagonal elements [ C n ,  C 22, Q i , . . . ,  Qj ,  C cc].

The other elements of the matrix provide details on how the patterns were misclassified. For 

example the element Qj is the number o f patterns pertaining to class i that were classified as 

pertaining to class j.

The total number o f patterns that were classified is the sum of all the elements of the matrix;

that is N = X £ c ij
i=l j= l
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C. Kappa Score

The accuracy o f a classifier was defined above as the percentage o f patterns that are 

classified correctly. When the number of patterns of each class is different, this percentage 

depends not only on the performance o f the classifier but also on a factor called 

concordance by chance. In effect, a classifier could be mediocre but still present high 

classification accuracy by assigning, for example, most o f the patterns to the dominant class. 

The Kappa score is a measure o f performance that clears the result o f any coincidental 

agreement [19]. The kappa score maximum value is equal to one showing that all the 

patterns are classified correctly. When the kappa score is zero, any apparent correspondence 

in the classes is coincidental.

The kappa score is calculated using the following formula:

• P0 is the observed performance equivalent to the accuracy measure of equation 

( 2-9 ) that can be obtained from the diagonal elements o f the confusion matrix

KappaScore = (P0 -  Pc)/(l -  Pc)

( 2-11)

where:

using:

( 2- 1 2 )

where c is the number o f classes, N is the total number o f patterns and Ch is the ith 

diagonal element o f the confusion matrix. •

• Pc is the coincidental performance obtained by using the formula:

(2 -1 3 )

Another way to see Pc is by the formula:

Pc = X ( p ( TCi ) p ( ° Ci))
i=l

(2 -1 4 )

where
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p(TCl) = #TmeClaSS -̂
N

( 2-15 )

Corresponding to the number o f patterns that really pertain to class i in the input 

data set, divided by the total number of patterns. It is, in other words, the probability 

of occurrence o f class i in the input data set

/ \ _  # OutputClasS;

(2 -16)

corresponding to the number o f patters that where classified as class i divided by the 

total number of patterns. That corresponds to the probability o f occurrence o f class i 

at the output o f the classifier for the same input data set.

Table 2-6 shows a possible interpretation o f the kappa scores values in terms of strength of 

agreement.

Table 2-6: Confidence of Kappa Scores [61]

Value of Kappa Strength o f agreement

<0.20 Poor

0.21-0.40 Fair

0.41-0.60 Moderate

0.61-0.80 Good

0.81-1.00 Very Good

To illustrate the concepts introduced in this Section, there is in Table 2-7 an example o f a 

confusion matrix produced when classifying a data set of 58 patterns into 3 classes.

Table 2-7: Example of Confusion matrix

TC *  \ OC* Class 1 Class 2 Class 3 Total TC

Class 1 100 9 10 (100+9+10)= 119

Class 2 1 9 0 (1+9+0)= 10

Class 3 4 0 11 (4+0+11)= 15

Total OC (100+1+4)= 105 (9+9+0)= 18 (10+0+11)=21 144

The accuracy is calculated following equation ( 2-12 ) as

Acc=( 100+9+11)/144 = 0.8333
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The kappa-score is calculated using equations ( 2-12 ) and ( 2-14 ) as follows: 

Po=Acc=0.8333.

105 119'
+

'  18 10 N
+

'  21
= 0.6264

,144 144, ,144 144, ,144 144 ;

0.8333 -0 .6264  
KappaScore =  = 0.5537

1 -  0.6264

In the example, the accuracy implies a good performance of the classifier but the kappa 

score indicates the contrary. In fact, the calculations to obtain the kappa score not only take 

into account the 0.83 accuracy value but also the coincidental performance, which is quite 

high because most o f the misclassified patterns were confused with the most probable class. 

Because classi was the dominant class representing more than 70 percent of the data and 

because it was correctly classified, the deficient classification o f the other classes did not 

have repercussions on the value o f accuracy

2.4.5. M easures o f  fit

When selecting and extracting the significant features of the data to reduce the number of 

variables to process, it is important to have a criterion to determine how much the number of 

its variables is to be reduced.

In this sense, several methods to express how fit the transformation is can be used, 

depending on what is to be done with this data.

In this work four measures o f fit are presented:

1. squared error

2. linear correlation coefficient or index.

3. linear Discriminant Analysis (LDA).

A. Squared Error 

Given:

uk = [ u kl ... uk i ... u k L], the kth exemplar o f the original signal containing L samples 

and uk j , its ith sample

ud k = [ud,k,i ••• ud,k,i ••• ud k,l] ’ the approximation o f u k using d features and 

ud k j , its i th sample.
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sk (d) = the measure of fit o f the kth exemplar for a transformation into d features.

The squared error on an exemplar is the sum over all its samples o f the squared differences 

between the value of the signal to approximate and the value o f the signal approximated 

using d features.

In order words, the squared error is given by:

L

£ k ( d )  =  £ ( u kii “  u d ,k ,i ) 2 
i=l

(2 -1 7 )

To obtain a unique value per class and per features number, the squared errors of each class 

are averaged for each value o f d giving

Kc

Ec(d) = - ^ ( d )  
.Kc k=!VJ

(2 -1 8 )

where,

Kc is the number of exemplars in class c, Ec(d) is the average squared error for class c 

using d features for d = {dmin,..., dmax}.

If the maximum average squared error per class for all values o f d is called Emaxc, then the 

normalized squared error per class is

Enormc(d) = E ° ^
Emaxc

(2 -1 9 )

If the maximum average squared error over all classes is called Emax , then the normalized 

average squared error is

Enorm(d) = £  - ^ 0
all classes E m a X

( 2-2 0 )

for d = {dmin,...,dmax}

The squared error is presented in this work as the average squared error per class 

Enormc(d) and the average squared error over all classes Enorm(d), for selected number of 

features d = Id .....d I.n'mm’ ’ max)
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B. Linear Correlation coefficient or index

The linear correlation measures how well a linear equation describes the relationship 

between variables. In this case, this measure is useful because it shows the degree of 

relationship between the original signal and its approximation.

The coefficient o f correlation gives a dimensionless value whose value increases as the 

degree o f relationship does, with a maximum of 1 for a complete positive linear correlation, 

0 for no correlation at all, and -1 for a complete negative linear correlation.

The linear correlation coefficient ( r ) is computed as:

where

• x , the variable representing the original signal.

• y , the variable representing the signal approximation.

• n , the number of paired samples of. x and y .

C. Accuracy when applying LDA

One of the tasks performed in this work is to take a highly dimensional multi-class data set 

and model it to reduce the number o f variables involved while maintaining or improving the 

separation among classes (see Section 2.6 for details concerning the data set).

The linear discriminant analysis (LDA) is explained in Section 3.2.The accuracy (concept 

explained in Section 2.4.4.A) of the LDA classifier is used in this work as a measure of fit to 

have a notion of how sparse the data is in the reduced space.

2.5. ECG automatic analysis

2.5.1. E lim ination or reduction o f the baseline w andering

The baseline o f the ECG signal forms the voltage where the isoelectric level is. As 

mentioned in Section 2.3.2.C, there are several factors that may affect the baseline’s

r =

( 2-2 1 )
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characteristics. In this Section, some o f the methods to reduce these factors are briefly 

described.

One of the causes o f distortions of the ECG readings is the movement o f the part o f the 

body where an electrode is located. This causes among other things, abrupt fluctuations of 

the baseline. Because this event is cyclic but rather random a filter is not indicated. But 

because it is also almost inevitable that the patient will eventually move, ways to reducing 

its effect in the ECG must be considered.

Depending on the application, one might want to eliminate the fluctuation on the signal 

itself before studying it or eliminate its effects on the output of the application.

An example o f the latter case is the method Okada presents in [55] to detect QRS 

complexes. In the mentioned algorithm, the output is supposed to be a positive pulse for 

each R peak. Because his algorithm generates a peak also when there was a stepwise 

fluctuation of the baseline, he proposed to eliminate the false peaks by setting to zero the 

peaks in the output that do not occur when the input signal is not at a local maximum or 

minimum. The reason for it is that the Q wave, the R wave, and the S wave have all some 

symmetry on the time axis. The designer has, o f course, to establish the size of the window 

to take into account this local minimum or maximum, preferably corresponding to the 

average duration o f each component o f the QRS complex. He proposes 28 ms, but then, this 

parameter may vary from one patient to another, or from one period o f time to another, from 

one class of beats to another.

An example where the objective is to eliminate the fluctuation o f the baseline directly on the 

ECG recording is the work presented by Rasiah and Attikiouzel [65]. Before proceeding 

with the extraction of features by modeling the ECG into Hermite basis functions, the 

authors divide the signal into windows in each of which they fit a linear equation through 

the samples. This fitting is done through linear regression as explained in Section 2.4.1. The 

idea behind this procedure is that, when it is applied on an adequate window size, the shape 

of the beats would have approximately the same orientation and translation unless the beat 

itself is different. Once again a parameter has to be adjusted, which is the size o f the 

window.

A rather straightforward method is presented in [67] to define this “reference line”, in which 

the derivation of some features is based. The authors take the first and last point o f the 

window and generate the line from there. They then proceed to generate the features as the 

difference from the signal to the line created and its derivative. Before generating the
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features, it might be advisable to filter the to reduce higher frequencies likely to affect the 

appropriateness o f the reference line.

In most of the respective literature [54], [65], [72], [82], [44], [43], [55], [77], [1], [57], [29], 

[2], [36], and [67] the authors mention the necessity and often explain in detail their method 

for filtering the signal using a band pass filter before any other procedure.

In brief, “The bandwidth o f the band pass filter must be chosen to reflect the tradeoff 

between noise reduction and loss of high frequency details. If the bandwidth is too large, 

noise reduction suffers. If the bandwidth is too narrow, high frequency QRS characteristics 

are lost.” [36]

In order to establish the frequency range in which the filter should be set, the duration o f the 

QRS in seconds in the application has to be checked. A rough estimate o f the extreme 

frequencies if only the QRS is needed to pass through the filter could be for the lower 

frequency, the inverse of the expected maximal duration of the QRS, and for the higher 

frequency, the inverse o f the expected minimal duration o f the QRS or o f one cycle in it (as 

in notched QRS like in the LBBB case). In [2], the authors consider the range to be below 

40 Hz. In [57], the band pass goes from 5Hz to 11Hz. In [55], the frequency o f the low pass 

filter is approximately 3 5Hz.

With the band pass filters, noise such as the muscle tremor and AC interference do not 

(ideally) get through the low pass filter (set at most in 40Hz). The high pass filter above 

5 Hz attenuates somewhat the waves formed by lower frequencies such as the P and the T 

wave, which facilitate the QRS detection.

2.5.2. M odeling the Q RS

A. Introduction

In the literature, a number o f attempts for determining the ideal number o f features that 

describe a digital QRS signal are presented. In [11], the authors directly used raw data, trace 

segmentation, and polygonal approximation. In [63], the features were more refined: The 

authors used average heart rate, and energy relations between bands o f frequency in the 

signal. In the work presented in [71], the authors extracted morphological information o f the 

beats such as P-R segment duration, width o f the QRS, prematurity degree, and others. 

Principal component analysis was used in [32] in conjunction with R-R interval, and width 

of the QRS complex. Several kinds of transformations are also presented in the literature, 

such as Discrete Wavelet Transforms (DWT) ([36], [14], [47], [12], [11], [15]), Discrete 

Fourier Transform (DFT) [15], Discrete Cosine Transforms (DCT) [3], and Hermite Series
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of Expansion Transform ([65], [66], [72], [82], [43]). Depending on the application, one 

transformation may give better results than others. In the classification case for example, the 

reduction of the number o f variables o f the data is sought as well as a good interclass 

separation to enhance the discrimination among classes in the feature space. In this sense, 

several o f the studies mentioned above show that, in the case of the QRS segments, using 

Hermite basis functions on an orthogonal transformation satisfies this need.

B. Hermite series o f expansion

The nth order Hermite function is a weighted function o f the nth order Hermite polynomial. 

Given a continuous signal u ( t ) , it can be represented by an infinite series of Hermite basis 

functions:

u (t) -  ^  (a; h i (t, t , cr))
i=0

( 2-2 2 )

where

• a; is the coefficient o f the i* basis function. This coefficient will be taken as a 

feature in the transformed space.

• h ; (t, x, a )  is the i th Hermite basis function defined as:

h; (t, x, a )  = — exp r ( t - x ) 2 i
r \

t  -  X

a < 2 a 2 y I CJ )

(2 -23)

where

• a  and x are parameters to control the width and the shifting position o f the 

curve respectively

Hi (t) is defined recursively:

Ho (t) = - = !=  
VV7t

Hi(t) = tJ^ H i-,(t)

Hi(t) = t - H i - i ( t ) - J —  H,-2(t)
l

(2 -24 )
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In practice, only a finite number of terms are taken, and the infinite series is approximated 

to a series o f expansion o f n Hermite basis functions:

n-1

U„,0,T( t )=  £ ( a i h i (t,T ,o))
i=o

(2 -25)

An example for a range of times between -0.5 to +0.5 seconds, width 0=0.1 and shift 

T=0 o f the first eight Hermite basis functions is shown in Figure 2-21.

Note the peculiar shape o f each basis function. They all have a Gaussian-like shape, 

which makes them similar to the shape o f the QRS recordings: the higher frequency 

concentrated toward the center of the window (for x=0). How sharp these curves are 

depends on the width parameter 0 . This fact is useful when describing the QRS waves, 

since they might be wide as in the LBBB and the PVC, not so wide as in the RBBB or 

relatively sharp as in the Normal beats. The first basis function (h0) stands above the 

reference line and has one positive peak, similar to the positive QRS depicted in Figure 

2-7. The second basis function (hi) is biphasic and holds a certain similarity to the 

biphasic version o f the QRS. The third basis function (h2) has now a central negative 

peak and two positive waves on its side. This curve and the QRS with negative direction 

could be considered alike. It can be observed that for the next basis functions, the even 

functions (h4, h6...) will continue being symmetric with respect to the central vertical 

and with their central peak alternating between positive and negative. The odd functions 

(h5, h6...)  also maintain a pattern: the right side inverted with respect to the left side of 

the vertical axis.

Because the ECG recordings are modeled a small sliding window at the time, the QRS 

are not always in the middle o f it, that is why the shift parameter x is included in the 

calculations.

There are n+1 peaks in the basis function hn. For example h7 holds 8 peaks in the same 

window where h3 presents 4 peaks. This means that by modeling a QRS with more or 

less basis functions, one can control to some extent the frequency content o f the 

modeled version.
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Figure 2-21: Plots of the first eight Herm ite basis functions
(hn>a(t,x), n = 0 , 7), for t=-0.5s to t=+0.5s, 0=0.1, and T=0.

Different techniques have been presented in the literature to obtain the value o f the 

coefficients a, in equations ( 2-14) and ( 2-22 ).

For constant values o f a  and x, the conventional way to determine the values o f each of

these coefficients is by using the following expression [66]:
+00

ai( a ,x ) =  Ju ( t )h io (t,x)dt
—co

( 2 -26)

This integral can be solved by any quadrature like the Gauss-Jacobi integration theorem as 

shown in [66], or the adaptive recursive Newton-Cotes 8 panel rule as in the MATLAB 

toolbox, which is based on the theory given in [20].
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It is important to note from equation ( 2-26 ) that the value of the coefficients a, depends on

the values o f o  and x. Equation ( 2-26) does not solve the problem o f calculating these two 

parameters. Some calculations have then to be included to complete the solution.

Rasiah et al. [66] propose to estimate iteratively the width and shift values in two phases: a 

step search approach and a gradient descent approach. For each iteration m, the values o f the 

coefficients are calculated following ( 2-26 ).

Given the error sum function E(c,x) defined as the squared error between the original signal 

and the signal modeled using determined values o f 0  and x, the algorithm is as follows: 

Phase one consists in evaluating the error for a grid o f values o f 0  and x, and selecting the 

values for which the error was minimum to be the initial values for the second phase.

Phase two, the gradient descent approach, involves adjusting iteratively the parameters a  

and x, starting with the initial values obtained from the previous phase. For the m * iteration, 

the values are updated first assuming a constant value o f x :

5E(ct)
° m +l =  -  F l  —

d a

( 2 -27 )

and then assuming a  is constant:

5E(x)
Tm+1 =   —

9x

( 2 -28)

In the case o f the QRS analysis presented in this work, the signal is discrete. Then u(t) is

now denoted u = [uj ... uk ... u L].

It is assumed that

u(t ) fQRS(t), t e [-  M,+M]
[ 0, otherwise

( 2 -29 )

Then u  is formed by L equally spaced QRS samples corresponding to times

t = [tj ... t k ... t L].

Since equation (2 -26 )  assumes continuity of the functions in it, it is necessary to use 

interpolation techniques while solving the integral. The type o f interpolation used to make 

the discrete signal continuous depends on the compromise between its accuracy and its
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computation expense. Possible interpolation methods include the nearest neighbor 

interpolation, the linear interpolation, and the cubic spline interpolation.

Laguna et al present another approach to determine simultaneously the parameters of the 

Hermite transformation [44]. They present the Adaptive Hermite Model Estimation System 

(AHMES). This method is based on a multiple-input adaptive linear combiner that allows 

for an online estimation o f these parameters to make them fit the needs of the approximation 

problem. The block diagram of AHMES is shown in Figure 2-22.

The system accepts one sample uk o f the signal u at the time. For the kth sample o f the input 

signal the basis functions {<!>;}, i= l,...,(n-l) are generated accordingly to-the value o f c . The 

output yk o f the system is the linear combination o f these basis functions weighted by a 

factor wn. The error signal ek is the difference between the kth sample o f the original signal 

and the model output yk. Namely,

ek = u k -  yk

(2 -30)

This error is used to adjust the weights and width as for example in [82], where its 

derivative with respect to each variable for an iteration k is scaled by a factor p. called 

learning rate and added to the value o f the variable in k to obtain the new value to use in 

(k+1) as shown in equations ( 2-31 ) and ( 2-32 ).

4 0 2) ■ n 1
w i(k + i) =  w ik  +  v ' » 1 =  ° > - > n  - 1 

<3W;

(2 -31)

4 e J
<*k+i = a k + V-2 ~ ^ ± L ~

8o

(2 -32 )

where,

a k= width parameter on the kth iteration

wik= weights that approximate the coefficients o f  the Hermite series on the kth iteration 

ek = difference between the generated signal yk and the original uk.

The weights and width are adjusted for each iteration k. One epoch starts with the first 

sample of a QRS segment (k=l) and ends when one QRS segment has passed through 

(k=L). The process involves several epochs to conveniently adjust the parameters. The
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number o f epochs depends, among other factors, on the time available until next QRS 

segment and the value of the error ek.

W ok

floCPk)

W ik

® l ( o k)  /<cr>

W ik

n-1

Figure 2-22: Block Diagram of AHMES [66],

C. Principal Comnonent Analysis (PCA)

The purpose of feature extraction is to create a model o f a group of data that contains fewer 

and hopefully more pertinent features than did the original representation. Factor analysis 

undertakes this goal [34], The main objective in factor analysis is to reproduce as well as 

possible in the new model the correlation matrix o f the original data, specially its variances. 

The Principal Component Analysis ([6], [16], [10]), also called Karhunen-Loeve or 

eigenvector transformation is a technique that embraces all of the above. It uses the statistic 

information of the given data set to project its features originally in an O-dimensional space 

to a d-dimensional space, where the d features are uncorrelated with each other and d is 

usually d smaller than O.

The axes in this new space are extremes (maxima and minima) and uncorrelated with each 

other, and weighted according to the amount of the total variance that they describe (Note 

that i f  the original variables are already uncorrelated, there is no point in perform ing  

principal component analysis).

Once the variance of each principal component and the total variance (which is the sum all 

these variances) are calculated, the fraction o f variance of each component is computed as 

the ratio of its variance to the total variance.
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When the main purpose is to decrease the number o f variables o f the data, the key to this 

analysis is to estimate the minimum value o f d for which either o f two conditions are 

satisfied:

• the fraction o f variance of the dth principal component is small enough.

• the cumulative variance for the dth principal component is elevated enough.

• the value for the limits in the values of fraction of variance and cumulative variance 

has to be established by the designer.

The technique to obtain the principal components is explained as follows.

Given a matrix X of N O -dimensional patterns {x„}, n=l ,  2, ..., N, we want to transform it 

into Y, a matrix of N d-dimensional patterns {yn}, n=l,  2 , . . . ,  N:

y„ = A x n

(2 -33)

where matrix A defines the relationship between the original axes and the principal 

components. In other words, it is the transformation matrix for changing the coordinate 

system.

Because one o f the premises is to maintain the variability from one space to the other, one 

must then have a look into the covariance o f the data.

The covariance matrix £  of the data set X  in the original space is an O b y O  matrix 

obtained by [6]:

i k - x ) k - i ) T
N  — 1 n=l

(2 -34)

where

x is the vector that contains the mean value o f each variable o f matrix X, given by

i N
X = ~ E Xn

N  n=l

( 2-35 )

The covariance matrix o f Y  (i.e. the covariance matrix of the data in the new space) would 

be A. It is related to the covariance matrix £  in the original space by this equation [13]:

A  = A £  A r

(2 -36)
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As previously mentioned, the principal components are uncorrelated; A is therefore a 

diagonal matrix, which diagonal values X,; , for i-1 , 2 . . .  O accounts for the variance of 

feature i in the transformed space.

Defining W  as the transpose of A, equation (2 -36)  is written:

A  = W r L  W

( 2-37 )

Defining Z  as the correlation matrix o f X, it is known that the correlation between two 

variables can be expressed as the covariance between them divided by the product o f the 

standard deviation o f each one[73]. Then, in terms o f the present variables:

Zjj = — — , f o r i j  = 1,2,..., O
CiCTj

(2 -38 )

where

• Zj j is the correlation between the i * variable and the j th variable.

• , a  j are the standard deviation o f the i * variable and the j th variable respectively.

• S; j  is the covariance between the i * variable and the j * variable.

If X has been normalized (to have unitary standard deviation) for all its features, then Z= X

and equation (2-37 ) can be rewritten as:

A = W ' Z  W

( 2 -39 )

After some matrix manipulation on (2 -39)  and because W  is orthogonal the following 

expression can be obtained:

W r Z  -  A  W r = 0

(2 -40 )

where 0 is an O by O matrix of zeros.

This equation gives O sets o f simultaneous equations, which for a non-zero solution for the 

elements of W  to exist, must satisfy for each X , the so-called characteristic equation o f the 

matrix W:

|£  -  Xjl| = 0

( 2 -41 )
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where

I is an O by O unit matrix

X,, for i= l, 2 , . . O are called the eigenvalues of £

The columns o f matrix W  are the eigenvectors associated to each eigenvalues.

These eigenvectors {ci, c2, c 0} are O by 1 vectors that satisfy the following equation:

(I -  Xjcj = 0

( 2-42 )

These vectors are orthonormal. Namely:

cjCk = Oif j *  k

(2 -4 3 )

and

cJck = 1 if  j = k

(2 -4 4 )

Because each eigenvalue is the share o f the total variance of the corresponding component, 

the eigenvalues are sorted in descending order, and the corresponding columns o f W  (i.e. 

the eigenvectors) are re-arranged in the same way.

Finally, the first d columns o f this “sorted” matrix are selected to form the final 

transformation matrix. The value o f d is selected depending on the application, such that the 

sum of the d eigenvalues is greater than an acceptable value.

In summary, the i* O-dimensional pattern x 'e  X, has an image y ‘e  Y, which is a 

d-dimensional vector. Equation ( 2-33 ) can then be rewritten as:

[yi y*2 -  y 'd ]= [x i A  -  xo][ci c 2 . -  Cd] , f o r i = l , 2 ,  . . . ,N

(2 -4 5 )

It has been shown above that PCA finds feature combinations that model the variance o f a 

data set. These may not be the same features that separate the classes, i.e. the PCA 

components that model the largest contributions to the data set variance may not work as 

good as expected for pattern recognition. Taking into account this potential problem, the 

linear discriminant analysis (LDA) and its generalization for the multiple class problem, the 

multiple discriminant analysis (MDA) goes beyond principal component analysis: While
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PCA seeks a projection that best represents the data in the least squares sense, MDA seeks a 

projection that best separates the data in a least squares sense.

LDA and MDA are explained in Section 3.2.

2.5.3. Q RS Detection

A. Introduction

Even though the QRS detection problem is not the principal goal of this work, it is of 

interest to review briefly what has been done in this sense because it is necessary to first 

detect the QRS complexes in order to be able to classify them. There is a comprehensive 

review work by. Kohler et al. [37], where many approaches to QRS detection are presented. 

Kohler et al define the structure of the QRS detection algorithm as divided into “[...] a 

preprocessing or feature extraction stage including linear and non linear filtering and a 

decision stage including peak detection and decision logic.”, and the different algorithms 

they present are discriminated with respect to their preprocessing stages. The algorithms 

they present include approaches based on signal derivatives and digital filters, 

wavelet-based QRS detection, neural network approaches, adaptive filters, mathematical 

morphology, matched filters, Hilbert transform-based QRS detection, syntactic methods, 

and others.

In this Section, four algorithms are described. The first one, designed by Okada [55], is an 

early application o f digital filtering techniques to the problem o f QRS detection. The second 

algorithm is the one presented by Tompkins et al. [29] [57], which uses a processor based 

on band pass linear and non-linear filtering techniques with a decision stage for QRS 

detection. The third algorithm is the one proposed by S. Suppappola and Y. Sun in [77], 

[76]. In this algorithm only non-linear filtering is used. Finally, the fourth algorithm is an 

adaptation o f the algorithm presented in [21], by which a model o f the signal is constructed 

using neural networks, then trained to recognize when a QRS occurs.

Other attempts have been made for detecting QRS. Among them:

1) the use of discrete wavelet transforms [36][12][47], which offers promising results.

2) the use o f the envelope (Hilbert transformation) o f the ECG [54] [43]: they applied 

this method on the MIT-BIH database and claimed a 99.7 % detection rate.

B. Okada’s digital filter for QRS detection.

The digital filter presented by M. Okada [55] was developed to remove components other 

than the QRS from the electrocardiogram digital signal. The algorithm is depicted in Figure 

2-23. The original signal, called yO in Figure 2-23, goes through a band pass filter
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performed in two steps: First the signal is low passed to eliminate high frequencies (yl in 

Figure 2-23) by a 3-point weighted moving average and then put through a stricter low pass 

filter (a 2m i+l points moving average) to obtain the undesired low pass components (ylb). 

The two outputs o f the low pass filters are then subtracted to obtain the band pass filtered 

version o f the original signal. This result is then squared to make all differences positive 

(this corresponds to y2 in Figure 2-23). Because the QRS contains the higher frequencies in 

the remaining components o f the signal, these higher frequencies are enhanced by 

multiplying the result o f the previous step by a squared (2m2+ l points) moving average of 

itself (obtaining y3). The next step exploits the characteristic o f the Q, the R, and the S 

waves: they are (relatively) symmetrically shaped. The drifting in the baseline is usually not 

symmetrical and produces stepwise changes. Thus, in order to remove any spurious peaks, 

product o f abrupt baseline wandering, the peaks with no symmetry in the time axis in the 

approximated duration o f a QRS (2ms+ l)  are eliminated (resulting in y4). Subsequently, the 

points below a certain threshold are set to zero, obtaining in this way what we will call the 

“signal o f interest”. An estimated o f this threshold is proposed in Okada’s work to be 

(l/32)th o f the maximum value the last output (y4) takes in the 2m+l samples long window 

around each point.

In his work, Okada estimated the most suitable value for m1; m2, ms and m to be the same 

for all o f them and equivalent to 12ms (3 samples @ 250Hz).

The points detected in less than 144 ms intervals are grouped as pertaining to the same 

segment with a characteristic initial point. In order to obtain a square wave, the segments of 

144 ms duration, starting at the characteristic points obtained before, are set ON and all the 

rest OFF (y5 in the figure). Finally, the fiducial points o f the QRS such as the peak o f the R 

wave may be detected by searching the maximum amplitude o f the first derivative in the 

interval obtained by the square wave o f the “signal of interest”.

Each step of the procedure presented in Figure 2-23 is illustrated in a practical example 

shown in Figure 2-24. The sample in this example was extracted from the MIT-BIH 

database that will be described later on this work (Section 2.6.1).
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Legend:
RP = Refractory period 
EORP= End of Refractory Period 
mi, m2= Number of samples before 
and after the present sample to be 
taken in the window for Lowpassl 
and Non-linear2.
ms= Position of samples before and 
after the present sample that have 
to be symmetrical with respect to 
the time axis at the time of the 
present sample.

Low nassO 
3-point weighted 
moving average

Test symmetry: 
respect to center 

of2m s+l samples 
window ^

tsymmetry
iminationLowpassl: 

2mi+l moving 
^  average

Symmetric
Band pass 

filtering

Non-linear2 
^Squared of 2m2+l 

moving average

m ultiplicationHigh jfreq 
enhancement

Pulse generation 
and

QRS detection
In RP?

Threshold

y4 >  
Threshold?

duration RP— N

X E L ^  EORP? 

End RP iNO Start RP

R = max value of y4 in the segment 
where y5=l from Start RP to End RP store y5=0store y5=l

Figure 2-23: Flowchart of the algorithm proposed by Okada
The original signal yO goes through a low pass filter to eliminate higher frequency components. The resulting y 1 goes through 
a stricter low pass filter to obtain y lb, the lower components of y l that will be eliminated, y lb  is subtracted from y l to get y2, 

the band pass version of yO. y2 goes through a non-linear filter to enhance higher frequency components, obtaining y3. y4 
maintains only the elements which time o f occurrence is in the symmetry axis of the yl signal in the 2m3+l window. Each 

non-zero pulse indicating the position o f the QRS starts when y4 exceeds the threshold. This pulse lasts the estimated duration 
of the refractory period and then goes to zero to wait for another starting point.
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The original signal yO, sampled at 360Hz, contains six beats. These beats are shown in 

Figure 2-24(a). Five of these beats are normal (N) and one corresponds to a premature 

ventricular contraction (V). The band pass filter eliminates lower and higher frequency 

components (see Figure 2-24(b) and Figure 2-24(c)). The value for mi proposed by Okada 

was m l=  3 samples (for a signal sampled at 250 samples/sec, being equivalent to 12ms). As 

this value o f m l eliminated almost the entire V beat because o f its low frequency, it had to 

be adjusted to mj=12 samples (corresponding to 33 ms, @360Flz sampling rate). The peaks 

were made positive by squaring the output of the band pass filter. See Figure 2-24(c). All 

the peaks were obtained around the position of the QRS. The higher frequency components 

are enhanced (Figure 2-24(d)), leaving fewer high amplitude peaks on the closest area 

around the R wave peaks. In this case, m2=4 samples (corresponding to 11 ms, @360Hz 

sampling rate) approximate the value Okada proposed in his work (m2=m=3 samples, for a 

signal sampled at 250 samples/sec). The symmetry o f y l on the 2ms+ l window around each 

sample is checked (Figure 2-24(e)). In this case, ms=m2. Most o f the redundant peaks 

(Those very close to the “peaks o f interest”) are eliminated in y4 because they correspond to 

no inflexion points in the curve. Still all o f the beats have peaks in y4 at the moment they 

occur. Finally the pulse signal is generated based on y4. The threshold above which a peak 

is accepted is obtained following the same criterion Okada presented in his work (1/32) * of 

the maximal amplitude in the segment o f 2m+l samples around each point. Again 

m=ms=m2. Figure 2-24(f) shows a zoomed window to the signal to illustrate more clearly 

where the pulse lays on two kinds o f beats. Note that the maximal value o f y4 is precisely 

the closest to where the peak o f the R wave is (this is shown in Table 2-8). The first part of 

the QRS is not included in this window, probably because in Figure 2-24(d) the window 

was not large enough to include its frequency components.
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1516.728 1517.517 1518.331 1518.867 1519.997 1520.783

(a) The original signal yO at 360 samples/sec. The marks in 

the horizontal axis correspond to the annotation of the peak 

of the R wave. There are 6 QRS class N, N, N, V, N, N in 

this order.

L
1516.728 1517.517 1518.331 1518.867 1519.997 1520.783

( b )  The three point weighted' average y l (weights = [12  1] 

The (2m 1+1) moving average y lb  (ml=12)

1516.728 1517.517 1518.331 9.997 1520.783 1516.728 1517.517 1518.331518. 1519.997 1520.783

(c) y2 = .(yl_ylb)2. It is a band pass filter, with its output 

squared.

( d )  y3, where the higher, frequencies are enhanced. 

y3=y2*(2m2+l moving average o f y2)2 (m2=3)

1516.728 1517.517 1518.331518.867 1519.997 1520.783

(e) y4, y3 points where y l is symmetric in the 2m2+l range.

2

0

—  yQ

4
1518.331 1518.867

( f )  y5 is 1 during 144ms starting from where y4 is greater 

than the threshold. Threshold=max(y4)/32. Note that the 

maximum value of y4 where y5 is 1 coincides with the 

annotation.

Figure 2-24: Okada’s method: An illustrative example.
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Table 2-8: Location of the R peaks by the annotator and by the Okada detector

Position o f peak (sec) 
As labeled.

Position of peak (sec) 
As detected.

1516.731 1516.731
1517.519 1517.519
1518.333 1518.333
1518.867 1518.869
1520.000 1520.000
1520.783 1520.783

In order to illustrate the case o f a baseline drift, another extract o f the MIT-BIH database 

was made, this time including a stepwise change in the baseline, as shown in Figure 2-25. 

The original signal Figure 2-25(a) shows three normal beats and a strong stepwise baseline 

wander. The first step is the band pass filtering. Details are not shown, but instead the final 

result is presented in Figure 2-25(b). This figure shows all the peaks made positive in y2. 

Note that there is a group o f peaks at the position of the anomaly. These peaks are almost 

totally eliminated in Figure 2-25(c) when the symmetry in y l (not shown but very similar to 

yO) is checked giving an almost “false-peaks”-clean signal y4. Finally, y5 is shown in 

Figure 2-25(d), which corresponds to the window that ignores the values o f y4 below the 

threshold.
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-1.5
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-3.5'--------- '-------------------------------------- L
173.219 174.1

(a) Signal with three normal beats and a strong baseline wander
174.983 175.267

(yO)-

L
173.219 174.089 174.983 175.267

(b) Output of the band-pass filter squared (y2).

173.219 174.089 174.983175.267

(c) Symmetric peaks only (y4).

2

o

-4

174.089 174.983175.267173.219

(d) Detected QRS (y5) and signal (yl) where QRS is 
detected.

Figure 2-25: Example of Okada’s method response in the case of a baseline drift.
a) The original signal yO. There are four normal beats. The baseline fluctuates abruptly after 2.2688 seconds, b) The squared 
output o f the band pass filter y2. c) Enhancement of higher frequencies y3 and elimination o f asymmetric elements obtaining 
y4. It is here where the effect o f the baseline drift is eliminated, d) Elements above the threshold, from where the pulses are 

obtained. In this example, the sampling rate is 360Hz, mi=12 samples, m2=ms=3 samples.

Table 2-9: Position of the detected and the labeled peaks using Okada’s with a signal
having a stepwise baseline drift

Position of peak (sec) 
As labeled.

Position o f peak (sec) 
As detected.

173.219 173.219
174.089 174.086
174.983 174.981

To implement this algorithm, it is necessary to adjust several parameters, among which 

there are:

1. the characteristics of the digital band pass filter (basically, mi).

2. the characteristics of the non-linear filter, that is the number o f samples to be 

averaged and then squared (2m2+ l).

3. the estimated duration o f a QRS in which the symmetry is checked (2ms+l).

4. the threshold below which the signal y4 is forced to zero.
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5. The length of the interval in which the non-zero points are grouped, 

corresponding to the estimate o f the refractory period after a QRS is detected.

C. Pan - Tompkins and Hamilton - Tompkins algorithms for a real-time QRS detection.

This algorithm, described in detail in [1], [29], and [57], uses the slope, amplitude and width 

of the signal to detect QRS complexes in real time. As shown in Figure 2-26, this algorithm 

developed by Pan and Tompkins involves five steps. The signal (yO) is first passed through 

a band pass filter to maximize the QRS energy, estimated to be in the range o f 5-15 Hz, 

while attenuating the rest o f the components. These cut-off frequencies might vary 

depending on the case. After obtaining y l, the high slopes, characteristic to the QRS 

complexes are enhanced by the differentiation step (which output is y2). This differentiator 

should be linear up to a frequency safely greater than the high cut-off frequency of the band 

pass filter. In their work, the authors chose it to be 30Hz.

The third step consists in squaring y2 point by point (obtaining y3). In this way, the higher 

frequencies are enhanced and all the points are made positive before the next step.

Next, the signal goes through a moving window integrator. Here, the area below the 

waveform is calculated over an interval (mi) set empirically by the authors to 150ms, the 

approximate duration o f the widest QRS. The curve, therefore obtained, captures not only 

the steep slopes o f normal QRS complexes but also large amplitudes and long durations 

characteristic of abnormal QRS complexes.

The final step is where the peaks of the R waves are detected. The objective is to find the 

window where to look for a peak in y l. To do so, the result o f the moving average is 

analyzed. The signal is small all the time except where there is a QRS. In this case, it 

increases during the QRS; it maintains more or less its amplitude and then decreases again, 

forming a trapezoidal wave, as in Figure 2-27.
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Heuristics of this algorithm:
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k S tore  p o s it io n  o f  th is p eak  as R  peak.

yl (stored)

R ese t stored  in form ation  
about th e  m a x  peak

Figure 2-26: Flowchart of the Pan-Tompkins/Hamilton-Tompkins algorithm for QRS
detection

An adaptive threshold (Thresholdl in Figure 2-26 and Figure 2-27) is used to search for the 

maximal value of y4. Based on this maximal value, the starting point o f the backwards 

searching (bsl) is where the signal has decreased to a half of the maximum. Once this point 

has been found, the searching window will include all the samples from it back to a certain 

number o f samples (m2). The authors recommend a value of m2 between 150ms and 250 ms.
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After the window is found, y l is analyzed in this segment to find a local maximum, which 

occurs at the peak o f the R wave.

max(y4) Thresholdl
bs1= max(y4) /2 = starting point 

of backwards searching

IQS' !QSJ

•(W-QS)

W = Width of the integration window  

Q S= Width of the QRS  

m2 |= W indow for backward search for a peak. It is m2 sam ples long

Figure 2-27: Expected relationship of a QRS complex to the moving integration 
waveform, exploited to detect the fiducial points

Top signal: typical shape o f an ECG signal. Bottom signal: Simplified output o f the moving window integrator. The positive 
slope occurs during the QRS. The peak of the signal is maintained for a time approximately equal to' (W-QS), the width of the

window minus the width of the QRS.

Each step o f the procedure presented in Figure 2-26 is illustrated in a practical example 

shown in Figure 2-28. This example was extracted from the MIT-BIH database that will be 

described later on this work (Section 2.6.1). The original signal yO, sampled at 360Hz, 

contains six beats (Figure 2-28(a)): five normal beats (N) and one with a premature 

ventricular contraction (V). yO goes through a band pass filter with cut-off frequencies of 

5Hz and 11Hz (generating y l)  to reduce the influence o f any component outside this range 

of frequencies (see Figure 2-28(b)). Note that the biggest QRS, the premature ventricular 

beat, maintains its relative amplitude with respect to the normal beats, but its shape has 

changed: it is now symmetric with respect to its negative peak. The output of the previous 

step (y l) is then differentiated. With this differentiation, the new wave (y2) shown in 

Figure 2-28(c), allots more peaks (positives and negatives) than the previous one in the 

same space, while the space within groups of peaks contains less ripple. Even though the
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actual values of the signal are lesser, the proportion by which the higher peaks (groups of 

peaks around QRS location) relate to the smaller values (where there is no QRS nearby) is 

higher than in the previous step. When y2 is squared, it gives a no-negative signal (y3) with 

sharp positive peaks around the QRS locations (see Figure 2-28(d)). With the moving 

window integrator, the peaks accounted together to give a waveform feature. It can be 

observed from Figure 2-28(e) and Figure 2-28(d) that the rising slopes of the trapezoidal 

pulses coincide effectively with the occurrence o f the QRS in y l. On each trapezoidal pulse, 

at the descending edge, the time of occurrence of nearest point to half the maximum value is 

selected as the end o f the search window; the beginning o f it is then 90 to 54 samples before 

it. In this implementation, 90 samples were used.

The last illustration (Figure 2-28(f)) shows the original signal, the pulse signal and the 

position o f the detected peaks. These peaks are the maximum values o f y l over the windows 

determined earlier. To complete this information numerically and verify how far (or near) 

the detected peaks are to the marker, the position o f both o f them is presented below in 

Table 2-10. In this extract, the maximum difference between them is 3ms.

Table 2-10: Location of the R peaks by the annotator and by the 
Pan-Tompkins/Hamilton-Tompkins detector

Position o f peak (sec) 
As labeled.

Position o f peak (sec) 
As detected.

1516.728 1516.731
1517.517 1517.519
1518.330 1518.333
1518.867 1518.869
1519.997 1520.000
1520.783 1520.783
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0.5

-0.5

-1.5

-2.5

1516.728 1517.517 1518.331518.867 1519.997 1520.783

(a) The original signal yO at 360 samples/sec. The marks in 

the horizontal axis correspond to the annotation of the peak 

of the R wave. There are 6 QRS belonging to class, N, N, N, 

V, N, N, in this order.

0.4

-0.2

1516.728 1517.517 1518.331518.867 1519.997 1520.783

(b) y l, the output of the band pass filter with cut-off 

frequencies 5Hz and 11Hz.

0.15

0 .05

-0.1

-0.2
1516.728 1517.517 1518.331518.867 1519.997 1520.783

0.012

0.008

0.006

0.004

0.002

1516.728 1517.517 1518.331518.867 1519.997 1520.783

(c) y2, the output of the differentiator (Approximately linear 

up to 30Hz).

(d) y3, It consists simply in squaring y2.

t t

1.5

1

0.5

0
-0.5

-1

-1.5

-2

-2.5

-3

—  yO
•sjfr D etected  R peaks

—  S earch  window

—/'-A

1516.728 1517.517 1518.331518.867 1519.997 1520.783

(e) y4, the output o f the integration step. A moving average 

was performed over a 54 samples window (~150ms). The 

pulses are obtained from detecting half o f the descending 

slope (or the next inferior value).

1516.728 1517.517 1518.331518.867 1519.997 1520.783

(f) y5 is represented by the stars. It represents the location of 

the peaks of the R waves in each QRS. yO and the pulses are 

shown for clarity.

Note the similarity between where the peaks were detected 

and where they were labeled to be. (Refer to Table 2-10)

Figure 2-28: Pan-Tompkins/Hamilton-Tompkins algorithm: an example
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The example o f a record with a baseline stepwise drift in Figure 2-29 is presented to 

illustrate the performance o f the simplest version of the detector when faced with this 

situation. It can be observed that the step wandering is detected as a peak. This is why it 

would be interesting to apply here the rule about the symmetry o f the signal presented by 

Okada.

0.5

-0.5

-1.5

  yO
detected R peaks 

  searching windows

-2.5

-3.5
174.983 175.267173.219 174.089

Figure 2-29: Example of Hamilton-Tompkins/Pan-Tompkins’s method response in the
case of a baseline drift

Table 2-11: Position of labeled and detected peaks in the case of a baseline drift using 
the Hamilton-Tompkins/Pan-Tompkins’s method.

Position o f peak (sec) 
As labeled.

Position o f peak (sec) 
As detected.

173.219 • 173.222
174.089 174.092

174.983 (detected) 174.986 (Drift)
175.267 175.244

When this algorithm was tested [57] on the complete 24 Hour annotated MIT-BIH database, 

it gave a 0.68 % error. The error was calculated as

(FP + FN)

TotalBeats

(2 -4 6 )

where

FP (false positives) is the number o f beats detected by mistake, FN (false negatives) is the 

number o f beat that were missed, and TotalBeats the number total o f beats in this study.
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Note that to implement the algorithm described above it is required to adjust several 

parameters such as:

1. the characteristics o f the band pass filter.

2. the length of the window in which the signal is to be integrated.

3. the length of the window where to search the peak.

4. the threshold on the moving averages where to look for the trapezoidal pulses.

D. MOBD algorithm

This algorithm, proposed by S. Suppappola and Y. Sun in [77] and [76], uses a non-linear 

transformation referred to as the Multiplication o f Backward Differences (MOBD) to detect 

the QRS complex digitally.

x[n], the backward difference o f a signal u at time n is the difference between the value of 

the signal at time n and its value at time (n-1):

x[n] = u[n] -  u[n -  l]

(2 -4 7 )

The Nth order MOBD non-linear transform at time n consists in the multiplication o f the 

backward difference at time n with the previous (N-1) backward differences:

y[n] = n ( x [ n - k ] )
k= 0

(2 -4 8 )

A sign consistency constraint was added to the algorithm to force the output signal to zero if 

any two consecutive backwards differences in the N previous elements did not hold the 

same sign. In other words, for the sign consistency be satisfied at time n, all the previous 

N backward differences must have the same sign:

y[n] = 0 , if  sgn(x[n -  k]) *  sgn(x[n -  (k + l)]), k = 0,1,..., N  -  2

(2 -4 9 )

This optimization reduces the number o f false peaks due to fluctuations in the signal, but it 

might also eliminate relevant peaks in very noisy signals causing it to fail to detect them as 

QRS.

The algorithm presented by Suppappola and Sun to detect QRS using the MOBD transform 

is sketched in Figure 2-30.

The signal is optionally passed through a quantizer to reduce its resolution.

Afterwards, the Nth order MOBD transformation with sign constraint is performed.
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Data is only acquired while the signal is in the refractory period (RP). Starting at the end of 

the refractory period (EORP), the adaptive threshold is decremented by half each 100 

milliseconds, up to the estimated value o f the Average Noise (AN). If the processed signal is 

greater than the threshold, a peak is detected and the Refractory Period starts.

The next threshold is the maximum value o f the MOBD transform from the moment the 

QRS was detected to the end o f the refractory period.

The new estimate o f the average noise is set to be the sum of half the previous average and 

the geometric mean of the signal from the previous EORP to the detection of the QRS.

Get
signal

YES In RP?

NO

Is time= 
EORP+ 100ms * M

YES

NO

Is signal 
>Thr ?

NO

YES

Peak Detected

M = M+l

M = 1 
MaxThr = AN

Reduction of 
resolution

'A

Thr = MaxThr 
AN = GM + AN/2

Thr = max (Thr/2 , AN)

MaxThr = 
max ( MaxThr, signal)

Calculate 
GM=geometric mean of the 

signal since last EORP

Abbreviations in this chart:

RP:
Refractory Period
(Period from QRS peak to EORP)
EORP:
End of Refractory Period 
(100ms after QRS Peak)
AN:
Average Noise 
Thr:
Threshold

Order

# bits

Figure 2-30: Flow chart of MOBD algorithm
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There are several heuristic conditionals in this algorithm:

1. the quantization parameters; or in other words, how and how much the signal 

resolution is decreased.

2. the order o f the MOBD transformation with or without sign constraint.

3. the threshold above which a peak is detected and how often this threshold is 

updated.

An example o f the implementation o f this method to detect QRS is presented in 

Figure 2-31. The first image, Figure 2-31(a), corresponds to the original signal, with five 

normal beats (on 1516.728, 1517.517, 1518.331, 1519.997, and 1520.783) and one 

premature ventricular beat (on 1518.867). Because the Nth order MOBD at each moment is 

the multiplication o f the N previous first-order backward differences, then all of them were 

performed and showed on Figure 2-31(b). The sign constraint was then added on each one 

o f the backward differences in Figure 2-31(c), setting to zero the backward differences 

whose sign is not the same to the previous one. Later, the Nth order transform 

(Figure 2-31(d)) will be the multiplication o f the N previous elements of this wave, by 

applying equation ( 2-49 ) on equation ( 2 -48 ). Finally, the detection of the peaks is 

performed. There is an adaptive threshold above which a peak is detected. When this 

happens, a refractory period is set, and the new threshold is the maximum value o f the 

transform during this period. After that, the threshold is decreased to half each 100ms, up to 

the estimated average noise. The average noise level is updated each time a peak is 

detected. It is calculated as the geometric mean of the transform from the previous end of 

refractory period to the detection o f the peak. Note that at the end, the threshold that 

triggers the peak detection is not very different from beat to beat. But if there were some 

spurious peaks, they would not be detected as easily as if  the threshold were constant.

In order to show a numeric reference of the performance of the detection, the position of 

the peaks (both of the labeled and o f the detected) is presented in Table 2-12. This table 

shows that the R peaks are detected an average o f 12 milliseconds in advance. In their 

work, Sun and Suppappola consider a valid detection interval, which begins 50 ms before 

and ends 100 ms after the annotation time mark. If this interval is taken as reference, then 

the detection is in an acceptable range.
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-2.715

1516.728 1520.7831517.517 1518.331 1518.867 1510.907

a) Original signal sampled at 360 samples per sec. There are 
six QRS: five normal (N) and one with a premature ' 

ventricular contraction (V). The vertical grid lines show the 
location o f the R peaks.

1516.728 1517.517 1518.331 1518.867 1519.997 1520.783

b) First order backward difference.

1516.728 1517.517 1518.331 1518.867 1519.697 1520.783

c) First order backward difference with sign constraint.
1516.728 1517.517 1518.331 1518.867 1519.997 1520.753

d) Fourth order MOBD transformation with constraint.

Original

4th
order
MOBD

—  4MOBD
+  QRS detected

—  Threshold

1516.728 1517.517 1518.331 1518.867 1519.997 1520.783

e) Peak detection and threshold values based on the 4Th order MOBD transform. The original signal is presented for reference.

Figure 2-31: Example of a 4th order MOBD implementation
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Table 2-12: Location of the R peaks by the annotator and by the MOBD detector in
the first example.

Position o f peak (sec) 
As labeled.

Position o f QRS (sec) 
As detected.

1516.728 1516.717
1517.517 1517.508
1518.330 1518.322
1518.867 1518.847
1519.997 1519.986
1520.783 1520.769

When faced with a stepwise baseline drift this algorithm detects it as a QRS. This is 

illustrated in Figure 2-32 and Table 2-13. An additional rule should be included to the 

algorithm that complements the sign constraint. The sign constraint eliminates the 

oscillations due to changes in the direction of the wave in a very short period (three 

samples); but these changes are necessary in a longer period, because o f the symmetry of 

the waves that form the QRS complex. A sign constraint should be applied, similar to the 

one Okada applies in his algorithm when he checks for symmetry with respect to the time 

axis in a period estimated to be the average duration of the waves that form the QRS.

2

o
Original

4

4th
order
MOBD

—  4M0BD 
x  Detected R
—  Threshold

173.219 174.089 174.983 175.267

Figure 2-32: Example of MOBD QRS detector when there is a stepwise baseline drift.
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Table 2-13: Position of labeled and detected peaks in the case of a baseline drift using
the MOBD m ethod

Position o f peak (sec) 
As labeled.

Position o f peak (sec) 
As detected.

173.219 173.211
174.089 174.078
174.983 174.975

175.267 (drift) 175.278

E. Detector using artificial neural networks

The algorithm described in this Section employs an artificial neural network model, 

specifically a two-layers perception ([42], [6]), to detect the QRS complex in the digital 

ECG signal. The structure presented here is a slightly modified version than the one 

presented in [21].

The artificial neural network is trained on the first ten beats of each record o f the MIT-BIH 

database [53], and then tested on the rest.

The configuration o f the two-layers perceptron is presented in Figure 2-34. In a nutshell, the 

inputs go through two main layers o f neurons. The output of the first layer, also called the 

hidden layer, is the linear combination o f the weighted variables of the input on which a 

non-linear function is applied. The second layer is the linear combination o f the weighted 

values resulting from the previous layer, on which once again a non-linear function is 

applied.- This non-linear function is also called the activation function o f the neuron.

The activation function chosen in this work is the logistic sigmoid:

1

1 + e~Xnet

(2 -5 0 )

where net is the input to the activation function and A, is a constant that molds the curve as 

shown in Figure 2-33. The smaller the value o f A, the smoother the curve becomes around 

the origin.
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net

Figure 2-33: shape of the logistic sigmoid for different values of A

A useful feature o f this function is that its derivative can be expressed in a particularly 

simple form [6]:

f ' (net) = X f  (net) (1 -  f  (net))

(2 -5 1 )

Its use will be explained later in this Section when the training process will be described.

The network goes as follows:

The R-dimensional input vector x=[xi x2 ... xR] is slightly changed to contain a constant 

term Xo=l that will allow a bias to be added to the output.

Now the input vector is x=[ 1 X! x2 ... xR], the output o f the hidden layer is then:

y s = f  (netls), for s= 1, 2 ,..., S

(2 -5 2 )

where

• S is the number o f neurons o f the hidden layer, and

netL =
f  R ^

E ( Xr Wsr)
Vr =0

, for s= 1, 2 ,..., S

(2 -5 3 )

where

wsr is the weight assigned to x r by neuron s.
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Equations (2-52 ) and ( 2-53 ) are equivalent to:

y -  f(W x)

(2 -5 4 )

W  is the S by (R + l) matrix o f weights and y is the result o f applying the non-linear 

function to each component of the vector obtained from the dot product between this matrix 

o f weights and the input vector x.
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Figure 2-34: Configuration of the two-layer perceptron



The outputs of the hidden layer are completed by a constant term (y0= l)  and become the 

inputs o f the output layer. The result is expressed as follows:

ok = f(net2k) , for k= 1, 2 ,..., K

(2 -5 5 )

where K is the number o f neurons of the output layer and

, for k= 1, 2 ,..., Knet2k £ ( y .  v k s )
Vs=0 )

( 2 -56 )

V is the K  by (S + l) matrix o f weights and o is the result o f applying the non-linear function 

to each component o f the vector net2 obtained from the dot product between this matrix of 

weights and the modified input vector y.

Training this network consists in finding the weight values that permit this structure to 

obtain outputs that fit the expected values.

The back-propagation method is used in this case to minimize an error function Q defined as 

. half the sum o f the squared differences between the desired outputs (dok) and the actual 

outputs (ok), namely:

Q = - Z ( dok - 0k)2
2  k=l

(2 -5 7 )

The back-propagation is an iterative method by which the weights are updated according to 

the gradient o f the error as follows:

5QAvks = -a
dvks

(2 -5 8 )

a  3 QA w„„ = - a ------
<9wsr

(2 -5 9 )

where a  is a positive learning rate. The value o f this learning rate will affect the duration of 

the learning process: if  a  is greater, then the changes in the weights will be steeper but if  it 

is smaller then the changes will be smoother. Both cases have pros and cons. The first 

option would be useful for reaching the minimum faster, but once there, it would make the
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output oscillate from iteration to iteration. The second option would be useful for 

fine-tuning the weights but it would slow down the learning process if the error function 

were far from the minimum.

To complete equation ( 2-58), the gradient o f the error with respect to the weights in the 

output layer has to be calculated.

From (2-57 ), the first step in the deduction can be obtained:

3 Q  d Q  9 o k / \ 3 o k
— ------ — = - (dok - o k)-----

9 v ks 5 0 k ^ k s  3 v ks

Then from (2 -5 5 ) and using the property in ( 2-51), one gets:

j g i .  = . 8 gjSg1  = X Ot (1 -  '
^ k s  9 net2k a v ks a v ks

Finally from (2-56 ):

d net21
 L = y s

9 v ks

Subsequently, equation ( 2-58 ) can be expressed as:

A v ks = a (d o k - o k) X ( l - o ) o k y s

(2 -60)

Now to complete equation ( 2-59 ), the gradient o f the error with respect to the weights in 

the hidden layer has to be calculated.

Once again, from ( 2-57 ), the first step in this demonstration is obtained:

9 o v
j Q _ = a Q ^  = _ 2 > k _ 0[ )
9 w sr 9 o k 5 w sr k=i 5 w sr

Then from ( 2-55) and using ( 2-51), one gets:

_ a o ^  = _ a o L_  () _  0 t )£ net:

a w sr a n e t2 k a w sr a w s

Once more, from ( 2-56):

ane t2k _ a ne t2k S y s 9 y s
_  _  v k s

9 w sr a y s a w sr a w s

Now, from ( 2-52 ):

a  netl .
a \ «w  o wrys r  v  r s r

12
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And finally, from ( 2-53 ):

8 netl.
 1 = x r
3 w sr

Subsequently, equation ( 2-59 ) can be expressed as:

K

A w sr =A,(l -  y s) y s x r ^ ( d o k -  ok) l o k (l -  ok) v ks
k=l

(2 -61 )

Training is an iterative process. One iteration corresponds to the input o f one o f the N 

R-dimensional vector of the training data set. When the N vector forming the training data 

set have been inputs o f the network, then one epoch has occurred. The weights can be 

updated immediately right after each iteration (on line method) or after each epoch (off line 

method).

In the first case, equations ( 2 -60 )  and (2-61 ) are used to update the weights in the new 

iterations from the values they had in the previous one:

W(iter + l) = w(iter)+ A W

(2 -62 )

and

v(iter + l) = v(iter)+ AV

. ( 2 - 6 3 )

In the case of the off line method, the weights in the new epoch follow the same previous 

equations using a variation equal to the sum of the variations accumulated on each iteration. 

Figure 2-35 presents a scheme of a training process in which the weights are updated on 

line. It stops when the error has reached a minimum or the weights do not change anymore. 

As with the other algorithms, the inputs could be pre-processed before entering the network. 

The examples that will be presented in this Section do not have any pre-processing. The 

input vectors are sent directly to the network.
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weights

i=l

Calculate the new 
weights
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error < Limit, 
or Weights are not 
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NO

YES

i = i+1

Store new weights

Calculate and store the 
Average error

End o f Training 

Process

Figure 2-35: Neural Network training process

At this point only the algorithm to create the model was explained. Implementing it for the 

QRS detection is described in the following example.

In this example, the training data set consists of a set of vectors that correspond to the values 

of the ECG in a 200 ms sliding window. The number of variables of the input vectors
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depends on the sampling rate o f the signal. For example if  the sampling rate was 360 Hz, 

then a 200 ms window corresponds to 73 samples.

Amplitude
(mV)

1

Output

0

Sliding window

73 samples 
Centered QRS

time

V
Neural

Network

Target output

M 'i r

time

Figure 2-36: Inputs/Output of the neural network. Example for a centered QRS.

There is one output to the neural network. The desired output (or target output) for each one 

of these input vectors is either low when the QRS is not centered in the window or high 

around the moment the QRS is centered in the window. Because of the non-linear 

component in the output layer, the desired output is in the range [0,1].

There are numerous possibilities for setting the desired values in the outputs: One possibility 

is that the target output be 1 when the R peak is in the center of the input vector, and 0 

otherwise. Another possibility is that the outputs could also be set in a more continuous 

way. Figure 2-37 shows one example of how the desired outputs can be set to train the 

network. In this example, the outputs get high gradually (proportional to the square o f the 

distance to the borders of the window) in the range o f plus and minus 100 milliseconds
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around the position o f the peak of the R wave (which is considered in this work to be the 

center o f the QRS).

ECG 
signal

1

0.5

0 - 

-0 5

6 82 3 4 5 70 1

1

0.8

0.6

0.4

0.2

0
Desired Output 
Neural Network

Figure 2-37: Desired Outputs for one example of training set
The outputs shown in this figure are the desired outputs for vectors coming from windows centered at the corresponding time

frame.

Both type o f outputs are explored in the experimental work (Section 4.3.3).

The training process is completed as in Figure 2-35 and the final result is a neural network 

with such weights that the model adequately assigns higher output values to the inputs 

containing centered QRS within them. This result of this particular example is illustrated in 

Figure 2-38.
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Figure 2-38: Result of the neural network on the training set of the example
The inputs from the original signal (top) originate outputs (stars in the bottom) that follow the tendency o f the desired outputs 

(dashed line in the bottom figure): higher values around the peak of the R wave and lower values elsewhere.

Not only should the model be accurate within the training set, but it must also have the 

capability o f generalization. In other words, if  presented to a different group o f data, it 

should be able to give the same kind o f results: higher values around the QRS and lower 

values elsewhere.

To illustrate this, the model obtained with the training set of the example was tested on the 

rest of the record, and more particularly on the same segment the other algorithms were 

tried (see Figure 2-39). Note that this is just to illustrate very simply how the algorithm 

works.

From Figure 2-39, several observations can be made about the performance of the neural 

networks model. The first one is that with only normal beats in the training set, the model 

was able to generalize and recognize the PVC beat. But this same ability o f generalize 

makes the model accept the steep T wave as a strong candidate to become a detected peak. 

O f course, the training set was in fact very reduced and no particular optimization was done 

to obtain this result, so that these features could be observed. Table 2-14 shows the location 

where the peaks were detected vs. the location they were supposed to be. All the distances 

are equal to 14 ms except for the PVC, which was detected 53 ms in advance with respect to
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the marker. It would be advisable to include a wider variety of QRS in the training set for 

the algorithm to perform more accurately.

Original 
signal and 
detected 
peaks
  Original

signal 
+  True 

positives 
+  False 

positives

'•'Sin.

1519.9971517.517 1518.331 1518.8671516.728

Desired output 
and
actual output

0.8

0.6

  Desired
output 

4- Actual 
output

0.4

0.2

1519.9971517.517 1518.331 1518.8671516.728

Figure 2-39: Example Neural Networks Model tested on new data
The original signal (continuous line on top figure) is shown with the detected peaks. All five peaks were detected but two 

peaks were detected that should not have been. Note that the actual output o f the model shows an elevated density o f higher 
values around the T wave that follows the premature ventricular beat.

Table 2-14: Location of the R peaks by the annotator and by the neural networks
detector in the first example.

Position o f peak (sec) 
As labeled.

Position o f QRS (sec) 
As detected.

Difference in the position 
(sec)

1516.728 1516.714 0.014
1517.517 1517.503 0.014
1518.331 1518.317 0.014
1518.867 1518.814 0.053
1519.997 1519.983 0.014

N/A 1519.014
N/A 1519.117

When the model is faced with the case of stepwise baseline drift, it responds as desired by 

ignoring it. This is shown in Figure 2-40, where the highest outputs are once again around 

the position of the R peaks and the lowest everywhere else, including at the moment the 

drift appears.
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Figure 2-40: Example of neural network QRS detector when there is a stepwise
baseline drift

The position of the detected and labeled peaks for this example is presented in Table 2-15. 

The peaks were detected on average 13 milliseconds earlier than the marker.

Table 2-15: Location of the R peaks by the annotator and by the neural networks 
detector in the case of a stepwise baseline drift.

Position of peak (sec) 
As labeled.

Position of QRS (sec) 
As detected.

Difference in the position

173.219 173.208 0.011
174.089 174.075 0.014
174.983 174.969 0.014

It seems that, with the implementation o f the example, the peaks are always detected about a 

dozen milliseconds earlier than the time o f the marker. If  the exact position o f the peak of 

the R  w ave is im portant, then this issue is w orthy o f  exploration.
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2.5.4. C lassification o f the QRS com plex; related w ork

Electrocardiography has evolved since the time when the technique of ECG interpretation 

only contemplated the continuous visualization of the ECG tracing on the oscilloscope 

along with an automatic heart rate alarm [41].

It is evident that, to diagnose malfunctions o f the human heart, ECG patterns must be 

correctly interpreted because it is in the shape of the ECG waveform and the heart rate that 

the state of cardiac health is generally reflected [63].

A lot o f effort and methodological studies have been reported on the detection (see Section 

2.5.3) and classification of ECG beats, which are the two main tasks o f the temporal 

abstraction of the ECG waveform [8], along with-the process to extract features that may 

make possible good results in the classification process.

In their search for ideal features from the digital ECG wave, diverse authors have proposed 

many options such as wavelet transforms, Hermite transforms, Discrete Fourier transforms, 

discrete cosine transforms, principal component analysis, trace segmentation, polygonal 

approximation, and others, which are sometimes combined with information about the heart 

rate.

The variety in the classification techniques proposed in the literature is also quite large; they 

go from knowledge-based techniques to a wide assortment of neural network configurations 

(Radial basis functions neural networks, multilayer perceptron, Intercepting sphere neural

network, self organizing maps, fuzzy ARTMAP, and more).

A good reference for the implementation o f several knowledge-based techniques is the 

review published in by Kundu et al. [41]. It is a comprehensive review o f several 

knowledge-based techniques o f interpretation of ECG signals: AND/OR graph, rule-based 

approach, and procedural semantic network. They also included certain syntactic 

approaches.

In this Section, some o f other different algorithms found in the literature are presented with 

the type o f features that are intended to discriminate the classes of QRS. They are presented 

in order, from the most recent to the earliest:

In their recent work, Carrault et al. [8] integrate numerical techniques for low-level

perception (such as detecting P waves, and detecting and classifying QRS complexes), and 

symbolic techniques for high-level classification (Rhythm analysis). Their work consists of:

1) implementing the QRS detector proposed by Gritzadi in [27], (i.e. thresholding the 

result o f a length transformation o f the QRS signal).

80

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2) designing and implementing a P-wave detector, based on wavelet decomposition in 

conjunction with an artificial neural network classifier.

3) extracting features o f the detected QRS complexes using the coefficients o f the 

wavelet transform o f the signal.

4) classifying the beats into normal and abnormal, using a Radial basis functions 

neural network (RBF NN) on the wavelet transform coefficients.

5) analyzing the rhythm patterns in the ECG signal using inductive logic programming 

to discriminate between normal rhythms, left branch block, bigemy and Mobitz type 

II.

They used different extracts o f the MIT-BIH database [53] (described in Section 2.6.1) for 

their different applications:

1) They had 7000 p-waves o f records 100, 119, 214 and 231 annotated by 

cardiologists.

2) They used the records 100, 101, 121, 122, 214, 106, 119, 213, and 223, for a total of 

16468 normal beats, 1657 premature, and 2002 left bundle branch block. They 

collected 1400 of these beats to train the PNN.

Carrault et al. [8] presented their classification results in terms o f sensibility (99.3%) and 

specificity (98%).

Cuesta-Frau et al. [11] presented a work (similarly to [49] and [43]), whose motivation was 

to simplify the task o f the experts who examine all the beats in Holter records 

(electrocardiograms of very long duration, commonly above 24 hours). They proposed the 

use o f clustering techniques to reduce the number o f beats to analyze. In this way only the 

prototypes o f each cluster are presented to the user. Interestingly, in the clustering processes 

they describe, they compare segments o f different lengths. Because o f that, they do not 

implement the commonly used Minkowsky norms (see Table 3-2), which cannot be used to 

compare beats with different number o f samples. Instead, they use a time-normalization or 

time alignment technique called the dynamic time warping (DTW) to obtain a dissimilarity 

measure. The work presented in [11] includes:

1) segmentation of the signal. They assume the position o f the R wave is known. The 

beginning and end of each beat are placed at two given distances from the peak of 

the R wave, allowing some overlapping between consecutive beats.

2) feature extraction. They tested four types of features: raw information (the 

amplitudes obtained from the ECG signal), trace segmentation adapted as a
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non-uniform sampling method for feature extraction, polygonal approximation, and 

wavelet transform.

3) pre-clustering. With this step, they intended to reduce the number o f redundant 

beats to use in the clustering process. They calculated the dissimilarity between 

each beat and the previous N beats. If the dissimilarity between this beat and any of 

the previous N beats was below a conservative threshold, then this beat was 

considered redundant and it was discarded from the clustering process.

4) clustering. They tested two clustering algorithms: the Max-min and an adapted 

version of the k-means algorithm called the k-median (to cope with the use of 

dissimilarity measure instead o f the Minkowsky norm)

They used 27 records o f the MIT-BIH database for a total of 27412 beats that were reduced 

to 1026 beats after pre-clustering.

The results were evaluated in terms o f error, defined as the number o f beats that were 

mapped to clusters where their class was not the majority. They divided error into clustering 

error and critical error. The clustering error was computed as the percentage o f beats 

misplaced but whose class was majority in some other clusters. Critical error was computed 

using the number o f beats misplaced, whose class was not the majority in any cluster at all. 

Their work showed that the trace method for feature selection and the raw information gave 

the best results (around 10% overall error, with 9 clusters in both clustering algorithms). 

The best clustering algorithm was (not by far) the k-median.

Another work, by Rajendra Acharya et al. [63], compared the use o f an artificial neural 

network and fuzzy equivalence relation for the classification o f four cardiac disorders: 

Ischemic/dilated cardiomyopathy (class 1), complete heart block (class2), sick sinus 

syndrome/atrial fibrillation/ectopics (class3), and normal (class4).

In their paper the authors explain how they made use o f heart rate variability (HRV) as the 

base signal for analysis and classification of diseases. It is included in here to show other 

kinds o f data from which to analyze the heart activity (other than ECG signal) and to 

mention an interesting technique to perform the classification. Their work consisted in:

1) feature extraction. They derived four parameters from the heart rate signal: Average 

heart rate in 10 min interval, ratio of the energy content in the band (33.3-100hz) 

and the energy content in the band (0-3 3hz), ratio of the energy content in the band 

(66.7-100hz) and the energy content in the band (0-66.7hz), the correlation
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dimension factor obtained from the phase-space plot representing the heart rate in 

the horizontal axis and the delayed heart rate in the vertical axis.

2) classification using artificial neural networks [6].

3) classification using fuzzy equivalence relation. This process involves obtaining a 

fuzzy relation matrix for each class o f data, and then comparing a fresh input with 

each group for classification [63].

The authors used a training set o f 276 patient samples and a testing set o f 66 patient 

samples. They presented their results in terms o f correct classification per class:

1) using the artificial neural network: 85% for classl, 84% for class2, 90% for class3,

. and 85% for Class4.

2) using the fuzzy equivalence classification: 90% for classl, 100% for class2, 95% 

for class3, and 95% for class4.

Dokur et al. [15] proposed a novel three-layer hybrid neural network for beat classification 

they called the intercepting spheres network (InS). Their work consisted in:

1) feature extraction and selection. They assumed the position o f the R waves was 

known, and they extracted segments o f 256 samples around the peak o f the R 

waves. They used discrete Fourier transform and discrete wavelet transform on 

these segments, and selected eight coefficients to use in their application using 

divergence analysis.

2) comparison of classification results between their novel neural network, a 

multilayer perception (MLP) classifier and restricted coulomb energy (RCE) 

classifier.

The InS network is a three layer neural network trained using genetic algorithms. 

The first layer is composed by neurons whose weights represent a single 

hypersphere in the input space o f the network. The second layer is formed by nodes 

whose weights are codewords identifying classes, obtained in the training process 

(several codewords may identify the same class). The third layer combines the 

nodes o f the previous layer into a single class node. The weights and number of 

nodes of the layers is determined in the training process using genetic algorithms. 

Their work consisted in separate beats into ten different classes: N, L, R, V, P, p, a, F, f, and 

e (as defined in Table 2-19). 150 vectors o f each class formed the training and testing sets. 

Their results are quite promising: 95.7% classification accuracy with the InS using the DWT 

features, and 78.2% classification accuracy with the InS using the DFT features.
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The work o f Maier et al. [49] in their “Unsupervised Morphological Classification o f QRS 

complexes” reflected a similar purpose to the work presented in [11] and [43]: They did not 

attempt to build a classifier but rather grouped similar beats of the date set of study into few 

clusters for further analysis by the cardiologists. The following steps were taken to perform 

this study:

1) segmentation. They assumed the positions o f the QRS segments were known. 

Around the peak o f the R wave o f each QRS complex, they took a window of 128 

samples (corresponding to 355 ms o f signal duration).

2) feature extraction. The experiments were carried out for three types of 

transformations o f the data: Fast Fourier transform (4 coefficients for the real and 

the imaginary part), Discrete cosine transform (8 coefficients), and Hermite 

coefficients (7 coefficients and a time scaling parameter).

3) clustering. They used two different approaches: An agglomerative hierarchical 

cluster analysis, and a two-step correlation technique. The first one was applied on 

the transformed data, and the second one on the data with no transformation.

They intended to generate clusters that would group the data belonging to the same classes. 

They summarized the classes found in 48 records of the MIT-BIH (Table 2-18) database 

into four classes of clinical relevance recommended by the Association for the 

Advancement o f Medical Instrumentation (AAMI).

To present their results, they computed the percentage of misclassified beats (the beats that 

did not belong to the class o f the majority of the beats in their cluster), using either the 

categorization of the MIT-BIH database or its summarized version given by the AAMI.

They concluded the best features to use were the FFT coefficients: while these features did 

not make any significant difference in the classification performance, they allowed for less 

number of clusters and less residual classes (clusters that consisted of only one single 

element) than the other two kinds o f features. Comparing the two different clustering 

approaches, the correlation gave the best classification results: for more than 90% of the 

data, the percentage of misclassifications was not higher than 0.5% (For the hierarchical 

clustering the smallest percentage o f misclassification for the same percentage o f the data 

was 2%).

Lagerholm et al. [43] presented their experiments of “Clustering ECG Complexes Using 

Hermite Functions and Self-Organizing Maps” as a way to group similar beats in clusters 

for further analysis. The purpose of this application is very similar to the ones presented in
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[49] and [11]. Interestingly, and unlike any o f the other works mentioned in this review, 

they used the data coming from both channels that the MIT-BIH database provides. Their 

work consisted of:

1) segmentation. They extracted the QRS segments using the envelope o f the ECG 

[54], The QRS segments were 200ms o f duration with the peak o f the R wave 

centered in the middle o f the segment. Note that for each beat they had two sets of 

segments (one for each channel).

2) feature extraction. They described each segment by the first six coefficients o f the 

Hermite transformation, along with the width factor associated to it. In addition, 

they included two features giving information about the distance among the R peaks . 

to the previous and the next beat. In summary, each segment was described by ten 

features.

3) clustering. They used a 5 by 5 Self Organizing Maps configuration to perform the 

clustering of the whole data set.

4) comparison. Their results were compared with the work presented in [32].

All records o f the MIT-BIH database formed the data set. Their results were presented as a 

gigantic confusion matrix for all the 16 classes o f beats in the database. The 

misclassification percentage was also given: 1.5%, compared with the 94% accuracy given 

by the work o f Hu et al. [32] (note that these two values are not directly related).

In their work, Hu et al. [32] presented a patient-adaptable ECG beat classifier using a 

mixture o f experts approach. The motivation behind this work is the fact that “an ECG beat 

classifier which performs well for a given training database often fails when presented with ' 

a different patient’s waveform” [32]. To alleviate this problem they proposed to divide the 

classification system into two combined classifier modules that are trained independently: 

One global expert (GE) to provide general classification ability and one local expert (LE) to 

provide the ability to recognize the patterns inherent on the patient. The basic notion is that 

linear combinations o f several statistical estimates can perform better than any individual 

estimate. The expert network they proposed, called Mixture of Experts (MOE), was a 

combination o f the GE and LE classifiers. Their work included:

1) feature extraction. They used the nine first principal components (selected by 

variance), the average time between R wave peaks over the previous 10 beats, the 

width o f the QRS complex, and the encoded classification label o f the beats.

85

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2) classification into four classes resulting from the combination o f annotations from 

the MIT-BIH database based on AAMI-recommended practice.

The experiments were performed on 33 records of the database (they excluded records with 

paced beats and records with no PVC). Records 100 to 124 were used to train the GE 

module, while records 200 to 234 were used to test the system. The LE module was trained 

with the 2.5 minutes of each record of the testing set.

The results are presented in terms o f classification rate o f each module and o f the complete 

system: 62.2% for the GE only, 95.9% for the LE o f each record only, and 94.0% for the 

MOE.

The study done by Ham and Han, in [28], proposed a system to classify cardiac arrhythmias 

using fuzzy adaptive resonance theory mapping (ARTMAP).

The data set consisted of an extract of the MIT-BIH database corresponding to records 116, 

208, 210, 221, 228, and 233. They classified the beats into normal beats and premature 

ventricular contraction (PVC) beats. For this reason they only extracted the beats belonging 

to these classes. They assumed the position o f the peak of the R wave was known. The 

segments to be classified consisted of 100 samples containing the peak o f the R wave in the 

51st sample. The features they used for such classification were two linear predictive coding 

(LPC) coefficients using Burg’s method, and the mean square value o f the segment (average 

signal power of the QRS segment). The results were given, among others, in terms o f error 

rate (The ratio o f the sum of misclassified or unidentified beats to the total number o f beats 

tested): 0.671% in training and 0.83% in testing.

2.6. Description o f  the Data Set

In this thesis, some techniques are explored for detecting the QRS from the ECG signal, for 

modeling segments o f this ECG signal, and for classifying the QRS segments o f the ECG 

signal, modeled or in their raw form.

Different purposes called for different types of data sets. This is why three different extracts 

of the MIT-BIH database were used:

1. extract for QRS detection.

2. extract for Feature Selection.

3. extract for QRS classification.
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The description o f the data set includes first a general description of the MIT-BIH database, 

from where all the extracts were made. Then, the specifications o f each one o f the extracts is 

presented.

2.6.1. The M IT -B IH  arrhythm ia D atabase

The MIT-BIH arrhythmia database [50] [53] is a collection of 48 annotated records obtained 

by the Arrhythmia Laboratory o f Beth Israel Hospital in Boston between 1975 and 1979. 

Two sets of records were both extracted from a set o f more than 4000 Holter long-term 

recordings: The 100-series and the 200-series. The records o f the first set were randomly 

chosen while the records o f the second one were selected to integrate rare but important 

cases to the database. The identification numbers of all the records are shown in Table 2-16 

for the 100-series and in Table 2-17 for the 200-series.

Each record of the MIT-BIH database is defined by three files that have the same name 

given by the record number but different extensions: One (*.dat) that contains the digitized 

ECG signal, one (*.atr) that contains the annotations and one (*.hea) that contains extra 

information about the patient.

The signal files contain two signals sampled at 360hz during slightly over 30 minutes; one 

coming from a modified limb lead II (MLII) and another coming mostly from a modified 

lead VI (V2, V5 or V4 are seldom used instead o f VI).

Table 2-16: Record numbers of the 100-series of the MIT-BIH arrhythmia database

100 105 111 116 122

101 106 112 117 123

102 107 113 118 124

103 108 114 119

104 109 115 121

Table 2-17: Record numbers of the 200-series of the MIT-BIH arrhythmia database

200 207 213 220 230

201 208 214 221 231

202 209 215 222 232

203 210 217 223 233

205 212 219 228 234
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In the header files the leads used are specified, as well as the patient’s age, sex, and 

medications. The annotation files contain the time when the R-wave peak o f each beat 

occurs, the classification labels for each o f these beats, some signal quality annotations, and 

a label when the rhythm changes.

There are 110588 beats in total; their distribution is shown on Table 2-18. The number of 

beats per record varies from 1518 to 3363.

Table 2-18: Beat types of the MIT-BIH arrhythmia database

Classification
Label

Meaning
Number o f 

beats with this 
label

• N Normal beat 75054
L Left bundle branch block beat 8074
R Right bundle branch block beat 7259
A Atrial premature beat 2544
a Aberrated atrial premature beat 150
J Nodal (junctional) premature beat 83
S Supraventricular premature beat 2
V Premature ventricular contraction 7129
F Fusion o f ventricular and normal beat 803
I Ventricular flutter wave 472
e Atrial escape beat 16
j Nodal (junctional) escape beat 229
E Ventricular escape beat 106
P Paced beat 7028
f Fusion o f paced and normal beat 982
P Non-conducted P-wave 193
Q Unclassifiable beat 464

TOTAL 110588

In the MIT-BIH database, the information in the header files is stored in text format because 

of its short contents. On the other hand, the information in the annotation and signal files is 

stored using a special format to compress the data and to retrieve the data from these files a 

special library has to be used. To avoid this inconvenience, all the records were converted to 

text format by adapting two programs that were provided with the database (rdann and 

rdsamp).

The programs and libraries were included in the MIT-BIH Arrhythmia Database CD, third 

edition, May 1997. They could also be accessed from [24].

The compiled versions of the programs to convert the data to text could not be executed as 

given. The source codes were slightly adapted and compiled using a C++ Console 

Application in Metrowerks Codewarrior (version 3.2). To do so, a project was created that
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included all the default libraries for the C++ Console Application. Then the necessary 

source files (dbinit.c, calib.c, annot.c, signal.c, dbio.c, rdsamp.c and rdann.c), headers 

(ecgmap.h, ecgcodes.h, dblib.h, db.h) and libraries (wfdb32.1ib) were copied to the same 

directory as was the project. The source files were included in the project in the same order 

they were specified above. The library “wfdb32.1ib” was included in the corresponding 

Section of the project.

The changes in the source codes were simple. The simplest was to change the expressions of 

the non-standard “include” so that they would be read from the directory they were saved 

into. Also, the “io.h” header was added to the include Section o f the file signalc. Finally, 

the path for the input files and output files was changed so that the input files would be read 

from the same directory the executable was run from and the output files would be saved 

directly on the CD drive (D: / )  instead o f being only displayed on the screen. In order to 

generate the executable file to convert the annotation files (*.atr), all the source files but the 

rdsamp.c were included in the project. Similarly, the executable for converting the signal 

files (*.dat) to text was obtained by including all the source files but the rdann.c to the 

project.

The respective executables (one for converting the *.atr files and one for converting the 

*.dat files to text) were saved in the same directory as the database and then run from a MS 

DOS window. The text files were converted one by one and saved directly on CD. In this 

way two CDs were created: one for the 100-series and one for the 200-series. In these CDs, 

three files were saved for each record RRR:

• the header files (RRR.hea), already in text format.

• the text version o f the annotation files (RRRa.txt), corresponding to the files 

(RRR. atr).

• the text version o f the signal files (RRR.txt), corresponding to the files (RRR.dat). 

The signal file consists in three columns containing approximately 650160 rows 

(corresponding to approximately 30 minutes recording sampled at 360Hz). The first column 

indicates the time in seconds in which each sample was taken. The second column indicates 

the voltage in mV of each sample that was recorded from the MLII lead. The third column 

contains the voltage in mV from the other lead, as mentioned in the previous Section.

The annotation file contains 7 columns corresponding to:

• the time o f occurrence of the peak of the R waves, in minutes.

• the time o f occurrence o f the peak o f the R waves, in seconds.

•  the classification label o f each beat, according to the symbols on Table 2-18
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• three columns for signal quality

• rhythm label whenever the rhythm changes.

The size o f each one of these files does not vary significantly from one record to the other. 

The size o f the signal files in text format is of sixteen megabytes in average, while the 

annotation files occupy only between sixty and ninety kilobytes. When these files are 

converted to the text format, they approximately increase their size ten times. The header 

files maintain their size o f one kilobyte.

The motivation for changing the format o f the data is to be able to visualize easily this 

information without having to extract it from its compressed format each time.

It is from these text files that the actual data sets were extracted.

2,6.2. D ata set for the study on O RS detection

In order to study the performance o f the algorithms for detecting the QRS from the ECG 

signals, an extract of text files containing the annotations and the signal values were used, 

corresponding to the first ten minutes o f each record.

The distribution of classes coincides with the description given below, in Table 2-19.

Table 2-19: Distribution of classes for the extract used to study QRS detection
algorithms

Classification
Label Meaning

Number o f 
beats with this 

label
N Normal beat 24263
L Left bundle branch block beat 2623
R Right bundle branch block beat 2419
A Atrial premature beat 698
a Aberrated atrial premature beat 698
J Nodal (junctional) premature beat 39
S Supraventricular premature beat 0
V Premature ventricular contraction 2168
F Fusion of ventricular and normal beat 628
! Ventricular flutter wave 127
e Atrial escape beat 4

j Nodal (junctional) escape beat 39
E Ventricular escape beat 4
P Paced beat 2158
f Fusion o f paced and normal beat 633
Q Unclassifiable beat 182

TOTAL 36683

The distribution of the classes per record is shown in Table 2-20, Table 2-21, Figure 2-41, 

and Figure 2-42:
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Within the different implementations of the algorithms, the target position o f the peaks of R 

waves was extracted from the annotation files. And the signal information was processed as 

explained in Section 2.5.3., using the time o f occurrence in seconds and the values on lead 

MLII.

2.6.3. D ata set for the study on Q RS classification

QRS classification implies analyzing the shape of the signal for a determined amount of 

time around the peak o f the R wave. It also involves the knowledge o f the time relationships 

with the previous and next R wave peak.

The first step in constructing the database for the study o f QRS classification was to 

generate segments centered in the peak o f the R wave o f each QRS. To do that, both the 

signal files and the annotation files were used. The time of occurrence o f the R peaks and 

the class o f the QRS were obtained from the annotation files. The corresponding values in 

the MLII lead and the time of occurrence o f each sample was obtained from the signal files. 

All the beats present in the 48 records were extracted in the form o f files containing two 

columns extracted from the signal file: the time o f occurrence o f each sample (in seconds) 

and the corresponding value on the MLII lead. The segments in these files are centered in 

the peak o f the R-wave of the corresponding beat and completed with 36 samples before and 

after it, to form a segment o f 73 samples corresponding to approximately 200 ms. The files 

were saved in a subdirectory corresponding to the record they were extracted from.

The name of these files was formed by the classification label o f the beat (L), the number o f 

the record (RRR) and the beat number in this record (BBBB), in the form LRRR_BBBB.txt. 

In this way, each file held the time information of its samples, the shape information in the 

form of voltage in the MLII lead and the label to classify the corresponding QRS.

After generating the 200ms-segments, it was necessary to complete the shape information 

with the R-R information, as the shape was not sufficient to discriminate between different 

classes o f QRS (please, refer to Section 2.3.2).

The local rhythm information was included in the form of two measures: R' and R+. The 

values o f these measures were calculated based on the definition presented in [43], namely:

R~ = R i -  R i-i

(2 -6 4 )

and
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r * = + , > i - Rr)-(Rr-Rr-, l
(2 -6 5 )

where

R, is the time when the peak o f the R wave of the ith beat occurs

/ x fx ,if  x > 0 
'i'fx ) = <

[0, if x < 0

The measurements used in these equations can be visualized in Figure 2-43.

i+1

Figure 2-43: R-R measurements for obtaining R" and R+

R‘ is the time since the previous beat.

R+ shows how premature this beat is. It does not depend on the heart rate [43],

With the shape information and the local rhythm information, the data set for the QRS 

classification analysis was generated as follows.

The final data set was created as one file containing a table. A row of this table contained to 

the information o f a determined beat:

• its identification in the format LRRR BBBB ([Label] [Record]_[Beat number]).

• seventy-three columns corresponding to the value on MLII o f the 73 samples that

form the 200ms-segments around the peaks o f the R-waves.

• two columns corresponding to the R-R information held by R" and R+.

This data set contained an extract of the complete database corresponding to a total o f 5310 

beats:

•  1456 beats pertaining to class N.

• 835 beats pertaining to class V.

• 1456 beats pertaining to class R.

• 1593 beats pertaining to class L.

In summary, excluding their ID, vectors o f 75 components represent the beats.
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Note that during the experimental part of this work, this data set is used as it is or in its 

transformed version; but the beats represented there are the same in all cases.

2.6.4. Data set for features evaluation

In the case of the evaluation and extraction o f features, these were performed to have 

reduced (and hopefully significant) features to represent the data to be classified. This data 

set was particularly used in Section 4.2.2 for determining the number o f basis functions 

while approximating the segment by a Hermite series o f expansion. For this study, because 

performing this transformation was very time consuming and machine demanding, a smaller 

data set was necessary. Because with this evaluation the number o f features to approximate 

any segment was being determined, it was important to have an equal number o f elements 

pertaining to the different classes.

This data set was formed by a total o f 708 segments randomly extracted from the data set 

for QRS classification:

• 177 segments representing class N

• 177 segments representing class V

• 177 segments representing class R

• 177 segments representing class L
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3. Classification Methods

3.1. Introduction

The classification problem can be approached in many ways depending on the structure the 

data has in its space. If the data set has a large number o f features, the structure o f the data is 

not always that obvious, and it is often useful to experiment by trial and error to select the 

best classifier for a specific group of data.

In this chapter, four classification techniques are described: the linear discriminant analysis 

(LDA), an adapted version o f self organizing maps (SOM) to be used as a classifier, a radial 

basis function neural network (RBF NN), and a hybrid configuration in which Clustering is 

performed by the SOM and the subsequent classification is performed by a RBF NN.

3.2. Linear Discriminant Analysis (LDA)

Linear Discriminant Analysis (LDA) can be described as a classifier strategy by which the 

data is projected onto a space that best separates it in the least squares sense using Multiple 

Discriminant Analysis (MDA). The data are then classified using the linear discriminant 

functions that are built for each class, based on the projection [18],

The goal o f Multiple Discriminant Analysis (MDA) is to find a line or a group o f lines onto 

which the data is projected to form well- separated (or at least better separated than in the 

original space) and compact clusters. These lines are obtained using the theory of Fisher’s 

linear discriminant, generalized for the case o f multiple classes.

Given X, a set o f N d-dimensional vectors {Xi}, for i=I,...,N; and given that, o f  these N 

samples, ni belong to classb n2 to class2 and so on up to classc with samples. Forming a 

linear combination o f the d components of x yields the projection o f its samples onto a line 

y in the direction o f a transformation vector w, using the following equation:

y = w Tx

(3 - 1 )

If this idea were expanded to (c-1) linear combinations (assuming d>c), then the samples in 

x would be projected to (c-1) lines using (c-1) transformation vectors, as follows:

y ^ w ^ x ,  i = l,...,c -  1

(3 - 2 )

The previous equation can be written as a single matrix equation
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Y = W Tx

(3 -3 )

where

• Y is an N by (c-1) matrix that defines the data in the new (c-l)-dimensional space 

obtained applying equation ( 3-2 ).

• W  is a d by (c-1) matrix which columns are vectors W;.

In this new (c-l)-dimensional space, the data set is still divided into subsets corresponding 

to the classes they belong to. The main idea in MDA is to find the direction o f the lines in 

which these subsets are as well separated as possible.

This idea is illustrated in Figure 3-1 where two projections are shown for a simple case o f 

c=2, d=2, N= 15 (rii = 6 and n2 = 9). In the first projection, the samples belonging to both 

classes overlap widely (note that there is a segment in the line defined by w where the 

projection o f five samples of each class fall onto). The second projection also includes some 

overlapping, but it is less severe than in the first case (only the projection o f three samples 

belonging to class 1 overlap with the samples belonging to class 2). Following the criterion 

stated by the MDA, the transformation vector w of the second example would be chosen 

over the one in the first example. Note that this method is of little use if  the distributions of 

the samples in the original space are multimodal and highly overlapping [18] because even 

an optimal transformation would not provide an adequate separation o f the subsets in the 

new space.

2.0

1.0

0.5

W

0.5 1.51.0

W
- 0.5

Figure 3-1: MDA-LDA examplel: Projection of two-dimensional vectors onto two
different lines [18]

The samples marked with an X belong to class 1; they are projected with dashed lines. The round markers represent samples 
that belong to class 2; they are projected with continuous lines.
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To find the optimal transformation, two measures are introduced [17][51]: The within-class 

scatter matrix (Sw) and the between-class scatter matrix (Sb).

The within-class scatter matrix o f x (Sw) is proportional to the sample covariance for the 

pooled d-dimensional vectors that form the data set. Sw is given by:

s w = ( x; ) ( x i ) T
j= i  i= i

( 3 - 4 )

where pj is the mean of the nj samples that belong to class j; and xj is the ith sample 

pertaining to class j .

The between-class scatter matrix o f x (Sb) is defined as:

s b - l O f a  - p f
j= i

( 3 - 5 )

where p is the mean of the n samples that form x.

The set o f samples in x projects to a corresponding set of samples in y using equations 

(3-2 ) and ( 3-3 ). The samples in the new space can be described by their mean vectors and

scatter matrices. It has been demonstrated [17] that Sw and SB, the scatter matrices in the

new space, can be expressed in terms of S w , SB and the transformation matrix W  as:

s w -  W TSwW

(3 - 6 )

and

SB -  W tSbW

(3 - 7 )

What is sought is a transformation matrix W  that maximizes the between class scatter while 

minimizing the within class scatter. A way to do so is by maximizing the ratio o f the 

between class scatter to the within class scatter. The determinants o f the matrices Sw and 

SB are taken as simple measures of between-class scatter and within class scatter 

respectively. The problem is then reduced to find the transformation matrix W  that 

maximizes J, the ratio between the mentioned determinants defined as:
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SB w ts bw

Sw W TSwW

( 3 - 8 )

The columns o f such matrix W  are the generalized eigenvectors that correspond to the 

largest eigenvalues in:

SBw ; =

( 3 - 9 )

If Sw is non singular, equation ( 3 -9 ) becomes a conventional eigenvalue problem, which 

can be written as follows:

s ws BW  = XW

( 3-10 )

where X and W  are respectively the diagonal matrix of eigenvalues and the associated 

eigenvectors of S ^ S B.

The mapping using MDA is illustrated by Figure 3-2. The data set in the example comprises 

samples represented by their values in the axes x l and x2 (2-dimensional original space). 

The samples are divided into three classes (note that the number of classes exceeds the 

number o f features). Ten samples belong to class 1, eight to class2 and ten to class3.

The first step in the transformation is to find the transformation matrix W  that allows the 

greatest separation between classes and the least separation of the samples within the 

classes. Using equations ( 3 - 4 )  and ( 3 - 5 )  the within class and between class scatter 

matrices. Then, equation ( 3 -10 ) is employed to get the matrix o f eigenvectors W. The 

columns o f this matrix are the eigenvectors w l and w2, which define the direction o f the 

lines y l and y2 onto which the samples will be projected (Figure 3-2). Between the two 

eigenvectors w l was the eigenvector with the largest eigenvalue.

It is important to mention that in this case the maximum number o f possible eigenvectors is 

limited by the number d and not by the number o f classes. If  there were 4 classes the 

number o f eigenvectors would be also two.
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x2 A

O  c la s s  

+  c la s s  

+  c la s s

CNJ

w2

w l

Figure 3-2: MDA-LDA example2: Definition in the original space of the projection 
lines yi and y2 in the direction of w l and w2

The approximated distribution per class on each axis (Assuming an unimodal normal 

density) is included in Figure 3-3 with the representation in the original space defined by the 

coordinates in xi and x2.

The projection onto the new coordinates is shown in Figure 3-4. The approximated density 

distributions o f the samples per class are shown for each new variable.

It is interesting to compare the distribution on the new axes to the distribution on the 

originals.

The distribution for x2 (Figure 3-3) and the distribution for yi (Figure 3-4) are similar. In 

both cases there are two classes separated in some degree one from the other while one class 

overlaps them both.

The distribution for xi (Figure 3-3) and the distribution for y2 (Figure 3-4) are also similar. 

In both cases one class (the one that overlapped both classes in the other axes) is separated 

from the other two, while the others highly overlap.

The main difference between the distributions in the original space and the distributions in 

the projections is that in the projections the overlap is reduced while the separation is 

increased.
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Figure 3-3: MDA-LDA examplc2: Data set of two-dimensional vectors belonging to 
three classes in the original space (each sample is defined by coordinates in xt and x2)

5.5

4.5

3.5

2.5

o °
class
class
class

3.50.5 2.5-0.5

Figure 3-4: MDA-LDA example2: Data in the transformed space (each sample is 
defined now by coordinates in yi and y2)
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Once the distributions are projected to the optimal subspace (or space as in the MDA-LDA 

example2), then the full classifier is built.

The classification process is developed in terms o f a set o f discriminant functions 

[6][69][18] gj(x), i = 1,..., c such that a feature vector x is assigned to a class Ck if

§k(x) > gj(x) for all j  k

(3 -11)

In other words, c discriminant functions are computed and the category corresponding to the 

largest discriminant is selected.

There is not a unique choice for the discriminant function. In this case, the decision rule to 

obtain a minimum error rate is cast by choosing:

g , M  = p ( c ,  1 1 )  = I c . )  p f e )  

L p ( *  I C j ) P (C j)
j=i

(3 -12)

where

• P(Cj) represents the prior probability o f class Q

• p (x | C j) represents the i * class conditional probability density function o f x.

Because the denominator in equation ( 3-12 ) does not depend on the classification label Q , 

it does not affect the decision in the classification process. It can therefore be removed from 

the expression without changing the classification result. Equation ( 3-12 ) can be written in 

the form:

gi(x) =  p (x  I C j ) p (C i )

(3 -13)

Generally, if  every gf (x) is replaced by f  ( g, (x) ) ,  where f  (•) is a monotonically 

increasing function the resulting classification does not change, since it is only the relative 

magnitudes o f the discriminant functions that are important. If the function f  (•) is chosen 

conveniently to be the natural logarithm, then the discriminant function becomes:

g1(x) = l n [ p ( x | C i) ]+ ln[p(C1)]

(3 -14)

The effect of the decision rule is to divide the feature space into c decision regions. If two 

regions are contiguous then the decision boundary separating them is located in the 

combinations of x where the discriminant functions o f these regions have the same value.
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One may assume the densities p ( x | C;) to be multivariate normal in the form:

N (!*•S ) = ^777 i7exP  ̂— tx “ l*)TS_l(x -  |»)
( 2 ^ 1  E |> V 2

( 3 -15)

where

• x is a d-component column vector representing one sample.

•  2  is the d-by-d covariance matrix o f the set o f N samples.

The expression in equation ( 3-14 ) can therefore be evaluated promptly and be:

gi(x) = - - ( x - p i f E r ^ x - p i )  -  - l n ( 2 7 t )  -  — In| 2; | + l n ( p ( C i ) )
2 2 2

( 3 -16 )

If it is assumed that all the classes share the same covariance, then the second and third

terms o f the equation above can be eliminated. Furthermore, if the prior probability o f all

the classes is the same, the only term that is maintained is proportional to the squared 

Mahalanobis distance from x to yk. The consequent decision rule assigns the feature vector 

x to the category o f the nearest mean.

With some more manipulation, equation (3 -16)  can be expressed as a linear 

function[18][35]:

gi(x) = a 1T x + bi0

( 3 -17)

where

a i =  2T 1 P i

b i 0 = - -  p^ S - ' j i . + P f o )
2

Finally, equation (3-17 ) is applied in the optimal space obtained earlier, which means that:

1. the covariance matrix in the optimal space is defined by the projections o f x

on y.

2. the independent variable is not x but y.

3. the mean o f class i is also expressed in terms of its Coordinates in the

transformed space.
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In the classifier application, the Linear Discriminant function implicitly contains the 

projection onto the optimal subspace. It may therefore be expressed directly in terms o f the 

original coordinates as follows:
/  \

L i W - t f S i  x - *  +l n(p(C, ) )
V L  J

(3 -18 )

where

• Sw is defined as in equation (3-4 ),

1 n
• • P(Ci) can be estimated as — or as —  (the number of samples that belong to class i

c N

divided by the total number o f samples)

Figure 3-5 shows the three discriminant functions evaluated for values o f xi and x2 in the 

range [-1 , 5 ]. Three regions can be clearly observed where each one of the functions has 

larger values than the others.

The data set and the boundaries separating each class within it are shown in Figure 3-6. In 

this example, all the samples in the region labeled class 1 will be classified into class 1, and 

so on.
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Figure 3-5: MDA-LDA example2: Discriminant functions for each class

Figure 3-6: MDA-LDA example2: Classification results
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3.3. S elf Organizing Maps (SOM)

The Self Organizing features Map (SOM) is a type o f neural network introduced by 

Kohonen [3 8] [3 9]. It performs unsupervised clustering in the form o f vector quantization. It 

is a very valuable algorithm because it maps highly dimensional patterns (d-dimensional) 

onto a low dimensional space (usually 2-dimensional) while preserving the topology of the 

data.

The most commonly used configuration comprises a 2D array o f M neurons, each one 

associated with a d-dimensional weight vector Wj=[wii, w ^,..., wid], as shown in Figure 3-7. 

The input vector x=[x1; x2,..., xd], is inputted in parallel to all the neurons o f the map. After 

a selection process, the input is mapped to one of the neurons.

The kind of information obtained from the SOM is mostly qualitative. For example, when 

the training is finished, the system generates a map (usually a color or gray level map) that 

reports how close to the neuron weights the vectors mapped to each neuron are. The 

interpretation of this map could be done numerically, but it is the visualization tool that 

allows the user to obtain a better idea of how the data is distributed in the space.

The final values of the weights also give an insight o f the structure o f the data. These 

weights are generally stored in a matrix such as the one presented in Figure 3-9. The matrix 

contains as many layers as features the input data have. If taken separately, these layers 

generate the so-called weight maps that give a visual representation o f the magnitudes of 

each feature on each neuron in the form o f a simplified 2-dimensional histogram. If two 

weight maps are veiy similar, then the features they describe are correlated.
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Input d-dimensional 
vector

Wu wid

Figure 3-7: Two-dimensional self-organizing system

Both the learning process of the SOM and the interpretation of its results require the useful 

concept o f neighborhood, which is described as follows:

The neighborhood o f a neuron is the collection of neurons that lay on a certain radius 8 

around it. The “shape” o f this surrounding area depends on how the neurons are arranged. In 

effect, different topologies produce different shapes on the definition o f the neighborhood as 

shown in the examples of Figure 3-8. In the case o f the square topology, a neuron has eight 

immediate neighbors, i.e. eight neurons are found on a radius 8=1 around a neuron. On the 

other hand, when the hexagonal topology is used, the immediate neighborhood is limited to 

six neurons. The advantages of using one topology over the other are not clearly defined 

although they clearly have a visual impact on the resulting map.
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Hexagonal neighbourhoodSquare neighbourhood

Figure 3-8: Radii assignation (6) for two different neighborhood topologies: square
and hexagonal '

The SOM algorithm makes use of competitive learning for adjusting the weights of its 

neurons in an iterative process. Successive training samples are presented to the network, 

each o f which alters the weights in the neurons. Once all the training samples have been 

presented to the net, one epoch has occurred. In short, two notions of timing are introduced: 

one iteration occurs each time an input sample is presented to the net, and one epoch is 

completed when all the training samples have been presented to the net.

During an iteration the network is faced to a d-dimensional input vector X=[xi, x2,..., xd], 

the neurons o f the SOM compete against each other. In effect, either the distance or the dot 

product between x and w  of each neuron is calculated and the input vector is mapped to the 

winning neuron j; that is, to the neuron from which the smallest distance or largest dot 

product is obtained respectively. This causes the weights o f the winning neuron and its 

neighbors to be adjusted following the learning rule:

wk(t + l )  = wk( t )  + T ] ( k , t e ) ( x - wk(t))

(3 -1 9 )

where

• t is the number o f the present iteration, while t+1 is the number of the next iteration.

• te is, depending on the interpretation of the designer, the epoch in which the present 

iteration is or the actual iteration number.

•  wk(t) is the weight vector o f a neuron k in the neighborhood of the winning neuron j 

on iteration (t); that is, before being adjusted.

•  wk(t+ l) is the weight vector of a neuron k in the neighborhood o f the winning 

neuron j on time (t+1); that is, after being adjusted.

110

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



• t) (k,te) is the neighborhood kernel function that controls how much the weights of 

the neurons are being altered depending on the size o f Nj(te), the winning 

neighborhood at time te.

The neighborhood kernel T| (k, j, te) has the form:

r | ( k , j , t e )  = a ( t e ) h ( | | r j -  rk | | , te)

(3-20 )

where

• ,a(te) is a component o f the kernel function that decreases monotonically with the 

time following an equation o f the form a ( t e  ) = a  max x  (l -  te /T ), T being the 

expected total number o f iterations.

• | Tj -  rk | is the distance between the radius where the neurons j and k are on the

grid

• h (|| Tj -  rk | , te ) is a function that controls how much the weights o f the neurons

in the winning neighborhood Nj(S(te)) are to be adjusted; that is, the neurons inside 

8(te) around the winning neuron are altered by a function defined by h. Note that 

8(te) is the radius around the winning neuron where the neurons are considered to 

be in the winning neighborhood. 8 starts relatively wide and then decreases 

monotonically with the time te.

On its simplest version, the function h ( || rj -  rk ||,te) takes the value one for all

neurons k in the winning neighborhood and zero elsewhere, allowing a(te) to affect 

uniformly the winning neighborhood.

A more refined version includes the Gaussian function in the form:

h ( | | rj ~ rk ||» t e ) =  exp

(\\ || 2 A
rj ~ rk

28 2( t e  )

( 3 - 2 1 )

in  w h ich  case a (te )  is  sca led  over all the neurons o f  the m ap in  such w ay  that the 

farther a neuron is from  the w in n in g  neuron, the less a ffected  its w eigh ts are b y  it.

I l l
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layer 1

layer d

---- 3 *̂

1 2 nc
nr

nc = number o f columns o f the feature map 
nr = number o f rows o f  the feature map 
d = number o f variables o f the data

Figure 3-9: Configuration of the weights

The general algorithm for training the SOM is as follows:

GIVEN:

• topology o f the network = 2D grid containing M neurons

• number o f patterns o f the training set = N

• number o f features o f each pattern = d

• number o f training iterations = T.

• iteration number = t; epoch number = te (It could too be interpreted as iteration 

number)

• the neighborhood kernel = r|(k, j, te) as defined in ( 3-20 )

•  learning rate function = a(te) = a max x  (1 - te /T )

The steps for completing the algorithm  are  the following:

1. initialize iteration step; t =0, te=0

2. initialize randomly the weights wk(t), k= l, 2, . . M.

112

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3. randomly order the input patterns o f the training data set using a uniformly 

distributed probability density function.

4. initialize the index o f the input pattern to one; i = 1.

5. present an input pattern X; to the network

6. compute a(te) using the learning rate function corresponding to step te

7. compute either the Euclidean distances: || x, -  w k ( t ) ||, k = 1 , M

or the dot products yk =  W k Xf, k= 1, ..., M 

8. select the j*  winning neuron as |  X; -  Wj(t  )|| = min|| x ; — w k ( t ) |, k = l,...,M

or as:

yj = max(yk), k= l, . . . ,M

9. define the neighborhood kernel T](k, j, te) around the winning neuron j

10. adjust the weights o f the neurons using:

w k( t +  l )  = w k( t )  + ti(k ,j,te )(x i -  w k( t ) )

or when using the dot product to select winning neuron j:

w ( t i l )  ( W k ( t )  + Tl(k>j , t e )  Xj)

( | | wk( t )  + Ti(k, j , te)  X; I)

Note that input and weight vectors have to be normalized when the winning neuron 

was chosen using the dot. product.

11. increase i= i + 1. If i>N, reinitialize i = 1 and te = te 4-1.

12. increase t = t 4 -1. If  t > T stop; otherwise go to step 5.

The previous algorithm permits the training o f the SOM. After completing the training of 

the SOM, new patterns can be mapped on it by inputting them in parallel to all the neurons 

and determining the winning neuron.

Previously, the SOM has been referred to as an unsupervised clustering algorithm capable 

of mapping patterns from a highly dimensional space to a two-dimensional map, preserving 

its topology. This valuable characteristic could be exploited, among other things, to build a 

classifier, given that the dataset provides markers to know the position o f the points o f 

interest and corresponding classification labels. A simple way to do so is to assign a label to 

each cluster. In effect, it is very likely that similar patterns pertain to the same class. Once

the structure o f the data is found ,it makes sense to label the members o f each cluster as

pertaining to the dominant class o f the cluster. When new patterns are mapped to the trained 

network, they receive the label o f the cluster in which they fall. A cluster can be either a
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single neuron o f the map or a group of them; given they are sufficiently close to each other. 

This is something the designer has to tune because it is application dependant. It is a matter 

of interpretation o f the results obtained using the SOM.

An interesting study on how to select meaningful clusters from the SOM has been presented 

in the literature [80]. In that work, the authors used a SOM on the complete data set. They 

used its outputs to generate a reduced data set on which another unsupervised clustering 

process obtained the final clusters that were not single neurons of the Map. Another way to 

group neurons of the Map and make more general clusters is using visual inspection and 

grouping the adjacent neurons that have similar color. One more alternative to finding 

clusters in the SOM is to use the classification, labels o f the points o f interest in the data and 

group the neurons based on entropy.

3.4. Radial Basis Functions Neural Networks (RBF NN)

Radial Basis Functions (RBF) appeared as an approach for performing strict interpolation in 

a multidimensional space [62]. In the case o f a d-dimensional to one-dimensional space 

mapping, it is intended to find a function h that permits the conversion o f a set o f N 

d-dimensional vectors xn to their corresponding target value tn. That is:

h(xn) = t n , for n= l,...,N

(3 -22)

The function h(x) is defined as the weighted sum of N basis functions ||x -  x n| | ) and has

the general form:

h(x) = 2LWn<t>(|| X -  x" | ),
n=l

(3 -23)

where the non-linear function <)>(•) is applied to the distance from an input vector x to a 

prototype x”.

Once the configuration of the basis function is decided, it is necessary to calculate the 

corresponding weights wn.

This can be accomplished by writing equation ( 3-22 ) in matrix form as:

(3 -24)

where t == (tn), w s  (w„), and O is a square matrix that has elements Onn~(j) (||x -  x 111)
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Then, equation ( 3-24 ) can be solved with w = 0 '!t if O'1 exists.

For the actual implementation o f h(x), there is no unique type o f distance or o f non-linear 

function to form the basis function. Table 3-1 groups some of the non-linear functions 

mentioned in the literature [6], the Gaussian being the most commonly used for its useful 

analytical properties.

Table 3-1: Several forms of basis functions considered in the lecture.

Gaussian

f  v 2 )
<|)(v) = e x p --------

V 2 a 2 J
(3 -25)

Where a  is a real value that controls how smooth the function is. It 
gives a localized basis function: <j)—>0 as |v|->°°

Thin-plate
spline

<J)(v) = v 2 ln(v)

quadratic <j)(v) = (v2 + a 2) p called Multi-quadric when (3=1/2 and inverse 
Multi-quadric when 3= -1/2

Cubic <j)(v) = v3

Linear
<j>(v) = v . For the basis function, the non-linearity is all due in this case 
to the distance-to-the-prototype measurement.

The type o f distance employed depends on the perception the user has o f the data structure. 

There are several available measures o f distances also called indices o f proximity presented 

in the literature [16]; these are summarized in Table 3-2. The type of distance used alters the 

location o f the family o f vectors that are considered to be at the same distance from a 

reference vector. This effect is illustrated for the 2-dimensional case in Figure 3-10. In the 

case of the Euclidean distance, this family forms a circle, a sphere or a hyper sphere around 

the reference vector depending if  the vectors are two dimensional, three dimensional or 

highly dimensional. In the same way, in the two dimensional case, the Hamming distance 

produces a diamond shape around the reference, whereas Tschebyschev distance generates a 

square. Mahalanobis distance adjusts this shape to reflect the relationship among the 

variances o f the variables. In effect, it generates d-dimensional rotated ellipses. As a special 

case of the Mahalanobis metric, the Bhattaharaya distance gives rise to non-rotated 

d-dimensional ellipses only taking into account the variance o f each variable.
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Table 3-2: Type of distance measures

Minkowsky metric d(*q,*r) = '  d
X""' 1 I"1
L K i  ~ X rj|

vU1 J

d is the number of 
features of vectors xq and
xr.

Euclidean distance d(x q, x r) =
'  d , ,2' 
Z k i  - x dl

U-l

Yi Minkowski metric with 
m=2

Manhattan or Hamming 
distance d(xq, * r) =

( d 1 
Z h i - x , |

U =1 )

Minkowski metric with 
m = l

Tschebyschev distance d(xq, x r) = m a x ( | x qj - x rj|).=i^ d Minkowski metric with 
m =°o

Mahalanobis distance d(x q»x r ) -  (x q ~ " X r )
E is the covariance 
matrix.

Bhattaharaya or 
weighted Euclidean 
distance

d ( x q ,x r) = ( x <u x d )
, J=1 J

Mahalanobis distance 
when E is diagonal.

(Oj)2 is the variance of 
variable j.

REFERENCE
VECTOR

Using Tschebyschev distance

Using Euclidean distance

Using Hamming distance

Figure 3-10: Location of the vectors equidistant to a reference vector using Euclidean, 
Hamming and Tschebyschev distances; example with two variables

The exact interpolation basis functions gave birth to the RBF network from which a 

smoother result is obtained product o f the reduction o f the number o f basis function. In 

effect, the number M of centers, and consequently the number of basis functions in the 

network is much less than the number of data samples N [6]. The training process of this
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network would help select suitable centers (Xj as well as the width o  o f each basis function. 

To satisfy these characteristics, equation ( 3-23 ) gives place to:

yk(*) = £ wkj<l>j(||x-jij||)
j=0

(3 -26)

As shown in Figure 3-11, the input vector goes to a hidden layer composed by M basis 

functions for a non linear transformation o f the distance between the input vector x and the 

center (l. The contribution o f each basis function is then weighted and added to a bias 

weight to obtain the output at the so-called linear part of the network.

OUTPUT LAYER: 
Linear Combinations

HIDDEN LAYER: 
Basis Functionsx-lBIAS

INPUT
VECTOR

DATA
SET

N ote that:
N  is the number o f  samples in the data set. 
d is the num ber o f  dimensions o f  each sample.
M  is the num ber o f  centres or basis functions in the hidden layer, 
c is the num ber o f  outputs from the network.

Figure 3-11: Structure of the Radial Basis Functions Network

The training process of the RBF networks can be executed in two consecutive steps: The 

first step consists of learning, from the data structure, the parameters o f the hidden layer.
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The second step consists in finding the values of the weights of the linear combiners at the

output layer, while the basis functions are kept fixed.

The second step o f training is common to all the possible configurations that could be 

obtained on the first step. It will hence be described first.

The values o f the weights are calculated by minimizing the error function:

1 N c f  M 1 ^

E(w) = -  J  J  - A
2  n=l  k=l  [ j = l  J

(3-27 )

where tJJ is the target value of the kth class for the n'h input sample.

Setting to zero the derivative o f equation (3 -27)  with respect to wy the expression is 

minimized and it leads to the following equation [6]:

(oTo)wT = <£t T

(3 -28)

where T is the ( N x c )  target matrix, W is the (c x M) matrix o f output weights in the form 

wkj, ® is the ( N x M )  matrix resulting from applying the M basis functions o f the hidden 

layer to the N  input samples. Elements o f <D have the form (j)" or <t>j( xn).

The weights can be obtained from ( 3-28 ) using linear matrix inversion techniques [26][64] 

leading to the formal solution:

W T = ® fT

(3 -29)

where = ( o To )  '<DT is called the pseudo inverse o f O

Back to the first step of training, there are several approaches to making sense of the 

structure o f the data and to finding the centers and configurations o f the basis functions that 

suit it. One early approach was to arbitrarily select centers from the training data set until a 

certain criterion was satisfied. This approach was likely to lead to unnecessarily large RBF 

networks without providing the expected efficiency. With the purpose o f providing a more 

efficient solution to this problem, a learning algorithm based on Orthogonal Least Squares 

(OLS) was introduced in [9].
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The training o f the OLS is iterative. It consists of evaluating the error o f the RBF over the 

whole data set when using each sample of the data set as a center, one at the time. The value 

of the weights o f the second layer is calculated for each time. The sample that, when used as 

a center, produces the minimal error becomes a new center of the hidden layer o f the 

network before the next center selection iteration. The process lasts until a maximum 

number o f samples o f the data set has been selected as centers or the error o f the RBF 

configuration reaches an acceptable level, whatever comes first. The generalization 

capability o f this network depends on the value chosen to be an acceptable error. The details 

of an efficient algorithm for achieving the described result in a more efficient way can be 

found in [9].

With the previously mentioned techniques, the centers were chosen from the data set. These 

centers may not bring the best generalization capacity to the network. For example, Figure

3-12 illustrates a subset of a determined data set. Samples are relatively near one another 

and comparatively far from the rest of the data set. When one center that represents this 

subset o f the data is sought by OLS, either s(l) or s(2) is chosen, but one may intuitively 

find that it is p. that describes more accurately this subset.

X2

s(2j

XI

Figure 3-12: Subset of a data set formed by 2-dimensional vectors.

As the best centers are not always found among the samples of the training data set, the 

motivation for the use of clustering algorithms arises. Algorithms such as the K-means 

clustering algorithm [52] and the Self Organizing Map of features (SOM) [38][39] bring 

unsupervised methods for generating the clusters and/or the centers of each cluster.

K-means clustering consists in an iterative procedure where the training data set is 

partitioned into K  subsets. The mean vector p, of each subset is called the prototype o f

119

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



subset j. After the prototype is calculated, the data set is redistributed so that each sample is 

assigned to the subset with the nearest prototype. This process o f calculating the mean 

vector o f the subsets and then redistributing the samples among the subsets is repeated until 

the changes on the values of the prototypes from one iteration to the next one is sufficiently 

small. This algorithm seeks to minimize the total distance from the members of each subset 

Sj to its prototype )Xj expressed as:

where J is the sum-of-squares clustering function, K is the number o f clusters, and jj, is the 

mean of the samples in Sj

Using the K-means algorithm to train the hidden layer of the RBF implies including a 

method to determine a suitable value for the number o f centers K. This value could be 

chosen similarly to with the OLS method as the smallest value o f K that generates a 

sufficiently small error at the output.

Clustering with SOM has been previously described in Section 3.3 and the details on its use 

with the RBF will be explored more fully in the next Section.

At this point, both the way to calculate the weights of the output layer and several ways to 

estimate the centers of the hidden layer have been described. The problem is that not only 

the centers o f the hidden layers have to be determined but also the parameters that make the 

basis functions fit the structure o f the data around those centers. In the case of the Gaussian 

basis function shown in equation (3-25) ,  this parameter is the width measure c . The 

methods vary depending on the application. The width Oj o f the subset j basis function could 

be estimated as a multiple of the average distance from the prototype of the subset ( j i j )  to the 

rest of the centers. Another alternative is to choose the width O j  to be the average distance 

from the center j to its L nearest neighbors. One can also examine the resulting clusters as 

the number o f clusters increase and seek a stopping rule. Several indexes serving this 

purpose are presented in [16].

K

j= l  neSj

(3 -30)

( 3 -31)
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Note that oj can take either a unique value for all the features of the center or different 

values for each feature according to its distribution. It can even be generalized to an 

arbitrary covariance matrix L  converting (and adapting) equation ( 3-25 ) to:

x to jij. This option is accompanied with the increment on the number o f adjustable 

parameters.

In summary, training the RBF network includes finding:

1. the number of centers

2. the actual centers

3. the values of the adjustable parameters o f the basis functions pertaining to each 

center

4. the weights of the linear part of the RBF.

It is the designer’s task to select the techniques and configurations to suit his or her problem.

3.5. Proposed hybrid RBF neural networks for classification purposes

The hybrid RBF neural network has the same basic structure as the RBF neural network 

presented in Section 3.4, and depicted in Figure 3-11.

The hybrid component is considered for the determination o f the number o f centers and 

their values.

The method to determine the centers that involve orthogonal least squares has two main 

drawbacks:

1. The value o f the centers is limited to the values of the samples available in the 

training set. This means that the selected centers might not be really in the center of 

the zone they represent.

2. The RBF neural network is trained to obtain all its parameters each time that one 

center is added. This procedure involves an increasing amount o f computation.

An alternative to the orthogonal least squares method is presented in this work to choose the 

centers of the radial basis functions by performing two-stage clustering using self 

organizing maps.

(3 -32)

where the expression {(x -  j ) ) is known as the Mahalanobis distance from
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The first stage involves the unsupervised training o f the SOM as presented in Section 3.3. 

The training data set is inputted to the SOM to be clustered. Certain heuristics have to be 

tried out for the training parameters, such as the number of epochs or iterations to complete 

the algorithm, the learning rate, the shape of the neurons, the characteristics of the 

neighborhood kernel, etc. The first stage is summarized in Figure 3-13. The output o f the 

clustering process consists of:

1. the final weights assigned to each neuron of the two-dimensional array to which the 

input data is mapped. There is one weight value per variable in the data per neuron 

in the map. These weights can be visualized in the Weight Maps. There is a weight 

map per variable. For. each neuron, it shows the magnitude o f the weight assigned to 

the determined variable. This magnitude can be converted to gray levels to enable a 

graphical interpretation.

2. the degree o f similarity o f the samples mapped to each neuron, presented by the 

Clustering Map (CM) in the form o f a matrix. Each one o f these values can be 

expressed as a value o f brightness (an integer between 0 and 255, where 0 is the 

darkest gray level corresponding to the less similar samples and 255 is the brightest 

gray level corresponding to the most similar samples). This type o f information can 

be shown graphically for the user to choose neurons to be merged as clusters or to 

be used individually as clusters. An automatic interpretation can also be made based 

on this information using some rules. This case is discussed in the second stage of 

the process.

3. the relative amount hits (i.e. the amount o f input patterns mapped to each neuron), 

presented by the Distribution Map (DM). This value can be also expressed in terms 

o f gray levels. The highest value (255, the brightest gray level) represents the 

neuron with the lesser hits, while the lowest value (0, the darkest gray level) 

represents the neurons with the most hits.

4. the list o f samples mapped to each neuron.
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Training data set

Tram i ngjparameters

Topology of the network 

(size o f the map)

Map with the following characteristics:

• Final weights assigned to each neuron
• Clustering map showing how similar 

the elements that are mapped to each 
neuron are.

• Data distribution map showing the 
proportion o f hits to each neuron

• List of samples mapped to each neuron

Clustering process using 
Self Organizing Map: 

Mapping to a 
two-dimensional array o f 

neurons '

Figure 3-13: Inputs/Outputs of the clustering process using SOM

In the second stage, the results obtained with the SOM algorithm are interpreted in order to 

satisfy not only the spatial distribution of the samples but also the distribution o f the classes 

to which these samples belong.

The determination o f the final clusters is based on: l)the clustering map (CM), which gives 

the degree o f similarity between the elements mapped to the neurons and 2) the entropy 

found among the elements of these clusters. The clusters obtained from step 1 are grouped 

to satisfy an acceptable value o f entropy to determine how heterogeneous the distribution of 

classes is in a selected group o f samples. This process is summarized in Figure 3-14.
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Map with the following characteristics:
• Final weights assigned to each neuron

• Clustering map showing how similar 
the elements that are mapped to each 
neuron are.

•  Data distribution map showing the 
proportion o f hits to each neuron

•  List of samples mapped to each neuron

^  AcceptableJEntropy

• List o f samples per cluster

• Centers (as mean/median of the 
samples in the cluster or o f the weights 
of the neurons forming the clusters)

• Standard deviation o f the elements of 
each cluster, given by dimension.

Selection o f centers AC

Figure 3-14: Inputs/Outputs of step 2

A detailed explanation on the procedure to automatically determine the clusters from the 

output of the SOM is depicted in Figure 3-15. A matrix arbitrarily called Matrix o f Cluster 

Definitions (MCD) o f the same size than the clustering map is created to assign a cluster 

number to each neuron. All its cells are initialized to (-1), meaning that none of the 

corresponding neurons belong to any cluster. An initial threshold is set on the similarity 

measures given by the clustering map. All the elements o f the MCD corresponding to where 

the values of CM  are above this threshold are set to (0), meaning that these neurons belong 

to a cluster yet to be assigned. The groups of (0) surrounded by (-1) are assigned a cluster 

number. In other words, each separated group of (0) will get a sequentially obtained cluster 

number.

In analyzing entropy, the entropy o f the samples that were mapped to each group of neurons 

is first calculated. The clusters with acceptable entropy are maintained. The threshold of 

brightness for clusters with deficient entropy is increased, and the new clusters are obtained.
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This process is repeated until there are no more neurons in the cluster or the entropy o f the 

clusters finally becomes acceptable.

Finally, the neurons that could not be assigned to any cluster (all the neurons with (-1) in the 

MCD) can finally be analyzed one by one. If they satisfy the entropy criterion, if  they have 

enough samples mapped to them (defined by the designer), and if  they satisfy a minimum of 

similarity (also given by the designer), they become clusters themselves.

The raw outputs from this second stage are:

• the cluster assignation to each neuron (MCD);

• ' the list o f thresholds used to obtain these clusters; and

•  • the list o f samples per neuron, and indirectly the list of samples per cluster.

From these raw outputs, one can calculate the statistics of each cluster that will determine 

the values o f the centers used by the RBF to define the centers of their basis functions. 

There are many options to determine these centers. The most suitable one should be selected 

after the experimental study. In effect the center o f a cluster can be obtained as:

• the mean or the median o f all samples belonging to the cluster. Given a 

multidimensional set of samples, the center would be formed by the means or the 

medians o f these samples for each one o f their features.

• the mean or the median o f the weights that characterize all the neurons belonging to 

the cluster. For example, if  three neurons were merged to form a cluster, then it is

• the mean or the median o f their weights that is taken as the center of the cluster.

In order to train the RBF, it is also necessary to have at least an initial value o f spread for 

each basis function. This spread can be also estimated from the information obtained in the 

two-steps clustering process. One option is to define it as a multiple o f the standard 

deviation o f the samples around the center o f the cluster.

In summary, this process allows the designer to get a description o f the clusters based on 

their members. It is up to the designer to interpret this information to get a better result.
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Figure 3-15: Clustering of the SOM based on entropy
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4. Experimental Study

4.1. Introduction

The experiments performed in this study are shown in Figure 4-1. This work was divided 

into three main parts:

1. Feature extraction and selection

2. QRS detection.

3. Classification of the QRS (class N, V, R, and L):

a) using Linear Discriminant Analysis (LDA)

b) adapting the Self Ofganizing Map Neural (SOM) networks to classify the beats.

c) using Orthogonal Least Squares Radial Basis Functions (RBF-OLS) neural 

networks.

d) using Radial Basis Functions for which the centers are obtained using SOM 

clustering (SOM-RBF).

For the QRS detection three o f the four methods explained in Section 2.5.3 were explored: 

the digital filter by Okada [55], the MOBD [77], and a neural network [21]. An improved 

version of the Okada algorithm was also implemented.

The experiments were done on the data set described in Section 2.6.2. Each method o f QRS 

detection resulted in a number o f correct detections (true positives) and incorrect detections 

(false positives and false negatives) per record and in average foe all the records.

The experiments related to the feature extraction consisted o f two different methods to 

reduce the number of features o f the data: performing the Principal Component Analysis 

(PCA), and transforming each QRS segment into a Hermite series o f expansion. It will be 

explained in the methodology o f each experiment that the selection of the number of 

features was based on the results of:

1. the calculations of squared error and correlation index between the original signal 

and the modeled one;

2. the results when using LDA classification on the selected data set; and

3. in the PCA case, the changes in the variance due to the number of principal 

components chosen.

The LDA classification method was explained in Section 3.2. The classification experiments 

involving LDA are summarized briefly in this chapter because they are presented in the 

same Section as the feature extraction and selection to provide a notion o f how far or close 

the different classes are in the new feature space. The LDA experiments are done on the
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QRS segments, on their principal components, and on their transformation to Hermite 

coefficients.

For the experiments applying SOM, RBF-OLS and SOM-RBF, the data set o f QRS 

segments and the Hermite coefficients data were used. The data was either normalized using 

logistic normalization or not normalized at all.

The use of the SOM as a classifier was explained in Section 3.3. The experiments consisted 

in trying different sizes of maps on the different data sets. Each neuron was labeled as 

pertaining to the class to which the majority o f the samples in it pertain.

The RBF Neural Networks was explained in Section 3.4. The OLS method to complete this 

classifier was explained at the end of the same Section.

The experiments regarding the SOM-RBF classifier include numerous options. In effect, 

these experiments involve the different sizes of the SOM maps, the criteria to select the 

clusters in the SOM maps, the criteria to select the prototype o f each o f these clusters, and 

the criteria to select the initial spread o f the RBF functions. They will be explained in detail 

in the methodology o f the corresponding experiments.
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4.2. Feature extraction and selection

In this Section, the results o f the study concerning the extraction of features using PCA and 

Hermite Transformation are shown.

The study includes calculations o f several measures of fit described in Section 2.4.5. Based 

on the results obtained, the final number of features selected for the PCA is shown in 

Section 4.2.1 and for the Hermite transformation in Section 4.2.2.

4.2.1. Feature extraction and selection usine PCA

The Principal Component Analysis is used to reduce the number o f variables of the original 

data set. This is achieved by converting the data set characterized by 0  variables to a dataset 

characterized by d features as explained in Section 2.5.2.C. As previously cited in Section 

2.6.3, the original data set has 0 =  75 variables (73 samples of the ECG signal -specifically 

the QRS segments- plus two values of local rhythm).

The purpose o f this experiment was to estimate the number of principal components to use 

to represent appropriately the original the data in study.

Using the data set noted in Section 2.6.4, the experiment consisted in performing the 

Karhunen-Loeve transformation explained in Section 2.5.2.C to obtain the principal 

components. The selection o f the number o f principal components was based on four series 

of calculations:

• the contribution o f each principal component to the total variance.

• the correlation o f the original data set to its approximation using the inverse 

Karhunen-Loeve transformation with different number of principal components.

• the squared error of the approximation with respect to the original data set.

• the accuracy o f the LDA classifier for different number of principal components.

A. Contribution to the total variance

The fraction o f variance is calculated for each one of the possible 75 principal components 

to see how much they contribute to the total variance of the data set. To have a better 

visualization, the cumulative contribution is also presented. The results are shown in Figure

4-2 and Figure 4-3.
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Figure 4-2: % Fraction of Variance contributed by each principal component in the
PCA
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Figure 4-3: Cumulative Variance when using different number of principal
components for the PCA

From the results presented above, it can be said that the first ten principal components

contribute highly to the total variance of the data set. From this point, the contribution

declines and then, from the fifteenth principal component on, the contribution is minimal.
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B. Squared error and correlation index

Once the Karhunen-Loeve transformation was performed on the original data set, its inverse 

transformation was performed to obtain an approximation o f the original data set. This 

inverse transformation was performed 75 times to obtain 75 approximations using a 

different number o f principal components.

The squared error (explained in Section 2.4.5.A) and the correlation index (explained in 

Section 2.4.5.B) between both versions were calculated for each approximation. The results 

are shown in Figure 4-4 and in Figure 4-5 respectively.

2000
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# of Principal Components

Figure 4-4: Squared Error when using a different number of principal components to
approximate the original data set

For less than 25 principal components, the squared error decreased almost linearly with a 

strong slope. When more than 25 principal components were used, it still decreased almost 

linearly but with a smaller slope.
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Figure 4-5: Correlation index vs. Number of principal components, averaged for all
classes

The correlation index increased linearly with an almost constant slope when the number of 

principal components increased. There was no indication o f a number of principal 

components where the correlation index would maintain its value.

C. Accuracy when using LDA

Linear discriminant analysis (explained in Section 3.2) is used to classify the data set 

represented by its principal components. The accuracy o f this classification is computed for 

different quantities o f principal components. The results are shown in Figure 4-6.
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Figure 4-6: Accuracy with the LDA classifier when using different number of principal
components for the PCA

The number o f principal components affects the accuracy o f the classification. When more 

principal components are used, the accuracy improves. After twenty or more principal 

components, the accuracy seems to be less affected by the number of principal components.

D. Summary and conclusion

From the different measures o f fit presented above, it can be said that the variance o f the 

data is maintained with more than 15 principal components, the squared error o f the 

approximation stabilizes with more than 25 principal components, the correlation index 

does not give enough information to find a cut-off in the number of principal components, 

and the accuracy using linear discriminant analysis to classify the data does not improve 

much for more than 20 principal components.

The number o f principal components to use is between 15 and 20 (i.e. the first 15 to 20 

principal components.

4.2.2. Feature extraction and selection using H erm ite Transform ation

The Hermite transformation was used in this work to reduce the number o f variables of the 

original data set formed by QRS segments, by converting the dataset formed by 

O-dimensional vectors to a dataset formed by n-dimensional vectors as explained in Section
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2.5.2.B. As it was shown in Section 2.6.3, the original data set has 0 =  75 features (73 

samples plus two values o f local rhythm).

The purpose o f this experiment was to estimate the number of Hermite coefficients to use to 

represent appropriately the original data in this study.

Using the data set described in Section 2.6.4, the experiment consisted in performing the 

Hermite transformation explained in Section 2.5.2.B to obtain the Hermite coefficients. The 

selection o f the number o f coefficients to use for later experiments was based on three series 

of calculations:

• correlation between the original data set and its approximation using the inverse 

Hermite transformation with different number of Hermite coefficients.

• squared Error o f the approximation with respect to the original data set.

• accuracy when using an LDA classifier for different number of Hermite coefficients.

A. Squared error and correlation index

The Hermite transformation was performed on the original data set using n Hermite 

coefficients for n={4, 5, 6, 7, 8, 9, 10, 11, 12}. The inverse transformation was performed to 

obtain an approximation of the original data set for each value of n.

The squared error (explained in Section 2.4.5.A) and the correlation index (explained in 

Section 2.4.5.B) between both versions were calculated for each approximation. The results 

are shown in Figure 4-7 and Figure 4-8 respectively.
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Figure 4-7: Number of Hermite coefficients vs. Squared error between the modeled
and the original signals
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The squared error decreases when the number of Hermite coefficients increases. The slope 

seems to be smoother when more than nine coefficients are used.
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Figure 4-8: Number of Hermite coefficients vs. linear correlation coefficient between
the modeled and the original signals

The correlation index increases with the number of Hermite coefficients. It starts to stabilize 

when ten or more Hermite coefficients are used.

B. Accuracy when using LDA

Linear discriminant analysis (explained in Section 3.2) is used to classify the data set 

represented by the coefficients obtained from the Hermite transformation. The accuracy of 

this classification is computed for different quantities o f coefficients. The results are shown 

below in Table 4-1 and Figure 4-9.

When the data set is modeled by 4, 5, 6 Hermite coefficients, the accuracy does not 

improve. The classification accuracy improves when the number of Hermite coefficients 

increase from 7 to 10. When 11 and more coefficients are used, the accuracy and the kappa 

score, with the LDA classifier, decrease.
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Table 4-1: Classification accuracy and kappa score using LDA depending on the
number of Hermite coefficients

Data set Number 
of coefficients Accuracy Kappa score

QRS segments Not Applicable 0.9166 0.8889

4 0.7048 0.6064
5 0.7076 0.6102
6 0.7020 0.6026
7 0.7345 0.6459

Hermite transformation 8 0.7684 0.6911
9 0.7726 0.6968
10- 0.7938 0.725
11 0.7627 0.6836
12 0.7571 0.6761

I
£

i(0*
■a

>iu

ou
<

1.00 
0 95 

0 90 * 1  

0 85 

0 80 

0 75 

0.70 

0 65 

0.60 ■*

-X- -X- -X- -X-
”"X“" ■“  ""X"" _ ■ ""X"”1 ““ "X"

- X -
-X -

—X --------- X -
-X ---------X - -X

n=# of Hermite coefficients

10 11 12

-Accuracy with— x — A c c u r a c y  kscorewith — x — kscorewith
modeled data with raw data modeled data raw data

Figure 4-9: Number of Hermite coefficients vs. Accuracy and Kappa score using LDA

C. Summary and conclusion

From the different measures o f fit presented above, it can be said that the squared error of 

the approximation stabilizes with more than 9 Hermite coefficients, the correlation index 

has a cut-off zone around 10 Hermite coefficients, and the accuracy using linear 

discriminant analysis to classify the data reaches a peak when using 10 Hermite coefficients. 

Therefore, the number of Hermite coefficients to use is 10.
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4.3. ORS detection

In order to perform the detection of the QRS complexes in the ECG signals, three 

algorithms were implemented based on the theory presented in Section 2.5.3. These 

algorithms are the Okada (explained in Section 2.5.3.B), the MOBD (explained in Section

2.5.3.D), and the Neural-networks approach (explained in Section 2.5.3.E). An improved 

version o f the Okada algorithm that combine the original Okada algorithm and the MOBD 

was implemented.

The experiments were performed on the data set described in Section 2.6.2, using the first 

minute o f all the records to configure the detector and nine minutes to test its performance. 

The results are shown in the form of:

1. number o f true positives (TP): Number of beats that were correctly detected.

2. number o f false positives (FP): Number o f beats that were incorrectly detected.

3. number o f false negatives (FN): Number o f beats that were missed.

4. error rate (FP+FN)/(#beats)

5. positive predictivity TP/(TP+FP)

4.3.1. O kada O RS detector

A. Architecture and Methodology

Two sets o f experiments were performed using two versions o f the Okada algorithm [55]:

1. the algorithm implemented in its original form (as described in Section 2.5.3.B), 

with its filtering steps and then the basic thresholding to search for the peak o f the R 

wave.

2. the algorithm implemented with the original Okada’s filtering step but with an 

improved thresholding method based on the work by Suppappola and Sun [77],

A preliminary step was performed to obtain the heuristic parameters o f the filter, searching 

values by trial and error to obtain the minimal error rate on the training set. The same 

parameters were finally used on the two sets of experiments:

• weights of the weighted moving average: [1 2 1];

•  param eter o f  the lo w  pass filter m lb = T 2  sam ples (at 360sam p les/sec);

• parameter o f the higher frequency enhancement m=4 samples; and

• range o f search for symmetric peaks m= (+/-) 4 samples

In the experiment using the original algorithm, the range to obtain the threshold in the last 

step is m= (+/-) 4 samples.

The results are presented for the first ten minutes of each record.
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B. Results and observations

The results of the experiments with the original algorithm for each record are presented in 

Table 4-2.

Overall, the algorithm with this particular configuration tends to miss the detection o f beats 

more than detecting extra beats: the number o f false negatives (FN) is much higher than o f 

false positives (FP). This translates in a good positive predictivity vs. a poor error rate.

The range o f the error rate can vary from very small values, as for record 100 and others, to 

very high values as in record 108 among others. Record 108 is particularly challenging, 

because of the poor quality o f the signal.

Table 4-2: Results in testing the original Okada QRS detector

RECORD # of Beats TP FP FN Error rate 
(FP+FN) /# beats

Positive predictivity 
TP / #detected beats

A L L 36683 29381 408 6574 0.1903 0.9863
100 760 760 0 0 0 1
101 645 628 0 17 0.0264 1
102 728
103 703 703 0 0 0 1
104 743 246 28 497 0.7066 0.8978
105 832 827 0 5 0.0060 1
106 646 370 0 276 0.4272 1
107 706 703 0 3 0.0042 1
108 566 21 61 545 1.0707 0.2561
109 857 669 0 188 0.2194 1
111 697 524 0 173 0.2482 1
112 853 853 0 0 0 1

■ 113 581 581 0 0 0 1
114 556 36 3 520 0.9406 0.9231
115 635 635 0 0 0 1
116 797 767 12 30 0.0527 0.9846
117 504 504 0 0 0 1
118 770 730 30 40 0.0909 0.9605
119 659 527 0 132 0.2003 1
121 608 608 0 0 0 1
122 837 836 0 1 0.0012 1
123 506 505 0 1 0.0020 1
124 524 484 0 40 0.0763 1
200 868 822 20 46 0.0760 0.9762
201 777 744 0 33 0.0425 1
202 534 527 0 7 0.0131 1
203 997 86 8 911 0.9218 0.9149
205 924 894 0 30 0.0325 1
207 794 557 4 237 0.3035 0.9929
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RECORD # of Beats TP FP FN Error rate 
(FP+FN) /# beats

Positive predictivity 
TP / #detected beats

208 1012 557 60 455 0.5089 0.9028
209 1023 1010 4 13 0.0166 0.9961
210 881 823 1 58 0.0670 0.9988
212 932 920 0 12 0.0129 1
213 1098 1009 6 89 0.0865 0.9941
214 762 640 12 122 0.1759 0.9816
215 1131 847 79 284 0.3210 0.9147
217 727 588 7 139 0.2008 0.9882
219 • 758 725 0 33 0.0435 1
220 698 697 0 1 0.0014 1
221 827 660 2 167 0.2044 0.9970
222 739 518 3 221 0.3031 0.9942
223 839 623 4 216 0.2622 0.9936
228 697 127 2 570 0.8207 0.9845
230 729 696 11 33 0.0604 0.9844
231 677 488 0 189 0.2792 1
232 602 395 50 207 0.4269 0.8876
233 1023 999 1 24 0.0244 0.9990

The results of the improved version are shown in Table 4-3. With this improved version, the 

results are improved drastically. Even record 108 gives acceptable results, considering its 

poor quality of signal. This shows that the threshold step is critical for obtaining good 

results with the algorithm.

Table 4-3: Results using the improved version of the Okada QRS detector

RECORD # of Beats TP FP FN Error rate 
(FP+FN) /# beats

Positive predictivity 
TP / #detected beats

A L L 36683 34265 557 1690 0.0613 0.9840
100 760 760 0 0 0 1
101 645 641 1 4 0.0078 0.9984
102 728
103 703 703 0 0 0 1
104 743 738 29 5 0.0458 0.9622
105 832 828 2 4 0.0072 0.9976
106 646 591 0 55 0.0851 1
107 706 706 0 0 0 1
108 566 529 131 37 0.2968 0.8015
109 857 854 1 3 0.0047 0.9988
111 697 697 0 0 0 1
112 853 853 0 0 0 1
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RECORD # of Beats TP FP FN Error rate 
(FP+FN) /# beats

Positive predictivity 
TP / #detected beats

113 581 581 0 0 0 1
114 556 551 5 5 0.0180 0.9910
115 635 635 0 0 0 1
116 797 764 6 33 0.0489 0.9922
117 504 504 0 0 0 1
118 770 752 15 18 0.0429 0.9804
119 659 528 2 131 0.2018 0.9962
121 608 608 1 0 0.0016 0.9984
122 837 836 0 1 0.0012 1
123 506 505 0 ■ 1 0.0020 1
124 524 '520 3 4 0.0134 0.9943
200 868 860 8 8 0.0184 0.9908
201 777 749 1 28 0.0373 0.9987
202 534 527 0 7 0.0131 1
203 997 881 18 116 0.1344 0.9800
205 924 917 0 7 0.0076 1
207 794 686 81 108 0.2380 0.8944
208 1012 579 125 433 0.5514 0.8224
209 1023 1019 1 4 0.0049 0.9990
210 881 836 0 45 0.0511 1
212 932 932 0 0 0 1
213 1098 1017 8 81 0.0811 0.9922
214 762 735 4 27 0.0407 0.9946
215 1131 1120 8 11 0.0168 0.9929
217 727 •720 5 7 0.0165 0.9931
219 758 729 1 29 0.0396 0.9986
220 698 698 0 0 0 1
221 827 670 1 157 0.1911 0.9985
222 739 739 0 0 0 1
223 839 746 83 93 0.2098 0.8999
228 697 672 6 25 0.0445 0.9912
230 729 729 0 0 0 1
231 677 495 0 182 0.2688 1
232 602 601 10 1 0.0183 0.9836
233 1023 1004 0 19 0.0186 1

A s a reference, the p ositive  pred ictiv ity  is  sh ow n  in T able 4 -4  for each class o f  beat. T his  

table not only emphasizes how better the improved version is with respect to the original, 

but it also shows how the class o f the QRS also influences the ability o f the detector to find 

them. With the original algorithm, the classes are a determining factor for its success. In the 

improved version, because the threshold adapts to the beat structure, the classes of the QRS 

are not so relevant.
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Table 4-4: Positive predictivity of the Okada QRS detector per class

CLASS # beats
Original 

OKADA QRS detector
Improved 

OKADA QRS detector

V 2168 0.6713 0.8434
R 2419 0.9244 0.9864

L 2623 0.8052 0.9854

N 24263 0.8397 0.9627
A 698 0.7231 0.9806

a 698 0.8077 0.8846

F 628 0.7063 0.7552

f 633 0.3899 0.9856
J 39 0.8387 0.9032

j 39 1 0.7273
P 2158 0.7988 0.9927

Q 182 0.0374 0.1337
I 127 0.1364 0.4773

In Figure 4-10, the error rate is shown for the two versions o f the algorithm and for each 

record. The records were sorted with respect to the results o f the improved Okada algorithm. 

In general, with this change in the thresholding process o f the algorithm, the Okada 

algorithm passes from being a comprehensive but not so accurate algorithm to be a 

comprehensive AND accurate algorithm for the data used in this study.
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Figure 4-10: QRS detection error rate for each record using the original Okada 
algorithm and its improved version

4.3.2. M O B D  O R S detector

A. Architecture and Methodology

The MOBD algorithm was implemented following the description in Section 2.5.3.D.

The order of the MOBD transformation was chosen to be 4.

The threshold is updated every 36 samples (at 360 samples per sec) or when a QRS is 

detected.

The experiments were performed using the data set described in Section 2.6.2.

B. Results and observations

The results for each record are shown in Table 4-5.

Overall, the results are less than satisfactory. The number o f false positive and false 

negatives is high and the proportion o f false positive and false negatives are comparable. 

This algorithm under the present configuration seems to detect the QRS outside o f the 

acceptable range.
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Table 4-5: Results using the MOBD QRS detector

record #
of Beats

TP FP FN Error rate 
(FP+FN) /# beats

Positive 
predictivity 

TP / #detected beats

ALL 36683 34536 1763 2147 0.1066 0.9514
too 760 760 0 0 0 1

101 645 644 4 1 0.0078 0.9938

102 728 710 18 18 0.0495 0.9753

103 703 703 0 0 0 1

104 743 647 144 96 0.3230 0.8180

105 832 832 2 0 0.0024 0.9976

106 646 632 1 14 0.0232 0.9984

107 706 704 1 2 0.0042 0.9986

108 566 500 257 66 0.5707 0.6605

109 857 855 0 2 0.0023 1

111 697 317 380 380 1.0904 0.4548

112 853 853 0 0 0 1

113 581 581 0 0 0 1

114 556 556 0 0 0 1

115 635 635 0 0 0 1

116 797 797 1 0 0.0013 0.9987

117 504 504 0 0 0 1

118 770 767 0 3 0.0039 1

119 659 571 88 88 0.2671 0.8665

121 608 607 1 1 0.0033 0.9984

122 837 837 0 0 0 1

123 506 505 0 1 0.0020 1

124 524 221 303 303 1.1565 0.4218

200 868 867 1 1 0.0023 0.9988

201 777 744 1 33 0.0438 0.9987

202 534 534 0 0 0 1

203 997 910 26 87 0.1133 0.9722

205 924 919 0 5 0.0054 1

207 794 670 86 124 0.2645 0.8862

208 1012 655 211 357 0.5613 0.7564

209 1023 1019 0 4 0.0039 1

210 881 853 2 28 0.0341 0.9977

212 932 930 0 2 0.0021 1

213 1098 1086 10 12 0.0200 0.9909

214 762 751 4 11 0.0197 0.9947

215 1131 1126 2 5 0.0062 0.9982
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record #
of Beats TP FP FN Error rate 

(FP+FN) /# beats

Positive 
predictivity 

TP / #detected beats

217 727 723 5 4 0.0124 0.9931

219 758 755 0 3 0.0040 1

220 698 698 0 0 0 1

221 827 669 9 158 0.2019 0.9867

222 739 733 3 6 0.0122 0.9959

223 839 830 3 9 0.0143 0.9964

228 697 561 166 136 0.4333 0.7717

230 • 729 729 0 0 0 1

231 677 505 0 172 0.2541 1

232 602 601 33 1 0.0565 0.9479

233 1023 1009 1 14 0.0147 0.9990

234 921 921 0 0 0 1

i :

0 8i

0 6

0 40.4

0 2

i positive predictivity ■  error rate

Figure 4-11: Positive predictivity and error rate for the MOBD algorithm

The positive predictivity is, in general, high. In the case o f the error rate, there is room for 

improvement. It is interesting to note that for many o f the records the results are very good. 

The distribution o f classes per record in Table 4-6 shows that the error rate is somewhat 

correlated to the distribution o f classes in the record. When the error rate is minimal, the 

dominant class is normal and not many QRS belong to other classes. There are probably 

other factors affecting the performance o f the MOBD in the records, as for example, the
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quality o f the signal and the shape o f the beats. But in general, this algorithm does not give 

satisfactory results on this data set.

Table 4-6: Distribution of classes of records sorted by error rate with the MOBD
algorithm

ErrorRate record N L R A a J s V F J e j E p f Q
0 100 750 0 0 5 5 0 0 0 0 0 0 0 0 0 0 0
0 103 690 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 112 827 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 113 559 0 0 3 3 0 0 0 0 0 0 0 0 0 0 0
0 114 502 0 0 0 0 0 0 32 2 0 0 0 0 0 2 0
0 115 615 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 117 489 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 122 811 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 202 510 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0
0 220 654 0 0 23 23 0 0 0 0 0 0 0 0 0 0 0
0 230 706 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 234 892 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0.001255 116 733 0 0 0 0 0 0 40 0 0 0 0 0 0 0 0
0.001976 123 489 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0.002146 212 241 0 661 0 0 0 0 0 0 0 0 0 0 0 0 0
0.002304 200 601 0 0 4 4 0 0 233 0 0 0 0 0 0 0 0
0.002334 109 0 836 0 0 0 0 0 11 1 0 0 0 0 0 2 0
0.002404 105 787 0 0 0 0 0 0 20 0 0 0 0 0 0 0 0
0.003289 121 590 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0.003896 118 0 0 708 27 27 0 0 7 0 0 0 0 0 0 0 0

0.00391 209 861 0 0 129 129 0 0 0 0 0 0 0 0 0 0 0
0.003958 219 703 0 0 3 3 0 0 25 0 0 0 0 0 0 0 1
0.004249 107 0 0 0 0 0 0 0 4 0 0 0 0 0 678 0 0
0.005411 205 872 0 0 0 0 0 0 21 0 0 0 0 0 0 0 0
0.006189 215 935 0 0 0 0 0 0 55 0 0 0 0 0 0 0 0
0.007752 101 623 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0.012179 222 702 0 0 7 7 5 0 0 0 0 0 5 0 0 0 0

0.01238 217 20 0 0 0 0 0 0 53 68 0 0 0 0 549 68 0
0.014303 223 716 0 0 27 27 0 0 58 6 0 4 0 4 0 6 0
0.014663 233 730 0 0 2 2 0 0 259 6 0 0 0 0 0 6 0
0.019685 214 0 651 0 0 0 0 0 85 0 0 0 0 0 0 0 1
0.020036 213 775 0 0 9 9 0 0 64 141 0 0 0 0 0 141 0

0.02322 106 566 0 0 0 0 0 0 62 0 0 0 0 0 0 0 0
0.034052 210 797 0 0 2 2 0 0 49 2 0 0 0 0 0 2 0
0.043758 201 692 0 0 19 19 6 0 19 0 0 0 6 0 0 0 0
0.049451 102 95 0 0 0 0 0 0 2 29 0 0 0 0 581 29 0
0.056478 232 0 0 144 436 436 0 0 0 0 0 0 0 0 0 0 0

0.11334 203 811 0 0 1 1 0 0 152 0 0 0 0 0 0 0 0
0.201935 221 646 0 0 0 0 0 0 153 0 0 0 0 0 0 0 0
0.254062 231 115 0 369 0 0 0 0 1 0 0 0 0 0 0 0 163
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ErrorRate record N L R A a J s V F J e j E p f Q
0.264484 207 0 451 82 0 0 0 0 95 0 127 0 0 0 0 0 0
0.267071 119 503 0 0 0 0 0 0 134 0 0 0 0 0 0 0 0
0.323015 104 100 0 0 0 0 0 0 1 242 0 0 0 0 350 245 17
0.433286 228 524 0 0 0 0 0 0 151 0 0 0 0 0 0 0 0
0.561265 208 494 0 0 0 0 0 0 351 130 0 0 0 0 0 130 0
0.570671 108 537 0 0 0 0 0 0 6 0 0 0 0 0 0 1 0
1.090387 111 0 685 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1.156489 124 0 0 455 0 0 28 0 19 1 0 0 28 0 0 1 0

4.3.3. N eural netw orks O RS detector

A. Architecture aiid Methodology

The algorithm explained in Section 2.5.3.E was implemented with the following parameters:

• Number o f inputs o f the neural networks: 73

• Number o f  neurons in the hidden layer: 36

• Scaling factor for the sigmoid: 5

The training process was performed with the following characteristics:

• Maximum number o f epochs: 50

• Learning rate was decreased proportionally after each epoch.

• Initial learning rate: 0.2

• Final learning rate: 0.00005

• Training segments: Sliding window with 54 samples overlap + all the windows 

where the R peak was in the center o f the window (all the positive cases were 

taken into account).

• There were two options for the output of the training set:

1. 1 when the R peak was in the center of the window, 0 otherwise.

2. Quadratic equation depending on the position o f the peak o f the R wave with 

respect to the center o f the window (reaching 1 when it is in the center and 0 

when it is 36 samples from the center and beyond)

Because the search for the weights is a gradient descent search, the algorithm can find local 

minima. This is why the experiments were performed five times with different randomly 

selected initial weights and the configuration with the best results in training was chosen. 

The results in training are for this configuration.
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B. Results and observations

The results are shown in Table 4-7 for the network trained with the first output option, and 

Table 4-8 for the network trained with the second output option.

Overall, the results look promising. The number o f false positives is very low except for 

records 124, 207, and 108. The number o f missed beats is low except for records 200, 207, 

223, and 231.

Table 4-7: Results using the Neural networks QRS detector trained with optionl

record
#

o f  Beats
TP FP FN

Error rate 
(FP+FN) /#  beats

Accuracy 
in detection 

TP /  #detected beats

ALL 36683 34885 848 1798 0.0721 0.9763

100 760 760 0 0 0 1

101 645 557 7 88 0.1473 0.9876

102 728 686 17 42 0.0810 0.9758

103 703 702 0 1 0.0014 1

104 743 728 68 15 0.1117 0.9077

105 832 825 2 7 0.0108 0.9976

106 646 600 30 46 0.1176 0.9479

107 706 703 3 3 0.0085 0.9958

108 566 521 85 45 0.2297 0.8527

109 857 856 1 1 0.0023 0.9988

111 697 692 1 5 0.0086 0.9986

112 853 846 22 7 0.0340 0.9747

113 581 557 0 24 0.0413 1

114 556 548 11 8 0.0342 0.9803

115 635 630 6 5 0.0173 0.9906

116 797 796 1 1 0.0025 0.9987

117 504 503 1 1 0.0040 0.9980

118 770 761 24 9 0.0429 0.9694

119 659 657 2 2 0.0061 0.9970

121 608 608 9 0 0.0148 0.9854

122 837 834 0 3 0.0036 1

123 506 503 1 3 0.0079 0.9980

124 524 466 112 58 0.3244 0.7832

200 868 660 1 208 0.2408 0.9985

201 777 724 10 53 0.0811 0.9864

202 534 534 0 0 0 1

203 997 916 52 81 0.1334 0.9463

205 924 897 22 27 0.0530 0.9761

207 794 666 124 128 0.3174 0.8335
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record
#

o f  Beats
TP FP FN

Error rate 
(FP+FN) /# beats

Accuracy 
in detection 

TP / #detected beats

208 1012 1006 31 6 0.0366 0.9701

209 1023 971 10 52 0.0606 0.9898

210 881 822 12 59 0.0806 0.9856

212 932 900 0 32 0.0343 1

213 1098 1087 70 11 0.0738 0.9379

214 762 701 4 61 0.0853 0.9943

215 1131 1116 1 15 0.0141 0.9991

217 727 708 6 19 0.0344 0.9916

219 758 694 35 64 0.1306 0.9520

220 698 698 0 0 0 1

221 827 818 2 9 0.0133 0.9976

222 739 738 0 1 0.0014 1

223 839 662 28 177 0.2443 0.9594

228 697 610 4 87 0.1306 0.9935

230 729 711 0 18 0.0247 1

231 677 484 30 193 0.3294 0.9380

232 602 596 0 6 0.0100 1

233 1023 946 0 77 0.0753 1

234 921 881 3 40 0.0467 0.9966

With the second option o f outputs in training the results were not improved. On the 

contrary, the number o f false positives increased drastically. The idea behind this option was 

to “help” the detector detect the beats by anticipating the trend before the peak o f the R 

wave was in the center in the window, and thereby reduce the number o f missed beats. This 

was accomplished, but the number o f false negatives was not decreased as much as the 

number o f false positive increased.

Table 4-8: Results using the Neural networks QRS detector trained with option2

record
#

o f  Beats
TP FP FN

Error rate 
(FP+FN) /#  beats

Accuracy 
in detection 

TP /  #detected beats

ALL 36683 35668 3532 1015 0.1240 0.9099

100 760 760 3 0 0.0039 0.9961

101 645 636 23 9 0.0496 0.9651

102 728 713 16 15 0.0426 0.9781

103 703 703 5 0 0.0071 0.9929

104 743 729 158 14 0.2315 0.8219
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record
#

o f  Beats
TP FP FN

Error rate 
(FP+FN )/# beats

Accuracy 
in detection 

TP / #detected beats

105 832 832 15 0 0.0180 0.9823

106 646 625 5 21 0.0402 0.9921

107 706 704 29 2 0.0439 0.9604

108 566 541 347 25 0.6572 0.6092

109 857 854 1 3 0.0047 0.9988

111 697 697 118 0 0.1693 0.8552

112 853 844 26 9 0.0410 0.9701

113 581 580 73 1 0.1274 . 0.8882

114 556 556 5 0 0.0090 0.9911

115 635 633 37 2 0.0614 0.9448

116 797 797 2 0 0.0025 0.9975

117 504 500 8 4 0.0238 0.9843

118 770 764 39 6 0.0584 0.9514

119 659 657 2 2 0.0061 0.9970

121 608 608 1 0 0.0016 0.9984

122 837 837 0 0 0 1

123 506 504 1 2 0.0059 0.9980

124 524 488 101 36 0.2615 0.8285

200 868 859 32 9 0.0472 0.9641

201 111 755 35 22 0.0734 0.9557

202 534 527 8 7 0.0281 0.9850

203 997 908 275 89 0.3651 ' 0.7675

205 924 902 26 22 0.0519 0.9720

207 794 595 1113 199 1.6524 0.3484

208 1012 1005 18 7 0.0247 ■ 0.9824

209 1023 1021 52 2 0.0528 0.9515

210 881 834 23 47 0.0795 0.9732

212 932 928 1 4 0.0054 0.9989

213 1098 1086 248 12 0.2368 0.8141

214 762 753 23 9 0.0420 0.9704

215 1131 1128 113 3 0.1026 0.9089

217 727 721 79 6 0.1169 0.9013

219 758 756 39 2 0.0541 0.9509

220 698 698 4 0 0.0057 0.9943

221 827 825 99 2 0.1221 0.8929

222 739 731 38 8 0.0622 0.9506

223 839 731 21 108 0.1538 0.9721

228 697 681 125 16 0.2023 0.8449
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record
#

o f  Beats
TP FP FN Error rate 

(FP+FN) /#  beats

Accuracy 
in detection 

TP / #detected beats

230 729 729 12 0 0.0165 0.9838

231 677 505 4 172 0.2600 0.9921

232 602 601 29 1 0.0498 0.9540

233 1023 910 100 113 0.2082 0.9010

234 921 917 0 4 0.0043 1

4.3.4. Sum m ary o f  O RS detection results and discussion

The results o f the QRS detection are summarized in Table 4-9. For better visualization of

the same information, Figure 4-12 and Figure 4-13 are presented.

Surprisingly, the simplest algorithm, the Okada algorithm when its thresholding process was 

optimized, outperformed the others.

This particular finding shows that a good thresholding process must accompany the method 

of processing the signal in order to give good results. Note that the original Okada algorithm 

had the worse error rate, and only with the change in the last step of the process 

(thresholding), borrowed from the MOBD algorithm, highly outperformed the others 

(including the MOBD algorithm).

The neural networks configuration gave the second best results, close to the results by the 

improved Okada algorithm. In Figure 4-14 and Figure 4-15, the results of the three 

algorithms are shown for every record. Note, that the results o f the neural networks are 

better than the improved Okada algorithm for many records. The advantage of the neural 

network over the .other algorithms is its ability to learn from the data, and the heuristics only 

come with the learning process.

In order to improve the results o f the Okada algorithm, a learning step could be included to

optimize the parameters o f the digital filtering process.
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Table 4-9: Summary of results for QRS detection

TP FP FN
Error rate 
(FP+FN) /# 

beats

Positive predictivity 
TP / #detected beats

MOBD 34536 1763 2147 0.1066 0.9514

NN optionl 34885 848 1798 0.0721 0.9763

NN option2 35668 3532 1015 0.1240 0.9099

Okada original 29381 408 6574 0.1903 0.9863
Okada improved 34265 557 1690 0.0613 0.9840
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Figure 4-12: Average error rate QRS detection for all the implemented algorithms
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Figure 4-13: Average accuracy QRS detection for all the implemented algorithms
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Figure 4-15: Best error rate per record (200-series) for each QRS detection algorithm

153

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.4. ORS classification

4.4.1. SO M  as classifier

A. Architecture and Methodology

Self Organizing Maps (SOM) is a clustering method. In this study it is adapted to work as a 

classifier. The method and its adaptation to the classification problem is explained in 

Section 3.3.

The clustering process was performed using the SOM tool presented by Bai in [5].

The configuration o f the SOM is the following:

• The measure of distance is Euclidean.

• The neighborhood kernel is Gaussian.

• The size of the neighborhood is initially 3, with a decline rate o f 0.1.

• The neurons have hexagonal shape.

• The number o f epoch for the rough training is 5000.

• The number o f epoch for the fine-tuning of the training is 10000.

•  The learning rate is variable:

o During the rough training, it starts at 1 and decreases to 0.2 throughout the 

mentioned number o f epoch, 

o During the fine-tuning, it starts at 0.2 and ends at 0.01.

• The Initialization o f the neurons is random.

•  The size o f the maps is set to 5 by 5, 10 by 10, 15 by 15, 20 by 20, 25 by 25 and 30 

by 30.

The experiments are performed on the data set formed by QRS segments described in 

Section 2.6.3 and also on its transformed version using 10 Hermite coefficients. The 

Hermite transformation is explained in Section 2.5.2.B and the number o f coefficients to use 

is determined in Section 4.2.2.

The data set was divided in a training subset o f 3184 elements corresponding to 60% of the 

data set (i.e. 873 class N, 501 class V, 855 class R and 955 class L) and a testing subset with 

the remaining 40% of the data (2126 elements: 583 class N, 334 class V, 571 class R, and 

638 class L).

The normalization o f the data was either logistic or none.

In summary, the values that change from one experiment to the other are:

• size o f the maps (5 by 5, 10 by 10, 15 by 15, 20 by 20,25 by 25 and 30 by 30).

154

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



• type o f data set (original data set with 75 features, or transformed data o f 10 Hermite 

coefficients).

• type o f normalization (none or logistic).

B. Results

The results are shown in the form o f average entropy per class and of accuracy and kappa 

score o f the classifier for the training set. For the testing set, the accuracy and kappa score of 

the classifier are presented.

The entropy is calculated for each neuron of the map following the formula presented in 

Section 2.4.3. The value of entropy obtained is then assigned to the winning class of the 

corresponding neuron. Finally, the entropy is averaged per class.

The detailed results o f the SOM (i.e. cluster map, winning class per neuron, and entropy per 

neuron for the training set; and confusion matrix, accuracy and kappa score for training and 

testing sets) are presented for the architecture with best results (minimal entropy and highest 

accuracy).

Table 4-10: Average entropy per class in the SOM classifier for the Hermite 
transformed data set with no normalization

Size of 
MAP

N V R L All

05x05 1.41 0.97 1.30 1.33 1.25
10x10 0.79 0.59 0.72 0.73 ■ 0.71
15x15 0.39 0.36 0.38 0.37 0.37
20x20 0.24 0.33 0.29 0.20 0.27
25x25 0.21 0.31 0.13 0.10 0.19
30x30 0.08 0.25 0.08 0.06 0.12
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Average entropy per class Vs size of map
for Hermite transformed data; no normalization

1.5

1

0.5

0
05x05 10x10 15x15 20x20 25x25 30x30

map size

Figure 4-16: Average entropy per class vs. size of SOM map. Data set of Hermite 
coefficients, with no normalization

Observations on Table 4-10 and Figure 4-16:

• Increasing the size o f the map improves the average entropy for all classes.

• For class V, the entropy does not improve much for maps bigger than 15 by 15 

neurons. In fact, class V is the class with the worst entropy for maps bigger than 15 by 

15 neurons.

• Classes N, R and L maintain relatively close values o f average entropy among 

themselves.

Table 4-11: Average entropy per class in the SOM classifier for the Hermite 
transformed data set with logistic normalization

Size of 
MAP

N V R L All

05x05 1.31 1.18 1.28 0.78 1.14
10x10 0.64 0.36 0.56 0.51 0.52

15x15 0.33 0.23 0.25 0.32 0.28
20x20 0.19 0.15 0.22 0.18 0.18
25x25 0.10 0.14 0.06 0.15 0.11
30x30 0.07 0.11 0.07 0.07 0.08
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Average entropy per class Vs size of map
for Hermite transformed data; logistic

normalization
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Figure 4-17: Average entropy per class vs. size of SOM map. Data set of Hermite 
coefficients, with logistic normalization

Observations on Table 4-11 and Figure 4-17:

• Increasing the size of the map improves the average entropy for all classes.

• There is no particular class for which the entropy is better than for the others over all 

the sizes of maps.

Table 4-12: Average entropy per class in the SOM classifier for the data set formed by
QRS segments with no normalization.

Size o f  
M AP

N V R L A ll

05x05 0.97 1.20 0.91 1.03 1.03
10x10 0.51 0.39 0.37 0.40 0.42
15x15 0.18 0.34 0.23 0.16 0.23
20x20 0.09 0.30 0.08 0.13 0.15
25x25 0.08 0.22 0.04 0.05 0.10
30x30 0.05 0.17 0.04 0.02 0.07
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Average entropy per class Vs size of map
for raw data; no normalization
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Figure 4-18: Average entropy per class vs. size of SOM map. Data set of QRS 
segments, with no normalization

Observations on Table 4-11 and Figure 4-18:

• Increasing the size of the map improves the average entropy for all classes.

• The average entropy for class V is generally worse than for the other classes. This 

difference is accentuated on bigger maps, where the entropy does not improve much 

when the size o f the map is increased.

Table 4-13: Average entropy per class in the SOM classifier for the data set formed by 
QRS segments with logistic normalization.

Size o f 
MAP

N V R L A ll

05x05 0.93 1.05 0.84 0.71 0.88
10x10 0.34 0.69 0.32 0.21 0.39
15x15 0.13 0.43 0.13 0.16 0.21
20x20 0.08 0.22 0.07 0.07 0.11
25x25 0.03 0.15 0.04 0.05 0.07
30x30 0.04 0.09 0.03 0.02 0.05
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Average entropy per class Vs size of map
for raw data; logistic normalization
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Figure 4-19: Average entropy per class vs. size of SOM map. Data set of QRS 
segments, with logistic normalization

Observations on Table 4-13 and Figure 4-19:

• Increasing the size of the map improves the average entropy for all classes.

• For class V, the entropy is significantly worse than for other classes.

Table 4-14: Average entropy in the SOM classifier depending on the type of data set.

Size o f MAP
Hermite data 

with no 
normalization

Hermite data 
with logistic 

normalization

QRS 
segments 
with no 

normalization

QRS 
segments 

with logistic 
normalization

05x05 1.25 1.14 1.03 0.88
10x10 0.71 0.52 0.42 0.39
15x15 0.37 0.28 0.23 0.21
20x20 0.27 0.18 0.15 0.11
25x25 0.19 0.11 0.10 0.07
30x30 0.12 0.08 0.07 0.05

These are the observations from Table 4-14:

• The best average entropy is obtained on the data with logistic normalization for all the 

sizes of SOM.
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• The entropy is better for the clusters obtained with the QRS segments than with the 

data transformed to Hermite coefficients.

• The entropy decreases when the size of the map increases.

• The best entropy is obtained using the 30 by 30 SOM on the QRS segments with

logistic normalization.

Table 4-15: Accuracy of the SOM classifier in training

A ccuracy  in training

Size 
O f map

Raw  
No normalization

Raw
Logistic

normalization

Hermite 
N o normalization

Hermite 
Logistic 

. normalization
05x05 0.69 0.76 0.60 0.66
10x10 0.90 0.93 0.83 0.86
15x15 0.95 0.96 0.90 0.92
20x20 0.96 0.98 0.937 0.95
25x25 0.97 0.98 0.945 0.966
30x30 0.98 0.99 0.96 0.975

Accuracy Training

0.95
0.9

0.85

S' 0.8 
23 0.75 o
< 0.7

—  rawjogi
— raw_none
— - hermitejogi

hermite none0.65
0.6

0.55
0.5

10x10 15x15 20x20 25x25 30x3005x05
map size

Figure 4-20: Size of the SOM vs. accuracy of the SOM classifier in training
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Table 4-16: Accuracy of the SOM classifier in testing.

Accuracy in testing

Size 
Of map

Raw 
No normalization

Raw
Logistic

normalization

Hermite 
No normalization

Hermite
Logistic

normalization
05x05 0.69 0.78 0.60 0.66
10x10 0.91 0.92 0.83 0.87
15x15 0.93 0.95 0.88 0.92
20x20 0.942 0.96 0.905 0.93
25x25 0.943 0.95 0.903 0.94
30x30 0.938 0.95 0.93 0.937

Accuracy Testing

0.95

0.9

0.85

5* 0.8
2
I  0-75 
o
<  0.7

— r a w j o g i

■ ra w _ n o n e

— h e r m ite J o g i

— herm ite  n o n e
0.65

0.6

0.55

0.5
25x25 30x3010x10 15x15 20x2005x05

m ap s iz e

Figure 4-21: Size of the SOM vs. accuracy in testing

The best accuracy is obtained on the data set formed by QRS segments with logistic 

normalization using the SOM classifier size 30 x 30: 98.65% accuracy in training and 

95.16% in testing. This result matches the result with the average entropy o f the neurons 

presented before.
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Table 4-17: Kappa score of the SOM classifier in training

Kappa score in training

Size 
Of map

Raw 
No normalization

Raw
Logistic

normalization

Hermite 
No normalization

Hermite
Logistic

normalization
05x05 0.5745 0.6693 0.4425 0.5430
10x10 0.8693 0.9052 0.7653 0.8152
15x15 0.9310 0.9429 0.8589 0.8961
20x20 0.9515 0.9706 0.9140 0.9356
25x25 0.9622 0.9766 0.9251 0.9540
30x30 0.9698 0.9817 0.9477 0.9655

Kappa score Training

0.95
0.9

0.85
0.8

0.75
0.7

S'
i .□O
<  0.65 

0.6 
0.55 

0.5 
0.45 

0.4

-  r a w jo g i

- ra w _ n o n e

- h e r m ite J o g i  

-“ h erm ite  n o n e

25x25 30x3005x05 10x10 15x15 20x20

map size

Figure 4-22: Size of the SOM vs. kappa score in training

Table 4-18: Kappa score of the SOM classifier in testing.

Kappa score in testing

Size 
O f map

Raw 
No normalization

Raw
Logistic

normalization

Hermite 
No normalization

Hermite
Logistic

normalization
05x05 0.5834 0.6930 0.4442 0.5419
10x10 0.8761 0.8892 0.7625 0.8237
15x15 0.9102 0.9280 0.8314 0.8893
20x20 0.9220 0.9442 0.8716 0.9067
25x25 0.9239 0.9348 0.8710 0.9213
30x30 0.9173 0.9358 0.9030 0.9171
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Kappa score Testing
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Figure 4-23: Size of the SOM vs. kappa score in testing.

a. Detailed results on the best configuration:

As mentioned above, the best results were obtained with the QRS segments with logistic 

normalization using the SOM classifier 30 x 30. The complete results o f this experiment are 

shown in Figure 4-24.
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Figure 4-24: SOM classifier 30x30. Cluster map showing the winning class per neuron

Observations on the maps:

As explained in Section 3.3, samples that are similar are mapped to the same neurons. The 

degree o f similarity among the samples is given by the measure o f distance (Euclidean in 

this case) given by the formulas in Table 3-2. The closer the samples are mapped to a 

neuron, the brighter the color o f the neuron. The map shows several bright zones that denote 

clear groups o f clusters.

The brightest groups o f clusters are labeled as L. It means that the samples L are very 

similar to each other. The samples belonging to class V are not that similar among 

themselves. That is why they are assigned to the darkest neurons in the map.

The map illustrates how some elements o f different classes can be similar to each other. In 

effect, even though most o f the neurons labeled as the same class are concentrated in the 

same zones, some neurons “stand” in the middle o f neurons belonging to other classes. For
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example, in the middle o f the group o f neurons belonging to class V on the left bottom of 

the map, there is a neuron labeled L. The samples mapped to this neuron are not very similar 

among them but they are closer to samples class V than to class L.

Figure 4-25 complements this information with the entropy of each neuron.

Most o f the neurons have zero entropy. Those few neurons with high entropy are located in 

the boundaries of the clusters. They are shown dark in the cluster map. The high entropy is 

due to the fact that some samples o f different classes can be similar to each other, 

particularly in the boundaries o f the clusters. For example, in Figure 4-25, there is a cluster 

class V on the top left, a cluster R on its right, and some sparse neurons assigned to class N. 

Some neurons in between these clusters have high entropy:

• Class L with entropy o f 0.97 (2V and 3L)

• Class V with entropy 0.81 (3V and IN)

• Class V with entropy o f 1 (IV  and 1L)

• Class V with entropy o f 1.58 (IV , 1L and IN)

Some neurons (most o f the darkest ones) do not have any samples mapped to them. These 

are mainly in the boundary o f the brighter zones and could be used to separate the clusters. 

There is a drawback about these neurons. If any of the samples o f the testing set is mapped 

to a neuron that was empty in training, its class will be unknown.
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The confusion matrices for training and testing of the SOM classifier with the winning 

configuration are shown below:

Table 4-19: Confusion matrix for training and testing using the SOM classifier 30x30 
(QRS segments with logistic normalization)

Training Testing

Out\Real V R L N OutVReal V R L N

V 486 2 6 8 V 309 1 3 5

R 3 852 0 4 R 6 551 0 1

L 4 0 946 4 L 4 0 615 2

N 8 1 3 857 N 5 2 4 548

Accuracy = 0.9865 Accuracy = 0.9516

Kappa score = 0.9817 Kappa score =: 0.9358

Observations on the confusion matrices (Table 4-19):

The accuracy and kappa score in training are quite acceptable. In testing, the accuracy and 

kappa score are slightly smaller. Most of the misclassified patterns in this table belong to 

class V, the class with fewer patterns in the set. On the other hand, there was less error on 

class L patterns, the class with the most patterns in the set.

In neither training nor testing, were the patterns L and R mistaken with one another. The 

main confusions in the classifications were between classes V and N and between classes V 

and L. The reason for this could be that depending on where the premature ventricular block 

occurred, the QRS class V could bear a resemblance to a class R (if originated from the left 

ventricle), a class L (if originated from the right ventricle) or even to a class N  (if originated 

from the bundle o f His).

4.4.2. R BF-O LS

A. Architecture and Methodology

Radial Basis Functions neural networks (RBF-NN) are used to classify the data set formed 

by QRS segments described in Section 2.6.3 and also on its transformed version using 10 

Hermite coefficients.

The data set was divided in the same way as for the experiments with SOM: 60% of each 

class in the training set and 40% in the testing set.

The orthogonal least squares method (OLS) is used to determine the centers o f the network 

as explained in Section 3.4.
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The configuration of the RBF-OLS network is the following:

• Number o f centers. Set arbitrarily to:

o 4

o 250, an intermediate value

o 900, corresponding to the maximum number of neurons in the experiments

with SOM.

• Type o f basis function: Gaussian.

• Spread: Mean Standard deviation for all the variables of the training data.

• Normalization: None, logistic.

B. Results and observations

The results are shown in the form of tables showing the confusion matrices, accuracy and 

kappa score for training and testing for 4, 250 and 900 centers. There are 4 tables: one for 

each type o f data and normalization.

Figure 4-26 and Figure 4-27 summarize the results for training and for testing.

0.8

0.7-

R a w  n o  n o rm aliza tio n
OvS -

R a w  log istic  no rm aliza tion

 H erm ite  n o  n o rm aliza tio n

-  * -  H e rm ite  log istic  n o rm aliza tio n

0.3 -

250A

Figure 4-26: Accuracy in training of RBF-OLS classifier depending on the number of
centers.
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Figure 4-27: Accuracy in testing of RBF-OLS classifier depending on the number of
centers

Irrespective o f the number o f centers of the RBF, the best results are obtained in both 

training and testing when the classification is made on the Hermite coefficients with no 

normalization. The best accuracy is reached with 900 centers: 1 in training and 0.9614 in 

testing.

The logistic normalization does not improve the performance of the classifier in any o f the 

cases.

As expected, the number of centers affects the accuracy of the classifier in training: the 

more centers, the higher the accuracy. This is not true for the testing, in which case the 

accuracy does not improve significantly for more than 250 centers. This might mean that the 

number o f centers affects the generalization capability o f the classifier.
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Table 4-20: Results using the RBF-OLS classifier with 4,250 and 900 centers on the
QRS segments with no normalization

4 Centers
Training Testing

OutYReal V R L N Out\Real V R L N

V 0 0 0 0 V 0 0 0 0
R 0 189 0 0 R 0 130 0 0

L 1 0 518 0 L 1 0 352 0

N 500 666 437 873 N 333 441 286 583

Accuracy in training = 0.4962 Accuracy in testing = 0.5009

Kappa score in training = 0.3022 Kappa score in testing = 0.3086

250 Centers
Training Testing

OutYReal V R L N OutYReal V R L N

V 496 128 71 83 V 329 107 48 89

R 0 726 0 1 R 1 464 0 3
L 1 0 884 1 L 2 0 589 0

N 4 1 0 788 N 2 0 1 491
Accuracy in training = 0.9089 Accuracy in testing = 0.8810

Kappa score in training = 0.8783 Kappa score in testing = 0.8416

900 Centers
Training Testing

OutYReal V R L N OutYReal V R L N

V 492 0 0 0 V 168 0 1 0

R 0 855 0 0 R 2 555 0 3
L 0 0 955 0 L 2 0 605 1

N 9 0 0 873 N 162 16 32 579
Accuracy in training = 0.9972 Accuracy in testing = 0.8970

Kappa score in training = 0.9962 Kappa score in testing = 0.8587

Observations on Table 4-20: Results using the RBF-OLS classifier with 4, 250 and 900 

centers on the QRS segments with no normalization.
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If only four centers are used in the RBF-OLS to classify the QRS segments with no 

normalization, practically all the segments that are not assigned to the correct class are 

assigned to class N, especially the ones that belong to class V. This happens because o f the 

OLS strategy to choose the centers that first selects the samples for which the squared error 

is smaller. The squared error is usually smaller for the samples belonging to the dominant 

classes in the data set. The value o f the kappa score emphasizes this fact, being so much 

smaller than the value of the accuracy.

With 250 centers, the accuracy is more acceptable. It is interesting to note that when the 

output o f the classifier was classes R, L or N, most o f the cases were correct. But this was 

not the case for class V. Furthermore, about a quarter o f the data was assigned to each class. 

If more insight were needed, it would be probably interesting to see to which classes the 

centers belong.

When the RBF-OLS classifier is built with 900 centers, the training data is almost perfectly 

classified but the testing results are poor, loosing, as in the case of the SOM 30x30 its 

capability o f generalization.

Observations on Table 4-21: Results using the RBF-OLS classifier with 4, 250 and 900 

centers on the QRS segments with logistic normalization.

Logistic normalization deteriorates the results obtained with the RBF-OLS classifier on the 

QRS segments. In this case, with 250 centers the classifier does not raise its accuracy above 

50%, and even with 900 centers it can’t increase its accuracy above 80%. Most of the data 

are assigned to class L with this configuration.

171

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 4-21: Results using the RBF-OLS classifier with 4, 250 and 900 centers on the
QRS segments with logistic normalization

4 Centers
Training Testing

Out\Real V R L N Out\Real V R L N

V 0 0 0 0 V 141 0 0 0

R 0 242 0 0 R 0 0 0 0

L 501 613 955 568 L 0 0 137 0

N 0 0 0 305 N 442 334 434 638

Accuracy in training = 0.47 7 Accuracy in testing = 0.4309

Kappa score in training -  0.2506 Kappa score in testing = 0.1912

250 Centers
Training Testing

Out\Real V R L N Out\Real V R L N

V 0 0 0 0 V 0 0 0 0

R 0 242 0 0 R 0 137 0 0

L 501 613 955 568 L 334 434 638 442

N 0 0 0 305 N 0 0 0 141

Accuracy in training = 0.47 7 Accuracy in testing = 0.4309

Kappa score in training = 0.2506 Kappa score in testing = 0.1912

900 Centers
Training Testing

Out\Real V R L N Out\Real V R L N

V 350 0 7 9 V 217 2 5 6

R 28 661 9 59 R 31 442 7 43

L 85 101 831 229 L 60 60 563 167

N 38 93 108 576 N 26 67 63 367

Accuracy in training = 0.7594 Accuracy in testing = 0.7474
Kappa score in training = 0.6707 Kappa score in testing = 0.6537
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Table 4-22: Results using the RBF-OLS classifier with 4,250 and 900 centers on the
Hermite coefficients data with no normalization

4 Centers
Training Testing

Out\Real V R L N Out\Real V R L N

V 0 0 0 0 V 0 0 0 0

R 482 771 444 491 R 326 529 310 335

L 14 35 470 60 L 8 11 302 41

N 5 49 41 322 N 0 31 26 207

Accuracy in training = 0.4909 Accuracy in testing = 0.4882

Kappa score in training = 0.2978 Kappa score in testing = 0.2945

250 Centers
Training Testing

OutYReal V R L N OutYReal V R L N

V 487 14 19 20 V 317 14 14 25

R 2 840 0 1 R 5 555 0 5

L 3 0 936 3 L 7 0 619 4

N 9 1 0 849 N 5 2 5 549

Accuracy in training = 0.9774 Accuracy in testing = 0.9595

■ Kappa score in training = 0.9694 Kappa score in testing = 0.9453

900 Centers
Training Testing

OutYReal V R L N OutYReal V R L N

V 501 0 0 0 V 278 0 3 7

R 0 855 0 0 R 45 568 1 7

L 0 0 955 0 L 7 0 632 3

N 0 0 0 873 N 4 3 2 566

Accuracy in training = 1 Accuracy in testing = 0.9614

Kappa score in training = 1 Kappa score in testing = 0.9476
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Table 4-23: Results using the RBF-OLS classifier with 4,250 and 900 centers on the
Hermite Coefficients data with logistic normalization

4 Centers
Training Testing

Out\Real V R L N Out\Real V R L N

V 1 0 0 0 V 1 0 0 0

R 0 0 0 0 R 0 0 0 0

L 500 855 955 873 L 333 571 638 583

N 0 0 0 0 N 0 0 0 0

Accuracy in training = 0.3003 Accuracy in testing = 0.3006

Kappa score in training = 0.0005 Kappa score in testing = 0.0008

250 Centers
Training Testing

Out\Real V R L N Out\Real V R L N

V 1 0 0 0 V 1 0 0 0

R 0 0 0 0 R 0 0 0 0

L 500 855 955 873 L 333 571 638 583

N 0 0 0 0 N 0 0 0 0

Accuracy in training = 0.3003 Accuracy in testing = 0.3006

Kappa score in training = 0.0005 Kappa score in testing = 0.0008

900 Centers
Training Testing

Out\Real V R L N Out\Real V R L N

V 1 0 0 0 V 1 0 . 0 0

R 0 0 0 0 R 0 0 0 0

L 500 855 955 873 L 333 571 638 583

N 0 0 0 0 N 0 0 0 0

Accuracy in training = 0.3003 Accuracy in testing = 0.3006
Kappa score in training = 0.0005 Kappa score in testing = 0.0008
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Observations on Table 4-22: Results using the RBF-OLS classifier with 4, 250 and 900

centers on the Hermite coefficients data with no normalization.

The transformation to Hermite coefficients clearly improves the performance o f the 

RBF-OLS classifier.

As was expected, with four centers the accuracy was low. It does not recognize any o f the 

samples belonging to class V and most o f the samples are classified as R.

When 250 centers are used the accuracy and the kappa score improve considerably. Using 

900 centers improves the training accuracy to a perfect result o f  1, but the testing results are 

not better than with 250 centers. The capability to recognize samples belonging to class V 

deteriorates when 900 centers are used in the RBF-OLS classifier.

Observations on Table 4-23: Results using the RBF-OLS classifier with 4, 250 and 900 

centers on the Hermite Coefficients data with logistic normalization.

The data o f Hermite coefficients with logistic normalization is clearly not separable using 

RBF-OLS classifier, whatever number o f centers was used to do so.

4.4.3. LD A

A. Architecture and Methodology

LDA is a classification method explained in Section 3.2.

The training process was performed on 60% of the data set, while the testing was performed 

on the remaining 40%. Three data sets were used: the data set formed by QRS segments 

described in Section 2.6.3, its transformed version using 10 Hermite coefficients, and the 

data set generated with the PCA (using 15, 20, 50 principal components).

No normalization of the data was performed other than the normalization inherent to the 

LDA.

B. Results and observations

Table 4-24: Accuracy with the LDA classifier

Data Set Accuracy Training Accuracy testing

QRS segments 0.9111 0.9124
Hermite coefficients 0.7249 0.7079
PCA, 15 principal components 0.8650 0.8542
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With the LDA, the untransformed QRS segments are better classified than any o f the 

implemented transformations.

4.4.4. Proposed classifier SO M -R BF

A. Architecture and Methodology

The training process was performed on 60% of the data set, while the testing was performed 

on the remaining 40%. Two data sets were used: the data set formed by QRS segments 

described in Section 2.6.3 and its transformed version using 10 Hermite coefficients. The 

normalization o f the data set was either none or logistic.

With the proposed SOM-RBF classifier, the centers o f the RBF classifier were obtained 

training the Self Organizing Maps, determining the clusters into which the data could be 

divided, and calculating the centers o f these clusters.

Similarly to Section 4.4, the SOM was trained and displayed using the tool presented by Bai 

in [5] with the following configuration:

• the measure o f distance is Euclidean.

• the neighborhood kernel is Gaussian.

•  the size o f the neighborhood is initially 3, with a decline rate of 0.1.

• the neurons have hexagonal shape.

• the number of epoch for the rough training is 5000.

• the number of epoch for the fine-tuning, o f the training is 10000.

•  the learning rate is variable:

o during the rough training, it starts at 1 and decreases to 0.2 throughout the 

mentioned number of epoch, 

o during the fine-tuning, it starts at 0.2 and ends at 0.01.

• the Initialization o f the neurons is random.

• the different sizes o f the maps that were tried are shown in Table 4-25.

When determining the final clusters using the results from the SOM and the knowledge of 

the data (i.e. the class to which each sample belong), the following criteria were used:

• Initial gray level threshold, above which a neuron is assigned to a cluster: The

values are shown in Table 4-25.

• Maximum acceptable entropy for a cluster: 0.1.

(If the entropy o f a cluster formed by several neurons is higher, the cluster is split).

•  Minimum amount o f samples in a cluster to be taken into account: 10.
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The parameters o f the RBF neural network are the following:

• Type o f basis function: Gaussian.

• Normalization none, or logistic. Same normalization as in the clustering process 

with the SOM.

• Number of centers: Determined by the previous stage.

•  Initial spread: Given by the previous stage (Refer to Table 4-25).

•  Learning rate for the gradient descent search for an optimal spread: 0.1

• Several heuristics were tried to optimize the performance of the classifier. Each parameter

was controlled by one variable in the software. They are presented below in Table 4-25. The 

list of parameters is divided in three parts: training of the SOM, generating the clusters, and 

configuring the actual RBF classifier.
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Table 4-25: Parameters adjusted on the proposed SOM-RBF classifier

Stage o f  the 
process

Parameter
Value o f  
variable

Meaning

Training the 
SOM

Size o f  the SOM 
(Variable m sin d ex )

1 05 neurons by 05 neurons
2 10 neurons by 10 neurons
3 15 neurons by 15 neurons
4 20 neurons by 20 neurons
5 25 neurons by 25 neurons
6 30 neurons by 30 neurons

Generating 
the final 

clusters from 
the SOM and 

with the 
information 
o f  classes.

Include or not the darker neurons as individual 
clusters 

(Variable yesnodark)

1 yes

2 no

Minimum amount o f  data a neuron needs to be 
included in the cluster determination 

(Variable d tin d ex )

1 1% maximum amount o f  data in neurons
2 2% maximum amount o f  data in neurons
3 5% maximum amount o f  data in neurons

Initial gray level threshold on the cluster map to 
separate the clusters.

(Variable t in d e x )

1 0 (The whole map is initially one cluster)
2 50
3 100
4 255 (Each neuron is a cluster)

Finding the 
centers

From which values the center is calculated 
(Variable whosecentemum)

1 From values o f  data in cluster
2 From weights o f  neurons in the cluster

Type o f  center 
(Variable centertypenum)

1 Mean o f  each variable o f  the data in the cluster
2 Median o f  each variable o f  the data in the cluster

Configuring 
the RBF

How the initial spread is estimated 
(Variable opspreadnum)

1
Five multiples o f  the average standard deviation o f  the data in the

cluster

2
Average Euclidean distance from the data in the cluster to its 

center +  Five multiples o f  its standard deviation

Initial spread for the gradient descent search o f  
optimal spread for the RBF classifier. Taken from 

the values in opspread.
(Variable opspreadnum)

1 First multiple
2 Second multiple
3 Third multiple
4 Fourth multiple
5 Fifth multiple



B. Results

The best result for the SOM-RBF classifier is given in Table 4-26. It was obtained on the 

data set formed by QRS segments with no normalization using the following configuration:

• The centers used were the median o f the weights o f the neurons of the SOM for 

each cluster

• The spread was three times the average per feature of the standard deviation o f the 

data in each cluster.

• Dark neurons were included as clusters

• The minimum amount o f data to include a neuron was irrelevant (dt_index= 1,2,3 

gave the same result).

• Each acceptable neuron was a cluster by itself.

Table 4-26: Best result for the SOM-RBF classifier

Number of centers = 114
Training Testing

Out\Real V R L N OufVReal V R L N

V 464 3 1 2 V 298 0 1 3

R 6 841 0 2 R 6 561 0 0

L 14 1 947 16 L 21 0 631 14

N 17 10 7 853 N 9 10 6 566

Accuracy in training = 0.9752 Accuracy in testing = 0.9671

Kappa score in training = 0.9663 Kappa score in testing = 0.9553

The best results by type o f data, type o f normalization, and by size o f the SOM are 

presented in Figure 4-28 and Figure 4-29:
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Figure 4-28: Best results in training of SOM-RBF classifier depending on the size of
the SOM.
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Figure 4-29: Best results in testing of SOM-RBF classifier depending on the size of the
SOM.
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Figure 4-30: Number of clusters vs. size of the SOM

The values that generated the previous chart are presented below in Table 4-27, Table 4-28, 

Table 4-29, and Table 4-30.

Table 4-27: Best results of SOM-RBF for the QRS segments with no normalization.

Size o f SOM 5x5 10x10 15x15 20x20 25x25 30x30

Accuracy in training 0.3869 0.9268. 0.9730 0.9752 0.9516 0.9447
Accuracy in testing 0.3960 0.9205 0.9675 0.9671 0.9483 0.9440
Kappa score in training 0.1551 0.9001 0.9633 0.9663 0.9342 0.9248
Kappa score in testing 0.1680 0.8914 . 0.9559 0.9553 0.9296 0.9238

Table 4-28: Best results of SOM-RBF for the QRS segments with logistic
normalization

Size o f SOM 5x5 10x10 15x15 20x20 25x25 30x30

Accuracy in training 0.4994 0.9143 0.9460 0.9579 0.9664 0.9604
Accuracy in testing 0.5085 0.9045 0.9356 0.9492 0.9520 0.9473
Kappa score in training 0.3207 0.8845 0.9269 0.9429 0.9545 0.9463
Kappa score in testing 0.3334 0.8713 0.9128 0.9310 0.9350 0.9285
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Table 4-29: Best results of SOM-RBF for the Hermite coefficients data set with no
normalization

Size o f SOM 5x5 10x10 15x15 20x20 25x25 30x30

Accuracy in training

Not
Available

0.7318 0.9224 0.9576 0.9290 0.9318
Accuracy in testing 0.7230 0.9125 0.9478 0.9167 0.9271
Kappa score in training 0.6355 0.8945 0.9424 0.9036 0.9073

Kappa score in testing 0.6237 0.8811 0.9290 0.8868 0.9008

Table 4-30: Best results of SOM-RBF for the Hermite coefficients data set with logistic
normalization

Size o f SOM 5x5 10x10 15x15 20x20 25x25 30x30

Accuracy in training 0.3910 0.7940 0.9026 0.9259 0.9067 0.8992
Accuracy in testing 0.3763 0.7827 0.8932 0.9172 0.9059 0.8932
Kappa score in training 0.1683 0.7203 0.8686 0.8997 0.8740 0.8639
Kappa score in testing 0.1449 0.7049 0.8558 0.8879 0.8730 0.8558

Several combinations o f the parameters shown in Table 4-25 gave the same results in the 

classification process. These combinations are summarized in Table 4-31. It can be 

observed in this table that the following values of variables generate the best results in most 

of the cases:

• Variable whosecenter=2. The centers are obtained from the weights o f the neurons 

in the SOM.

• Variable opspread=l. The spread is a multiple o f the standard deviation o f the data 

in the cluster.

• Variable t_index=4. Each acceptable neuron is a cluster.
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Table 4-31: Value of the parameters that produced the best classification results.

Data Set Normalization Size SOM #centers whosecenter centertype opspread yesnodark yesnosplit dt index t index I spreadops

Raw

None

5x5 1 1 1 1 1 1 1.2.3 1.2.3.4 3
10x10 34 2 2 1 1 1 1.2.3 4 3.4
15x15 105 2 1.2 2 1 1 1.2.3 4 1.2.3.4.5
20x20 114 2 2 1 1 1 1.2.3 4 3
25x25 53 2 2 1 1 1 1.2.3 4 3
30x30 46 2 2 1 1 1 3 2.3 5

Logistic

5x5 1 2 1 1 1 1 1.2.3 1.2.3.4 4
10x10 36 2 1.2 2 1 1 1.2 4 1.2.3.4.5
15x15 110 2 2 1 1 1 1.2.3 4 2
20x20 211 2 2 1 1 1 1.2.3 4 4
25x25 240 2 1 1 1 1-3 4 5
30x30 207 2 2 1 1 1 1-2 4 3

Hermite
Coefficients

None

5x5 Not Available (the entropy o f al the neurons was be ow the threshold o f accepta }le entropy)
10x10 14 2 2 1 1 1 1.2.3 4 5
15x15 61 2 2 1 1 1 1.2.3 4 2
20x20 101 2 2 1 1 1 1.2.3 4 2
25x25 60 2 2 2 1 1 3 1.2.3 1.2.3.4.5
30x30 64 2 2 1 1 1 1-2 1.2 3

Logistic

5x5 1 2 2 1 1 1 1.2.3 1.2.3.4 3
10x10 19 2 . 1 1. 1 1.2.3 4 3
15x15 66 2 2 1 1 1 1.2.3 4 1
20x20 100 2 2 1 1 1 1.2.3 4 2
25x25 80 2 2 1 1 1 1.2.3 4 5
30x30 67 2 2 1 1 1 3 1 2



Figure 4-31 and Figure 4-32 below show the clusters used to generate the centers o f the 

RBF. The number next to the label is the identification given to the cluster by the software. 

Many of the neurons do not belong to any clusters even though visually they ought to be. 

This is due to the number o f samples mapped to it (refer to Figure 4-32). In effect, the 

software was arbitrarily configured to accept only neurons with more than ten samples 

mapped to it. In Figure 4-32, some neurons are highlighted that could belong to new clusters 

if the minimum number of samples accepted per neuron was decreased. These neurons 

might be important for improving the results because their class label is different from those 

o f the neurons that surround them.

Clustering Map 
Different ~ l Similar

Figure 4-31: clustering map of the SOM 20x20, with the winning class per neuron, and 
the cluster number assigned by the software.
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Figure 4-32: Distribution map of the SOM 20x20, with the winning class per neuron, 
and the cluster number assigned by the software

4.4.5. Sum m ary o f  the best classification results

The following table shows the best results obtained with each method of classification 

implemented in this work.

Table 4-32: Summary of the best classification results

Classification method

LDA
SOM 

900 neurons
RBF-OLS 
900 centers

SOM-RBF 
114 centers

Data Set Raw Raw Hermite coefficients Raw
Normalization None Logistic None None
Accuracy in training 0.9111 0.9865 1 0.9752
Accuracy in testing 0.9124 0.9516 0.9614 0.9671
Kappa score in training 0.9817 1 0.9663
Kappa score in testing 0.9358 0.9476 0.9553

The best accuracy is obtained with the SOM classifier. In particular, one can see that the 

proposed algorithm (SOM-RBF) gives the best result in terms o f accuracy and kappa score 

in testing. The RBF-OLS gave excellent results in training but its performance in testing did 

not surpass the results of the SOM-RBF.
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5. Conclusion and Recommendations for future work
Several techniques were exploited for QRS detection, feature extraction, and 

classification o f cardiac beats from digital electrocardiograms obtained from one lead from 

the MIT-BIH database [53].

Digital filtering, non-linear transform, and neural networks configuration were 

implemented and the results showed that digital filtering can be an excellent tool for 

detecting QRS, given that the thresholding process is adequate. The advantage of the neural 

network over the other algorithms (in addition to achieving good results) is its ability to 

learn from the data. This advantage could be introduced in future work to the Okada 

algorithm, for example, by introducing a neural network whose inputs are the pulses to be 

passed though the thresholding process. Genetic algorithms could be used to optimize the 

values of the adjustable parameters of the algorithm.

Feature extraction consisted o f Hermite transformation and principal component 

analysis. In the first case, the number of features to use in the classification process was 

selected based on: l)the approximation capability o f their inverse, and 2)the accuracy with 

an LDA classifier. In the second case (the PCA), another factor was also taken into account: 

the variance contribution of the features to the total variance o f the whole data set.

The classification results were satisfactory, mostly for the experiments performed 

with the QRS segments. The positive aspect o f this situation is that no complicated 

processing was carried out in order to produce good results. The drawback to this situation 

is that the data set o f QRS segments is constructed into a highly dimensional feature space. 

A recommendation for future work would be to design a re-sampling algorithm that would 

reduce the number o f variables to process while keeping the information needed to 

discriminate among classes.

It was observed that this field of ECG signal analysis and classification is open to 

many innovations: from introducing a learning strategy in determining the heuristics of the 

QRS detectors to finding a set of features with the appropriate classifier to enable the correct 

discrimination o f patterns.

In this work, QRS classification was performed independently o f QRS detection. A 

recommendation for future investigation would be to integrate both steps by designing 

classifiers that are robust to changes in the position o f the R wave in the segments that are to 

be classified.

In this study, just as in the majority o f the reviewed literature, only one channel 

from the electrocardiogram signal was used. However, the cardiologists use several
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channels to assess their diagnosis. Therefore, the automatic analysis o f the ECG should be 

done using more channels, taking into account that not only more information would be 

introduced but also more noise.
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