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ABSTRACT

The heterogeneity of biological tissue is believed to give rise to multiple
transverse relaxation time components for water protons as measured by nuclear
maguetic resonance. If multiple transverse relaxation time components could be
identified in-vivo, the specificity of diagnostic nuclear magnetic resonance imaging would
be vastly improved, especially in demyelinating diseases afflicting white matter.
However, in-vivo there are numerous experimental limitations, such as restrictions in the
signal-to-noise ratio, the number of data points required, and the range of the time
domain acquisition window. To evaluate the effects of such limitations upon a particular
linear inverse theory technique to recover continuous relaxation time distributions, a
simulation study has been done. Signal-to-noise ratio and, to a smaller extent, the
minimum time of the data acquisition window proved to be the greatest factors limiting
the inverse algorithm's ability to distinguish multiple continuous relaxation time
components. To determine the potential of multi-component transverse relaxation in in-
vivo white matter, an in-vitro transverse relaxation time study of water protons in a simple
white matter tissue model has been carried out. The model consisted of myelinated and
nonmyelinated cranial nerves of the spotted garfish (Lepisosteus oculatus). The
transverse relaxation time distributions of the myelinated nerves showed an extra short
time component which was not present in the nonmyelinated nerve. This short time
component has been attributed to water protons in the myelin sheath, Comparison with
electron microscopy of the nerves support this assignment as well as the assignment of
intracellular and extracellular water to the two long time components present in the
transverse relaxation time distributions of each nerve. Viability of the nerves, proven by
action potential measurements and electron microscopy lends credence to their use as a
white matter model. Sensitivity of the transverse relaxation time distributions to the
physiological state of the nerves was observed providing promise for the multi-
component transverse relaxation analysis in white matter in-vivo.
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Chapter 1

Introduction

1.1 Introduction to the Thesis

Nuclear magnetic resonance, NMR, was discovered and developed by physicists
and chemists in their search for a complete understanding of the nuclear system. The
NMR phenomenon is a result of the magnetic interaction between one of various
magnetic nuclei, such as 1H, 13C or 31P, and a set of applied magnetic fields. It is the
large abundance of 1H, in the form of water protons, in the human body which make
NMR such such a powerful tool in diagnostic medicine. Other nuclei are also
detectable in-vivo but the water proton is the most common. NMR allows clinicians to
probe the human body non-invasively for pathologies which are difficult or impossible
to detect by other conventional methods. Imaging is the most common clinical
application of NMR. The various kinds of tissue contrast achievable in images are
based upon the relaxation characteristics of the water protons in the tissue.
Unfortunately relaxation mechanisms in biological tissue are not fully understood.
Thus, in the past, the majority of NMR imaging studies characterize normal and
pathological tissue by single relaxation times (1, 2) which are not unique to any
particular pathology. This limits the diagnostic capabilities of the NMR image. A
potential improvement to the diagnostic capability of NMR may lie in the extraction of
multi-component relaxation distributions.

Biological tissue is a heterogeneous system consisting of numerous spatially
distinct anatomical compartments, each having a unique relationship between the NMR
visible water protons and their macromolecular environment. Relaxation theory, which
will be discussed later in this chapter, indicates that such a system should be
characterized by multiple relaxation components. Previous NMR relzzation time
studies of biological tissues in-vitro (3-6) have demonstrated multiple component
transverse relaxation where the longitudinal relaxation shows only a broad unimodal
distribution. The ability to distinguish multiple relaxation components in-vivo would
improve diagnostic capabilities immensely. Different anatomical compartments, such as
intracellular and extracellular spaces, could then be characterized by individual NMR



relaxation times and populations. In the course of disease these times and populations
would vary indicating the type of pathology.

White matter of the human brain is plagued by numerous pathologies including
edema and demyelinating diseases such as multiple sclerosis (MS). These diseases
have a profound effect upon the function of the human body sometimes causing death.
Therefore it is important to diagnose these diseases quickly and correctly. Our
hypothesis is that multi-component NMR relaxation techniques will eventually provide
improved diagnostic specificity in white matter disease. Initial attempts at utilizing
multi-<component relaxation in-vivo in experimental animal models of edema have shown
inconsistent results. One group (7) observed multi-component transverse relaxation in
both normal and edematous white matter, another (8) found longitudinal and transverse
relaxation monoexponential in normal white matter but biexponential in edematous
regions, and yet another (9) observed only biexponentiality for transverse relaxation in
the edematous white matter. A recent in-vivo study (10) of multi-component tsansverse
relaxation in normal and MS patients has shown biexponentiality in both the nortnial and
diseased white matter, with a decrease in amplitude of the short time component in the
MS lesions. This study is promising for the use of multi-component transverse
relaxation in the determination of myelin content in-vivo.

In going from the in-vitro to the in-vivo situation there are many obstacles to
overcome, the most difficult and unavoidable one being the reduction in SNR
achievable. For example, SNR is reduced by the noise associated with eddy currents
induced in the body tissue as well as the large displacement of the localized area from
the excitation and receiver coils. Limitations in SNR, as well as other data acquisition
parameters, affect the ability to derive multi-component relaxation data. In order to
determine the full potential of this NMR relaxation technique in-vivo, it is necessary to
determine the extent to which in-vivo limitations restrict the multi-component relaxation
analysis. Therefore, Chapter 2 of this thesis is devoted to a simulation study of the
effects of the in-vivo limitations upon the linear inverse technique (11) used to determine
the continuous relaxation time distributions.

Furthermore, to evaluate the promise of multi-component transverse relaxation in
in-vivo white matter, a better understanding of transverse relaxation mechanisms in this
tissue type is required. In Chapter 3 then, we use a white matter tissue model, namely
excised cranial nerves of the spotted garfish, to establish the multi-component transverse
relaxation characteristics of white matter. Our confidence in the resulting NMR
transverse relaxation time distributions is based upon the simulation results of Chapter



2. Identification of specific anatomical compartments with NMR transverse relaxation
components is made through comparisons with anatomical water populations
determined from electron and optical microscopy as well as comparisons between the
NMR results of the various nerves.

The concluding chapter, Chapter 4, of this thesis, ties together and summarizes
the results of Chapters 2 and 3. The future potential of multi-comporent NMR
relaxation in-vivo is also discussed.

Since this thesis is concemed with transverse relaxation in a white matter model,
the remainder of this introduction chapter includes a basic description of white matter
tissue and nerves of the peripheral and central nervous system, followed by a discussion
of NMR relaxation theory.

1.2 White Matter of the Brain

1.2.1 Genera! Morphology

The primary function of the nervous system is to transmit and receive
information via electrical nerve impulses or action potentials. Thus the neurons are
specialized for this transmission process. Approximately 75% (or 1.12 billion) of all
neurons in the human body are concentrated in the outermost layer of the cerebral
cortex of the brain. This dense layer of nerve cell bodies is referred to as grey matter
because of its dark appearance. Each neuron has extending from it two types of
cytoplasmic processes, dendrites and an axon. The numerous short dendrites provide
the receptive surface area of the nerve cell, while the single axon, which is much longer
and thinner than the dendrites, conducts impulses away from the cell body. The axons
of most nerve cells are ensheathed by numerous layers of cellular membrane wrapped in
a spiral fashion about the axon. The function of this wrapping or myelin sheath as it is
called, is to increase the speed of transmission of the nerve impulses through its
electrical insulation effect. In myelinated nerve, the conduction velocity of an action
potential is directly proportional to the axon diameter, D, whereas in nonmyelinated
nerve it is proportional to YD. Thus the inner portion of the brain is composed of the
numerous tracts of myelinated axons, ~2 jm in diameter, extending from the nerve cell
bodies of the grey matter. The large proportion of myelin within this central tissue
lends it a pale color and therefore it is appropriately called white matter. In addition to



myelinated axons, white matter also contains numerous supportive glial cells and some
extracellular space. Fig. 1.1 is a simplistic diagram of the white matter system. The
following is a brief description of the major constituents of white matter. For more
detail we defer to the various textbooks on the subject (12-15).

1.2.2 Axons

Approximately 40% of white matter tissue water is contained in the intracellular
cytoplasm (axoplasm) of the axons. Therefore, the axons will provide a major
contribution to the overall water proton NMR relaxation characteristics of white matter
tissue. In order to gain insight into the form of the contribution that axonal water will
make, knowledge of the internal structure of the axons is required.

The major structural constituents of the axoplasm are neurofilaments and
microtubules which are fibrous protein structures running parallel to the length of the
axon. Microtubules which are ~25 nm in diameter are more prominent in smaller axons
whereas neurofilaments, ~10 nm diameter, are most abundant in the larger axons. The
neurofilaments and microtubules are interconnected by thin filamentous structures
creating a longitudinally oriented cytoskeletal backbone for the axcs. These
cytoskeletal components are involved in the maintenance of cell $hz;x and axonal
transpor. Also present in the axoplasm are mitochondria, endoplasmic reticulum and
multi-vesicular bodies. The complex cytoskeleton and the numerous membranous
systems such as the mitochondria and endoplasmic reticulum provide for a large, slow
moving macromolecular environment for the axon's water protons to adhere to. This is
very important when considering the transverse relsxation times since transverse
relaxation is enhanced by slow motions.

The axon is bounded by a cellular membrane, called the axolemma, which is a
typical plasma membrane characteristic of all cells. The structure of a plasma membrane
is shown in Fig. 1.2. Itis basically a phospholipid bilayer with embedded proteins.
The protein composition varies along the surface of the membrane as well as between
different cell types. Each phospholipid molecule consists of a hydrophilic phosphate
head group attached to two hydrophobic fatty acid chains. The hydrophilic ends of the
molecules face the watery environment external and internal to the cell while the fatty
acid chains meet to form the hydrophobic interior of the bilayer. Each half of the
bilayer constitutes a leaflet. The many different associated proteins embed their



hydrophobic portions within the hydrophobic interior of the membrane. Some of these
integral proteins extend completely through the membrane. Other proteins do not
integrate with the membrane but remain on the surface. These are the peripheral
proteins. The various proteins serve many different functions. In addition to providing
structure, they function as active and passive channels for ion transport. They may also
function as neurotransmitter and hormone receptors as well as act as enzymes catalyzing
reactions at the membrane surface. Some of the hydrophilic protein and lipid head
groups have attached carbohydrates and are therefore referred @ as glycoproteins and
glycolipids. Because the lipids and proteins of membrane systems are free to move
laterally, this model is often termed the fluid mosaic model of membranes, The
presence of cholesterol droplets within the bilayer restricts the fluidity of the membrane.
A single plasma membrane provides a small diffusional barrier to axonal water.
However, the numerous layers of cellular membrane present in the myelin sheath
provide a very large barrier to diffusion. The diffusive exchange of axonal water with its
surroundings is another important consideration for relaxation of the water protons.

12.3 Myelin

Myelin is the insulating Jayer around axons formed by concentric wrappings of
flattened cytoplasmic processes extending from an oligodendrocyte in the CNS or from
a Schwann cell in the peripheral nervous system (PNS). The basic structure of myelin
is shown in Fig. 1.3. As the flattened cytoplasmis: process wraps around the axon, the
inner membrane surfaces of the process fuse together squeezing out the cytoplasm,
forming what is called the major dense line. ‘Thie close appositionof the outer
membrane leaflets, creates the less dense ingperiod line. The radial periodicity of
myelin is ~16 nm in the CNS and ~18 n: in the PNS.

The myelin sheath created by = zingle cytoplasmic process extends ~1 mm
along the length of an axon and is safvired to as an internode. Numerous successive
internodes exist along the lenygts of & myelinated axon and are separated by the nodes of
Ranvier. These nodes, which i -1 um long, are the locations of membrane
depolarization during an actio: :oiential. Thus the nerve impulse jumps from node to
node rather than traversing the entire axonal surface. This greatly increases the speed of
conduction of the action potential.



Since myelin is a series of cellular membranes sandwiched together, its basic
structure and composition is identical tc that defined in the fluid mosaic model of
cellular membranes (Fig. 1.2), Its major constituents then, are lipid and protein, which
make up 70% and 30% of the dry weight of myelin, respectively (14). Myelin also has
a substantial proportion of water, ~40% by volume determined by x-ray diffraction
studies(14), which makes up ~15% ef the total water in white matter (16). Thus myelin
should also make a significant contribution to the water proton NMR signal.

124 Glia

Glial cells provide a complex, three-dimensional supporting network of cells in
which the neurons are embedded. There are three types of glial cells: astrocytes,
ciigodendrocytes and microglia. The cytoplasmic processes of astrocytes fill most of
the space between the capillaries and neurons. There are two types of astrocytes:
protoplasmic and fibrous with the fibrous astrocytes containing more fibrils of protein.
Protoplasmic astrocytes are found in grey matter whereas the fibrous type are present in
white matter. Astrocytes can be identified by their cytoplasm which is less dense than
other glial cell types. Oligodendrocytes are identified by their electron dense cytoplasm
and round dense nucleus. These cells play the important role of myelinating the nerve
axons of the central nervous system (CNS). Numerous cytoplasmic processes from a
single oligodensrocyte contribute myelin to several axons. Microglia are wandering
macrophages which migrate to the CNS along the blood vessels. They have a dense
cytoplasm as well but few cytoplasmic processes. All three types of glial cells contain
the typical cellular organelles such as endoplasmic reticulum, golgi apparatus,
mitochondria and multivesicular bodies. As in all eukaryotic (nucleated) cells, glial cells
contain a cytoskeleton composed of protein filaments and microtubules. Thus glial
cells, like axons, have a large population of macromolecules withiniem.aqueous
environment and therefore should have similar water proton relaxation characteristics.

125 Extracellular Space

The volume of extracellular space in the vertebrate central nervous system has
been the subject of some controversy. Different methods of estimation have indicated a



volume of about 12 to 24% (17). The location and content of extracellular space is not
well characterized either. Small extracellular spaces, composed mainly of water, most
likely exist between neurons and the supportive glial cell processes. In white matter,
there is a straighter and more orderly arrangement of extracellular channels as opposed
mﬂwdensejung]eofceﬂula:smmnespmsentingmymaner.mnsmbminedm&
whetheritoﬁginwingteyorwhitemauer,meedanaﬂtﬁdaccumulminde
extracellular space of the white matter. In normal white master, differences between the
compositions of plasma and the extracellular fluid are maintained by the vascular
endothelium lining the blood vessels and by the ependymal cells which line the
cerebrospinal fluid chambers. Thus the extracellular spaces are devoid of the large
macromolecular proteins found in blood, such as albumin. The extracellular spaces also
do not contain any of the complex structures and macromolecules present
intracellularly. Therefore, the extracellular spaces should have water proton NMR
relaxation charcteristics similar to bulk water. However, exchange across single cellular
membranes will complicate this relaxation.

In both the PNS and CNS, nerve cords are surrounded and invested by
connective tissue which is composed of an extracellular matrix with embedded fibrils of
collagen and flattened connective tissue cells. The amount of collagen and the type of
connective tissue cells present varies from nerve to nerve and between different regions
of the same nerve. Inmcpeﬁpheralnetvoussystem.comwcﬁvetimmsubdivided
into three types: epineurium, perineurium and endoneurium. The epineurium is the
loose outer connective tissue sheath bindir;3 nerve fascicles together. The perineurium
isamulﬁ-hyewdsheaﬁofdmseomnecﬁveﬁmwmn&gasinglemebundh.
Thelayersconsistofﬂattemdsquamouscellsbomdedoneiﬂwrsidebyabasement
membrane and separated by fibrils of collagen. The endoneurium, which contains
collagen and fibroblasts is distributed around individual myelinated fibres and groups of
unmyelinated axons. Endoneurium is the predominant type of connective tissue
ptmeminpeﬁphmlwv&.whﬂeinwmofdwCNS.aconmcﬁveﬁmsimﬂum
the perineurium of the PNS is most abundant. Since perineurium is a much denser
connecﬁveﬁssmwithmoreooﬂagenthanendonwﬁum,itswatapmwnNMR
relaxation characteristics may be distinguishable from that of the endoneurium. Unlike



the PNS, CNS nerves do not have a connective tissue matrix separating indévidual nerve
fibres. Instead, the spaces between myelinated and unmyelinated axons are filled
completely with glial cell cytoplasm which is identical to the situation in whitz matter.
Thus CNS nerves and white matter have ~1/2 of the extracelluiar space that PNS nerves
do. Therefore, the contribution of the extracellular water protons to the proton NMR
signal in PNS nerves should be greater than that in the CNS.

Another feature distinguishing the PNS from the CNS is the fact that the
Schwann cell is the only glial-type cell present in peripheral nerves. It is, therefore, the
Schwann cell which myelinates the axons and which surrounds and groups
unmyelinated axons together. The molecular composition of Schwann cell myelin is
almost identical to that of CNS myelin except that the major protein is glycoprotein
rather than myelin basic protein. Although the myelin wrapping process is the same in
both the CNS and PNS, there are several structural differences between mature myelin
of the two nerve types. The Schwann cell myelinates only one internode unlike the
oligodendrocyte which can myelinate up to 50 internodes . It is therefore common in
EM sections to see the Schwann cell body associated with the myelin whereas CNS
myelin is rarely seen attached to the oligodendrocyte. Schwann cell cytoplasm is
present in both the inner and outer layers of the myelin wrapping as well as in Schmidt -
Lanterman incisures, which are periodic regions of the major dease line which separate
and fill with cytoplasm providing a direct cytoplasmic channel connecting the cell body
to the inner cytoplasmic layer and therefore to the axons as well. The cytoplasm of the
oligodendrocyte sheath is restricted to inner and outer tongues. The entire Schwann
cell-myelin system is bounded by a basement membrane which is continuous with
adjacent internodes. In the CNS there is no basement membrane and the myelin sheaths
commonly abut. In addition, the intraperiod distance is ~2 nm greater in the PNS than
in the CNS(see Fig. 1.3) and the overall PNS myelin thickness is proportional to the
axon diameter, a relation not seen in the CNS.

_ The differences between PNS and CNS myelin may have some consequences
for the water proton NMR. The larger intraperiod distance and the presence of the
Schmidt-Lanterman incisures may result in a larger water content for PNS myelin . The
presence of a basement membrane in the PNS and thicker myelin sheaths, up to 10
times thicker in the case of large PNS axons, also provides a much greater diffusive
barrier to water. These factors may have an affect upon measured water proton
relaxation times since these times ar> dependent upon water fractions and exchange
rates between anatomical compartments.



All nuclei possess mass and charge. In addition soms nuclei also possess finite
spin angular momentum denoted by I, where # is Planck's constant divided by 2x and I
is the spin operator. Basic principles of quantum mechanics tell us that spin angular
momentum is quantized and therefore the spin quantum number, I, can only take integral
or half integral values. As well, for a given nucleus with spin 1, the comiponent of the spin
angular momentum vector along any magnetic field axis can only take 2I+1 possible
values . These nuclear spin states are characterized by a set of magnetic quantum
numbers m=-I, -I+1, ... J-1, L. According to the nuclear shell model (18), the spin, I, of a
nucleus is determined by the vectoral summation of the individual nucleon spins and
orbital angular momenta. In the case of the hydrogen proton, with which we are most
interested, I=1/2.

The .nagnetic moment p and the spin vector I are related by

=ll% (1.1)

where ¥, the magnetogyric ratio, is determined by the above summation and is unique to
each nuclear species.

Classically, when a nuclear magnetic moment is placed in a magnetic field B,
defining the z-direction, the magnetic moment vector, j, precesses about the field
direction, as shown in Fig. 1.4. The angular frequency, @y, of this precession is known as
the Larmor frequency and is given by

@ = ¥Bo (1.2)

If the magnetic moment is subjected to no other magnetic field interactions, it will continue
to precess at this same frequency and at the same orientation, 6, with respect to B,,
indefinitely. However, if a small rotating magnetic field, By, is applied perpendicular to B,
and is caused to rotate at the Larmor frequency and in the same sense as the nuclear
precession, then the z-component of the spin magnetic moment will precess about By
taking on new orientations with respect to B, In the case of I = 1/2 there are only two
orientations allowed: one with I, parallel to B,, or the spin up state, and one with I,
antiparallel to By, or the spin down state.



From a quantum mechanical perspective, consider a nucleus of spin 1/2 in the
static magnetic field Bo. The intesaction energy between the nuclear magnetic moment
and B, gives a Hamiltonian of the form

H= -u . Bo
= 'th . Bo
=-YilzBo . (1.3)

Thus the eigenvalues of this Hamiltonian are simply the eigenvalues of the I, spin
operator multiplied by (¥:B,). Since I=1/2, the eigenvalues of I, are +1/2, and therefore
the energy eigenvalues are

E=1T0 (1.4)

The effect, then, of placing a magnetic moment in a static magnetic field is to split the
energy of the two energy eigenstates, +> and |->, as shown in Fig. 1.5. These levels
are often referred to as the Zeeman energy levels and have an energy separation of ¥iB,.

Nuclear magnetic resonance is produced by the interaction of the nuclear spins
with a negatively rotating magnetic field applied perpendicular to the static field. This
oscillating field can be written as

B1(t) =By (coswt? - sinwt}) (1.5)

whered and J are the unit vectors in the x and y directions of the Iaboratory frame. The
perturbing Hamiltonian is then given by

(g1 =YAI-B; (cosati - sinwt})
=B (Ix coswt - Iy sinwt) (1.6)

Since the spin operators Iy and Iy have matrix elements between states m and m', where
m' = mt1, the application of By(t) will modify the probability of finding the spin in
either of the adjacent levels. To satisfy the conservation of energy the angular frequency
of interaction, @, must be such that
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ho=AE=v/iB, or
0=, =@y (.7

Thus the B; field must oscillate at the Larmor frequency, a, in order to completely
modify the probabilities and allow a transition between adjacent energy eigenstates.

The discovery of this resonance phenomenon was first reported in 1946,
simultaneously but independently by the groups of Bloch and Purcell (19, 20). Many
different methods of excitation and detection have since been developed, the basics of
which can be found in several textbooks (21, 22, 23). Today NMR is an indispensable
tool not only for the physicist and chemist, but also for the biochemist in the search for
a better understanding of biological macromolecules and proteins, as well as for the
medical community in their search for a better diagnosis and an improved understanding
of disease. The wide applicability of NMR to medicine is due to the fact that the most
abundant nucleus in biological tissue, the waber proton, is the most NMR visible stable
nucleus (except for 3He) with the simplest spin 1/2. The NMR characteristics 2f these
water protons are very sensitive to the tissue type and to the pathophysiological state of
the tissue.

In this thesis we are concerned only with the NMR relaxation characteristics,
specifically transverse relaxation, of water protons in nerve tissue. Therefore, the
remainder of this section is devoted to a discussion of relaxation specific to a
homogeneous population of spin 1/2 nuclei within the heterogeneous system of
biological tissue. We begin with a discussion of the macroscopic magnetization.

1.3.2 The Macroscopic Magnetization

For an ensembie of spins in thermal equilibrium, an excess of spins will occupy
the lower energy eigenstate, i.e. 4>, leading to a net macroscopic magnetization
oriented parallel to the static field. It is an experimentally established fact that in thermal
equilibrium there is no net magnetization in any direction perpendicular to the static
field, the explanation being that the spins precessing about By, are out of phase with each
other and therefore all magnetization components in the perpendicular direction cancel
out. The excess of spins in the lower energy state arises from the equilibration of the
spin system with the thermal energy of the lattice. The term "lattice” refers to the inany
vibrational and rotational energy states occupied by the molecules, atoms and ions of the



entire system. According to the fundamental Boltzmann law of statisticai mechanics,
which applies to identical but distinguishable particles, the populations of the various
energy states of the lattice are proportional to

exp{-E/(kT)} (1.8)

where E; is the energy comresponding to the ith energy level. This type of energy
distribution gives the lattice a unique temperature, T. Since the energy of the spin
system is insignificant compared to that of the entire lattice, its temperature must
equilibrate to that of the lattice. The system of N identical spins, each occupying a
discrete energy level at the lattice temperature T, can only populate the energy states in
one way with respect to the total number of spins occupying each energy level. That
way must follow a Boltzmann distribution as well, where the lower energy states are
more largely populated. Thus for a nuclear spin system of N spins in thermal
equilibrium, the net magnetization, My, is given to first order by (22)

M, = NPRIGHDZE = 2Bo 19

where Y, is called the bulk susceptibility and k is Boltzmann's constant.

The spin system can be perturbed from this thermal equilibrium by applying a
small, negatively rotating rf magnetic field, By, as defined by Eq. 1.5. Thus the total
magnetic field, Beg, interacting with the spin system is the vector sum of B, and By,
This vector summation in the laboratory frame is shown in Fig. 1.6(a). The interaction
between the macroscopic magnetic moment M, and By is simplified if the reference
frame is transformed to one rotating at the B; frequency @. The vector suramation in
this rotating frame is shown in Fig. 1.6(b). This transformation essentially reduces the
static field along the zy-direction (p denoting the rotating frame of reference) to By -a0/Y.
Thus when the resonance condition is satisfied, i.e. 0 = @y, By is completely
transformed away leaving Besr = B1. On resonance the equilibrium macroscopic
magnetization vector, aligned along z, begins to rotate about By at a frequency ) =
vB1, as shown in Fig. 1.7. If By is applied for the proper duration, then M, will come to
lie completely in the x-y plane oriented along the yp axis. This is termed a 90° pulse. If
the time of this pulse is doubled'then M, will be inverted 180° and will be completely
oriented along the negative zp direction. This type of if pulse is referred to as a 180°
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pulse. If @ # @y, perturbation of the macroscopic magnetization can still take place but
inversion never occurs. Once perturbed, the spin system is restored to its thermal
equilibrium state through interactions between the nuclear spins themselves and between
the nuclei and the lattice. The equations of motion of the macroscopic magnetization
under the influence of externally applied magnetic fields and intemnal spin-spin
(transverse) and spin-lattice (longitudinal) relaxation interactions are given by the
phenomenological equations of Bloch which can be written as

%\t! - m-(:M%‘iMV) . ﬁ(M%;MQZ (1.10)

where My y ; are the components of the macroscopic magnetization in the 1, § and k
directions, i.e. the unit vectors in the x, y and z directions. These equations, which
describe liquid-like systems but do not, in general, describe nuclei in solids, indicate that
the transverse magnetization decays exponentially with time constant T, while the
longitudinal component of the magnetization recovers exponentially with time constant
Ty. The longitudinal relaxation involves the exchange of energy between the spin
system and the lattice and therefore T characterizes the time required for the spin
system to re-establish a Boltzmann population distribution. The transverse relaxation
involves the exchange of energy between the spins themselves and therefore T
describes the time taken for the spin system to reach an internal equilibrium.

In the late 1940's to mid 50's several authors (24 - 27) developed the theory of
nuclear spin relaxation in liquids, the first of these being the "BPP theory” presented by
Bloombergen, Purcell, and Pound (24). This theory is very complex, requiring an
extensive quantum mechanical treatment, the fundamentals of which can be found in
numerous textbooks (28, 29). There are many mechanisms which may contribute to
relaxation. These include nuclear dipole-dipole interactions, quadrupole interactions,
relaxation due to paramagnetic centers, as well as chemical shift anisotropy. In a given
spin system, only one of those mechanisms will usually dominate. In the case of a
diamagnetic liquid system of protons (I =1/2), it is the nuclear dipole-dipole interaction
which dominates spin-lattice and spin-spin relaxation. In dipole-dipole interaction
theory the derivation of the expressions for the relaxation rates is greatly simplified by
the rapid motions which occur in a liquid system. The motional averaging greatly
reduces the dipolar coupling between nuclear spins and therefore groups of spins can be
treated as separate systems coupled independently to the lattice. In this thesis we treat



14
water proton relaxation in biological systems as being very similar to that in bulk water.
Therefore we are concemed only with the dipolar interaction between water protons.

The following development of the expressions for relaxation follows that given by
Solomon (26) for a two-spin system of like nuclei.

133 Two-Spin Relaxation
1.3.3.1 The Hamiltonian and its Eigenstates

Consider two like spins (ie. they have the same ¥), I=1/2 and I'=1/2. When
placed in a static magnetic field B, along the z-direction this system of two spins
possesses a Hamiltonian of the form

=, +1,) + D (1.11)

where the first term represents the Zeeman energy of the spins with I and I, being the
z-components of the individual spin angular momentum operators. The second term
represents the small dipolar interaction between the two spins. The small strength of #p
relative to the Zeeman energy allows #p to be considered as a small perturbation. Thus,
according to first order perturbation theory, the eigenstates of the unperturbed
Hamiltonian are sufficient for calculation purposes. These eigenstates can be written as
l4++>, H=>, I-+> and |--> which are all the possible combinations of the individual spin
states, i.e. +> and |I-> for each spin. The transitions between these states, as shown in
Fig. 1.8, are the mechanisms of longitudinal relaxation. The transition probabilities per
unit time, Wo, W1, W1’ and W? are determined by

t 2

Wy=3 £<mj| #Hi(t) m;> exp{-iogt'} dt (L12)

where 05 = Edh;';"'x

E; and E; are the Zeeman energies corresponding to the eigenstates im;> and lmp> of
the unperturbed Hamiltonian.



Transverse magnetization, on the other hand, does not involve transitions
between the energy eigenstates defined in Fig. 1.8, but instead it involves transitions
between the eigenstates of the transverse components of the spin angular momentum
operators, Ix (or Iy) and Jx' (or Iy)). These transitions conserve energy within the spin
system. The two eigenstates and eigenvalues for each spin are defined by (26)

Lkl = 1R21a>
K> =-121b>
Ii'la>2= 121>
I Ib>2=-1/2 1b>2 (1.13)

and therefore the four eigenstates of the two spin system are laa>, lab>, lba> and Ibb>
which are not eigenstates of the energy, but are orthogonal. The transition probabilities
between these states, Ug, U, Up' and Uy, are defined in Fig. 1.9 (26). In order to

calculate each of these transition probabilities, the initial and final states, denoted by >
and Iv> respectively, can be written as linear combinations of the energy eigenstates, i.e.

> = 2 ujimp>

=

> = i.‘vilm? . (1.14)
1=

Using this expansion and the orthogonality of fu> and v>, Eq. 1.12 can be generalized
and used to give the transition probability per unit time between these two transverse
eigenstates as follows (26):

,

Uw=35 ,§<ij Sp(t) Imp> ujv; exp{-ixt'} dt’ (L15)
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Since the spin system is a sum of the many individual two spin systems coupled
independently to the lattice, the energy eigenstates, as well as the eigenstates of the
transverse angular momentum, take on various occupation numbers. For the energy
eigenstates these are defined as Ny, N, N4, N_. and for the transverse eigenstates as
Nag, Nab, Noa and Npb.

Experimentally it is the ensemble average of (Iz + I) , defined by <1z +Iz>,
which is observable. This ensemble average is proportional to the occupancy of the
states, i.e.

<L;+Iy> *2(Ny - N2J) (1.16)

Using the definition of the W's, the variation in the populations are given by

S‘-Nmtt = W1+ W'+ W2 )N + WiNe- + WiN., + WoN_. + constant,
!%- = WoNyy + WiNp + Wi'Noy - (W1 +Wp'+ W2)N- + constant, (1.17)

where W1 = W' because the spins have the same y.

Taking the derivative with respect to time of Eq. 1.16, substituting Eq. 1.17, and making
similar calculations for the transverse components yields the equations of motion for the
two observables of the macroscopic magnetization:

(<l + 1;5) = AWy + W< 4Ty >+ <Tp-To>]
Lk + Iy>) = AUy + U <Ly 414 5] (1.18)

where I, and I, are the equilibrium values of the magnetization. Note that the
observable associated with the transverse magnetization is L, =Ix + ily and not Ix or Iy.
Associating (< I +I'; > ) with the longitudinal magnetization and (< L. +I',. > ) with the
transverse magnetization and comparing Eq. 1.18 with Eq. 1.10 yields



1

T = 2(W1+W3)

1

T = AU1+02) . (1.19)

1.3.3.3 The Dipole-Dipole Interaction

The computation of the transition probabilities per unit time requires the form of
the perturbing dipolar Hamiltonian to be known. Consider two dipoles separated by a
distance r. The magnetic field produced by the first dipole at the position of the second
dipole can be calculated by assuming the first dipole is equivalent to two fictitious
magnetic monopoles, m, separated by a distance s as shown in Fig. 1.10. Then the
scalar potential and the magnetic field can be calculated in a similar manner to that done
for the electric dipole (30). At a point, P, the scalar potential ¢ is given by

=™y ! (1.20)

where i 5 thie perraeability of free space. Using geometry r and ry can be replaced by
functions of r, s and 6. Then with p = ms and assuming r >> 8, the expression for
potential can be written as

p=to D 121

where £ defines a unit vector in the direction of r. The magnetic field of the dipole is
then given by
b=-V¢ (1.22)

which in terms of polar coordinates yields the following

a0 cosf
br="_=%2ﬂ";5—
130 po 8ind
bo= -t H=axh 3

1
by=ag =0 - (1.23)
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or in terms of Cartesian coordinates
b =4—,;”%5 i (3cosf sind1,0F, (Gov:®a- 133, (1.24)
Splitting this into two terms,

g Uo »
b= Zﬁ%(.‘iuws&)(mnet,o‘],coseﬁ)- 28 (1.25)

and substituting

(w2) = cosd

£=(sin61,03,cosdRk), (1.26)
yields

b=4—ﬁ9‘3 [3f)e - pl. (1.27)

This is the magnetic field at a point P due to the magnetic moment p of the first dipole.
The interaction energy between the second dipole with magnetic moment p' and the
magnetic field due to 4 is given by

E=-p"b
= Loy [pw- 3D (1.28)

and substifuting |4 = YA and ' = AT’ yields
2
E=£2 f;,'f- (I -3@8@D)) (1.29)

Note that the constant pi/4% vanishes if one is working in cgs units. The interaction
energy defined by Eq.1.29 is just one form of the perturbing dipolar Hamiltonian, #p,
which for all practical purposes is not used in NMR. Instead, it is transformed to

18



spherical polar coordinates, with polar angle @ between r and B, and azimuthal angle, .
It can then be written in the form (24)

#p = (K- § (LT- + LT, )IFo

+[ LT+ LT, JF + [ 1T, + LT F*
+[ LI ]F2 4 [LI.]R* (1.30)
where
Fo(t) = C[ 1 - 3cos26(t)]
F1(9) =3 C sinB(t) cosB() ¥

Fy(t) = -5 C sin20() 2 ()
3

B2
C='3p ' (131)

and the Fi*(¢) are the complex conjugates of the Fi(t). This type of expansion breaks
down the dipolar Hamiltonian into a sum of terms which are products of a spin operator
component and a spatial component. The spatial functions, Fi(t), are time dependent
due to the 1notions of the spins, whereas the spin operator terms are time independent.
It is the time dependent modulations of the dipolar interaction which induces the
transitions between the states of the two-spin system. The integrals defining the
transition probabilities per unit time, Egs. 1.12 and 1.15 can now be solved using the
method of Abragam and Pound (25). As an example of this method, the calculation of
the W's will be summarized.

Since only the Fi(t) are time dependent, W will be of the form

2
Wij =3‘,§ l<mjl Ag m>| !t"Fk(t) Fe'(t) exp{-iay(t - 0} dt (1.32)

where the Ay sepreseiit the time independent spin operator terms of #p. Taking the
ensemble average over all pairs of interacting spins and evaluating Wi at ’>>(t-t) yields

2 o0
Wy =§‘,§, l<my) Ag mp>| _L<1=k(t) R'()> expl-ioyt) dt (1.33)

19



20
where T=(t'-t). Since the Fy(t) are random functions of time, then
Gi(r) = < Fu(® Fi"(1)> (1.34)
where Gi(t) represents an autocorrelation function. It is well known frem statistics that

the Fourier transform of an autocorrelation function is the spectral density, J, defined
as

Te(wy) = Ick(r) expl-iayt} de (1.35)

Comparing the definition of Ji(ax;) to the integral in Eq. 1.33 one can see that they are
identical yielding

2
Wi =g‘;§ l<omyl Ag Imi>| T (1.36)

To determine the form of the spectral density functions, Ji, it is assumed that the
autocorrelation function is exponential with a characteristic time 7. (the correlation time).

ie. Gx(7) = Gx(0) exp{-t/zc} (1.37)

This assumption is based on the continuous rotational diffusion model of Debye.
Substituting Eq. 1.37 into 1.35 yields

Jx(wy) = Gi(0) Iexpwrcl exp{-icoyt} dt

=Gy(0) 1+ mij"‘cz (1.38)

The Gx(0) =< F(t) Fg‘(t)>hwvebeencalc1ﬂawdassumingthatonlytheangular
coordinates of the F are variable and that this variation is random in time (24). This
calculation yields:
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Go(O)=§ 2

G1(0) =15 C?
G2(0)= 3 C2 (1.39)

Combining equations 1.39, 1.38 and 1.36 and evaluating the spin operator terms yields
the following values for the transition probabilities per unit time between the energy
eigenstates:

2%
740, (1.40)

-1l _2 T 4t
Rl‘Tl '362{14-(0071;2 + l+4mo21¢2}

_1.1 St 2%,
9 y4h2

where 62 = 20 5 is the so-called rigid lattice constant whose value is 2.1 x 101052

for water molecules where the inter-proton distance, r, is 0.152 nm. The dispersive
Lorentzian terms /(1 + to2%c2) and Tc/(1 + 40p2t?) result in a frequency
dependence of the measured relaxation times.
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1.3.4 Exchange Between Phases

In a heterogeneous system such as biological tissue, water protons exist in a
variety of phases. The term "phase” is used here to denote any homogeneous
population of spins having the same intrinsic relaxation parameters. On the smallest
scale then, there are the bound-water and free-water phases, while on a larger scale,
intracellular water, extracellular water, and myelin water ( in the case of myelinated
nerve) constitute different water phases as well. The dominant exchange mechanisms
affecting transverse relaxation are chemical exchange and translational diffusion
between neighboring phases. Chemical exchange involves the physical exchange of
water molecules or protons from one phase to another by the breaking and forming of
chemical bonds. This type of exchange occurs between the bound and free-water
phases. Translational diffusion is the random translational motion of the individual
molecules brought about by thermal interactions. Suci Giitusion causes.exchange of
water between the larger phases. The exchange between phases caused by either of
these mechanisms affects the observed relaxation rates in the tissue. For a two-phase
system, Zimmerman and Brittin (31) derived the following expression for the observed
magnetization, normalized to unity at time t =0.

®i(t) = A* exp( -t/ Ti*) + A-exp( -t/ Ti) (1.43)
with
At + A =1
=4+4L. Ly L. L
W=t {( T TEN Ty TQ}
1 1.1 .1 1 12
nf“’z’{(m*ﬁ*a*ﬁ)*(mf' vyl ] }
L_p_ Db
T Ta T
i=lor2 (1.44)

where the At and T;t are the measured fractional populations and relaxation times,
respectively. These will not, in general, be equal to the actual fractional populations of
the spins in the two phases, p and py (pa + pp = 1), and the intrinsic relaxation times in
the two phases, which are Tig and Tip. The lifetime of a water molecule in phase a is
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denoted by 1, while Ty, denotes the lifetime of a water molecule in phase b. Detailed
: Pa_
balance dictates ﬂm@a =15"
There are two cases where the form of Egs. 1.43 and 1.44 is greatly simplified.

If the exchange of water molecules between phases is very fast, such that 5, Th<< Tia, Tib»
then the observed magnetization decay is given by

¢®) = exp{-t ( -.%;- + % )} , (1.45)

* -nere the maguetization consists of a single exponentially decaying component whose
relaxation rate is given by the weighted sum of the individual relaxation rates. This
specific case is often ieferred to as the two-site rapid exchange model. Eq. 1.45 can be
generalized to a fast exchange between more than two phases, in which case the
characteristic rate of the exponential magnetization decay is a weighted sum of all
relaxation rates intrinsic to each phase. Fast exchange is usually the case when
considering exchange between bouad and free-water phases. Thes::fore the larger
phases, such as intracellular water, have an intrinsic relaxation time which is a fast
exchange average of the water bound to intracellular macromolecules and the bulk
cytoplasmic water.

If, on the other hand, the exchange between phases is very slow such that T, Ty
>> Tia, Tip then Eq. 1.43 reduces to

®i(t) =paexp(-t/Tia) + poexp(-t/Tip), (1.46)

which can also be generalized to a system of J homogeneous phases.
ie.  @t) =3 pjexp(-tTy). (1.47)
J

In this so called slow-exchange limit, the observed magnetization decay is the sum of J
discrete exponential functions weighted by their fractional populations. In sucha
system, mathematical inverse techniques can be used to decompose the observed
magnetization decay and extract the intrinsic parameters pj and Tjj, which in this case
will reflect true populations and relaxation times. The interpretation of the NMR



24

relaxation measurements made in this thesis are based upon this slow-exchange model.
Justification for using the slow exchange limit is given the next section, 1.3.5.

There is an additional spin exchange mechanism, spin diffusion, which
predominantly affects longitudinal relaxation but also plays a part in transverse
relaxation. This magnetic interaction, which involves a transfer of energy via a mutual
flip-flop of spins, only occurs between phases that have intrinsically different relaxation
rates and which are very close spatially. Thus spin diffusion is thought to play an
important role in the relaxation of hydration water which is believed to cross relax with
the protons of the macromolecule.

1.3.5 Transverse Relaxation in Biological Systems

In biological tissue, the chemical exchange between various water phases usually
tends towards a fast exchange situation between all phases on a T1 time scale. On a T
time scale the exchange between the larger phases tends to the slow limit. For example,
consider the exchange across a single myelin sheath. It has been estimated from
permeability measurements on sphingomyelin-cholesterol membranes (32) that a time
of ~64 ms is required for the mixing of water in the 10th myelin layer with axonal water.
Since the myelin sheaths usually have 15 or more layers, exchange times across the
myelin are on the order of 100ms or more. Given that the intrinsic Ty of myelin water is
~200 ms (33) and the T of axoplasm is of the order of 1 s, the exchange of axonal,
myelin, and extra-myelin water approaches the fast exchange limit. The transverse
relaxation times of myelin and axoplasm, on the other hand, are much shorter, ~50 ms
and ~200 ms respectively. This results in an exchange of water across the myelin which
tends towards the slow exchange limit. In the slow exchange limit the decay of the
transverse magnetization is multiexponential, as defined by Eq. 1.47. This allows
populations and relaxation times in the slow exchanging water phases to be derived.
Thus transverse relaxation is a more incisive measure of the state of water in biological
tissue than longitudinal relaxation, and therefére, it is the transverse relaxation properties
of the white matter tissue model which will be studied in this thesis.

Up to this point, transverse relaxition has only been described in terms of a
complicated equation, Eq. 1.42, derive:d solely from the dipole-dipole interaction. The
meaning of this equation is understood as follows. Transverse relaxation is essentially
brought about by a gradual dephasing of the transverse components of the individual



fitttlear magnetic moments. Because of the dipole-dipols interaction between pairs of
spins, each spin sees a slightly different net magnetic field from that seen by its
neighbors. This net magnetic field can be represented by Bg + By oc, where By oc
represents the local magnetic field due to neighboring spins. By is a function of r, the
distance between spins, and 6, the angle between the line joining the spins and the
direction of By. Since r and 6 vary from one pair of spins to another, and since r and 0
also vary in time for each pair of spins, the spins will precess at different frequencies
given by @ =1(Bo + Broc), resulting in a loss of phase between spins and therefore a
loss of transverse magnetization as well. Since By o is time dependent, the dephasing
which results is irreversible. If the spins are in fast motion as in the case of bulk water,
the local magnetic fields are averaged out and dephasing is slow yielding a long T2. On
the other hand, if the spins are moving slowly, as in the case of water protons bound to
slowly moving macromolecules, then the local magnetic fields are not averaged out
nearly so much and dephasing is fast resulting in a short T». This slow motion or zero
frequency mechanism for transverse relaxation is represented by the first term in Eq.
1.42. Itis the slower motion in biological systems relative to pure water which makes
transverse relaxation much more efficient than longitudinal relaxation in biological
systems.

Besides creating variations in the local magnetic field, the dipole-dipole
interaction also induces transitions between the energy eigenstates of the two-spin
system. These transitions include a mutual flip-flop of spins with no overall change in
energy of the system, as well as transitions at @y and 2w, where energy is exchanged
with the lattice. Although the latter two transitions directly affect longitudinal relaxation,
all of these transitions shorten the lifetime of the transverse magnetization. These
transition mechanisms are represented in Eq. 1.42 by the Debye spectral density terms
at the corresponding frequency. Referring to Eq. 1.42, one can see that the dipole-
dipole interaction mechanisms for transverse relaxation are most efficient when the
motions of the spins are slow , i.e. ¢ >> 1/t . In this case the zero-frequency
interactions, which include the dipolar dephasing and the spin-exchange transitions,
dominate transverse relaxation.

In addition to the dipole-dipole interaction, there are other mechanisms affecting
transverse relaxation in the two-spin system, which must be addressed.
Inhomogeneities in the laboratory magnetic field as well as local field gradients due to
inhomogeneities in magnetic susceptibility also cause dephasing of the transverse
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magnetization. If the variations in the static magnetic field are represented by 8By, then
the experimental value of the spin-spin relaxation time, defined by Ty*is (34)

1 _ 1 1B
went 5 (1.48)

where T is defined by the dipole-dipole interaction, Eq. 1.42. In biological tissue
inhomogeneities in magnetic susceptibility occur at the boundaries of major cell
structures such as the cell membranes. Structures such as these remain fixed on an
NMR time scale and therefore the local field gradients brought about by these magnetic
susceptibilities are time independent as are the inhomogeneities of the laboratory
magnetic field.

The effects of these static magnetic field variations upon the measured transverse
relaxation time can be removed by using a Carr-Purcell-Meiboom-Gill (CPMG) (35,
36) spin echo sequence as shown in Fig. 1.11. This method employs an initial 90°
pulse followed by a sequence of equally spaced 1800 pulses, which are phase shifted by
900 from the initial pulse, in order to continually refocus the dephasing brought about
by the static magnetic field inhomogeneities. However, diffusion across the static local
field gradients will cause irreversible dephasing and a loss of transverse magnetization.
The extent of this loss is dependent upon the magnitude of the field inhomogeneity and
the time period over which the dephasing due to diffusion is allowed to occur. Ina
CPMG sequence this time period is the time between successive 180° pulses, the echo
time (21), and is chosen to make the effects of diffusion negligible. For example, in our
CPMG experiments the echo time is ~2 ms. With a maximum diffusion coefficient, D,
of 2.3 x 10-5 cm?/s (the diffusion coefficient for pure water at 25 °C) and a field
gradient, G, on the order of 10-3 gauss/cm, the diffusion term given by (23)

-D (ﬁﬁ%'@ (1.49)

is negligible. Thus, using the CPMG sequence, the experimentally measured transverse
magnetization decay is due solely to the time dependent variations in the local magnetic
fields. These time dependent local magnetic field variations are dominated by the
dipole-dipole interaction.

In summary the measurement of water proton transverse relaxation times in
biological tissue yields a relaxation time, T, determined predominantly by the dipole-
dipole interaction. The form of this interaction indicates that transverse relaxaticn is
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most efficient when the motions of the water molecules are slow. This is a very
important point when considering transverse relaxation in biological tissue. Biological
tissue is a heterogeneous system consisting of different types of anatomical
compartments such as intracellular and extracellular space. Each of these compartments
contains a different population of biological macromolecules and a different relationship
between the hydration and bulk water phases. Therefore, each type of compartment will
have a characteristic transverse relaxation time, T, which is the fast exchange average of
the hydration and bulk water phases. The compartment with the larger macromolecular
concentration, such as intracellular space will have the shorter transverse relaxation time,
Ta. If the exchange of water between these compartments is slow on the time scale of
the transverse relaxation, then measurement of the transverse magnetization yields a
multiexponential decay, Eq. 1.47, from which compartment populations and relaxation
times can be derived.

The ability to decompose the muti-exponential transverse magnetization decay
into intrinsic compartment populations and transverse relaxation times may hold great
promise for the application of NMR to the study of normal and pathological tissue. As
mentioned above, transverse relaxation is sensitive to the state of water in the various
anatomical compartments of tissue. The state of water in tissue can change drastically
when disease is introduced. For example, in Multiple Sclerosis, white matter myelin
breaks down. The decrease in myelin results in a decrease in myelin associated water as
well as a decrease in the diffusional barrier between the axonal and extra-axonal spaces.
Such changes should have a drastic effect upon the multi-compdlmt transverse
relaxation time characteristics of the white matter tissue. A recent study (10) of multi-
component transverse relaxation in in-vivo white matter of the human brain has shown a
decrease in a short T2 component, attributed to myelin, in regions containing MS
lesions. Although this is promising, most in-vivo imaging studies do not have the
capability to analyze the transverse magnetization decay in terms of multiple
components since their data acquisition and signal-to-noise ratio are too limited. Thus
the full potential of multi-component transverse relaxation in-vivo is not yet known. In
order to establish this potential, the studies described in the following chapters have
been carried out. The first is an evaluation of the effects of in-vivo limitations on this
NMR technique, while the second analyzes the transverse relaxation time characteristics
of a white matter tissue model.
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Figure 1.1 Simplistic diagram of white and grey matter of the brain. Grey matter
contains the nerve cell bodies surrounded by glial cells, predominantly astrocytes.
White matter contains tracts of myelinated nerve axons surrounded by supportive
glial cells. The oligodendrocyte is the glial cell type which myelinates the nerve
axons.



Exterior
glyco-
glyco-  protein
hydrophilic integral lipid
phosphate protein
lwmgmm\\.

00, 0000007
miepsess {141 ($EEEL41
chains QXD DID DN

88898844

000000000

C 2
peripheral
protein
Cytoplasm

Figure 1.2 Fluid mosaic model of membranes. A phospholipid bilayer
constitutes the basic structure. The hydrophobic fatty acid tails form the
middle of the bilayer, while the polar, hydrophilic heads of the
phospholipids line both surfaces. Integral proteins have a hydrophobic
portion which is embedded in the bilayer. Peripheral proteins do not
integrate with the membrane but remain on the surface. Oligosaccharides
bind to membrane proteins, forming glycoproteins, and to lipids, forming
glycolipids. The lipids and proteins of the membrane are believed to be free
to move laterally creating a fluid system.
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Figure 1.3 Basic structure of myelin. Myelin consists of numerous wrappings of a glial
cell process; oligodendrocyte processes in the CNS and Schwann cell processes in the

PNS. As the cellular process wraps about the axon, the inner surfaces of the cellular

membranes fuse to form the major dense line while the close apposition of the outer

membrane surfaces form the intraperiod line.



Figure 1.4 Nuclear magnetic moment p in magnetic field Bo.
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Figure 1.5 Zeeman energy levels for nuclei of spin 1/2 in a magnetic field Bo. The
eigenstates corresponding to these levels are defined as I-> and |+> for the spin down
(m=-1/2) and the spin up (m=1/2) states, respectively.
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Figure 1.6 Vector summation of magnetic fields Bo and By in a) the
laboratory refezence frame, b) the rotating reference frame.
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Figure 1.7 Interaction of M, with Beff = By in the rotating frame of
reference. My precesses about B, with angular frequency ©4. If By is
applied for a time t such that the net magnetization lies along the yp axis
then the pulse is referred to as a 90° or %/2 pulse. If this time is doubled,
Mowill lie along the -zp axis resulting in a 180° or x pulse.
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Figure 1.8 Definition of the transition probabilities per unit time between
the energy eigenstates of the two-spin system. These transitions are the
mechanism of longitudinal relaxation. In the case of water protons the two
spins are identical and therefore W) = W,'. It has been assumed that the
dipolar interaction is a small perturbation and thus the eigenstates shown
here, and used in the calculations of the transition probabilities, are the
eigenstates of the unperturbed Hamiltonian. Therefore all the Wy 's are
equivalent.
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Figure 1.9 Definition of the transition probabilities per unit time between
the eigenstates relevant to transverse relaxation in a two-spin system.
These states do not commute with I and therefore are not energy
eigenstates. Uj = Uy’ since the spins are identical.
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Figure 1.10 Two fictitious magnetic monopoles, m and -m, sepated by a
distance s are equivalent to a magnetic dipole with magnetic moment p =
ms. The magnetic potential at a point P is calculated by summing the
potentials due to the two monopoles.
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Figure 1.11 CPMG spin-echo sequence. A sequence of 18¢° pulses produces a
train of echoes whose amplitudes decay with time constant T. At a time 7 after
the initial 90° pulse, the individual spins are dephased due to inhomogeneities in
the local magnetic fields. The first 180° pulse inverts all spins 180° about the
y-axis, and therefore, in another time interval 1 the spins are rephased producing
the first echo. The decrease in amplitude of the echo from its initial value Mpis
due to the time varying local fields. Successive 180° pulses, thereafter,
continually rephase the dephasing brought about by the static field variations.
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CHAPTER 2

A Simulation Evaluation of a Linear Inverse Technique for Determining
Continuous Relaxation Time Distributions

2.1 Introduction

When interpreting the proton NMR relaxation time characteristics of
heterogeneous biological systems, it is logical to assume a continuous distribution of
relaxation times. Biological tissue represents a heterogeneous system because water
molecules are present in a variety of anatomical compartments, each of which is
characterized by a different relationship between the water and the microcellular
architecture. Naively, this compartmentalization of water might be thought to give rise to
multiple discrete relaxation time components. However, the heterogeneity within each
compartment and the various rates of water exchange between compartments can be
expected to lead to continuous distributions of relaxation times rather than to discrete
components,

The inversion of multicomponent decay data from the transverse magnetization
of water protons is an ill-posed problem with non-unique solutions. Because of this
non-uniqueness, it has been proposed that the relaxation data be analyzed using a variety
of algorithms which construct minimum-structure solutions (1). The variety of
solutions can be valuable because features common to several solutions are more likely
required by the data and are unlikely to be simply attifacts of the noise or construction
algorithm. The most commonly used solution to the multicomponent problem in NMR
relaxation is in terms of a predefined number of discrete exponentials. This is a method
which is not necessarily minimum structure. Nonetheless, minimim structure solutions
can be made up of T2 spectra composed of a few isolated delta-functions, or of spectra
composed of a continuous distribution of relaxation times. We find that any features
present in the smoothed solutions are always found in the discrete delta-function
solutions, whereas, the converse of this is not always true. For example, a delta-function
solution may show two discrete coraponents whereas the smoothed solution will show
one broad component spanning the same range of relaxation times. Thus, the
continuous distribution solutions seem to give a more conservative indication of which
features are necessary to fit the data. Other types of minimum-structure solution can be
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obtained by using linear programming methods (1) and lead to histogram like
distributions. In view of our preference for continuous distribution solutions as the type
of solution most representative of reality in biological tissue, we have chosen to
investigate this form of solution through an in depth simulation study.

Algorithms to analyze a multiexponentizl decay in terms of a continuous
distribution of relaxation times have been developed by Provencher (2,3) and by
Whittall and MacKay (4). These algorithms have already been used successfully in the
study or biological NMR relaxation data (5-10). Modified forms of Whittall and
MacKay's technique have also been used to recover distributions of compartment sizes
from NMR relaxation data (11), as well as two dimensional NMR time correlation
spectra of T1 and T relaxation in heterogeneous systems (12). All forms of Whittall
and MacKay's technique utilize the non-negative least-squares (NNLS) algorithm of
Lawson and Hanson (13). Since our interests lie in the determination of continuous
distributions of relaxation times, the original form of Whittall and Mackay's algorithm is
the inversion method used in the proton transverse relaxation time studies of a white
matter model presented in this thesis. For our purposes we have called the algorithm
T2LIN.

Due to the limitations of the experimental apparatus used in an NMR
experiment, there are constraints imposed upon the measurable precision and
completeness of the raw multiexponential decay data. Limitations in signal-to-noise
ratio (SNR) for example, as well as limitations in the density and range of the decay
time-domain data points are unavoidable. Of course, as one goes from the in-vitro to the
in-vivo experimental setting, the seriousness of these constraints increases
considerably. Since it is our ultimate goal to apply the continuous distribution
fechnique in-vivo, it is very important to know k..w such constraints can affect the
performance of T2LIN. To our knowledge four previous studies have addressed
accuracy and reliability issues for algorithms generating continuous and discrete
relaxation time spectra in NMR (1,4,5,14). The work reported by Whittail, Bronskill,
and Henkelman (1) was carried out concurrently with our own. Below we summarize
the findings in each of the four reports.

Kroeker and Henkelman (5) did two tests of CONTIN, the algorithm developed
by Provencher (2,3). First, they tested its accuracy by simulating unimodal Gaussian
distributions of relaxation times and measuring the full width at half maximum
(FWHM) of the resulting distributions as a function of the signal-to-noise ratio (SNR)
of the simulated raw data, as well as by determining the errors in the peak positions.
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Four different distribution widths, from 0 to 70% of the distribution's mean relaxation
time, were analyzed and zero mean Gaussian noise was added to give SNR values
ranging from infinity down to 10. Their results showed %ist the CONTIN program was
able to fit unimodal Gaussian distributions very well. The FWHM of the solution did
increase as the SNR decreased but this increase was not significant for SNR greater
than 100, and therefore the solution widths reflected the true width of the data, provided
the SNR was greater than 100. Secondly, Kroeker and Henkelman also simulated a two
component delta-function situation and measured the threshold SNR required to resolve
the two components as a function of peak separation and component weightings. The
components were considered to be resolved when the solution showed two peaks with
the peak positions within 100ms of input times and amplitudes within 10% of the input
amplitudes. Therefore at a given peak separation and component weighting, the
components were either resolved or not resolved, and no intermediate measures of
resolution were made. Curves of threshold SNR versus the ratio of component
amplitudes, A/B, were plotted for six equally spaced relaxation time ratios, To/Tg,
ranging from 0.1 t0 0.6. As Ta/Tg was increased, i.e. the short component was moved
closer to the long component which remained fixed at 1 s, the curves of threshold SNR
versus A/B shifted upwards indicating that larger SNR values were required to resolve
the two components. Each increment in TA/Tp increased the SNR by a factor of
approximately 2.5. When the shorter relaxation time component was dominant, i.e. A/B
=4, four times the SNR, as compared to when A/B = 1, was required to resolve the two
peaks because the short relaxation times had been relatively under sampled. When the
longer relaxation time component dominated, A/B =02, SNR values 1.5 times greater
were required for resolution because the longer relaxation time became indistinguishable
from the baseline. Thus the curves of threshold SNR versus A/B showed minima for
components of approximately equal amplitude, and these minima ranged from SNR
values of 40 to 10,000 over the range of relaxation time ratios.

Whittall and MacKay (4) synthesized only two data sets to test their continuous
distribution technique. The first set corresponded to a discrete spectrum composed ui
delta-functions at a few isolated relaxation times. The second corresponded to a
continuous distribution of relaxation times which was representative of transverse
relaxation of water in wood. One hundred logarithmically spaced data points between 1
ms and 500 ms were generated and zero mean Gaussian noise was added to yield a
SNR of 500. The constructed continuous distribution solution was in good agreement
with the simulated continuous spectrum, whereas the solution corresponding to the
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discrete spectrum was much over-smoothed. This indicates that the continuous
distribution technique is much *#%ter suited for determining continuous, rather than
discrete, distributions of relaxation times.

In a related study, Brqwn (14) did not analyze any specific data inversion
technique, but instead provided guidelines for the amount of detail in a multicomponent
relaxation time solution that could be derived from noisy multiexponential decay data.
Using rectangular distributions of rclaxation times which varied in width, he calcutated,
what he calls, the least-maximum absolute-errors (LMAE) which arise from the fitting
of from one to five discrete exponential components to these rectangular distributions.
These LMAE values can be used to calculate the threshold SMT* required to distinguish
between a given number of discrete components and a single rcctangular distribution.
For example, Brown generalized his LMAE equation, in the case of two components, to
include other types of continuous distributions besides the rectangular type. This
generalized equation is of the following form:

E y2
2™ 687+ 159y +7.2y2

2.1)

wherey=-ll§(lnW,Ybeingthemﬁobetweenﬂlctworslaxaﬁontimm Episa

measure of the data accuracy required o distinguish between two discrete components
and a unimodal distribution. In other words, E3 is the maximum noise level, as a
fraction of the initial relaxing amplitude, that can contaminate the data and therefore 1/E)
is the threshold SNR required to resolve two components separated by a factor Y.
Actually, the SNR required will be somewhat less than 1/E3 if there is a number of data
points that allows some smoothing. Brown predicted that the threshold SNR would be
decreased by a generous factor of YN/8, i.e. SNR=1/( Ex¥N/8). Brown's results can be
used to determine whether or not a data inversion algorithm is providing as much
information as is allowable by the data. Kroeker and Henkelman's threshold SNR is
close to 1/(2E2) , except for extreme values of A/B. Comparing this to Brown's estimate
of threshold SNR, 1/(SEp) (since N ~ 200), one can conclude that CONTIN is not
providing more information, in terms of resolving delta function components, than is
allowable by the data. Likewise, we will be able tc use Brown's results to determine
whether or not T2LIN is providing the proper amount of information given the noisy
multiexponential data.
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In the study done concurrently with our own, Whittall, Bronskill and
Henkelman, WBH, (1) used a method developed by Backus and Gilbert (15) to examine
how to choose N, SNR, and the data point acquisition format to maximize the
informati<i:: extractable from multiexponential relaxation data. Their study was not
specific (¢ a pa-ticular ir-=rsion algorithm b+ had general applicability. With respect to
data point acguisition format:, <+ tested only two data sets: 100 linearly spaced decay
curve data points covering thie ixgerv:; i< 1 ms 0 500 ms, and 100 logarittraically
spaced data over the same interval. In the case of ¢; f:uear sampling, their results
showed a degradation of fast relaxing componznts dsi to the undersampling of data at
short times. This same result had been reported previously by the same authors (5). To
determine the effects of various N and SNR on resolution they generated 9 data sets in
total. Each data set contained 30, 60, or 120 points spaced logarithmically from 1ms to
500ms and had its SNR set at 250, 125, or 62.5, where the SNR was defined as the
ratio of the decay curve maximum at zero time to the standard deviation of the added
noise. From their results, they suggest that the resolving power follows the product
SNRY N although their actual definition of resolving power is never made clear. The
suggestion of a YN relation is cossistent with the prediction of Brown (14) that the
threshold SNR would decrease by YN/3 . Hence, to achieve the same resolution at half
the SNR it is necessary to measure four times as many data points. To look at the
relation another way, increasing the number of data points by say a factor of four is
essentially the same as repeating the initial measurements 4 times thereby doubling the
SNR.

Neither the previous test of the Whittal and MacKay algorithm by themselves
(4) nor that of the Provencher algorithm by Kroeker and Henkelman (5) was able to
answer fully questions pertaining to the precision and resolving power of T2LIN which
arose from our experimental work. First of all, the resolution of two closely spaced
components of a continuous distribution by T2LIN was not known in terms of SNR,
their closeness of approach or their widths. Whittall and MacKay (4) did not address
the question of the resolution at all and Kroeker and Henkelman (5), who tested the
resolving power of the similar, but significantly different algorithm, CONTIN, used only
a simulated two-component delta-function data set, not a two-component continuous
distribution data set. In section 2.4.1 we report the results of our test which quantifies
the continuous variation of a well defined measure of two component resolution in terms
of the continuous variation of the SNR and closeness of approach, over ranges that
encompass the characteristics of both in-vivo and in-vitro studies. These results are pot
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superseded by the recent publication of Whittall, Bronskil! and Henkelman (1), because
in that work, WBH provide no measure of actual resolution, do not vary the closei.css of
approach and limit the SNR to values typical of in-vivo experiment only. Secondly, a
test which is particularly relevant to the application of the T2LIN algorithm under in-
vivo conditions, and which to our knowledge had never beea camied out, was to relate
the resolution of two peaks to the effect of decreasing the number of data points within a
fixed time window of the raw data. Although, Brown (14) had previously predicted
from general considerations a VN factor governing the threshold SNR for two
component resolution, and although WBH(1) have recently derived a similar result, no
test of this relationship has been carried out for a specific inversion algorithm. We have
not only addressed this point but we also show that even at a constant standard deviation
in the noise the resolution is dependent on the particular realization of that noise. Thus,
a statistical analysis of the change in variability in resolution, as well as in the resolution
itself, as the number of data points is decreased has been carried out at two different
SNR values. A third test, which is also very relevant to the application of the T2LIN
algorithm under in-vivo conditions and which to our knowledge had never been carried
out, was desig:sed to determine the effect of restricting the time window of the raw data
at decreasing SNR values. Finally, it was necessary to determine if T2LIN was
providing as much information as the data accuracy would allow.

The following chapter is therefore devoted to a discussion of (i) the theoretical
basis for T2LIN and its difference from CONTIN, (ii) the methodology for carrying out
the above tests, (iii) the results of the tests and (iv) a discussion of their significance in
relation to the resolving power and precision of T2LIN in determining continuous
distributions of relaxation times when various experimental constraints are imposed,
particularly those of in-vivo situations,

2.2 Theory
The general integral equation which can be used to model multiexponential

NMR relaxation is given by

M%) =I S(Mexp(-t/T)dT i=L2..N 22
0
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where M(tj) represents the magnetization decay amplitude at N discrete times, t;, and
S(T) is the unknown fractional amplitude of the magnetization relaxing with the time
constant T, where T can represent a longitudinal relaxation time, Ty, a transverse
relaxation time, T2, or a longitudinal relaxation time in the rotating frame, Tp.
Traditional nonlinear least-squares methods of solving Eq. (2.2) introduce several
inherent problems. For example, they require an initial estimate of the solution, i.e. the
number of components, and have difficulties converging when that number of
components exceeds 4 or 5. These solutions are also sensitive to the time range of the
data, becoming unstable if initial data points are removed (5). Linear inverse methods
on the other hand, are not hampered by such difficulties, particularly the "a priori" need
for the number of components. Provencher (2), Whittall and MacKay (4) and
references therein, discuss in detail linear inverse theory solutions to equations similar in
form to Eq. (2.2). Moreover, both Provencher, and Whittall and MacKay, developed
linear inverse techniques with additional smoothing constraints which give continuous
distribution solutions. Provencher created CONTIN which is a very flexible self-
contained Fortran program with numerous subprograms to analyze many different types
of inversion problems such as photon correlation spectroscopy, Fourier and Laplace
transforms, and multicomponent spectra. Whittall and MacKay developed their
algorithm specifically for the analysis of NMR relaxation data making it much shorter,
easier to program and implement, and less expensive in terms of computation time than
CONTIN. Thus, it is Whittall and MacKay's algorithm, which is called T2LIN in the
following pages, that provides the continuous relaxation time distribution analysis
technique which we require in order to study accurately the transverse relaxation time
properties of nervous tissue. Both T2LIN and CONTIN have the same basic
methodology, however there are some significant differences. The following is a
discussion of the methodology specific to T2LIN. Any major differences with
CONTIN will be noted.

T2LIN begins by transforming Eq. (2.2) into a discrete form. This is done by
assuming that the spectrum S(T) is a sum of K delta functions, each with unknown
weighting S(Tj) at a defined set of relaxation times Tj. Eq. (2.2) can then be written in
the form

K
M(t) = ), exp(-t/T)S(T) i=1,2...N, (2.3)

j=l
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Eq. (2.3) is a linear system of equations with general form:

K
Mi= ), A i=12,.N , (2.4)
j=t1
or expressed in matrix form:
M AnAn... Ak |[ s1
M2 A2] A2 S2
_MN ] LANI ANK J L SK

where, in the case of Eq. (2.3), A is a matrix with elements exp(-t/T;). In the following
work a relaxation time grid Tj was chosen to have K = 200 logarithmically spaced
points between 1 ms and 10 s. This range was chosen so as to include only that subset
of relaxation times relevant to the ultimate application in biological tissue. The
logarithmic spacing is the most appropriate because the range extends over 4 decades of
time and this type of spacing allows the short time components to be defined with as
many solution points as the long time components.

The linear system of equations, Eq. (2.4) can now be solved for S(T}) by using a
linear inverse technique. The T2LIN algorithm utilizes the non-negative least-squares
(NNLS) algorithm of Lawson and Hanson (13) to accomplish this whereas CONTIN
ivas its own computational method for inversion (2). Itis the linear inverse nature of
these techniques which remove the "a priori” need for the number of components to be
specified. Both NNLS and CONTIN solve Eq. (2.4) by using a finite number of stable
Householder transformations (13). The resulting solution is essentially the least
squares solution with the linear inequality constraint of non-negativity, i.e.

N

2,

i=1

K 2
Y AyS;- Mi| is minimized subject to S; 2 0. 2.5)
j=1
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The non-negativity is implicit in the formulations of both NNLS and CONTIN. The
least squares solution which minimizes Eq. (2.5) is a discrete delta-function solution.
T2LIN uses an average of the delta function residuals around each time domain data
point to estimate the standard deviation of the noise, G;, associated with each datum,
M(t;). Each data point and its corresponding row of A are then divided by this estimate
before further fitting, resulting in a weighted solution.

Due to the noise contaminating the data, Eq. (2.5) cannot be minimized to zero.
A measure of the goodness of fit can be obtained by defining a misfit variable %2,
where

=3 [M,(n);:\«(q)]z L ORL O 26
=1 i S (M) - M@

provides the measure of misfit between the raw data M(t;) and the calculated
magnetization data point Mp(tj) corresponding to a particular solution $(T). In Eq.
(2.6), My(t;) is the true magnetization data point uncorrupted by noise, and oj is the
standard deviation of the noise associated with the ith data point. The preferred solution
is one which should misfit the noisy data by an amount which is consistent with the
poise variations, i.e. one in which [Mp(t;) - M(1)] = [My(t) - M(t)]. In this case

zgmfm = }%l 1 =N. vX))
=

The delta-function solution which minimizes Eq. (2.5) is just one member of a
large set of possible solutions which fit the data within the error. However, this is not
the preferred solution we are seeking, for the following reasons. First, it consists of a
small number of isolated delta function components instead of the more plausible
continuous distribution model we are looking for; and secondly, it fits the noisy data too
closely, ie. [Mp(t) - M(t)] < [My(t) - M()] yielding %2<N, which could result in
noise artifacts in the solution in the form of extra peaks, shifted peaks and incorrect
amplitudes. These difficulties can be overcome by adding extra constraints to the
minimization function of Eq. (2.5). These extra constraints allow different elements in
the set of all possible solutions to be sampled and can be chosen to yield solutions
consistent with the system being modelled, continuous distributions of relaxation times
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in this case. The extra constraints are incorporated by the addition of a smoothing term
to the minimization function of Eq. (2.5), i.c.

N

2,

i=1

2

K
Z Hpisi -
j=1

(2.8)

K 2 P
Z Aij Sj -M; | + le
i=1 p=1

where |1 is a term referred to as the trade-oft parameter or regulariser (2,4,5), His a
matrix representing P additional constraints, and f; is a vector estimating the form of

H - S. The least squares or delta-function solution is obtained when p=0. The larger
the value of i the more the algorithm attempts to minimize the second term in Eq. (2.8)
at the expense of increasing the first term. Note that the first term is identical to the x2
misfit, Eq. (2.6), since the elements of the matrix A and each data point , Mj , have been
divided by their respective noise estimates in order to provide a weighted least squares
solution. Thus the 42 misfit increases monotonically with .

The matrix H can take on many forms. However, only that form of H which will
result in a solution consistent with the continuous distribution model is of interest.
Three forms of H which meet this requirement are as follows. If H is the KxK identity
matrix and fp is the zero vector, then the extra constraints minimize the "energy” in the
spectrum:

K
Y s2. 2.9)
j=1

The term "energy" is used here to describe a sum of squared amplitudes. The two other
forms of H set the rows equal to finite difference approximations of first order or
second order derivatives of S(T). Thesz constraints minimize the energy in the
spectrum derivative

K1

.21 Isj-o-l - Sjlz , (2.10)

r_'

or the energy in the spectrum curvature
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(2.11)

respectively, when fp is again zero. If an initial estimate of the spectrum, its derivative or
its curvature is known then it can be entered as the vector fp and the constraints will
minimize the difference between this estimate and the solution. Since initial estimates
are not known in this case, fp is always zero. These three particular forms of H have
essentially the same effect in that they smooth the solution into a continuous distribution
of relaxation tiraes and they increase the misfit. Provencher (2) chose to smooth by
minimizing the second derivative function Eq. (2.11), however CONTIN allows for
various forms of H and fp to be used. The T2LIN algorithm provides the option of
minimizing either the energy in the spectrum, Eq. (2.9), or the spectrum derivative, Eq.
(2.10). Whittall and MacKay (4) presented solutions smoothed using the latter
equation. In all the experimental and simulation work done for this thesis, Eq. (2.9) was

chosen as it was the simplest to implement, and provided good results.

The extra constraints imposed by the addition of the smoothing term in Eq. (2.8)
are incorporated by the addition of extra rows in the matrix A of Eq. (2.4). Thus in the
case of smoothing with Eq. (2.9), the matrix equation takes on the following form:

—

b

M
M;

Mn
0

0
(N+K)x1

(N+K)xK

¥ i
0

Ak
Axx

Ang
0

0
I

Kx1

This new system of linear equations is again solved for S(T) by the NNLS algorithm
resulting in a continuous distribution solution.

The problem which now remains is to determine which value of 1 should be
used. First, one needs to consider how i relates to the value of %2 for the preferred



solution. If a particular solution is under-smoothed, i.e. 1 is too small, the differences
[Mp(t) - M(t)] will be less than [M(t;) - M(t)}, resulting in %2 << N and the potential
for solution structure which is an artifact of the noise is caused. Conversely, if a
particular solution is over-smoothed, i.e. J is too Jarge, then [Mp(ti) - M(1)] is too large,
yielding %2 >> N and a broadly smeared solution is obtained which does not truly
reflect the information contained in the data. The preferr-, optimally smoothed,
solution has %2 = N (16).

As mentioned previously the standard deviation, o;, of each data peint due to
noise, is estimated for both experimental and simulated data using the average of the
delta function residuals around each data point. With this noise estimate it is
consistently found that %2 = N for the delta function solution, which indicates that we
are underestimating the noise somewhat. The preferred solution then, will have %2> N
since it should have a larger misfit than the delta function solution in order to avoid
fitting any of the noise. The degree to which %2 is allowed to exceed N is determined
by the statistics of the ¥2 distribution itself. The frequency distribution of the y2
statistic is given by the following equation (17):

_ . .
F(x2) -W—zlrmexg{T] 2N («.12)
2
where I is the gamma function
I'N] =I ex xN-1dx 2.13)
0

This frequency distribution of 2, illustrated in Fig. (2.1), gives a most probable ¥2 of

N-2, amean %2 of N, and a standard deviation of V2N'. These statistics determine the
acceptable upper boundary on 2 in relation to the confidence which we have in the
solution. The amplitude of the distribution at any given 2 represents the probability
that a given solution will have that %2 value. As %2 increases beyond its most probable
value, the area under the curve to the left of %2 represents the probability that any
solution, including the preferred solution, has a %2 less than or equal to this value. In
other words, this probability represents our percentage confidence that any structure
seen in the solution corresponding to this %2 is necessary to fit the data and therefore
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will also be present in the preferred solution. It gives the percentage confidence one can
have that no noise is being fitted. On this basis, a confidence limit of 0.75 on a data set
consisting of N=100 points requires the upper boundary of %2 to be at 109. In practice
we use a confidence limit of 0.99 in ordes to be 99% sure that the solution structure
seen is necessary to fit the data and no nis¢ artifacts are present. To determine this
99% confidence solution the smoothing parameter 1 is initially set to a large value and
is then decreased until the %2 misfit of the solution falls just within the 0.99 confidence
limit boundary.

The CONTIN algorithm, on the other hand, determines the smoothing parameter
differently. It calculates solutions for approximately 24 different i values ranging from
much under-smoothed to much over-smoothed solutions. An F-test (18) is then done
on each solution to determine whether or not it adequately describes the data. The
CONTIN algorithm allows all solutions to be viewed and the user then chooses the one
he/she feels is best, based on the F-test results. This freedom prevents a fixed
confidence limit from being established and if a low confidence solution is chosen some
solution structure may not be required by the data but may be due to a fitting of the
noise. This method is very user interactive allowing for much human bias.

2.3 Method

In the simulation test programme designed to evaluate T2LIN, the input
relaxation time distributions S(T) were constructed so as to contain up to three linear
Gaussian shaped components of equal amplitude. A typical simulated continuous
relaxation time distribution with three components is shown in Fig. 2.2. The
components are at S ms, 100 ms, and 500 ms respectively. Each of the Gaussian
components was synthesized using the following equation:

exp(TTmen’ ) i 1=AB,rC . @.14)

1
S( o, 2072

Nm
The standard deviation 67 of the /th component was defined such that the full width at
half maximum (FWHM) was equal to 20% of the component's mean relaxation time.

This width proportion was chosen to reflect the findings of experimental transverse
relaxation time studies of garfish nerve cords. In order to simulate the raw
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magnetization decay data, each component in the distribution was digitized into
approximately 100 logarithmically spaced elements whose relaxation times extended
from Timin to Timax Where

Timin = Timean - 3.25 07, I=A,B,orC
Timax = Timean + 3.25 0y, l=A,B,orC (2.15)

The value of 3.25 oy, takes each component out to 0.5% of its maximum amplitude.
This type of digitization was chosen to satisfy the following objectives. First, we wanted
to display the input spectra, as well as the resulting spectra calculated using T2LIN, on a
logarithmic scale because the relaxation time distribution ranged over three decades of
time. Secondly, we wanted to define each component with the same number of digitized
elements. To facilitate this digitization, the spacing of the relaxation time grid points, Ty,
was set to 0.002 log divisions which is exactly 10 times finer than the relaxation time
grid utilized by T2LIN. Thus the amplitude of each component, Ampy, was defined by
the discrete sum

Timex
Amp = ), S(Tp) with I=A,B,orC, (2.16)
Ts"—'T[min

with the total spectrum amplitude normalized to 100.

To simulate a transverse relaxation time spin echo experiment, the
magnetization decay curve was calculated at 1 ms time intervals from 1 ms to 2 s in the
following manner:

Timax
M= Y, D, SiTypexp(4/Ty) i=12,..2000 . @.17)
EABC Tg=Timin

Zero mean Gaussian noise was added to the entire data set, with the signal-to-noise ratio
(SNR) being determined by dividing the magnetization at t; = 1 ms by the standard
deviation of the noise, 6. For all simulations involving variations in SNR, the SNR
values were incremented from 30,000 down to 100 in logarithmically spaced intervals.

In all the simulation studies where the number of magnetization decay data
points was kept constant, the large set of 2000 decay data points was reduced to a subset
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of a more manageable size for T2LIN, by sampling a maximum of 100 linearly spaced
points per decade. This gave 100 points from 1 ms to 100 ms spaced at 1 ms intervals,
100 points from 100 ms to 1000 ms spaced at 9 ms intervals, and a final 12 points from
1000 ms to 2000 ms spaced 90 ms apart resulting in a total data set consisting of 212
points. This type of sampling is similar to that done with our experimental transverse
relaxation decay data. If instead, 212 points were to be derived from a perfectly linear
sampling from 1 ms to 2 s, then the short time components would be relatively under-
sampled. On the other hand, a perfectly logarithmic sampling to give ~200 points from
1 ms to 2 s was impossible because magnetization decay data points could not be
sampled more densely than every 1 ms at short times. The form of sampling used was
cheser as the best compremise since it samples the short time end of the spectrum as
densely as possible and still gives adequate sampling at long times. Fig. 2.3 is a plot of
the 212 point magnetization decay data set corresponding to the relaxation component
distribution in Fig. 2.2. The decay is shown with noise to produce a SNR of 100.

The following is a discussion of the specific methodologies used in each
simulation test.

2.3.1 Simulation to Test the Resolving Power of T2LIN.

In order to determine the ability of T2LIN to resolve two closely spaced
Gaussian components, the input relaxation time distribution was constructed with three
components: one at TA =S5 ms to serve as a control, a second component with a variable
roean relaxation time Tp, and a third fixed at Tc = 500 ms. The measure chosen to
quantify the input peak separation, S, was a relative measure and was defined by

TcTp) _ _,(F-1)

S=(TC+TB)/2 =2(F+l) (2.18)

where F is the ratio of the longer relaxation time to the variable relaxation time. The
measure chosen to quantify the resolution, R, was defined by

_[Hp-D)+(HcD)}2 . D
R=""W+HOZ ! "Hayg @1



57
Where D represents the height of the dip between peaks while HB and He are the
vertical heights of peaks B and C, respectively. Fig. 2.4 depicts a typical partially
resolved spectrum defining these parameters. Thus, a value of R =1 denotes complete
resolution whereas R = 0 denotes no resolution atall. The variable component, Tp,was
placed at 15 different peak times ranging from an order of magnitude less than 500 ms,
to within a factor of 0.7 times S00 ms. The extremes of Tp, namely, 40 ms to 350 ms
were chosen because they encompassed the extremes of resolution between the two
peaks. For example, with Tg =~ 4) ms, resolution was complete even for the lowest
SNR. With Tp = 350 ms, no resolution was detected even for the highest SNR tested.

Because the T2LIN solution became very sensitive to specific noise variations
contaminating the data when the number of data points was decreased to small values, it
was necessary to test a large number of data sets which differed only in their noise
realizations. It therefore became necessary to determine the density of data points at
which T2LIN becomes sensitive to different noise realizations and to determine if any
consistent effects are present as the density is decreased. This was accomplished by
doing a statistical evaluation of the data point density reduction effects with many
different representations of the noise. N = 150 different noise representations was
chosen as the cutoff for this statistical analysis because mean values of precision,
accuracy, and resolution differed by no more than 1% when further data sets were
tested.

All 150 magnetization decay data sets in this simulation test were generated from
the same simulated relaxation time spectrum, S(Tg), consisting of components at 100 ms
and 500 ms, respectively. The standard deviation of the added noise, Gy, was kept
constant to give SNR = 500 for all data sets. This SNR value was chosen because it
yielded intermediate resolution values of the two peaks. Thus each data set differed
from the others only in the random selection of noise contaminating each data point.
Each data set was then sampled logarithmically within a window from 75 ms to 1000 ms
to give data sets ranging in numbers of data points from 256 down to 16. The 75 ms to
1000 ms window was chosen because this was the data window range determined by the
simulation tests of section 2.3.3 to have a minimal adverse effect on the T2LIN solution.



For data sets with the same number of data points, the corresponding T2LIN
distributions were statistically analyzed to give mean and standard deviation values for
resolution of peaks, precision of component widths, and accuracy of peak relaxation
times. The entire analysis was also repeated for SNR = 250.

The outcome of the T2LIN analysis can be influenced either by reducing the
maximum of the time domain data window, tN, or by increasing its minimum, t,. To test
for the effects of the first constraint, relaxation time components at TA =5 ms (for
control) and Tp = 500 ms were simulated and the 212 point magnetization decay data
set calculated. This set was then progressively truncated to give decreasing data time
window maxima from 2 s down to 50 ms, while the minimum of the data window was
held fixed at 1ms. The ratio of the upper boundary of the data window to the longest
relaxation time in the input distribution, t\/Tp, was chosen as the measure of the degree
of truncation. Eleven truncation values ranging from 4 down to 0.1 were tested at each
of 11 different SNR values from 30000 down to 100. In this test the S ms component
was included to serve as an indicator of the effects of SNR alone, while the effect of data
window truncation and SNR upon the 500ms component were determined. The
relaxation time of 500 ms was chosen to represent the typical long T2 peak in the
transverse relaxation time distributions found in tissue.

The effect of increasing the lower boundary of the data window, t,, was
evaluated in a similar manner. However, in this case relaxation time components were
placed at To = 25 ms and Tp = 500 ms. The 500 ms component served as the control
this time while the 25 ms component, which was chosen to reflect the typical short T
peak in experimental transverse relaxation time distributions found in tissue, was
analyzed for window truncation effects. The ratio of the lower boundary of the data
window to the shortest relaxation time in the input distribution, /T, was used as the
measure of truncation. Eleven truncation values ranging from 0.04 to 4, which
corresponded to to times of 1 ms to 100 ms, were each tested over a range ¢ SNR
values from 30000 to 100. The truncation of the time window at both upper and lower
edges degraded output spectral components in two ways: by increasing their width and
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by decreasing their amplitude. Therefore the parameter used toiquantify these effects
was the following

_ Output Amplitude _ Input FWHM 20
= Tnput Amplitude * Output FWHM (2.20)

P

where P was the symbol chosen to represent the precision of the output T2LIN spectra.
Any decrease in amplitude or increase in width, relative to input values, resulted in a
decreased P value. It should be noted that (output amplitude)/(input amplitude)
remained constant at a value of 1 for all degrees of truncation of the upper window edge,
while in the case of truncation of the lower window edge it only contributed to a
decrease in precision when the degree of truncaticn became greater than ~2.

2.4 Results and Discussion

2.4.1 Simulation to Test the Resolving Power of T2LIN,

A three dimensional representation of the resolution, R, of two closely spaced
components versus both component separation, S, and SNR is presented in Fig. 2.5 for
the case where the confidence limit is 99%. This figure comprises three main regions:
1) a dark grey region representing no resolution, R=0, 2) a light grey region
representing complete resolution, R=1, and, 3) a grey-scaled transition region between
the two extremes, O<R<1. As one traverses this surface along lines of constant SNR, it
is clear that resolution is lost in the transition region over a relatively small range of
refative peak separation values. For example, Fig. 2.6 shows the resulting T2LIN
spectra at SNR = 1000 as the relative peak separation, S, is varied within the transition
region from 1.08 to 0.685 .

To illustrate the loss of resolution as SNR decreases, Figs. 2.7(a) and (b) show
the set of T2LIN spectra for two fixed relative peak separations of S =1.2 and S = 0.67,
respectively, as the SNR is varied through the transition region. Note that the transition
region range in SNR values is much smaller for S =1.2 than it is for S = 0.67.

When the confidence limit is decreased to 75%, less smoothing and therefore
apparently greater resolution results. The dotted lines in Fig. 2.5 at SNR = 30,000 and
SNR = 100 show the shift in the transition region due to the change in confidence
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limits. At a confidence level of 75%, there is a 25% chance that some noise is being
fitted, a fact which could result in small noise artifact peaks in the solution spectra. In
practice we choose to use a confidence limit of 99% in order to be very sure that we
were not fitting any of the noise. (N.B. when the dotted lines at 75% were computed for
Fig. 2.5, no small noise artifact peaks were in fact detected)

Our objective in plotting the surface of Fig. 2.5 was to determine how
experimentally achievable SNR values limit T2LIN's resolving ability. For example, in
the in-vivo situation, SNR values are usually of the order of 100, in which case T2LIN's
resolving ability is severely restricted, requiring a minimum relative peak separation of
approximately 1.35 to achieve R > 0. In-vitro, the limitations in SNR are not nearly so
severe, with values of the order of 1000 or more being readily achievable. For example,
the star on Fig. 2.5 indicates the region corresponding to our in-vitro transverse
relaxation time studies on nerve cords, which are reported in detail in Chapter 3. We
were typically able to achieve a SNR of approximately 3000, which allowed resolution
of nerve water components with relative peak separation values greater than 0.8.

Although Kroeker and Henkelman (5) simulated delta-function distributions and
not continuous distributions of relaxation times as we have, a comparison of our results
to theirs is still of interest as it will indicate whether or not the resolving power of
T2LIN is similar to that of another linear inverse algorithm. We would also like to
compare our results to those of Brown (14) to determine whether or not T2LINis
providing the proper amount of information given the noisy data. To facilitate these
comparisons Fig. 2.8 was constructed. It plots the threshold SNR against relative peak
separations for four different data sets. The first two sets of data represent T2LIN's
resolving power at 99% confidence. These two curves correspond to the lines of
intersection between the surface of Fig. 2.5 and two horizontal planes atR = 0.5 and R
= 0.01, respectively. The third set of data corresponds to Kroeker and Henkelman's
results for a component amplitude ratio of A/B =1. The final set of data represents
Brown's prediction that the minimum SNR necessary to distinguish two components
will be given by 1/(E2VN/8 ) where Ez is given in Eq. 2.1 and N is the number of data
points, ~200 in our case. This figure illusuates that CONTIN's definition of resolving
power is comparable with R = 0.5 for T2LIN at 99% confidence. It also indicates that
the lower limit of T2LIN's resolving capabilities, represented by the R = 0.01 curve at
99% confidence, corresponds to Brown's expected limitations. Therefore we can be
confident that T2LIN is not yielding more information, in terms of resolving continuous
distribution components, than is allowable by the noisy data.
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Neither Kroeker and Henkelman, nor Brown have considered continuous
distributions of relaxation times which comprise multiple Gaussian components as we
have dor:e, and therefore, they have not determined how differences in component
widths can affect resolution. The simulation study presented here has been done with
the input F*7HM for all peaks equal to 20% of their peak relaxation time. This width
was chosen to correspond approximately to those found experimentally in our
transverse relaxation time analysis of garfish nerve cords. As this intrinsic width
increases, resolution values for a given peak separation will decrease and the vertical face
of Fig. 2.5 will shift to higher S values. Conversely, if the widths are reduced the
vertical face will shift to lower S values. For example if the input FWHM is increased
to 40% , the face shifts to higher S values by 0.13 units at SNR = 3,000 and by 0.06
units at SNR = 100. The shift is less at smaller SNR values because the peaks are
already broadened by the lower SNR. Alternatively, if the input FWHM is decreased to
10%, the face shifts to lower S values by 0.03 units at SNR = 3000 and by 0.02 units at
SNR =100.

When the number of data points becomes small the averaging capabilities of the
algorithm are substantially compromised and T2LIN becomes more sensitive to
individual noise excursions. Even with 256 data points the mean values of the
resolution parameter, R, has a standard deviation of 7% brought about by its sensitivity
to individual noise representations. The increase in sensitivity as the number of data
points decreases is illustrated in Figs. 2.9(a),(b), and (c), where twenty-five T2 spectra
for data sets consisting of 256, 64 and 16 points, respectively, are plotted. The effects
upon resolution, precision, and accuracy of decreasing the number of data points in a
fixed time window are shown in Figs. 2.10(a), (b), and (c), respectively. All points in
these figures represent the means of solution spectra from 150 data sets differing only
in the representation of their noise while keeping oy fixed. For the resolution, R, and
precision, P, these means are seen to decrease gradually as the number of data points is
varied from 256 down to 16. The error bars represent the standard deviations brought
about by the different noise representations. The growth in the standard deviation due
to noise, as the number of data points is reduced, demonstrates the increasing sensitivity
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to noise representations. Mean values for fewer than 16 data points could not be
determined because the T2LIN algorithm tended to become unstable and had problems
converging upon a solution.

Some accuracy in determining the peak relaxation times is also lost as the
number of data points is reduced from 256 to 16. In Fig. 2.10(c), the standard
deviations of the mean peak relaxation times increase from 2 to 10% of the mean peak
times.

Before the SNRVN relation suggested by Wh. (1) and Brown (14) can be
addressed, it must be stressed that neither of these two groups defined a quantitative
measure for resolution. Therefore the SNRVN relation can only be used in a general
sense to compare different combinations of SNR and N at a fixed level of resolution.
To determine how closely the output of T2LIN follows this general relation, the
resolution, R, was plotted against the number of data points, N, for data sets at SNR =
500 and SNR =250 in Fig 2.11. The dotted line represents the four-fold increase in N,
predicted by the SNRVN relation, required to achieve the same resolution at half the
SNR. Note that the predicted and experimental curves for SNR = 250 do not coincide,
however, they do agree within the standard deviations. This indicates the importance of
taking into consideration the sensitivity of an inversion algorithm to differences in the
noise representations.

This statistical evaluation of T2LIN has shown that resolution, precision, and
accuracy are somewhat degraded as N is reduced from 256 down to 16. At SNR = 500
resolution drops by R = 0.4 units in the transition region. The precision decreases by P
= 0.08 units, and peak relaxation times vary by 5%. The most significant result of these
tests is the sensitivity of T2LIN to noise variations. Even at N = 256, resolution varies
by £7%, and precision by $£20%. At N =16 these deviations increase to +50% for
resolution, $25% for precision, and +5% for peak relaxation times.

Constraining the maximum or minimum limiting values of the data acquisition
time window affects the output of T2LIN in ways that are illustrated in Figs. 2.12(a) and
(b) for various SNR values. Both figures clearly show that SNR is a far more important
determinant of precision than are window limitations. Recall that the product of the



output component amplitude and the inverse of the output component width (both taken
relative to input values) was the quantitative measure chosen to define the precision, P.
The large dependence of precision upon SNR is visualized in Figs. 2.7(a) and (b) where
the control peak at Sms shows a 4-fold increase in width as the SNR is varied from
17500 down to 125. Examples of the loss of precision brought about by the proximity
of the edge of the data acquisition window at a fixed SNR of 1000 can be scen in Figs.
2.13(a) for truncation of the lower edge, and 2.13(b) for truncation of the upper edge.
Numerous spectra such as these were analysed at all levels of SNR to provide the data
plotted in Figs. 2.12(a) and (b). Together, Figs. 2.12(a) and (b) enable one to estimate
the effects of limiting the values of the time window for particular values of SNR. For
example, for SNR=100, a data set ranging in time from 0.75 times the relaxation time of
the shortest peak to twice the relaxation time of the longest peak gives the best possible
precision achievable at that SNR, namely P =0.2.

Because truncating the data acquisition window also reduces the number of data
points, it is important to establish that the effects attributed to the truncation of the data
window are due solely to this truncation and not the overall decrease in data points.
This was accomplished by measuring the variations in the control peaks. It was found
that the widths of the control peaks varied by less than 10% while their amplitudes and
peak times remained accurate to within 5% of input values over the entire range of
truncation. These variations are small compared to the changes seen in the degenerated
components closest to the truncated window edge, confirming that the measured effects
upon precision are correctly attributed to the truncation of the data window. See Fig.
2.1%(a) and (b). Although the components closest to the truncated window edge
degenerated in terms of component width, the accuracy of their peak positions remained
very good for P> 0.2, usually within 5% of input values. As well, the amplitude of the
500ms component remained within 5% of the input amplitude right up until the
component was almost completely degraded, while the amplitude of the degenerating
25ms peak decreased due to the fact that the initial time points required to determine the
proper amplitudes had been removed.

Once again the dotted lines in Fig. 2.12(a) represent the 75% confidence limit
solutions. At a SNR of 100 this 75% confidence line shows a 15% increase in
precision.

A marked inconsistency between the work of Kroeker and Henkelman on the
CONTIN algorithm and that presented here, relates to the dependence of the precision,
P, on SNR. Kroeker and Henkelman , whose data acquisition window corresponded to

63



to/TA =0 and tN/T = 8, found only a 50% increase in component width as SNR
decreased from infinity down to 100, whereas we found, for our largest data acquisition
window, a 300% increase in component width as SNR decreased from 30,000 down to
100. Although T2LIN and CONTIN have many differences as explained eatlier in this
chapter, the most probable cause of this inconsistency is the fact that CONTIN and
T2LIN choose their smoothing parameters differentdy. For instance as the SNR
decreases, the amount of noise that is fitted by the non-smoothed solution increases.
Therefore in order to maintain the same amount of confidence that no noise is being
fitted, the degree of smoothing must necessarily increase, creating broader peaks. Since
CONTIN shows no broadening of component widths as SNR decreases, it cannot be
maintaining the confidence level at a fixed value as we do with T2LIN. The F-test
performed by CONTIN determines whether or not a solution adequately fits the data.
Many of CONTIN's generated solutions pass this F-test criterion, providing the user
with a set of adequate solutions which vary in their degree of smoothing and in their
corresponding confidence limits. This method gives the user a lot of influence over the
solution and fails to maintain the confidence limit. It is better to keep the confidence
limit fixed at a large value, which T2LIN does at 0.99, because this provides a consistent
set of solutions with the same high level of confidence that any structure present is real
and necessary to fit the data, and leaves no room for human bias. This consistency is
necessary if any comparison between spectra is to be made.

2.5 Conclusion

In this chapter we have evaluated, through simulation studies, the effects of
limitations in SNR, data acquisition windows, and the number of data points upon our
linear inverse continuous distribution algorithm, T2LIN. First, we have determined the
minimum SNR requirements to resolve two Gaussian relaxation time components at
various peak separations, emphasizing the restrictions in SNR characteristic of the in-
vivo and in-vitro experiments. We found that T2LIN was comparable to CONTIN and
did not resolve more than what was allowable by the data. Secondly, the reduction in
resolution, brought about by a decrease in the number of data points, N, was not as
drastic as predicted by the SNRVN relation. However, the large standard deviations due
to T2LIN's sensitivity to differences in the noise representations, allowed agreement
between our results and this relation, emphasizing the importance of determining such
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sensitivities. The precision and accuracy of solution spectra were affected, as well, by
the reduction in N, but once again the large standard deviations allowed solutions
corresponding to a small number of data points to show comparable precision and
accuracy to solutions corresponding to larger N. We found 16 data points to be the
minimum acceptable by T2LIN since any fewer than this had a tendency to cause the
algorithm to break down.

Finally, the effects of restricting the limits in time of the data window upon fixed
relaxation time components were presented. We found threshold values for the
positions in time of the maximum and minimum edge of the data window at which
degradation in T2LIN's precision began to occur. These threshold values varied
somewhat between different levels of SNR but typically & maximum in time of twice the
longest component and a minimum in time of half the shortest component provided a
sufficient data window to achieve the best possible precision attainable at a given SNR.
As SNR decreased, it was found that T2LIN's precision decreased continuously as well
and therefore on!: !> . idths can be determined by T2LIN. This point emphasizes
the importance of mauta.».; : fixed confidence level for solutions in order to achieve
consistency.
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Figure 2.1 Frequency distribution of the chi-square statistic for N = 100.
The area under the curve to the left of a specified chi-square value represents
the percentage confidence that the smoothed solution corresponding to that
speciifed chi-square value shows the structure necessary to fit the data but no
noise artifacts.
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component relaxation time, and all components contribute equally to the total
magnetization. $ defines the relative measure chosen to quantify the input
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SNR (3000) achieved in our in-vitro transverse relaxation time studies on nerves
which allowed complete resolution of components with peak separations greater
than 0.8. Tke dotted lines represent the 75% confidence limit solutions at SNR
of 30000 and 100.
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Figure 2.8. Comparison of threshold SNR versus relative peak separation,S,
as determined by three different groups. Recall that S is defined by the
difference in peak relaxation times divided by their mean, see Fig. 2.2.
Brown's results repriaent his mathematical estimation that the minimum
SNR required to distinguish two components, discrete or continuous, is
given by 1/( EQ\/N_/8-), where E is defined in Eq. 2.1, and N = 200 in this
case. The curve defining Kroeker and Henkelman's results corresponds to
their measurements of CONTIN's ability to resolve two discrete components
of equal amplitude. These resolution measurements were all or none, with
two comporents being considered resolved when the resolution showed two
peaks with relaxation times within 100ms and amplitudes within 10% of
input values. Qur results represent T2LIN's ability at 99% confidence to
achieve R = 0.5 and R = 0.01 respectively for two Gaussian components with
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Figure 2.12(a) The precision, P, of a single relaxation time component at
various SNR as the upper boundary of the data acquisition window, tN,is
brought into close proximity with the relaxation time, T , of that component.
Note that for this figure (output amplitude/input amplitude) = 1 throughout.
The closeness of approach of the upper cut off of the data acquisition
window to the relaxation time of the component is determined by the ratio of
these two values, i.e. tn/Tp. The inain figure surface represents solutions at
the 99% confidence limit while the dotted lines denote solutions at 75%
confidence.
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Figure 2.12(b) The precision, P, of a single relaxation time component at
various SNR as the lower boundary of the data acquisition window, to , is
brought into close proximity with the relaxation time, T , of that
component. The precision is quantitatively determined by the product
(output amplitude/ input amplitude)x(input FWHM/output FWHM). The
closeness of approach of the lower cut off of the data acquisition window to

the relaxation time of the component is determined by the ratio of these two
values, i.e. to/TA.
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CHAPTER 3

Water Proton Transverse Relaxation Time Analysis of Myelinated and
Nonmyelinated Nerves: A Simple White Matter Model.

3.1 Introduction

Magnetic resonance imaging (MRI) has proven very useful in the detection and
diagnosis of various white matter diseases such as edema and demyelination. Since
MRI depends upon differences in water proton relaxation times for contrast, a good
understanding of water proton relaxation in white matter tissue is essential if the
specificity of MRI is to be improved. At present normal and pathological tissues are
characterized by single relaxation times and the contrast achieved is sufficient to allow
easy detection of white matter lesions. However, within a lesion itself there is no
contrast because of limits in contrast and resolution, and the relaxation characteristics of
the microscopic compartments within a single tissue type are not known. This limits the
diagnostic ability of MRL For example, eytotoxic (intracellular) edema cannot be
distinguished from vasogenic (extracellular) edema.

Because white matter, like all biological tissue, is a heterogeneous system, it
most likely will be characterized by multiple transverse relaxation (T2) components
which correspond to different microscopic water compartments between which the
exchange of water is limited. Changes in the relaxation times and proportions of these
T, components, if experimentally quantifiable, can be used to detect changes in the
compartmental structure in-vivo, thereby providing greater specificity in the diagnosis of
white matter diseases of the brain which result from a breakdown of the microstructural
architecture. In order to develop the use of multiple transverse relaxation in-vivo, a
research program, of which this project is only a part, has been developed to improve the
quantitative understanding of water proton relaxation in white matter tissue through the
use of a series of increasingly complex model systems. The specific objectives of the
research project described in this chapter were to investigate the water proton transverse
relaxation time characteristics of a model white matter tissve systen: ronsisfing of
myelinated and nonmyelinated cranial nerves of the spotted garfish, and 0 assign the
multiple T2 components to specific water compartments in the nierves. The garfish was
chosen for its olfactory nerve which contains the longest and most homogeneous
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population of unmyelinated axons found in any vertebrate. The garfish also provides
easily accessible myelinated nerves of both the peripheral and central nervous system.

Previous work on various white matter models (1,2) in our laboratory has firmly
established the existence of compartmentalization giving rise to multi-component
transverse relaxation. For example, for the three transverse relaxation components
obsavedinthemyﬁshabdominalnewecoritwowemidenﬁﬁedoneﬁomﬂeaxonal
water fraction (T2 =197 ms, Pop = 59%), and another from the extra-axonal water
fraction (T2 = 639 ms, Pop = 32%), but the third component (T 2= 49 ms, Pop = 7%)
was unidentified. With hindsight, the crayfish abdominal nerve cord was not the ideal
tissue system for modelling white matter. It contained no myelinated axous and was not
as simple a system as initially anticipated. It served therefore, to focus the project on its
essentials by means of a cleaner model system, namely, one which would allow
determination of the effect of myelin upon the transverse relaxation time distribution.
Knowledge of the myelin contribution to the T2 distribution is of utmost importance in
the diagnosis of demyelinating white matter diseases.

The existence of multi-component transverse relaxation and attempts at
associating these components with particular anatomical water compartments have also
been documented for the frog sciatic nerve (3), in-vitro cat brain (4), and in-vitro guinea
pig brain in experimental allergic encephalomyelitis (EAE) (5). In the case of the frog
sciatic nerve three components with relaxation times (populations) of 17 ms (29%), 70
ms (50%), and 310 ms (21%) were ascribed to water associated with proteins and
phospholipids (myelin), axoplasmic water, and extracellular water, respectively. The
relaxation times of the axonal and extracellular water in the sciatic nerve are two to three
times shorter than those of similar compartments in the crayfish abdominal necve cord,
while the ratio of axonal to extracellular populations is similar for the two nerves. The
results of the cat brain and guinea pig brain studies were consistent. Both attributed a
short time component at approximately 10 ms to water compartmentalized in myelin.
Fhis time is also consistent with the T of the myelin component found in the frog
sciatic nerve. In white matter of the cat this short T2 component contributed 7% to the
total water population while in guinea pig normal white matter it contributed
substantially more, 20%. Both studies also assigned a second larger component at 805
100 ms to the intracellular water (consisting of axoplasm and glial cell cytoplasm). The
populations of these longer components were 86% and 80% for the cat brain and guinea
pig brain, respectively. These populations are much larger than the corresponding
intraczllular components in the sciatic nerve and crayfish abdominal nerve because of
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the large amount of glial cell cytoplasm and lack of extracellular space in cat and guinea
pig white matter. As well, the relaxation times of these intracellular components in the
cat and guinea pig white nhatter are slightly larger than the T of the axonal space in the
frog sciatic nerve and a factor of 2 smaller than that of the axoplasm component in the
crayfish abdominal nerve cord. The nerve tissues examined in these studies are all
complex myelinated tissue systems and although each study has suggested a myelin
component, it is not absolutely certain that a myelin component is identifiable. Because
the garfish model includes a very homogeneous unmyelinated nerve it provides a
simpler view of nerve tissue without the complicating effects of myelin. Comparison of
the transverse relaxation time distribution of this nonmyelinated nerve to that of the
myelinated nerves from the same species should provide an extra clue as to the myelin
contribution.

The application of a multiple transverse relaxation time analysis ini-vivo has
recently been attempted (6) on normal and Multiple Sclerosis (MS) volunteers. The
results were consistent with the in-vitro studies on cat and guinea pig brain described
above. Two T2 components were readily separable. The short component with a T2
less than 60 ms and a population of 20% was assigned to the water associated with
myelin. This component was found to be absent in grey matter and was reduced in
amplitude in MS lesions. The longer T2 peak at 80 to 100 ms corresponded to the
remainder of the tissue water. If these assignments are correct, such T2 measurements
may enable quantitative in-vivo determinations of myelin concentration to be made.
Thus it is apparent that a multiple relaxation time analysis has the potential to yield
important diagnostic information and we, therefore, continue to seek a greater
understanding of the physiological determinants of the transverse relaxation
characteristics in white matter through the use of simple tissue models.

The model chosen comprised three different cranial nerves of the spotted garfish
(Lepisosteus 6gglatus): the olfactory nerve, the trigeminal nerve, and the optic nerve.
The spotted garfish (shown in Fig. 3.1) is a fresh water fish found in lakes and river
systems ranging from the Great Lakes, south $o the Gulf Coast and east to western
Florida (7). The garfish was chosen because its abnormally long snout contains
olfactory nerves which are the longest, and most homogeneous source of nonmyelinated
nerve axons found in any vertebrate (8). These olfactory nerves may be up to 20cm in
lengthinﬂwlong-nosedgarﬁsh.butweretypicallyfoundtobeStodcminthesponed
gar. We would have preferred the long-nosed variety of the garfish, however, it was not
available. Fish used in these experiments ranged from 26 cm to 34 cm in length.
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The olfactory nerve of the garfish provided us with a simple model system,
consisting mainly of nonmyelinated nerve axons. The two other cranial nerves, both
myelinated.wetechomtoextendﬂlemodeltoincludemyelin. The optic nerve which
is part of the central nesvous system (CNS) and myelinated by oligodendrocytes most
closely resembles white matter. The trigeminal nerve, like the olfactory nerve, is part of
the peripheral nervous system (PNS) and is myelinated with Schwann cells.

Indxepastﬂmenewesofthegarﬁshhavebeensubjectedtowstsoftheir
composition (9), degeneration (10), axonal transport (11), and electrical properties (12).
Asweﬂ.telaxaﬁonﬁmemeammmemshavepmviouslybeenmadeontheopﬁcand
olfaciory nerves (13), however, only single relaxation components were reported.

In this chapter, our first objective was to investigate the water proton transverse
relaxation time distributions of the nonmyelinated olfactory, and myelinated trigeminal
and optic nerves of the spotted garfish. To achieve this objective we used the
continuous relaxation time distribution technique described in detail in Chapter 2 to
analyze the magnetization decay data from all three nerves. The transverse relaxation
time distributions showed multiple resolved components for all nerves while clearly
distinguishing the myelinated from the nonmyelinated nerves due to the presence of an
extra fast relaxing component in the case of the myelinated nerves. Our second
objecﬁvewaswassigndweeuansvemerduaﬁonﬁmewmpomnmmeww
compartments in the nerves. By comparison of the T2 distribution amplitudes with
proportions of water in the anatomical compartments derived from electron (EM) and
light microscopy, we have assigned the major T2 distribution composnents to
intracellular, extracellular and myelin water, respectively, thus fulfilling our second
objective. Knowledge of such correlations is the first step in utilizing changes in the
transverye relaxation times and proportions of the T2 components to detect in-vivo
changes in compartmental structure due to pathology.

3.2.1 Qlfactory Nerve

The olfactory nerve, which is the peripheral sensory nerve of smell, extends from
the olfactory epithelium in the nostrils of the garfish snout to the olfactory bulb near the
brain. molfacwrymwelhswgeﬂxerwithﬂwuiganinalneweandafewsmanblood
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vessels in a long bony channel which runs the length of the rostrum. The rostrum is the
central longitudinal segment of the upper jaw which contains two bony channels, one on
either side. Each bony channel contains its own nerve bundle consisting of olfactory
nerve, trigeminal nerve, and blood vessels encased in a single connective tissue sheath.
The size of the excised olfactory nerve was typically 0.5 to 1 mm in diameter and 3 to 4
cm long.

Fig. 3.2(a) shows a light microscopic cross-section of the olfactory nerve after
excision and separation from the trigeminal nerve, blood vessels and sheath. Figs.
3.2(b) and (c) are EM micrographs of the nerve at much higher magnifications. The
olfactory nerve consists of approximately 107 nonmyelinated nerve axons, each about
0.24 pum in diameter (8). In Fig. 3.2(c) mitochondria, microtubules, and neurofilaments
can be seen inside the individual nerve axons. Groups of several hundred axons are
enfolded by a single Schwann cell creating a Schwann cell domain, approximately 25
pm in diameter, which may be further subdivided by cytoplasmic processes of the same
Schwann cell. Thus the axons are in direct contact with one another unlike most other
nerves where each axon is individually wrapped by an enfolding Schwann cell. Where
the axons are not in direct contact, they are separated by extracellular fluid. Some
Schwann cell domains show large empty areas which may reflect axonal degeneration
due to destruction of the cell body. The olfactory cell bodics are easily accessible to
infection and destruction by toxic substances in polluted waters (8).

The Schwann cell domains of the olfactory nerve are separated from each other
by connective tissue channels. These connective tissue channels are composed of an
extracellular matrix, which is a gel-like substance consisting of tissce fluid derived from
blood plasma with a high content of mucopolysaccharides and glycoproteins (14), with
embedded fibrils of collagen and a few isolated connective tissue cells. The collagen
fibrils aggregate around the Schwann cell domains leaving the wider channels much
more sparsely populated with collagen, than the narrower channels.

322 Trigeminal Nerve

The trigeminal nerve which is found together with the olfactory nerve in the long
bonychannelsofd:egarﬁshms&umisﬁmtonebmnch,ﬂwmaxiﬂuyhmnch.ofﬂw
facial nerve. In fish, the facial nerve has four branches which constitute-the general
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cutaneous sensory nerves of the head. The excised trigeminal nerve was similar in
lengthtotheolfactorynerve(3to4cm)andtypicallyhadadiameuerof0.25to0.5mm.

mﬁgeminalwveconsislsmainlyofmyelinmdaxonsascanbeseeninthc
light microscopic cross-section of the nerve, Fig. 3.3(a). The axons range in size from 2
um to 30 um in diameter with approximately 57% of the nerve cross-sectional area
consisﬁngofd:ehmstaxmswithafewimeﬂnediatesizedaxonsinmpemi The
remaining 43% contains intermediate and small sized axons. Since these percentages
were determined for a single nerve, there may be some biological variability between
nerves of different fish. The nerve also contains a few unmyelinated axons which
owupy~l%ofdwwulwvecmsssecﬁonalamandwhicheanhedisﬁnguishedinthe
EM of Fig. 3.3(b). These unmyelinated axons are the smallest axons with diameters on
the order of 1 um.,

In peripheral nerves the axons are myelinated by Schwann cells. Since each
Schwann cell creates only one intemode of myelin, it is common in EM cross-sections
to see some of the Schwann cell bodies, Examples of this are seen in Fig. 3.3(b).
Sepmﬁngthemyeﬁna&daxonsﬁuﬁonemﬂherisamnecﬁveﬁssuema&ixsimﬂat
to ¢aat found in the olfactory nerve: The collagen fibrils are concentrated around the
myphmwdﬁhesleavmgﬂ:ehrgermvemspmﬁee%coﬂagm Aswella
fewwnmcnveusuecenbodwsmdtharﬂanenedcymphsmmpmssesmheseen
throughout this connective tissue space.

32.3 Qptic Nerve

Theopﬁcnaveisthevisualsensorynerveoonnecﬁngmeeyeofmeﬁshtothc
optic chiasm. The size of the optic nerve ranged from approximately 0.75 cm to 1 cm in
length, and 1 mm to 1.5 mm in diameter. The overall structure of the nerve is shown in
Fig. 3.4(a). There is an outer connective tissue sheath (on the order of 50 pm thick)
which completely eacloses the nerve plus a thinner inner sheath (~10 um thick) which
notonlysumundsthenervebutpeneu'atmtheaxonalspweinsuchawaytlmincross-
section, the nerve appears to have a folded ribbon-like structure. The structure of the
outer connective tissue sheath as well as the inner sheath is seen in Fig. 3.4(b). Both
consistofhyasofdenseeoﬂagenﬁbﬁbsepmwdbyﬂauenedconnecﬁveﬁsswceu
processes.
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The connective tissue channels penetrating the nerve, Fig. 3.4(c), are similar in
content to the connective tissue spaces in both the olfactory and trigeminal nerves.
Dense collagen fibrils embedded in the connective tissue matrix border the axon field.
A basement membrane separating this connective tissue space from the glial cell
cytoplasm is easily seen in Fig. 3.4(c). Connective tissue cells and their flattened
cytoplasmic processes are again dispersed throughout the connective tissue space.

The axonal field, shown in Fig. 3.4(d), consists of a fairly homogeneous
population of myelinated axons. Axon sizes range from approximately 1 pm to 10 um
in diameter. The majority are in the 1 to S um range with only a few in the 5 to 10 um
range. Theopﬁcneweispanofﬂlecenualnérvoussystem and therefore the nerve
axons are myelinated with oligodendrocytes. Since one oligodendrocyte creates
numerous:lsmodes of myelin it is quite uncommon to see the oligodendrocyte
associatediwithia particular myelinated axon. Interspersed between the myelinated
axons is ghial cell cytoplasm. Some glial cell nuclei can be distinguished in Fig. 3.4(d).

3.3 Water Compartments in the Nerves

By considering the microcellular environment of the water protons in the various
anatomical compartments as well as the various rates of exchange between
compartments, we can postulate the number of observable transverse relaxation time
components and their relative relaxation rates.

Inthe case of the olfactory nerve we postulate two NMR distinguishable water
compartments, the Schwann cell domains, and the connective tissue space. We believe
the Schwaiin cell domains constitute a single compartment for the following reasons.
The EM of Fig. 3.2(c) shows a homogeneous population of nerve axons within each
domain as well as a similar microstructure of the axoplasm. This suggests that the water
molecules in all axons will have the same relaxation properties. Previous work on
suspended and layered red blood cell ghosts in buffer (1), has demonstrated that in the
case of single cells of ~5 jim diameter, transmembrane exchange is too fast to generate
multiple components. Since the axons of the olfactory nerve are an order of magnitude
smaller than the red blood cell ghosts, the exchange of water protons between the
axoplasm and the extracellular space of each domain will definitely be fast enough to
produce a single relaxation component whose thean relaxation rate will be the fast
exchange avérage between the "bulk” water in the axoplasm as well as the extracellular
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space, and the "hydratior.” layer of water associated with the cellular macromoiecules.
Because of the large number of closely spaced axons constituting each domain and the
pmenceofﬂwenfoldingSchwannoen.weexpectﬂwexchmgewweeneachdomam
mditsndghboﬁngcomecﬁveﬁssmspacembeslow.mﬂﬁnginmodisﬁnglﬁshabb
relaxation compartments. The relaxation time of the water protons in the connective
tissue channels will be longer due to the much smaller concentration of macromolecules
in this space.

For the trigeminal nerve, the anatomical compartments giving rise to separate
relaxation components are the axoplasm. the myelin, and the connective tissue space.
Although the magnification of the EM‘n Fig. 3.3(b) is not high enough to discern the
microstructural anatomy, the uniform transparency of all axons indicates a consistent
mhﬁmshipbetweenﬁwaxonalwatapmwnsanddwirmicmceiﬂularenvironments.
Since it has been shown that the axonal membrane contributes very little to water proton
rdaxaﬁonwhmcompmdwﬂ\econuibuﬁmﬁomﬁnmacmmolecularsmmminme
mns(lS),ﬂmduaﬁonofﬂnwatuindwﬁgemhﬂmeaxomwmbeindependem
of axon size and will be a fast exchange average between the bul’: water in the cells and
the hydration layer of the intracellular structures. The myelin encasing each axon
pmvidesadiffusimbanierwhichcausesslwucbmgeofwambawemtheuophm,
the myelin water itself, and the connective tissue space. Estimates of the exchange times
acmssﬂ:emyelinsheatbhaveshownmpidexchangeonanﬁmescalebutslowto
intermediate exchange on a T3 time scale. These estimates, which were undertaken to
explain the enhancement of longitudinal relaxation of wates protons in white matter (16)
were based on permeability measurements for artificial sphingomyelin-cholesterol
membranes at 25 °C. It was found that a time of 64 ms was required for water in the
10t myelin layer to mix with the axoplasm. In the case of the trigeminal nerves, the
myeﬁnsheathismavemge~50hyersthick.yieldingawmpleﬁeexcbangeﬁmeof
~300 ms with the axoplasm. However, water in the myelin can exchange outwards as
well, with the connective tissue space, thereby decreasing the time of water exchange out
of the myelin to 150 ms. This exchange time is ~3 times greater than the expected T of
myeﬁnandweshmﬂdﬂwmfmeseethreecomponenu.axophm,myeﬁn,andmmcﬁve
tissue space. Themyelinisexpecwdtohavcdleshomstrelaxaﬁonﬁmebecuuseofits
high relative concentration of proteins and other macromolecules. Due to fast exchange
acmsssingkmanmdwconwcﬁveﬁmeompmmﬁmludesme&hwmcen
cytoplasm external to#ifiayelin, and the few unmyelinated axons. Most of this space
has a much lower conéliliitation of proteins and macromolecules than the axoplasm, and
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therefore, its exchange averaged relaxation time is expected to be much longer than that
of the axoplasm.

In the case of the optic nerve, four different compartments are postulated:

i) axoplasm, ii) myelin, iii) glia, and iv) connective tissue. As in the case of the
trigeminal nerve, the optic nerve myelin, which is on average ~30 layers thick, will
prevent fast exchange between water in the axoplasm, myelin, and glial cytoplasm,
thereby creating the first three relaxation compartments. There may be some exchange
between the glial cell cytoplasm and the connective tissue space, but this will be limited
by the basement membrane and the dense layers of collager ‘ibrils. As well, only a very
small proportion of the glial cell cytoplasm is in close proximity to the connective tissue
spaces and therefore the connective tissue space provides the fourth compartment. Once
again, we expect the myelin water to have the shortest relaxation time and the connective
tissue the longest relaxation time due to their respective macromolecular densities. The
axoplasm and glial cytoplasm will have intermediate relaxation times. Since axoplasm
and glial cytoplasm have approximately the same solid content, we do not expect their
relaxation times to be significantly different.

In comparing the relaxation compartments between nerves we expect the
following. The axonal water compartments in each of the three nerves (Schwann cell
domains in the case of the olfactory nerve} should be characterized by approximately the
same mean relaxation time since axonal refexation is independent of axon size and sinceé
the microcellular environment is similar for all axons regardless of nerve type. The
myelin compartments of the trigeminal and optic nerves should also have similar short
relaxation times. Any difference may be the result of a difference in protein, and water
content due to the fact that they are myelinated by different cell types, the trigeminal by
Schwann cells and the optic by oligodendrocytes. Of course the olfactory nerve should
lack such a short time component as it contains no myelinated axons. Finally, since all
three nerves contain similar connective tissue spaces we expect similar slow relaxation
rates for these compartments.

Each of these postulated nerve water compartments will produce a transverse
relaxatipn time distribution component of finite width. The finite width will be a result
of the heterogeneity in the microstructural environment within each compartment and
intermediate exchange at compartment boundaries.
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3.4 Experimental

3.4.1 Excision of Nerves

Twenty-six to thirty centimeter long spotted garfish (Lepisosteus oculatus) were
obtained from the Tropical Fish Gallery, Edmonton. The fish were anesthetized by
immersion in 4g/1 ethyl 3-aminobenzoate methanesulfonic acid (MS-222), Aldrich, for
10 to 15 minutes and then decapitated. The lower jaw was removed and discarded.
Several shallow, transverse cuts were then made every centimeter or so along the length
of the rostrum using a circular saw bit attached to a dremmei tool. Care was taken not to
cut too deeply to avoid damaging the nerves. The terminal 0.5 cm of the rostrum,
containing the olfactory cell bodies, was cut off and discarded. The remaining sections
ofdnmsmun,beginningwid:ﬂ:emostdisml.waedwnmappedmheirmspecﬁve
shaﬂowcutsandpumdﬁomﬂwdistalendleavingtwonervebmdla,oneﬁomeach
bony channel, attached proximally. Once all the segments of the rostrum were removed
in this fashion, the remaining hard bony covering of the head between the eyes was
peeled away exposingﬂleolfactoryluigeminalnervebuudlsﬁghtbacktotheolfacmW
bulbs. The nerve bundles were then cut as far back as possible and placed in a petri
dish containing garfish buffer solution (8). During the entire dissection process the
nerves were kept moist with this buffer. Viewing with a dissection microscope, the
olfmryanduiminﬂmmsepmted&omoneammerbyremovingdw
surrounding sheath and blood vessels. Each nerve type was then placed ina 5 mm
diameter NMR tube and completely bathed with about 50 ul of gar buffer. Each
olfactory nerve was typically 15 ! in volume and each trigeminal nerve 10 ul in volume.

During the preparation of the olfactory and trigeminal nerves, the optic nerves
were dissected from the head of the garfish. The bony skull of the fish was peeled
further back to expose the anterior part of the brain. The optic nerve was very easy to
locate as it was the large nerve connecting the eyeball to the optic chiasm located at the
frontal part of the brain. After removal of the fatty tissue surrounding both optic nerves,
the nerves were cut out simultaneously and placed in gar buffer. Once again the nerves
were kept moist with buffer during their dissection. Placed under the dissection
microscope, the optic nerves were cleaned of adhering fatty tissues and in some cases
the outer connective tissue sheath removid. Both nerves, each consisting of
approximately 10 pl volume, were placed with ~50 ul of buffer in a 5 mm diameter
NMR tube.
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In some instances only one of a given nerve type was successfully dissected, in
which case only one nerve of that type was available for study. The time from excision
to the first water proton transverse relaxation measurements ranged from 30 to 60
minutes for the olfactory nerve, 40 to 120 minutes for the trigeminal nerve, and 50 to
120 minutes for the optic nerve.

The garfish buffer solution contained 125 mM NaCl, 3.5 mM KCl and 3.5 mM
CaCly. These concentrations were based upon the composition of garfish blood (8).
To check these concentrations, a measurement of the garfish blood plasma osmolality
was made with a vapour pressure osmometer and found to be 296 mosm/kg. The buffer
solution osmolality, 267 mosm/kg, was within 10% of this measured value and therefore
the ionic concentrations given above were maintained. The pH of the buffer was ~6 and
was not adjusted.

3.4.2 Action Potentic' Measurements on the Nerves

To test the viability of the nerves, action potential measurements were made
using a biphasic stimdlating and recording electrode system. The basics of this system
are shown in Fig. 3.5. A voltage difference is applied across the stimulatis:g electrodes
which depolarizes the nerve. Depolarization is a term used to describe the influx of Na*

jons from the extracellular space into the axoplasm causing the potential difference
" across the axonal membrane to rise from its negative equilibrium value to a large
positive value, If the depolarization is great enough and the nerve axons viable, an action
potential is initiated and transmitted the length of the nerve. The recording electrodes
measure the voltage differences as the action potential passes between them. The result
is a biphasic signal which is amplified and displayed on an oscilloscope. The action
potential signals measured in this way are then stored and transferred to a personal
computer for processing.

The stimulating and recording electrodes of the particular system used were
separated by a minimum distance of 1.2 cm and a maximum distance of 1.7 cm.
Therefore only action potential measurements could be made on the olfactory and
trigeminal nerves. The optic nesve was too short. The olfactory and trigeminal nerves
used for the action potential study were dissected from a long-nosed garfish and were
therefore 6 to 7cm long. Long-nosed garfish nerves were used rather than the spotted
garfish variety because the nerves of the spotted garfish were not quite long enough.
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The olfactory nerve was stimulated with a 7.5 volt, Ims pulse ata frequency of 1 pulse
every 1.2 s, while the trigeminal nerve was successfully stimulated with a 50 ps, 2 volt
pulse at the same frequency. Action potential measurements were made every hour for
up to 11 hours and then again at 23 and 30 hours. Between measurements, the nerves
were placed in garfish buffer at room temperature.

3.43 NMR Transverse Relaxation Measurements

The NMR tube containing a given nerve type was placed in a 1 cm diameter if
solenoidal excitation and receiver coil, such that the sample was centered both vertically
and horizontally. The nerve cords were coiled at the bottom of the NMR tube so that
the tf coil extended ~ 0.5 cm above and below the sample. With the coil and sample
assembly centered in the 40 cm bore magnet of a 100 MHz Bruker CXP spectrometer,
the water proton transverse relaxation times were measured. The proton line width
obtained for the < 100yl samples was typically 30 Hz. The transverse relaxation decay
was measured using a 4096 echo CPMG add/subtract sequence (18, 19), with an inter-
echo spacing, 7, of 1.6 ms. The 180° pulses were 10 ps in duration. The CPMG
pulses were phase cycled in order to eliminate baseline errors (20) generated by both
receiver dc offsets and residual magnetization caused by phase errors in the 180°
pulses. The choice of the-echo time was made to minimize the effects of diffusion on
T,. Sixteen averages were taken with a repetition interval of 20 seconds. All data were
acquired using the Bruker 12 bit digitizer altemately sampling between real and
imaginary data points every 4 jis.  All measurements were made at a room temperature
of (22+2)°C.

In order to use all excised nerves from each garfish, transverse relaxation
measurements were made successively on each nerve type, one after the other. The
order of nerves was varied from fish to fish. Since a single measurement required
approximately 20 minutes including setup time, each nerve type typically had a
transverse relaxation measurement done every hour or so up to a maximum of 8 hours.
Single measurements of T were made at much longer times up to 1 or 2 weeks. In
these cases the nerves were refrigerated after the 8 hour point.
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3.4.4 Electron and Optical Microscopy of Nerves

Freshly excised nerves were fixed with 2% gluteraldehyde and 0.5%
paraformaldehyde in 0.06 M cacodylate buffer and postfixed in osmium tetroxide. The
nerves were then dehydrated in a graded series of ethanol and embedded in Epok. For
EM ultrathin sections, 60 to 90 nm in thickness, were stained first with uranyl acetate
and then with lead citrate. Sections were observed in a Hitachi H 7000 Transmission
Electron Microscope. For light microscopy, thick sections ~0.5 to 2 jm were stained in
1% methylene blue. Olfactory nerves were also fixed at one and eight hours after
excision while trigeminal and optic nerves were fixed at two and eight hours after
excision, as well. From the time of excision to fixation, the nerves were immersed in gar
buffer at room temperature,

3.5 Data Analysis
3.5.1 Analysis of Transverse Relaxation Measurements

The CPMG transverse relaxation experiments performed on the nerve chords
provided time dependent magnetization decay curves consisting of 4096 points from 1.6
ms to 6.6 s at 1.6 ms intervals. The signal to noise ratio, given by the ratio of the
magnetization at t =1.6 ms to the standard deviation of the noise, was typically 3000.
For analysis, the 4096 point decay data set was reduced to a 230 point decay data st by
sampling every point from 1.6 ms to 40 ms, every 4% point from 40 ms to 200 ms,
every 8t point from 200 ms to 500 ms, and finally every 24% point from 500 ms to 6.5
s. This form of sampling was chosen to come as close as possible to a logarithmic
sampling in order to sample equitably each of the component relaxation times. Fig. 3.6
shows the time dependent magnetization decay data set from a typical Tp experiment.
Note.the multiexponential nature of this decay.

‘The inversion of the multiexponential decay data into a distribution of relaxation
times is accomplished with the linear inverse technique, T2LIN, described in detail in
Chapter 2. This method is a continuous relaxation time distribution approach involving
the non-negative least squares (NNLS) algorithm of Lawson and Hanson (21), as
modified by Whittall and MacKay (22). This method has the advantages of
(i) requiring no a priori guess as to the number of components, (ii) producing a fit to the
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data that is stable and not dependent on initial guesses of the component times and
fractions, and (iii) producing a more realistic description of the relaxation times in the
sample.

The results of the simulation tests done upon this algorithm in Chapter 2 give an
indication of the ability of T2LIN to determine the experimental relaxation time
distributions. The tests of resolution indicate that with our typical SNR of 3000, we can
expect to resolve components with a minimum relative peak separation of ~0.6 which
corresponds to a factor of ~2 between peak relaxation times. As well, the simulation test
10 determine the effects of data point density reductions indicate that with data sets
consisting of 230 points, resolution and precision will vary by ~7% and ~20%,
respectively, due to differences in noise representations. The extent to which the nerve
components will be degraded, due to the experimental limits on the data ime window
and SNR, can also be determined from the simulation test results. Given that our
experimental SNR is 3000 and our data time window extends from 1.6 ms to 6 s, the
resolved nerve components, within the range of 5 ms to 3 s, will be approximately 1.5
times wider than the true component widths, with further degradation outside of this
range.

For a given sample, the repeatability for successive NMR measurements of both
the relaxation rates and populations was better than +10% for peaks whose populations
were between 5 and 10% of the initial signal intensity, less than +5% for larger peaks
and £20% for smaller peaks. The confidence level, as defined in Chapter 2, of all
solutions was maintained at 9% to prevent the fitting of any noise.

Our usual method of displaying the output T2LIN nerve spectra, as shown in
Fig. 3.7(a), has led to some misunderstanding regarding component populations.
T2LIN generates solution spectra amplitudes at discrete times defined by an input T2
grid consisting of 200 logarithmically spaced points from 1msto 10s. Therefore,
component populations are given by the sum of the discrete spectral amplitudes
composing each continuous distribution component. The usual display method, which
connects the spectral amplitude data points by a single line, implies that the populations
are given by the enciused areas. This is incorrect if the areas are taken relative to a linear
time scale, i.e. see Fig 3.7(b). Thus to avoid any ambiguity about component
populations, single T2 spectra will be presented as a bar graph as shown in Fig. 3.7(c).
However, the multiple spectra making up the time course stackplots will be shown as
line graphs for presentation purposes in order to avoid confusion from overlapping
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spectra. In this case the true component populations are indicated in separate population
versus time graphs.

Selected 8x10 photographs of the electron and optical microssapy ofeach nerve
were scanned with a Hewlett Packard Scan Jet and saved in Tiff file:fiermaton a
Macintosh Iici computer. Photographs of the total cross-section plus EM photographs
at higher magnifications were scanned for each nerve. The scanned images of each
photograph were then analyzed in Image, which is a Macintosh software package useful
for image analysis. Using the selection and thresholding options of this application, the
proportionate areas of nerve compartments were determined.

In the case of the olfactory netve, thresholding was used on the image of the
total cross-section to determine the proportionate areas of the Schwann cell domains
(75%) and the connective tissue channels (25%). Numerous Schwann cell domains at
higher magnifications were then analyzed with the selection and area measurement
options to determine the relative areas of Schwann cell cytoplasm, axoplasm, and extra-
axonal space. As well numerous connective tissue channels were analyzed in a similar
manner {0 messure the relative areas occupied by connective tissue cells, regions of
dense collagen, and regions of no collagen.

The total trigeminal nerve cross-section was divided into two regions, a large
axon region (57%) and a small axon region (43%). A high maghnification image of each
region was then analyzed to determine the proportion of each anatomical structure in
that region. To determine area proportion= for the total nerve a weighted average of the
anatomice! areas in each of the two regions vvas obtained.

The computer image of the optic nerve's total cross-section allowed
determination of the areas corresponding ts, the outer connective tissue sheath (21%),
the inner coanective tissue sheath zind its penetrating channels (11%), and the axon field
(68%). Two repr=ssaiative regions of the axon field were analyzed at higher
magnifications: a region adjacent to connective tissue channels, and a region distant
from connective tissue channels. It was found that the regions close to the connective
tissue channels contained a greater amount of glial cell cytoplasm. This is apparent in
Figs. 3.4(c) and (d), which show regions of the axon field adjacent and far from
connective tissue channels, respectively. A weighted average of the areas measured in
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eachofthaetworegionswasthenmlctﬂatedbasedonanesﬁmateoftheproportionof
the total axon field directly adjacent to the connective tissue channels. Using the total
nerve cross-section, this proportion was estimated to be 20%. A segment ofa
connective tissue channel was also analyzed at high magnification to estimate the relative
amsofdenseooﬂagemmcoﬂagemandcmnecﬁveﬁsaweeﬂsinmeconnecﬁveﬁssue
space.

To determine the contribution to total nerve signal from each anatomical region,
the area fractions were converted to water content. Water content values for the different
tissuetypwfoundinthenervesamtabulawdin’l‘able&l.

3.6 Results

'I‘heactionpoﬁentialmﬂtsformeolfactorynerveat~3 and ~11 hours are
shown in Figs. 3.8(a) and (b), respectively, while the action potential results for the
trtgeminal nerves at ~3 and ~30 hours are shown in Figs. 3.8(c) and (d), respectively.

Results of the analysis of EM and optical microscopy are tabulated in Table
3.2(a), (b), and (c) for the olfactory, trigeminal, and optic nerves, respectively. These
wbles include the converted water fractions and group the various anatomical regions
into their postulated compartments.

The results of the application of T2LIN to 10 freshly excised olfactory nerves,
12 fresh trigeminal nerves, and 6 fresh optic nerves are summarized in Table 3.3(a), (b),
and (c), respectively. Although there is considerable biological variability between
samplwofagivenmewpe,ﬂnavmgesmdicmmatmesameweudeﬁmdfmnm
are common to all T distributions for a particular nerve type. Typical spectra for each
nerve are shown in Figs. 3.11{a), (b), and (). For ease of comparison a summary of
NMR component populations and compartment water populations from the EM and
optical analysis for all nerves is given in Table 3.4. Note that all NMR data presented
forﬁveshlyexcisedopﬁcnervesamonnmthatweredwheamed. Figs 3.12 shows
the T distribution of a removed outer connective tissue sheath alone.

In Fig. 3.13(a), 3.14(a) and 3.15(a) we demonstrate by means of stacked plots,
the way in whichi the T3 distributions of the nerves vary over time. The behavior of the
individual relaxation populations is shown in Fig. 3.13(b), Fig. 3.14(b), and Fig. 3.15(b)
for the olfactory nerve, trigeminal nerve, and optic nerve, respectively. Fig. 3.16
illustrates the decrease in T3 of the buffer solution for each nerve.
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3.7 Discussion
3.7.1 Viability of Excised Nerves
3.7.1.1 Action Potential Study

The action potential studies were very successful in proving the viability of the
freshly excised nerves. These nerves, however, were of the long-nosed garfish variety
and not of the spotted garfish, which were used in the NMR experiments. Electron
microscopy of the long-nosed and spotted garfish nerves has shown no structural
differences between the nerves of the different fish types. The only significant
difference then, is their length. We therefore assume that the nerves will behave in a
similar manner when kept under the same conditions (i.e. same excision technique,
buffer solution and temperature), and extrapolate the general results of the action
potential study to apply to the nerves used for NMR. Figs. 3.8(a) and (c) are examples
of the action potential signal measured at ~3 hours after excision for the olfactory and
trigeminal nerves respectively. These figures show an initial peak, which is an artifact of
the stimulation pulse, followed by the biphasic recording of the action potential. The
delay in time of the action potential from the point of stimulation is dependent upon the
conduction velocity of the nerve impulse. In the case of the olfactory nerve, the positive
peak of the action potential was on average at 51+ 7 ms. Given that the minimum
distance between electrodes was 1.2 cm, a simple calculation yields a conduction
velocity of ~0.24 m/s. This value is consistent with previous measurements of
conduction velocity in oifactory nerves (12, 23). In the case of the trigeminal nerve, the
positive peak of the action potential occurred on average at 0.6 £ 0.1 ms indicating a
conduction velocity of ~20 mV/s, which is within the range of expected conduction
velocities for large myelinated axons (24). The agreement of the measured conduction
velocities with expected values is a good indication that the action potential signals
measured were real and not artifactual. Another convincing argument is the fact that
when the nerves were coiled loosely between the stimulating and recording electrodes
ratherthanpulledtightly,theacﬁonpotenﬁalpeaksshiftedtotimesaslongastwicethe
average because of the longer conduction paths.

The measurement of an action potential signal is an indication that viable axons
are present in the nerve under investigation. The proportion of viable nerve axons is not
readily determinable from the action potential signals since the peak voltages were very
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dependeMuponhowtheneweswemlaidupmﬂcsﬁmulaﬁngandmcordingdecuodes
and were therefore quite variable. Action potentials were detected in the olfactory nerve
for a period of approximately 11 hours after excision as shown in Fig. 3.8(b). Atthe 11
hour point, the measured action potential had an amplitude which was significantly
smaller than all previous measurements, being only 20% of the average amplitude. For
ﬂwuigeminalnewe,macﬁonpomﬁalwasdemableatammhlongaﬁmeofm
hours, see Fig. 3.8(d). The amplitude of this signal was ~24% of the average and again
signiﬁcantlysma]lcrthanallpteviousmeasummentsonthatmrve. The decreased
signal amplitude at long times is an indication that nerve axons are degenerating and can
nc longer transmit action potentials.

To summarize the important results of this action potential study, at periods of 1
thomsﬁomexcision,ﬂleﬁmepeﬁod‘wiﬂninwhicbmeuansversemhxaﬁonﬁme
measurements on freshly excised nerves had been made, the olfactory and trigeminal
nerves tested, transmitted action potentials and were therefore viable. Since action
potentials of the optic nezve could not be measured, it can only be assumed that its
viabilitywassimﬂanothatoftheuigeminalnervesinoebomammyeﬁnamd. However,
the much shorter length of the optic nerve may affect its viability. After excision, the
trigeminal nerve was capable of transmitting an action potential for up to 30 hours which
was approximately 3 times longer than that for the olfactory nerve, indicating that
trigeminal nerve axons do not degenerate as fast as olfactory nerve axons. Since the
majordiffemncebetweenmeolfacmtyanduigeminalnewesisﬂnfactﬂmme
uiganinﬂnaveismyeﬁnmdwhﬂeﬂeolfaaowisnomhediﬁ'minviabﬂityis
most likely due to the myelination difference.

3.7.1.2 Electron Microscopy

Figs. 3.9(a), (b) and (c) are representative electron microscopic photographs of
the olfactory nerve at 1 hompostexcision.andthen'igeminalandopﬁcnervuatz
hours post excision, respectively. These fixation times were chosen because they are the
maximumﬁm&atwhicbﬂxeuansvaserelaxaﬁonﬁmemeasmememwetemadeonthe
freshly excised nerves.

The EM photographs of the olfactory nerve, like the one pictured in Fig. 3.9(a),
show that the nerve axons are intact and the majority are of normal size, ~.2 jim in
diameter. However, a small number, ~10%, have increased in size and have become
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irregularly shaped. The axonal membrane of these enlarged axons appears to be intact
and may still be functional. Within the cytoplasm, mitochondria are still present but
fewer neurofilaments atid'microtubules are seen. This enlargement and breakdown of
the cytoplasmic structure is probably the beginnings of degeneration. The presence of
these abnormal axons should not have much effect upon the transverse relaxation time
distribution since a fast exchange average is expected between many axons of the
Schwann cell domains and the contribution to this T2 distribution from the few
abnormal cells should not be too great. EM sections of the olfactory nerve were made
proximal, intermediate and distal to the cell bodies and all showed similar structure.
Thus at 1 hour from excision the olfactory nerve has an intact and
normal structure except for the few enlarged axons.

EM and thick sections were also made at different positions along the length of
the trigeminal nerve. All sections, see Fig. 3.9(b) as an example, show the myelin and
the majority of axons to be intact. Some axons appear to have broken away from the
myelin, but this was seen in control EMs as well, see Fig. 3.3(b).

Although the optic nerve EM of Fig. 3.9(c) is centered on a contracted axon
within its myelin wrapping, it clearly shows normal structure for a vast number of
myelinated axons. EM and optical microscopy of other sections show this as well.
Therefore, at 2 hours post excision, both the trigeminal and optic nerves appear to be
pretty much in a normal physiological state.

Figs. 3.10(a), (b) and (c) are EM photographs of the olfactory, trigeminal and
optic nerves, respectively, at ~8 hours post excision. For this set of EM sections, the
controls, fixed immediately after excision, showed normal structure for the olfactory
nerve but very abnormal structures for the trigeminal and optic nerves. The trigeminal
and optic nerve controls had substantial degeneration of myelin and axoplasm. The
optic nerve was especially bad showing a very sparse population of thinly myelinated
axons. The fish from which these nerves were excised, was contaminated with parasites
and was not healthy. This may have had a degenerative effect upon the myelinated
axons. It was therefore impossible to determine degenerative changes which occurred
during the 8 hours after excision. The EM photographs at 8 hours for the trigeminal
and optic nerves only serve as an indication of the type of degeneration which may
occur in-vivo during disease and in-vitro after excision. No conclusions upon the time
course of degeneration in these nerves can be made.

The olfactory nerve EM, on the other hand, does indicate the type of
degeneration which occurs after excision. The EM of Fig. 3.10 (a) shows that in this
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particular section the Schwann cell domains still exist at 8 hours, but the enfolded axon
field is very much degenerated. Very few intact axons remain with the majority of the
domain occupied by clumps of cellular debris amidst large empty spaces. It appears that
when the axons die they expand 10 to 20 times their original size, while the cytoplasmic
suucﬂmbmkdownfmmingtbehrgeemptyspwwithindwdistendedmmaimof
axonal membranes. The axons which remain intact become compacted. Since, in this
case,onlyasmallponionofﬂwnervewasﬁxedmdsecﬁoneditisnoteenainthatd\e
entire nerve was in this same physiological state, but assuming it was, it was definitely
not viable at this point in time. This is somewhat inconsistent with the results of the
action potential study wlich indicated viability in the olfactory nerve for up to 11 hours.
The inconsistency may simply be explained by biological variability or by the fact that
the nerves used in the action potential study were from a long-nosed garfish and were
therefore much longer with increased viability.

mewﬁmpomnﬁaldeMsu:diwdaecﬁbedaboveconﬁrmmeviabiﬁtyofﬂc
freshly excised nerves. Therefore, the in-vitro transverse relaxation time measurements
upon the freshly excised nerves can be considered a good approximation to the situation
in-vivo. The most important result of the transverse relaxation studies of the garfish
ncmismepmsenceofasigniﬁeammonﬁmecomponengdemtedbyc,intheﬁ
spwmofbommyeﬁnawdmtypes,whichisnmseminmemmg»@?‘ﬁaawdoﬁwmry
T, distribution. Since the major anatomical difference between these two nerve types
(myelinaﬁedandnonmyelinated)isthemweofmyelin,andsinceﬂ:eTzofmyel‘nis
expecnedwbeshonbecauseofitshrgesoﬁdcontemwehaveamibumdmmponentc
in both trigeminal and optic nerves to myelin water. In further support of this
assignment, the NMR populations for component C agree with the myelin water
populations derived from EM and optical microscopy (see Table 3.4). As well, the
averagemlaxationﬁmesforthemyelincomponents,49msintheopﬁcnetveand34ms
inthetrigeminal,aleondxeorderofﬂlosepresentedpteviouslyformyelinwaterinthe
frog sciatic nerve (3), and white matter tissue (4,5,6).

The similarity , in terms of mean transverse relaxation times, between
components denoted A and B in all three nerve types, upholds the assignment of these
two components to similar anatomical compartments in each nerve type. First, consider
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the simplest nerve type, the nonmyelinated olfactory nerve. The results of the transverse
relaxation time measurements on freshly excised olfactory nerves consistently showed
two main components, denoted A and B, plus a third small component, C, which was
quite variable. The agreement of the NMR component populations and the
compartmental populations determined from EM and optical microscopy (see Table 3.4)
was very good. This agreement leads us to assign component A to the water of the
connective tissue and component B to the fast exchanging water within the Schwann cell
domains which are 75% intracellular space by volume. The average transverse
relaxation times of 508 ms and 169 ms, corresponding to components A and B
respectively, are consistent with the T times determined for the extra-axonal (T2 =639
ms) and axonal (T2 = 197 ms) spaces , respectively, in the crayfish nerve cord (2).
These relaxation times are somewhat larger than but similar in proportion to those
transverse relaxation times found for axoplasmic (T2 = 70 ms) and extracellular (T2 =
310 ms) water in the frog sciatic nerve. As well, the relaxation time of eomponent B is
close to that found for the intracellular water component (T2 = 80 t0100 ms) in cat (4),
guinea pig (5), and human (6) white matter.

Because the connective tissue spaces in all three nerves are quite similar and the
T; of nerve axoplasm is not expected to differ too much between these three nerve types,
components A and B in the trigeminal and optic nerves are also assigned to connective
tissue water and axoplasm, respectively. Recall that component B in the olfactory nerve
is a result of the fast exchange between water of the entire Schwann cell domain which
includes ~25% extracellular water. This may explain the slightly longer T2 of
component B in the olfactory nerve (169 ms) when compared to component B of the
myelinated nerves (~140 ms).

Referring to Table 3.4, the NMR populations for components A and B of the
trigeminal nerve agree with the EM and optical populatioss within experimental error
and biological variability. This supports the assignment of the connective tissue space
to component A and the axons to component B. In th2 case of the optic nerve, the
microscopy and NMR populations for componentz A and B do not agree within
experimental error and biological variability. TheGptic nerve is somewhat different
from the trigeminal nerve in that glial cell cyto;rissm is interspersed between the
mylinated axons rather than connective tiss:s. Because the transverse relaxation time of
the glial cell compartment is not expected & be significantly different from that of the
axoplasm, glia are grouped togethis¢ w32 #s0plasm in the assignment of the anatomical
compartments to the NMR componezizs. 'This assignment yields the best agreement



103

between NMR and EM populations. However.aninconsistencyremainswhichmaybe
due to the complexity ofthedenseinneroonmcﬁveﬁmsheaﬂl.whichtemains
adwedwdwmeevmaﬁerdnouterwnnecﬁvesbeathhasbeenmoved.
ThecomponentsdenotedbyDinﬂeopﬁcandu'igminalnerveTzspectraand
ﬂlecomponentdemtedEinmeOpﬁcTzspecmhavenotbeenmignedtoany
mawmiedcomparmtsimesmanwawrcompMemsswhasthwecmﬂdnotbe

TheTzspecuaoftheopﬁcme'sometwnnecﬁveﬁmwm.showninFig.
3.12ismomcomplexﬂmniniﬁauymﬁcipawd.cmsisﬁngof4disﬁnctcomponems.
The origin of these components is not completely understood and can only be
speculated. The outer sheath, shown in the EM of Fig. 3.4(b), consists of dense layers
ofcoﬂagenﬁbtil&scpamledbyﬂanenedconnecﬁvedssmeenprom. The
cmmcﬁveﬁsmgrmndmbsmnceﬁﬂsthespwbetwemtheindividualcouagen
fibres and between the dense layers. A previous study of proton relaxation in collagen
(ﬁ.hﬂi&nﬁﬁdﬂwmm@ﬁmw&wﬁﬂxi&mm
transvexse relaxation time. 'lheﬁrstpopulationhada'l'zof~10msandwasidenﬁﬁed
withﬂwwawrmobmhsﬁghdyboundwiﬂﬁnﬂwuipkhelixsuucmdmewmgm
1heseeondpopulaﬁon.Tz~25ms.wasidmﬁ&dwimmeweaklyboundhydmﬁm
water associated with the collagen, while the third water population, T2 ~100 ms, was
associatedwiﬂ\d:eamo(phousgroundsubstamebetweendwoouagenﬁbre& The
bound and hydration water fractions of collagen may be responsible for the two shortest
componentsseenindnopﬁcnervesheath's'rzspectmm. They may also be responsible
foreanponentDofdxeopﬁcanduigeminalmaswellaseomponentCofthe
olfactory nerve. Tthzofmeopticnervesheathalsoshowstwolargecomwtswith
T2 > 100 ms. Thccellularcompomtoftlwconnecﬁvetissuemayconuibmetooneof
these, however, referring to the EM of Fig. 3.4(b), the cellular contribution does not
appear to be that great. Itmaybepossibledmttlwgmnndsubstancewithinthedense
collagen laye:sconu'ibuwstotheeomponentahlmms.whiledngrouﬂsubmnce
between layers contributes to the longest T2 componeat. In support of tifs, it was found
dmtwhend\eouterconnecﬁveﬁsswshealhwa;plwedinanNMRmbewiththesame
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amount of buffer as was placed with the desheathed nerve in a separate tube, the nerve
sheath signal was ~70% of the entire desheathed nerves signal. This is ~3 times greater
than what area and water population values predict. The dissection and desheathing
process probably causes separation of the collagen layess of the outer sheath which will
cause an increase in the populations of the ground substance water fractions. The
populations of the bound and hydration water fractions should not be affected because
the amount of collagen remains fixed. This increase in ground substance water fraction
may explain the inconsistency between the NMR populations and the EM populations
for the optic nerve, since the desheathed nerves are still surrounded by a thin sheath
similar to the outer sheath, which may also be damaged during the desheathing process.

The optic nerve, therefore, is not the ideal white matier tissue model due to the
complexity of the dense connective tissues which remain even after desheathing. The
presence of nerve sheath T components between 50 ms and 120 ms complicates the
most important optic nerve components B and C assigned to intracellular and myelin
water, respectively. In the case of the olfactory and trigeminal nerves, no dense
connective tissue sheath is present and the collagen within the inner connective tissue
spaces is only sparsely populated in comparison with the dense collagen of the optic
nerve. Therefore no complicating effects due to dense connective tissues are present in
the olfactory and trigeminal T> spectra.

3.7.4 Time Dependent Measurements

Upon excision of the nerves, the axons are cut off from their parent cell body
and as time progresses, nerve cell death progresses. Cell death is characterized by shifts
in electrolyte and fluid balances and eventually Wallerian degeneration. These changes
should cause variations in peak populations and relaxation times which are consistent
with our assignment hypothesis. Furthermore, by following the changes that
accompmynuvedeath.wecmevaluawdwpromiseofNchhniqupmvide
quantitative information about healthy and diseased neurological tissue and ways to
differentiate the two.

Figs. 3.13(a), 3.14(a), and 3.15(a) demonstrate by means of stacked plots, the
behavior of the T, distributions of the nerves in bathing medium over a period of 3 days
for the olfactory nerve, 13 days for the trigeminal nerve and 7 days for the optic nerve.
Note that the component corresponding to the bathing solution has been cutoff in order
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to emphasize the variations in the nerve components. Since component population
variations are difficult to discern from the stacked plots, the component populations,
including that for the bathing solution are quantified in Figs. 3.13(b), 3.14(b) and
3.15(b) for each nerve respectively.

Themostsigniﬁcammsﬂtofdleﬁmedependemmeasumentsisﬂlﬁfactthat
major variations in the olfactory nerve's T spectra can occur within hours but similas
variations are not seen in the trigeminal or optic nerves, even at much longer times. The
moambabhmseofmismﬂtismediﬁemncemmemmicdmcmofm
three nerves, predominantly the presence of myelin in the latter two. In the case of the
olfactory nerve, Fig. 3.13(a), the increase in the population of component A relative to
component B and the convergence of these two components by 8 hrs 20 min may reflect
the progressive degeneration of the olfactory nerve axons. From the time of excision,
the axons begin to degenerate. 1t is not known exactly how the excised nerves
degenerated or how fast. Degeuerationhasbeenmeasmedinolfactorynervadetachcd
from their cell bodies but remaining within the animal (10). In this case, degeneration
wasfoundtopmgmsfmmd)eproximalendnearmecellbodytowardsthedistalend
attempmnnedependemmo.Z%mmldayat10°Cto6.0mmldayat22°C. However,
in our case, the nerves are completely excised and bathed in Ringer’s solution.
Therefore, degeneration may progress from the proximal end, from both ends, or along
the entire length simultaneously, and may occur at a much faster rate. Regardless of
how the excised nerves degenerate, it is certain that as the time from excision increases,
the proportion of the nerve which is degenerated also increases. The EM of Fig.
3.10(a) is an example of axonal degeneration in the olfactory nerve. This particular
section, which was fixed 8hrs after excision, shows complete degeneration of the axons
which are replaced by large empty spaces and cellular debris. The encasing Schwann
cells remain intact. In such a degenerated state, the exchange of water between the
domains and the connective tissue channels would no longer be restricted by the intact
axonal membranes and cytoplasm resulting in a fast exchange between these two
compartments. Asﬂ:eproporﬁonofdegenaawdnerveincmmepmpmﬁonofme
domainal water in fast exchange with the connective tissue channels should increase as
well, and therefore, the T component corresponding to the connective tissue space
should show an increase in amplitude while the domain component shows a decrease.
Finally, when the degree of degeneration becomes great enough the T2 distribution
should yield a single dominant component with a T2 value less than that of the original
omnecﬁveﬁssmspwehwghtabombydwnewexchangewiﬂnmecemﬂardebﬁ&
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This scenario is almost identicaf to the actual variation in the oifactory T3 spectra over
time. The population and T variations for the nerve components are somewhat
complicated by the fact that the bathing solution is continuously seeping into the nerve
as is illustrated in Fig. 3.13(b). If the convergence of components A and B in the
olfactory is a true reflection of degeneration then the rate of degeneration varies from
nerve 10 nerve since convergence was seen to occur at times ranging from S hours to §
days. This variation may be a result of differences in nerve length or different degrees
of nerve damage during excision.

The trigeminal nerve shows no convergence of T2 components A and B even at
two weeks, Fig. 3.14(a). This can be explained by the fact that myelin requires a
substantially longer time to break down and therefore the compartments generating
components A and B, namely connective tissue and axoplasm, remain separate. Over
time periods on the order of 1 to 2 weeks, it is expected that the myelinated axons will
begin to degenerate. Fig. 3.10(b) illustrates various stages of Cegeneration of
myelinated trigeminal nerves. The axolemma breaks away from the inner myelin layer
and contracts inward as the myelin layers separate and expand inwards to fill the axonal
space. The actual variations in the trigeminal T spectra over time are consistent with
these anatomical changes. By day 13, the myelin component, C, shows a decrease in
population while the axonal component, B, shows an increase in population with a
decrease in Tp. This latter variation is consistent if the degenerated axons filled with
separated myelin layers have a characteristic T2 only marginally less than that of the
intact axoplasm. Component A, corresponding to the connective tissue space shows an
increase in population and decrease in T2 as well. This may be a result of the influx of
buffer in combination with an increased amount of cellular debris in the extracellular
space.

The optic nerve, like the trigeminal , also shows no convergence of the two
dominant components, A and B, over a period of 7 days, Fig. 3.15(a). Because the
anatomy of the optic nerve is different from that of the trigeminal nerve in that the
myelinated axons are separated by glial cell cytoplasm, a breakdown of the myelin
would not directly affect the exchange of water between the connective tissue channels
and the axon field. In this gase the separation of components A and B, which have been
assigned to the connective tissue and intracellular spaces, respectively, may persist
because the layers of dense collagen separating these tWo regions do not break down
and the diffusion of water across the axon field is slowed by the cellular debris,

especially the degenerating myelin .
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A significant result seen in the variation of the optic T2 spectra over time is the
fact that the component we have assigaed to myelin water, C, is only partially resolved
from component B at 1 hour and 20 minutes and thereafter is not resolved at all. The
lack of resolution between components B and C may be caused by an increase in myelin
permeability brought about by cell death, resulting in a fast exchange between myelin
water, axoplasm, and glial cell cytoplasm. The reason why resolution of myelin and
axonal components is not a problem in the trigeminal nerve is the fact that trigeminal
nerve axons are approximately an order of magnitude larger than optic nerve axons.
Therefore, the trigeminal nerves axons have substantially more myelin wrappings and
the diffusional barrier between intra-myelinic and extra-myelinic water is much greater
than in the optic nerve. Also, trigeminal nerves are ~3 times longer than the optic nerves
and if degeneration progresses from the end nearest to the cell bodies then a larger
proportion of the optic nerve will degenerate in a given amount of time when compared
to the proportion of the trigeminal nerve degenerated. Thus in the case of the optic
nerve, individual variations over time in the populations and transverse relaxation times
of myelinic, axoplasmic, and glial celi water cannot be distinguished. Only variations in
the cumulative population of these three compartments and the exchange averaged
relaxation time can be determined. The plot of optic nerve component population versus
time in Fig. 3.15(b) shows an increase in the extracellular population, component A, by
a factor of two, while the total intracellular population, components B and C combined,
decreases by approximately one third over a period of 7 days. The biphasic variation in
these two populations, i.e. the large changes within the first 6 hours from excision
followed by a much slower variation afterwards may be a result of the temperature
dependence of degeneration since the nerves were refrigerated from the 6 hour point to
7 days. The increase in population of the extracellular component, A, is caused partially
by an inflow of water from the bathing solution plus a shift of water from the
intracellular to extracellular space. This occurs because the extracellular space is
hypertonic relative to plasma or plasma analogues such as the garfish Ringer solution
(26, 27) and becomes even more hypertonic npon cell death when cellular debris begins
to accumulate. Thus the extracellular space also exhibits a shortening of its relaxation
time. The intracellular components, B and C unresolved, also shows a decrease in
relaxation time brought about by its decrease in water content. These variations in the
water proton populations of the intracellular and extracellular spaces are consistent with
those reported in the crayfish nerve cord (2).
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Another consequence of degeneration which was also seen in the crayfish nerve
cord studies (2) and is illustrated in Fig. 3.16 is the decrease in the relaxation time of the
bathing solution by a factor of ~1.5. This is brought about by an accumulation of
cellular debris in the bathing solution. It was also found that the variation in the bathing
solution population varied from nerve to nerve. For example, in the case of the olfactory
nerve, one nerve showed only a 5% decrease in bathing solution population over a 5 day
period while in the example given, Fig. 3.13(b), a decrease in the bathing solution
population by 20% occurred over 3 days. In fact, it was found that the olfactory nerves
which showed little decrease in bathing solution population, took much longer for
components A and B to converge into one. This is further proof that the convergence of
peaks A and B in the olfactory nerve is indicative of cell death since a shift of water
from the bathing solution into the nerve is expected upon cell death. When cells die,
their ion pumps shut down, intracellular ions accumulate, setting up osmotic gradients
which result in an influx of water.

Variations in the small unidentified components are not significant. The fact that
population changes are small supports their assignment to collagen bound and
hydration water since the amount of collagen is not expected to vary much over time.

As well the shifts in T of these components is consistent with the fact that the T2 of
bound water of collagen is orientation dependent (25).

3.8 Conclusion

In this chapter we have investigated the multiexponential transverse
magnetization decay of water protons in nonmyelinated and myelinated nerves of the
spotted garfish. The assignment of the multiple transverse relaxation time components
in the various nerves to different anatomical compartments was achieved through
comparisons of the NMR comporient populations with populations derived from EM
and optical microscopy. Assignments were supported by comparisons of component
relaxation times to previously reported relaxation times in similar nerve tissues as well
as comparisons between the three garfish nerves themselves. The anatomical
compartments successfully identified with NMR transverse relaxation components are
the following: the extracellular space in the form of connective tissue channels in each
of the three nerves, the Schwann cell domains of the olfactory nerve which are a fast
exchange average of water in the axons, extraceilular space and enclosing Schwann cells,
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dnaxmﬂwataofmeuigemmalnave,mdﬂwmsolvedaxonalandglialcenwawrof
the optic nerve. The final and most important assignment is that of myelin water in both
the trigeminal and optic nerves. The transverse relaxation time spectra discovered for
the dense connective tissue sheath of the optic nerve was found to be quite complex
consisting of multiple components spanning the same range of relaxation times as the
optic nerve T2 spectra. Since a similar but thinner connective tissue remains on the optic
nerve even after desheathment, the optic nerve T2 spectra is no doubt complicated by
multiple components originating from this sheath. Thus the optic nerve is not an ideal
model for white matter tissue of the brain.

Thefactﬂmtmeacﬁonpotenﬁalmeasummentsmdmsecﬁonsﬂhibitviable
nerves is a good indication that similar transverse relaxation time distributions exist in-
vivo. If these distributions could be measured in-vivo, then nerve tissues could be
characterized by their T distribution. The time course measurements indicate that
transverse relaxation is sensitive to the physiological state of tissue, and may therefore
be useful in differentiating normal and diseased tissve. For example in Multiple
Sclemsis,myeﬁnbmaksdownandisdimdbys\moundinggﬁalceuswhﬂetheaxon
remains intact. Although this disease is significantly different from the form of
degeneration which occurs in-vitro in excised myelinated nerves, where degenerating
myelinisnotremovedandaxonsandgliadegamteaswell,MSlesionsshouldstillbe
distinguishable from normal white matter lesions. The lack of myelin should result in
medisappearameofﬁ\eshonﬁmecomponeminﬂ\ehdism'buﬁonjustasme
degeneraﬁonofmyelininﬂxein-viuonervacauwsadecmaseinﬂleshorth
component assigned to myelin. Thus multi-component transverse relaxation has the
potential to be a very important diagnostic tool.
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Table 3.1

Volume fractions of water in various types of nervous tissue found in the garfish cranial
nerves.

Tissue type Volume fraction of water?
axons 0.75

gliab 0.85

myelin 0.40
connective tissue 0.90

dense connective tissue 0.70
extracellular space® 1.00

a Estimated from references (2,28-31).

Y Includes Schwann cells in the peripheral nerves plus oligodendrocytes, astrocytes, and
other glial cell types in the optic nerve.
¢ Extra-axonal spaces within the Schwann cell domains of the olfactory nerve.



Table 3.2(a)

Water populations of various anatomical compartments of the olfactory nerve.

* Compartment Cross-sectional area®®  Water populationb¢
(% of total area) (% of total nerve water)

A. CONNECTIVE TISSUE 2512 2743

B. SCHWANN CELL DOMAINS

axons 4814 4314
extracellular space 1611 1942
Schwann cell bodies 111 11+1

a Measured from digitized electron and optical microscopy cross-sections.

b Calculated using volume fractions of water from Table 3.1.

¢ Variabilities given are calculated from estimated ervors in area measurements and do
not include biological variability.
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Table 3.2(b)

Water populations of various anatomical compartments of the trigeminal nerve.

Compartment Cross-sectional aread© Water populationb<
(% of total area) (% of total nerve water)

A. CONNECTIVE TISSUE SPACE

connective tissue 2212 294

gliad 3+1 411

unmyelinated axons 10 110
B. AXONS 4114 4615

C. MYELIN 3313 2043

a Measured from digitized electron and optical microscopy cross-sections.
b Calculated using volume fractions of water from Table 3.1.
¢ Variabilities given are calculated from estimated exors in area measurements and do
not include biological variability.
d Includes Schwann cell cytoplasm associated with and external to the myelin as well as
the Schwann cell associated with the unmyelinated axons.



Table 3.2(c)

Water populations of various anatomical compartments of the optic nerve.

Compartment Cross-sectional areadc Water populationb©
(% of total area) (% of total nerve water)

A. CONNECTIVE TISSUE
connective tissue channels 71 942
dense connective sheath 8+1 8+2

B. INTRACELLULAR

axons 3443 3744
gliad 2412 3014
C. MYELIN 27+2 16£2

a Measured from digitized electron and optical microscopy cross-sections.

b Calculated using volume fractions of water from Table 3.1.

¢ Variabilities given are calculated from estimated errors in area measurements and do
not include biological variability.

dOligodendrocytes, astrocytes, and other neuroglial cells.
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Table 3.3(a)

Summary of populations and relaxation times in 10 freshly excised olfactory nerves

Component A B C
Population® T)¢ Populationd® T;®  Population®d Tpd
(ms) (ms) (ms)

15.6 596 834 165 1.0 12
175 495 80.6 179 1.9 22
209 486 N 201 14 6
28.7 453 65.5 163 5.7 39
134 700 847 183 19 14
15.2 580 81.6 170 3.2 19
26.5 451 72.6 163 0.9 8
28.7 428 61.5 148 3.7 9
19.8 515 78.5 173 1.2 15
19.7 380 749 131 54 27

Mean® 21 510 77 170 3 17
16 90 17 $20 12 10

a Normalized to 100.

b+5%

c+10%

d +20%

€ Variability given as the standard deviation of the 10 measurements.
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Summary of populations and relaxation times in 1. freshly excised trigeminal nerves

Table 3.3(h)

115

Component A B C D
Populationtd T, Population®® Tob Populativa®® T« Population®® ToE
(ms) (ms) (ms) (ms)
46.2 447 38.7 125 182 2 3.8 9
46.9 438 37.6 130 12.1 29 34 9
389 459 376 127 17.1 36 54 8
395 502 39.1 13} 16.4 37 49 9
40.3 452 40.1 148 15.4 37 42 7
329 563 31.1 157 7.6 41 21.8 12
43.8 469 39.7 146 11.4 35 5.1 14
424 423 413 126 144 27 1.9 4
349 486 46.3 183 16.6 38 23 5
38.7 464 46.3 145 13.9 27 1.1 3
539 370 30.8 106 12.0 25 33 7
409 472 385 146 16.1 39 4.5 8
Meand
42 460 40 140 14 34 5 8
16 50 4 +20 13 5 15 13
;Iﬁg;alimdto 100.
¢ +20%

d Variability given as the standard deviation of the 12 measurements.



Table 3.3(c)
Summary of populations and relaxation times in 6 freshly excised optic nerves
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Component A B C D E

Popa® T Popa® Tb Popa¢ TF Popd® T Popd TF
(ms) (ms) (ms) (ms) (ms)

264 435 485 141 172 62 7.1 13 0.8 3
204 560 497 123 252 45 4.6 9 - -
272 494 575 147 9.7 44 4.7 9 09 2
267 483 525 143 135 49 7.0 10 03 2
245 441 578 115 106 39 7.1 8 - -
256 49 515 159 165 55 49 15 14 3

Meand
25 480 53 140 16 49 6 11 1 2
+2 +40 +4 20 5 18 +1 +3 +1 t1

2 Normalized to 100.

b +10%

¢ +20%

d Variability given as the standard deviation of the 6 measurements.
¢ Dashes indicate component was not present.
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Table 3.4

Comparison of NMR populations with those derived from electron and optical
MiCroscopy cross-sections.

Compartment Population
EM and optical NMR
microscopy
OLFACTORY
A. Connective tissue 2743 2186
B. Schwann cell domains 737 77£7
(axons, Schwann cells,
extracellular space)
TRIGEMINAL
A. Connective tissue space 3445 4216
(connective tissue, Schwann
cells, unmyelinated axons) _
B. Axons 465 4014
C. Myelin 2013 1413
OPTIC
A. Connective tissue 1744 25+2
B. Intracellular 6718 5314
(Axons and glia)

C. Myelin 1612 1615
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Scm

Figure 3.1 Spotted garfish (Lepisosteus Oculatus).



119

Figure 3.2(a) Light microscopic section of olfactory nerve after excision and
separation from the trigeminal nerve. The nerve consists of numerous Schwann
cell domains (sd) separated by connective tissue channels (ct). Each Schwann cell
domain contains hundreds of axons enfolded by a single Schwann cell process.
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5 pm

Figure 3.2(b) Olfactory nerve. In this EM, the individual Schwann cell domains
(sd) are seen at a high enough magnification to distinguish the Schwann cell
wrappings (sw). Collagen fibrils (cf) and connective tissue celis (ctc) can also be
seen in the connective tissue channels (ct). Collagen is concentrated at the Schwann
domain boundaries and therefore the narrow channels have much denser collagen
compared to the larger channels. There are some spaces within the domains which
are devoid of axons. These may be regions from which axons have degenerated.
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0.5 pm

Figure 3.2(c) Olfactory nerve. This high magnification EM shows the individual
axons (a) bounded by their axonal membrane (am). Within the axoplasm,
microtubules (mt), neurofilaments (nf), and mitochodria (mc) can be distinguised.
The axons are very homogeneous in size, ~2 pm diameter, and are packed together
tightly within an extracellular medivss {€).



Figure 3.3(a) Light microscopic section of the trigeminal nerve. The trigeminal
nerve consists mainly of myelinated axons (ma) which range in diameter from 2
pm to 30 um. There are regions of large, intermediate, and small axons.

Interspersed between the myelinated axons is connective tissue (ct).
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Figure 3.3(b) EM of trigeminal nerve fixed immediately after excision. Thick
layers of myelin (m) wrap almost all axons (a). A few small unmyelinated axons
(ua) are present as well. The myelinated axons are separated by connective tissue
(ct) which contains collagen fibrils (cf), connective tissue cells (ctc), and their
cellular processes (cp). The collagen fibrils tend to be concentrated around the
myelinated fibres. Some Schwann cell bodies (scb) are seen associated with their
myelin wrapping. At this magnification it is difficult to distinguish cytoplasmic
constituents, however, some mitochondria are seen. Some axons have contracted
away from their myelin leaving clear fluid filled spaces.
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Figure 3.4(a) Light microscopic section of optic nerve. The nerve is enclosed by
an outer connective tissue sheath (os) plus an inner sheath (is) which not only
surrounds the nerve but penetrates the nerve forming connective tissue channels
(ct). These channels give the nerve a folded ribbon-like structure. The inner
portion of the nerve consists of myelinated axons separated by glial cell cytoplasm.
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10 ym

Figure 3.4(b) Outer and inner connective tissue sheath of the optic nerve. Both
the inner (is) and outer sheath (os) consist of dense collagen layers (dcl) separated
by connective tissue cells (ctc) and their processes (cp). Some extracellular clefts
(ec) are present between layers of the outer sheath.
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Figure 3.4(c) Connective tissue channel (ct) of the optic nerve. Dense collagen
fibrils (cf) embedded in the connective tissue matrix border the axon field,
composed of myelinated axons (ma) and glial cell cytoplasm (g). A basement
membrane (bm) separates the connective tissue space from the glial cell
cytoplasm. Connective tissue cells (ctc) and their flattened cytoplasmic processes
are dispersed along the connective tissue channel.
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10 pm

Figure 3.4(d) Axon field of optic nerve. All axons (a) are wrapped with myelin
(m). Interspersed between the myelinated axons is glial cell cytoplasm (g). Within
this cytoplasm, glial cell nuclei (gn) can be distinguished. The most dense of these
may be oligodendrocyte nuclei. Oligodendrocytes are the glial cells which
‘myelinated the axons, however, they are not seen associated with the myelin
because one oligodendrocyte myelinates many axons.
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Figure 3.5 Block diagram of biphasic stimulating and recording electrode
system used for measuring action potentials in nerves.
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Figure 3.6 Transverse magnetization decay from & typical T, experiment.
Note the multiexponentiality of the decay as well as the high signal to noise
ratio.
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Figure 3.7 Sample T2LIN spectra, consisting of two equal amplitude
components, plotted 8) as a line graph on a log scale, b) as a line graph on a linear
scale, and c) as a bar graph on a log scale. These three plots illustrate different
methods of presenting T2LIN spectra. Since the amplitude of each component is
given by the sum of the amplitudes of the individual points making up that
component, the best method of presentation is the bar graph. The line graphs lead
one to assume that the area under the spectral curve represents the component
amplitude which is an incorrect assumption.
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Figure 3.8 Action potential voltage measurements for the olfactory nerve at
a) 3 hours, b) 11 hours and for the trigeminal nerve at c) 3 hours, d) 30 hours.
The initial peak in each plot, #zr:oted by *, is an artifact of the stimulation
pulse. The time interval from this artifact to the first action potential peak
represents the time for the action potential to be transmitted from the
stimulating to the recording electrode. Note that the time for transmission is
approximately two orders of magnitude greater in the olfactory which is
consistent with the slower conduction velocity of the olfactory nerve.
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1 ym

Figure 3.9(a) EM of olfactory nerve fixed at 1 hour post excision. Individual
axons are easily seen in this photograph. The majority have normal size and
structure (na), while a few axons have become enlarged and irregularly shaped
(ea). In the enlarged axons, mitocondria (mc) are still visible but few
neurofilaments and microtubules are present. Also visible in this EM are a
Schwann cell body (sb), Schwann cell process (sp) and a narrow connective tissue
channel (ct).



Figure 3.9(b) EM of trigeminal nerve fixed at 2 hours post excision. Myelin (m)
and most of the axons (a) are intact. A few axons (ca) have contracted away from
the myelin. Mitochondria (mc) ase disinguishable within the axoplasm of most
axons. Visible within the connective tissue space (ct) are unmyelinated axons (ua)
and Schwann cell bodies (scb).



Figure 3.9(c) EM of optic nerve fixed at 2 hours post excision. Most of the
myelin (m) and axons (a) appear to be intact, however, some axons have collapsed
(ca). Within the glial cell cytoplasm (g) surrounding the myelinated axons, a glial
cell nucleus (n) is visible.
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Figure 3.10(a) EM of olfactory nerve section at 8 hours post excision. The
Schwann cell domains (sd) are still intact and separated by connective tissue (ct),
however, very few intact axons (ia) remain. Most of the domain is filled with
cellular debris (cd) amidst large empty spaces (es) formed by the expansion and
breakdown of the axons.
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Figure 3.10(b) EM of trigeminal nerve at 8 hours post excision. Note that the
controls for this nerve showed degeneration as well, and therefore conclusions
about the general state of the trigemianl nerve at 8 hours cannot be made. This
EM emphasizes the different stages of myelin degeneration which may occur upon
excision of the nerve. The stages are numbered from 1 (normal mylinated axon)
to 4 (advanced degeneration). At stage 2 the axonal membrane begins to break
away from the myelin and contracts inwards as myelin layers begin to separate.

At stage 3, the myelin layers continue to separate and expand inward to fill the
axonal space. Finally, by stage 4, the degenerated myelin completely fills the
axonal space.
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S pm

Figure 3.10(c) EM of optic nerve fixed at 8 hours post excision. Like the
trigeminal nerve of Fig. 3.10(b), the controls for this optic nerve showed a very
degenerate state with a sparse population of thinly myelinated axons. This EM
shows a similar degenerated state. Very few axons (a) appear to be intact. Some
myelin (m) does appear normal but the population of mylinated axons is much
less than normal {se¢ Fig. 3.4(a)).
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Figure 3.11(a) Typical olfactory nerve T spectrum.
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Figure 3.11(b) Typical trigeminal nerve Ta spectrum.
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Figure 3.11(c) Typical optic nerve T spectrum.
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Figure 3.13(a) Time variation of the olfatory nerve T2 spectra over a period of 3
days. Note the convergence of components A and B.
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Figure 3.13(b) Olfactory nerve population versus time graph corresponding to
the stackplot of Fig. 3.13(a).
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Figure 3.14(a) Time variation of the trigeminal nerve T2 spectra over a period
of 13 days. Unlike the olfactory nerve, Fig. 3.13(a), components A and B of the
myelinated trigeminal do not converge even at times as long as 13 days. This is
attributed to the slow breakdown of the myelin. Component C which is
attributed to myelin water shows a noticeable decrease in amplitude which gifty
indicate a breakdown in some of the myelin.
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Figure 3.14(b) Trigeminal nerve population versus time graphs corresponding
to the stackplot of Fig. 3.14(a). Two plots covering different ranges of
population are shown to illustrate the variations in populations for the buffer as
well as the nerve components.
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Figure 3.15(a) Time variation of the optic nerve T2 spectra over a period of 7
days. As seen in the trigeminal nerve, Fig. 3.14(a), components A and B of’ the
optic nerve do not converge in a time period of 7 days. This is attributed to the
presence of myelin in the optic nerve. Component C, attributed to myelin, is only
partially resolved at 80min, and thereafter is not resolved at all. This may be a
due to the fact that optic nerves have thinner myelin sheaths than those present in
the trigeminal nerve, and thetefore faster exchange between axonal, myelin and
glial cell water.
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Figure 3.15(b) Optic nerve populations versus time graphs corresponding to the
stackplot of Fig. 3.15(a). Two plots covering different ranges of population are
shown to illustrate the variations in populations for the buffer as well as the nerve

components.
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Chapter 4

Conclusion

4.1 Discussion and Conclusions

The goal of this thesis was two-fold: first, to evaluate the capabilities of an
algorithm, T2LIN, for calculating the continuous multi-component transverse relaxation
time distributions under in-vivo and in-vitro experimental conditions; and second to
determine if the multiple transverse relaxation time components of myelinated and
nonmyelinated cranial nerves can be identified with water protons in specific anatomical
compartments, the most important of these being the myelin compartment.

In Chapter 2, the first of these goals was achieved through a computer _
simulation study of T2LIN. The effects of limitations in experimental NMR variables
such as SNR, data acquisition windows, and number of data points, were evaluated. It
was found that SNR was the greatest limiting factor for the resolution of multiple
Gaussian relaxation time components. As an example, a SNR of 100 can resolve at best
two peaks separated by a factor of ~6. To decrease this factor to ~2 the SNR must be
increased to ~2000. Decreasing the number of data points did not have a major effect
upon the T2LIN spectra, with 16 data points being the minimum acceptable, since any
fewer than this had a tendency to cause the T2LIN algorithm to break down. However,
accompanying the decrease in the number of data points was a noticeable increase in
T2LIN's sensitivity to differences in the noise representations. This is an important
point which has been overlooked in previous evaluations of linear inverse techniques
(1,2,3). Finally, the simulation tests limiting the data acquisition window as a function
of SNR indicated that a minimum data window edge positioned at half the relaxation
time of the shortest component and a maximum data window edge positioned at twice
the relaxation time of the longest component yielded the best possible spectra attainable
ata given SNR. An expansion of this data time window did not yield any significant
improvement in component precision, while a contraction reduced precision. In this
final simulation test it was also found that SNR had a major effect upon component
precision. As the SNR decreased component precision decreased as well. The results
of this simulation study provided the justification for the quantitative interpretations
made on the transverse relaxation time spectra measured in Chapter 3.
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In Chapter 3, the measurements of the multi-component transverse relaxation
characteristics of a white matter tissue model are reported. The white matter model
chosen consisted of both myelinated and nonmyelinated cranial nerves of the spotted
garfish. The in-vitro measurements of the multiexponential transverse magnetization
decay of water protons in these nerves provided a data base for T2LIN which, based on
the results reportrd in Chapter 2, clearly had very few experimental limitations. The
SNR was typically around 3000 with no significant restrictions in the data acquisition
window nor the number of data points. Utilizing the results of the simulation tests of
T2LIN, confidence was gained in the resulting continuous transverse relaxation time
distributions. The reproducibility of component relaxation times and amplitudes added
further support to the results.

The most convincing result supporting the assignment of the myelin water was
the fact that the short T2 component, identified as myelin water, was only present in the
T, spectra of both myelinated nerves. It was not seen in the nonmyelinaied nerve. The
assignments were achieved primarily through comparisons of the NMR component
populations to populations derived from EM and optical microscopy. The assignments
were further supported by time course measurements of the transverse relaxation times
which highlighted the differential sensitivity of transverse relaxation components to the
physiological state of the tissue. The other water compartments which were
successfully identified were the connective tissue spaces, intracellular and axonal water.

Together, the results of Chapters 2 and 3 can provide valuable insights into the
potential use of the multi-component transverse relaxation time analysis in-vivo. The
multi-component nature of transverse relaxation in a white matter tissue model reported
in Chapter 3 can be used as an indicator for the characteristics of water in white matter
in-vivo. As in the nerve, the exchange of water across white matter myelin should be
slow enough to yield a separate slow transverse relaxation time component for myelin.
However, the exchange across single cellular membranes is fast, and therefore the
extracellular spaces and glial cell cytoplasm external to myelin will constitute a single
component. The similarity of the axoplasm's transverse relaxation time to that of the
extra-myelinic compartment should render these two compartments indistinguishable
and therefore white matter will have a transverse relaxation time distribution consisting
of a short myelin component and a long component corresponding predominantly to
intracellular water. This type of transverse relaxation time distribution has been seen in-
vitro in cat (4) and guinea pig (5) white matter as well as in-vivo in human white matter
(6).
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The T spectra of the nerves also showed sensitivity to physiological change,
however, such changes are very different from the type of degeneration which occurs in-
vivo during disease. Nevertheless, the T distributions corresponding to in-vivo white
matter should be sensitive to the pathophysiological changes brought about by disease.
For example, in the demyelinating disease Multiple Sclerosis, myelin breaks down and
is removed by surrounding glial cells while the axon remains intact. Sucha diseased
state should be characterized by a decrease or complete loss of the short relaxation time
component corresponding to myelin. This is in fact the situation documented in a recent
in-vivo transverse relaxation time study done on Multiple Sclerosis patients (6). Edema
is another example and one in which fluid accumulates either in the extracellular
{vasogenic edema) or intracellular spaces (Cytotoxic edema) of the white matter. In this
pacholvgical state, the T spectra may show an extra long time component
cotregponding to the extracellular fluid accumulation. Some in-vivo measurements of
transverse relaxation on animal models have shown the emergence of a long time
componen: in edematous white matter (7,8). However, since intra- and extracellular
spaces are indistinguishable in the normal state, vasogenic and cytotoxic edema will be
difficult to distinguish.

Although the results of the in-vitro study of Chapter 3 show promise for the use
of transverse relaxation in-vivo, the results of Chapter 2 bring to light the limitations
encountered in the in-vivo experiment, limitations which will have a profound effect
upon the usefulness of this technique in-vivo. The dominant limiting factor is the
decreased SNR achievable in-vivo. Itis typically on the order of 100, only allowing
T2LIN to distinguish components separated in time by a minimum factor of ~6. in
white matter in-vivo, it will therefore be very difficult to distinguish myelin from
intracellular water since their relaxation times are at most a factor of 4 apart. In the T2
study of MS patients (6) discrete rather than a continuous distribution analysis was
used, the discrete analysis resolves components at lower SNRs, but the solutions are
very susceptible to noise errors and confidence can only be gained through
reproducibility. Another limiting factor in-vivo, which is not as significant as SNR but
which may still have some adverse effects, is the position in time of the minimum edge
of the data window. Currently, in imaging this minimum edge is typically around 20ms
therefore allowing only peaks at 40ms and greater to be successfully identified. With
these current limitations of the in-vivo experiment, it is clear that not only must SNRs be
improved but eddy current limitations on the minimum echo times must also be removed
before the continuous multi-component relaxation technique will find routine application



154
in the diagnosis of diseases in white matter as well as other tissues. Thus the task
remains to develop this technique in-vivo.

Regardless of its potential in-vivo, the continuous distribution multi-component
relaxation analysis will always be useful in-vitro for improving the understanding of
water proton relaxation mechanisms in biological tissues, a subject which is not fully
understood. Water proton NMR relaxation affects all NMR measurements where water
protons are the nuclear species of interest. Therefore, it is important to understand water
proton relaxation mechanisms and know their relaxation characteristics in specific tissue
types. In-vitro measurements of transverse relaxation time distributions usually provide
a good first approximatios; to the situation in-vivo. With this thesis we have
successfully improved our understanding of transverse relaxation in nerve tissue and
have evaluated th= potential of the transverse relaxation time analysis in-vivo. In so
doing we have laid the ground work for further NMR investigation of nerve tissue both
in-vitro and in-vivo.
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