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ABSTRACT

Osmotic Transport in Cryobiology

In order to optimize the viability of cryopreserved cells and tissues, a better 

understanding of osmotic transport is required. The main objectives of this thesis 

are to gain insight into osmotic transport, understand the parameters that affect 

osmotic transport and the limitations of the current transport formalisms used in 

the literature, and develop a new set of transport equations.

Firstly, the effect of cell size distribution on the osmotic response of cells was 

examined. Cell size distributions did not stay constant over time when the cells 

were responding to a hypertonic environment. It was clearly shown using a novel 

tool developed in this thesis that the mean or median cell volume should be 

used.

Secondly, cryoprotectant equilibration in tissues was investigated. 

Thermodynamics predicts that the equilibrium concentration of cryoprotectant 

inside a tissue depends on the ability of the tissue system to maintain an 

equilibrium pressure difference. Tissues that are free to expand reach the same 

equilibrium cryoprotectant concentration as the surrounding solution while tissues 

that are not free to expand and can maintain a pressure difference do not.
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Next, the current status of osmotic transport in the literature was provided. The 

assumptions, limitations and common misconceptions made when using the two- 

parameter formalism and the Kedem-Katchalsky formalism were examined.

A detailed derivation of non-dilute chemical potential equations for the solvent 

and the solute were presented. From these derivations, a thermodynamic basis 

for a new mixing rule for the osmotic virial equation was developed.

Lastly, an analysis of various equations for solute transport was provided. 

Statistical Rate Theory was used to determine the concentration dependence of 

the various solute permeability coefficients. Also, a new set of transport 

equations were developed eliminating a third fitting parameter and assumptions 

of dilute solution and near-equilibrium. It was demonstrated that there is less 

unexpected concentration dependence of permeability coefficients with the new 

transport equations compared with the previous model. Hence a significant 

amount of the unexpected concentration dependence of the permeability 

coefficient has been explained as being due to the use of inappropriate transport 

equations.
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SYMBOL LIST

A cell surface area

A conversion factor between units of molarity and mole fraction

B the second osmotic virial coefficient (when units of mole
fraction are used); an expression for the interchange energy 
(when units of mole fraction are used)

B ’ the second osmotic virial coefficient (when units of molarity
are used); an expression for the interchange energy (when 
units of molarity are used)

B+ the second osmotic virial coefficient (when units of molality
are used); an expression for the interchange energy (when 
units of molality are used)

c concentration

c* concentration of a pure substance

cs a value for the concentration defined by (Eq. 4-31) and (Eq.
4-32)

C molarity

C0 the initial concentration of internal non-permeating solute in
(Eq. 4-7)

equilibrium concentration

C“ve average solute concentration across the membrane

C+ the third osmotic virial coefficient (when units of molality are
used)

Ds diffusion coefficient

fi frequency of the i ,h class interval in (Eq. 2-1);
frequency of the interval containing the median in (Eq. 2-2)
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FP freezing point depression

G Gibbs free energy

Excess Gibbs energy 

G^, Gibbs free energy of an ideal solution

iVto isotonic cell volume

jj the number of observations away from reaching the median
value after the lower limit of the interval containing the 
median has been reached in (Eq. 2-2)

J flux

JD differential volume flux

Jv total volume flux

kx water permeability constant

k2 solute permeability constant

K es equilibrium exchange rate of the solute

/ the thickness of the membrane or distance

L phenomenological coefficient

L water permeability coefficient

Z,. lower limit of the interval containing the median in (Eq. 2-2);
lower class boundary of the class containing the mode in 
(Eq. 2-3)

Lp membrane hydraulic conductivity

m molality

mi midpoint of the i th class interval in (Eq. 2-1)

M  molal concentration
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M W s o lu tio n molecular weight of the solution

MW.solvent

N

N

P

p  Ref

P

P

p;

R

S

S

t

T

U

u;

solution

molecular weight of the solvent 

mole number

rate of change in the mole number 

pressure

reference pressure 

solute permeability coefficient 

solute permeability coefficient

an expression for permeability defined by (Eq. 6-15)

universal gas constant 

entropy

the amount of internal permeating solute 

time

temperature 

internal energy

upper limit of the interval containing the median in (Eq. 2-2);
upper class boundary of the class containing the mode in 
(Eq. 2-3)

partial molar volume 

specific volume of a solution

osmotically inactive fraction of the isotonic cell volume 

volume

osmotically inactive volume
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Vc total cell volume

Vs solute volume

Vs solute volume (permeating and non-permeating solutes)

Vw water volume

Vw+S volume of water plus solute

Va cell volume at the isotonic osmolality;
the initial volume of solvent within the cell in (Eq. 4-7)

x mole fraction

ŝolvent mole fraction of the solvent

x mean value in (Eq. 2-1)

X  a thermodynamic force

a  reflection coefficient in the Kedem-Katchalsky equations

<7 reflection coefficient as used by Staverman

fi chemical potential

X thickness of the membrane

k osmolality or osmolarity

Ki intracellular osmolality or osmolarity

n0 isotonic osmolality or osmolarity

n  osmotic pressure

co energy of interaction

a  solute mobility

y/ unspecified function of temperature and pressure
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(p unspecified function of temperature and pressure

A, excess of modal frequency over the frequency of the next
lower class in (Eq. 2-3)

A2 excess of modal frequency over the frequency of the next
higher class in (Eq. 2-3)
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Subscripts

1

j

n

s

sys

w

1

2

3

4

Superscripts

e

i

o

m

R

*

denotes a solute in (Eq. 4-1), (Eq. 4-2) 

denotes a solute in (Eq. 4-2) 

non-permeating solutes 

permeating solute 

isolated system 

water

denotes solvent 

denotes solute

denotes the “biological component” in chapter 3; 
denotes the non-permeating intracellular solute in chapter 5 
and 6

denotes the non-permeating extracellular solute in chapter 3, 
5 and 6

extracellular solution

intracellular solution or inside the cell

outside the cell

membrane

reservoir

denotes pure component
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Chapter 1: Introduction

1.1 Introduction to Cryobiology

Cryobiology is the study of the effects of low temperature on biological systems. 

The science of cryobiology began in the 1940s [16] particularly with the 

emergence of the first book devoted to cryobiology which was written by Luyet in 

1940 [42]. When cells or tissues are exposed to low temperature conditions 

major physical and chemical changes take place that directly or indirectly affect 

the cells and tissues. Water plays an essential role in the structure and function 

of living systems and a major role in cryobiology as well as biology. Hence as 

living systems freeze, the amount of water in the liquid portion of the system 

changes. When water solidifies and freezes, it is hardly surprising that it is 

usually lethal to living cells and tissues. However, paradoxically, temperatures 

below freezing can also be used to preserve cells and tissues for long-term 

storage. In cryobiology, when we refer to low temperatures, we are usually 

referring to temperatures below that at which water freezes.

Cryobiology is a highly multidisciplinary field and the freezing of cells and tissues 

has a wide array of practical applications in biotechnology, medicine, agriculture, 

forestry, aquaculture and biodiversity conservation [17]. The ability to “stop time” 

in cryogenic storage for indefinite periods of time, offers huge practical benefits. 

Cryobiology has been used for various applications in agriculture and forestry 

specifically in understanding how plants and seeds behave when frozen, which 

has led to improvements in seed preservation techniques as well as dramatically

l
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increased the applicability to a wide range of plant material [17]. 

Cryopreservation is the technique used to store and preserve cells at low 

temperatures. In some areas, such as the assisted reproduction of animals and 

humans, cryopreservation of reproductive cells and tissues plays a pivotal role. 

The cryopreservation of bull sperm [60] and embryos [40,74] has revolutionized 

the cattle breeding industry. Every year over 25 million cows are artificially 

inseminated with frozen-thawed bull semen [12] and hundreds of thousands of 

calves have been born as the result of the implantation of cryopreserved 

embryos into cows [18]. On the human side of things, literally hundreds of 

thousands of children have been born as the result of artificial insemination with 

cryopreserved sperm [19] and thousands of others have been born by the 

implantation of cryopreserved human embryos [56].

One of the most practical applications of freezing has been in the medical 

application of cryobiology in the areas of cryopreservation of cells and tissues for 

transplantation. Often cryopreservation takes place at dry ice temperatures 

(-80°C) or in liquid nitrogen (-196°C). At temperatures this low, cells can often be 

stored for many years in a biologically stable state since chemical reactions are 

limited. At such low temperatures of storage, bacterial growth is prevented. The 

only limitation to the length of storage in liquid nitrogen is the accumulation of 

damage caused by background ionizing radiation [6,44]. Transplantation of 

cryopreserved cells and tissues has been used to replace cells and tissues that 

are no longer functional due to disease or injury.

2
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With the advances that have taken place in cryobiology over the last 60 years, 

improved cryopreservation techniques for the preservation of cellular and tissue 

systems have been developed. There are many advantages to being able to 

bank cryopreserved cells and tissues for long periods of time. Cryopreservation 

allows time for donor screening and testing. This has recently become more 

important because of increased transmission of infectious diseases, thus 

requiring a full social, behavioral and medical history of the donor prior to 

transplantation. Long-term storage allows for more effective donor-recipient 

matching, tissue typing, infectious disease testing and national sharing of cells 

and tissues. The cryopreservation of cells and tissues also makes it easier to 

coordinate donor availability and recipient need.

The cryopreservation of mammalian cell lines has played a fundamental role in 

scientific research. Since mammalian cell lines are generally amenable to 

cryopreservation, it allows for storage of homogeneous aliquots [20]. The 

cryopreservation of most cells in suspension is now a routine procedure. Frozen 

red blood cells, lymphocytes, monocytes and hematopoietic progenitor cells from 

bone marrow and peripheral blood are currently being used for many clinical and 

diagnostic purposes [21]. Autologous bone marrow cells are routinely stored for 

transplantation after ablative therapy in the treatment of leukemia and other 

malignancies [58]. Sperm cells and embryo tissues for many different species 

including plants, insects, mammals and other animals have been stored for

3
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several reasons including the preservation of biological diversity in rare and 

endangered species.

1.2 Cellular Cryobiology

As a biological sample is cooled to temperatures below its equilibrium freezing 

point, ice forms in the extracellular liquid either spontaneously or by induced 

freezing. For cells in suspension, when freezing is initiated, ice forms outside of 

the cells, concentrating the solutes in the remaining liquid of the extracellular 

solution. Ice does not immediately form intracellularly because the cell 

membrane acts as a barrier for the growth of ice crystals into the cell through the 

membrane [46] and the cytoplasm contains few effective nucleators [14,43,63]. 

The cells become exposed to an increasingly hypertonic solution due to the 

progressive increase in the external solute concentration that occurs as more 

extracellular ice forms and the cell contents remain unfrozen or supercooled. 

The water in the unfrozen cell then has, by definition, a higher chemical potential 

than that of water in the partially frozen solution. In response to this difference in 

chemical potential, an osmotic pressure gradient is created. This gradient 

provides the driving force for the efflux of water out of the cell which results in cell 

shrinkage.

The survival of cryopreserved cells is strongly dependent on the rate at which 

cells are cooled and warmed. In cryopreservation protocols, the sample is 

cooled at a finite rate that is optimized for each cell type. In 1963, Mazur [45]

4
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suggested a quantitative approach to describing a cell’s response during 

freezing. He proposed that the rate of efflux of water from a cell during exposure 

to low temperature could be predicted if the water permeability of the cell, the 

initial osmolality of the cells and the surface area to volume ratio were known. 

The expressions he developed allow one to calculate the extent of supercooling 

in cells as a function of the cooling rate and to estimate the probability of 

intracellular ice formation as a function of cooling rate. As a result, in theory, 

cryopreservation protocols could be designed that avoided cellular injury.

Cellular injury is largely related to the nature and kinetics of the cellular response 

to temperature-induced conditions. The damaging effects of freezing on cells in 

suspension are dependent on two variables: the permeability of the cell 

membrane and the cooling rate [44]. If cells are cooled at rates higher or lower 

than the optimal cooling rate, damage will occur to the cells. Mazur et al., [48] 

proposed a ‘two-factor hypothesis’ of freezing damage, according to which there 

are two independent mechanisms of damage during freezing, one active at low 

cooling rates and the other at high cooling rates.

1.2a Slow cool injury

If cooling rates are too low, the cell continues to shrink as the temperature 

decreases and no ice forms inside the cells [45], The cell is able to lose water 

rapidly enough by exosmosis to concentrate the intracellular solutes sufficiently 

to eliminate supercooling and maintain the chemical potential of intracellular

5
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water in equilibrium with that of extracellular water. Cell injury is thought to be 

due to the effects of exposure to highly concentrated intracellular and 

extracellular solutions [48] or to mechanical interactions between the cells and 

extracellular ice [47]. These ‘solution effects’ included dehydration, concentration 

of solutes, changes in pH and the precipitation of solutes.

1.2b Rapid cool injury

When cooling rates are too high, the formation of ice in the extracellular solution 

is much faster than the efflux of water from the cells. Because water efflux from 

the cell is too slow to maintain osmotic equilibrium, the cytoplasm becomes 

increasingly supercooled until it eventually freezes. Cells that are cooled too 

quickly don’t shrink appreciably and equilibrate by forming intracellular ice [44], 

which is often lethal for cells in suspension [48]. There has been significant 

evidence for the correlation between cell injury and intracellular ice formation 

during rapid cooling [44],

1.2c Warming rates

The recovery of cells after freezing and thawing is not only dependent on the 

cooling rate but also on the rate of warming [3,55,59]. It has been found 

experimentally that cells that are cooled more slowly than the optimal rate survive 

better when the warming rate is low than when it is high. Because cells that are 

cooled slowly do not form intracellular ice but are severely dehydrated, if warmed 

rapidly, these cells may become osmotically stressed as the result of the rapid

6
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water influx. As a result, slowly cooled cells give higher recovery when warmed 

slowly. Conversely, cells that are cooled more rapidly than the optimum rate of 

cooling survive better when the warming rate is high because the small 

intracellular ice crystals formed during rapid cooling grow into larger damaging 

crystals during warming by the process of recrystallization [13]. To minimize the 

effects of recrystallization, rapid warming rates should be used for rapidly cooled 

cells.

1.3 Traditional Cryopreservation of Cells

Damage to cells during freezing is caused by both the exposure to high 

concentrations of solutes during slow cooling and to intracellular freezing during 

rapid cooling. Successful cryopreservation protocols have been dependent on 

the development of novel techniques to minimize both types of damage. Many 

types of cells do not survive freezing and thawing unless a cryoprotectant is 

present. Cryoprotectants are chemical compounds that are added to cells and 

tissues to mitigate the negative effects of freezing. In 1949, Polge et al., [61] 

were the first to use chemical compounds to enhance the survival of frozen 

biological material, when they discovered the cryoprotective action of glycerol. 

They found an increased viability in fowl sperm after freezing when the samples 

were suspended in a medium containing glycerol [61]. There are two main 

groups of cryoprotective agents: the permeating cryoprotectants - those which 

can diffuse through the plasma membrane and equilibrate in the cytoplasm; and 

the non-permeating cryoprotectants - those which cannot cross the cell

7
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membrane and don’t enter the cytoplasm unaided [22]. Innovative 

cryopreservation protocols for the addition and dilution of permeating and non­

permeating cryoprotectants that decrease the time of exposure and the 

concentration of the cryoprotectants continue to be developed in efforts to avoid 

their toxic effects when used in high concentrations.

1.3a Permeating cryoprotectants

The permeating cryoprotectants are generally small, non-ionic molecules that 

have high solubility in water at low temperatures and low cellular toxicity [22]. 

Examples of permeating cryoprotectants include glycerol, propylene glycol (PG) 

and dimethyl sulfoxide (DMSO). The permeating cryoprotectants are thought to 

act mainly colligatively by depressing the freezing point. As a result, the amount 

of ice formed at a given temperature is reduced; as well the electrolyte 

concentration inside and outside the cell is reduced at any given temperature 

(since less ice is formed both intracellularly and extracellularly and less osmotic 

shrinkage occurs) [41]. In general, as the concentration of cryoprotectant 

increases, cell survival improves. However, the cryoprotective chemicals 

themselves can be damaging and high concentrations of cryoprotectants have 

detrimental toxic and osmotic effects on cells, the latter of which are a 

consequence of the cell membrane being more permeable to the water than to 

the cryoprotectant.

8
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1.3b Non-permeating cryoprotectants

The non-permeating cryoprotectants are those that cannot cross the cell 

membrane and are generally larger molecules such as sugars or 

macromolecules including long-chain polymers that are soluble in water. They 

generally increase the osmolality well above their molar concentrations [22]. 

Examples of non-permeating cryoprotectants include trehalose, hydroxyethyl 

starch, dextran and sucrose. These cryoprotectants are thought to act by 

dehydrating the cell before freezing. Therefore, the amount of water the cell 

needs to lose to remain close to equilibrium during freezing is reduced. The non­

permeating cryoprotectants are then responsible for an additional osmotic stress 

on the cell that results in an increased loss of water at these high subzero 

temperatures. Protection against further cooling is obtained by osmotic 

shrinkage due to the increased concentration of the non-permeating 

cryoprotectant in the extracellular region [50]. The cytoplasm becomes less 

supercooled when non-permeating cryoprotectants are used, thus reducing the 

likelihood of intracellular ice forming.

1.4 Cellular Osmotics

As discussed earlier, water plays an essential role in cryobiology. Not only is the 

state of water in cells and the extracellular solution important, but also how water 

moves across cell membranes and the factors which affect this movement in and 

out of cells are of concern. Cells have a semi-permeable membrane so water 

and permeating solutes, such as permeating cryoprotectants are able to cross

9
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the cell membrane. A semi-permeable membrane allows certain molecules to 

pass through it by diffusion. The rate of passage depends on the concentration, 

pressure and temperature of the solutes on either side of the membrane, as well 

as the permeability of the membrane to each solute. Because of the semi- 

permeable nature of cell membranes, water will move in and out of the cell in 

response to changes in the extracellular environment. These changes may be 

brought about by a number of factors including: 1-) the addition and removal of 

cryoprotectants -  the cell will shrink or swell depending on the conditions of 

exposure; and 2-) the conversion of water to ice that takes place during freezing. 

As the extracellular solution becomes more concentrated as ice forms, water 

leaves the cell until osmotic equilibrium is reached. In general, the cells respond 

osmotically to the changes in the extracellular solution.

1.4a Basic thermodynamic equations

Solution thermodynamics can be used to describe a variety of processes that 

occur in cryobiology. The change in Gibbs free energy ( dG) of any simple 

system may be written as follows [9]:

(Eq.1-1)

dG = -SdT + VdP + YJ PidNt
i

where S is the entropy of the system, T is temperature, V is volume, P is 

pressure, ^ is the chemical potential and is the number of moles of species

i . The chemical potential of species i is defined as follows [10]:

10
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(Eq.1-2)

where the chemical potential is the thermodynamic property of a solution that 

drives mass transport across a cell membrane. Osmosis will adjust the 

concentration of the solutes and the water inside the cell so that the chemical 

potential of each of the different species inside the cell is equal to that of the 

extracellular components, assuming that the cell is permeable to that component.

At equilibrium, the chemical potential of the water inside the cell, ju{ , will equal 

the chemical potential of the water outside the cell M°'-

(Eq.1-3)

P i =

For an ideal, dilute solution, the chemical potential of the water in terms of the 

mole fraction of the solute, x2 , may be written as follows:

(Eq.1-4)

Ml (T, P , x 2 ) =  M l  (t, PRef)+ v; (p -  PRef) -  R T x 2 

where //* is the chemical potential of the pure water, v* is the partial molar

volume of water, PRef is some reference pressure, and R is the universal gas 

constant. For situations where the effects of hydrostatic pressure, P , may be 

neglected, the chemical potential for an ideal, dilute solution of one solute simply 

reduces to the following [10]:
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(Eq.1-5)

Lix{T ,P )= r i {T ,P ) -R T x 2

The chemical potential of the solvent may also be written in terms of the 

osmolality, k , the molecular weight of the solvent, MWsolvent and the mole fraction

of the solvent, xsolvent . The osmotic pressure, n  is equal to RT M̂W^lv-ent ̂ XsoIvent71.
vi

(Eq.1-6)

Hx = p x -RT{MWsolvent)xsolvent ̂

Pi =p* - v * n

Similarly, for a cell placed in a solution of a permeating solute, the solutes will 

move until equilibrium is reached and the chemical potential of the solute inside 

the cell will equal the chemical potential of the solute outside the cell.

(Eq. 1-7)

P i  =  P i

For an ideal, dilute solution, the chemical potential of the solute may be written 

as follows:

(Eq.1-8)

M 2 (T, P , x 2)  = W(T, P Ref )+v'2( p ~ P Ref)+RT \ n ( x 2)  

where y/ is an unspecified function of temperature and pressure related to the 

standard state of the permeating solute usually taken to be infinite dilution. For 

situations where the effects of hydrostatic pressure, P may be neglected, the 

chemical potential for an ideal, dilute solution of one solute simply reduces to the 

following [10]:

12

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(Eq.1-9)
/u2 (r , P,x2) = y/(T, P) + RT ln(x2)

1.4b Water transport across cell membranes

The rate of water movement across a cell membrane is proportional to the 

difference in chemical potentials of the water inside and outside the cell and 

hence is proportional to the difference in extracellular and intracellular 

osmolalities, osmolarities, or osmotic pressures. The equation for water 

transport across a cell membrane is given as follows:

(Eq.1-10)

^  = - L A R T { n e - * ' )  
dt p V '

where is the change in cell water volume (Vw) as a function of time ( t) . L
dt

is the membrane hydraulic conductivity, which is a measure of the rate of water 

movement across a cell membrane. A is the cell surface area, ne is the total 

extracellular solution osmolarity and n l is the total intracellular solution 

osmolarity. The higher the value of Lp , the faster the rate of water movement

will be across the cell membrane. Similarly, the higher the temperature of the 

system or the larger the concentration gradient across the cell membrane, the 

faster the rate of water movement will be. In general, the rate of water 

movement across a cell membrane is limited by the permeability properties of the 

membrane [23].
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In order to investigate the water movement across a cell membrane, we can look 

at work that was done by McGann in 1984 [49]. The osmotic response of bovine 

chondrocytes was modeled when exposed to the addition and dilution of the non­

permeating cryoprotectant, sucrose as shown in Figure 1-1. The osmotic 

response was investigated for various concentrations of sucrose at different 

temperatures. During addition of the non-permeating cryoprotectant, the cells 

start off at an isotonic volume. Since the sucrose cannot cross the cell 

membrane, the extracellular solution becomes more concentrated and the cells 

become exposed to an increased concentration of the non-permeating solute. In 

order to maintain osmotic equilibration, water leaves the cell and the cell shrinks. 

During the dilution stage, water rushes back into the cell in order to maintain 

osmotic equilibrium and the cell returns to the isotonic volume. In Figure 1-1, the 

rate of water movement across the cell membrane was shown to be temperature 

dependent as at the higher temperature the rate of water movement was faster. 

Similarly, at the higher concentrations, the gradient across the cell membrane 

was larger, thus the water movement across the cell membrane was faster.

1.4c Solute transport across cell membranes

The chemical potential of the permeating solute is the driving force for solute 

transport across cell membranes. For a dilute solution, the solute chemical 

potential difference is proportional to the difference in solute concentration across 

the cell membrane. The equation for solute transport across a cell membrane is 

given as follows:
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(Eq.1-11)

dNwhere — -  is the change in the intracellular number of permeating solute
dt

molecules as a function of time, Ps is the solute permeability, Ces is the 

extracellular solute molarity and C\ is the intracellular solute molarity. To convert 

from a solute flux to a volume flux, we can multiply by the partial molar volume of 

the solute, vs , as follows:

(Eq.1-12)
dV, dN,=vs- f - = VspsA(c:-ci)dt dt

The higher the value of Ps, the faster the rate of solute movement will be across

the cell membrane. Similarly, the higher the temperature of the system or the 

larger the solute concentration gradient across the cell membrane, the faster the 

rate of solute movement will be. In general, like the rate of water movement, the 

rate of solute movement across a cell membrane is limited by the permeability 

properties of the membrane.

The total cell volume and the overall movement of water and solutes is 

determined by using both (Eq.1- 10) and (Eq.1- 12). In order to investigate the 

water and solute movement across a cell membrane, we can look at work that 

was done by McGann [49] on the modeled osmotic response of bovine 

chondrocytes on the addition and dilution of various concentrations of the
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permeating cryoprotectant, DMSO, at different temperatures, as shown in Figure 

1-2. The cell initially starts off at its isotonic volume. Since water moves faster 

than DMSO, the cell initially shrinks and water rushes out of the cell. Water and 

DMSO will then both enter the cell in order to approach osmotic equilibrium and 

the cell returns back to the isotonic volume. During dilution, the cell initially 

swells since water will move faster than DMSO and then will shrink as both water 

and DMSO leave the cell to approach osmotic equilibrium. As shown in 

Figure 1-2, at the higher temperature, the rates of water and solute movement 

across the cell membrane were faster. Similarly, at the higher concentrations, 

the gradient across the cell membrane was larger, thus the water and solute 

movement across the cell membrane were faster.

1.4d Modern day transport formalisms

In general, the cell will respond osmotically to both the addition and removal of 

cryoprotectants as well as to changes occurring during freezing. Since the 

1930’s, formalisms have been developed to describe the efflux of water and 

solutes across cell membranes [33,34]. The two-parameter (2-P) formalism, built 

on the work of Jacobs and Stewart [33,34], uses two parameters, Lp and Ps, to

characterize membrane permeability when water, a permeating solute and a non­

permeating solute are present. The formalism essentially involves the equations 

(Eq.1-10), (Eq.1-11), and (Eq.1-12).

16

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Another commonly used transport formalisms in cryobiology was developed by 

Kedem and Katchalsky in 1958 [37]. This formalism was developed specifically 

to handle situations for which water and solute transport across a cell membrane 

were physically coupled but was also used to describe situations where the 

solute and solvent fluxes did not interact. The Kedem-Katchalsky (K-K) 

formalism used three fitting parameters to describe osmotic transport, Lp, Ps,

and the reflection coefficient, cr:

(Eq.1-13)

^  = -L t ART{c: -  c;)+ <r(c; -  C',)}

where C is the molarity with the superscripts denoting the internal cell solution (i) 

and the solution external to the cell (e) and the subscripts denoting the non­

permeating solutes (n) and the permeating solutes (s).

In 1998, Kleinhans wrote a review paper comparing the 2-P formalism with the 

K-K formalism [38]. Kleinhans argues that although the K-K formalism is the 

most general and commonly used formalism in cryobiology, it is not without 

drawbacks. As a result of this, Kleinhans proposed that the K-K formalism and 

cr were often unnecessary and demonstrated that the 2-P formalism worked just 

as well as the K-K formalism and essentially gave the same results for a number 

of different transport situations in which a common channel for solute and solvent 

was not present.
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It is important to recognize that when either the 2-P or the K-K equations are 

used to determine the permeability parameters, a dilute solution assumption is 

being made. The conditions of ideal and dilute solutions are not in general met in 

cryobiology, where conditions during freezing and when using high 

concentrations of cryoprotectants are not often dilute.

1.4e Methods for measuring osmotic parameters

In order to determine the osmotic properties of a cell, measurements of the 

equilibrium and non-equilibrium volume changes of the cell as a function of the 

osmolality of the extracellular solution are required. In order to measure cell 

membrane permeability parameters Lp and Ps, experimental data is fit to the

various transport formalisms. Cell volume changes that take place upon 

exposure to hypertonic and hypotonic solutions may be measured using various 

techniques. Video or photomicrography involves measuring the cross sectional 

area changes of cells with time to measure the rate of volume change of a cell

[24]. Other techniques used include stopped-flow spectrophotometers [7,70], a 

technique in which the cell volume change is monitored by using the linear 

relationship between the volume of the cell and the intensity of light that is 

scattered by the cell suspension. Diffusion and perfusion chambers are also used 

[53,71,75], whereby volume changes are observed using a light microscope 

while the extracellular media is changing. One of the most common means to 

determine permeability parameters has been to use electronic particle counters. 

Electronic particle counters are commonly used to study equilibrium size
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distributions of cells [2,4,5,28-31,39,52], as well as to measure changes in mean 

or mode cell volume that occur over time during exposure to hypertonic and 

hypotonic solutions [1,5,8,26,27,51]. Cells passing through the aperture in an 

electronic counter displace a volume of the conducting fluid resulting in a voltage 

pulse proportional to the volume of the cells.

1.5 Tissue Cryobiology

1.5a Challenges with tissue preservation

While the freezing of cells in suspension is fairly routine practice, the 

cryopreservation of tissues has proven to be a much more challenging task. The 

clinical demand for human tissue for transplantation continues to grow. The lack 

of native tissue available for transplantation has advanced tissue engineering as 

an emerging source of tissue for transplantation. With the development of 

engineered tissues for transplantation, there is an increasing demand to be able 

to preserve and store viable biomaterials [36]. Cryopreservation is often the only 

method for preserving the physiological structure, viability and function of tissues 

for long periods of time, thus making successful cryopreservation of native and 

engineered tissue even more important.

Cellular cryopreservation provides a starting point for cells within a tissue matrix. 

However, extrapolation to tissue preservation is not trivial for many reasons. 

Tissue cryopreservation has the added complexity of tissues containing more 

than one cell type, each with its own optimal cooling conditions. Also, tissues
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have a fixed geometry, so heat and mass transfer issues often come into play. 

Cells in the tissue are attached both to other cells and to the matrix [57]. These 

interactions are crucial in the functioning of the tissue. Tissues also depend on 

both the presence of living cells and a physically intact extracellular matrix. 

Damage to the matrix during freezing may be the result of the formation of ice 

[78] or by an indirect effect of changes in the solution composition [57].

The transplantation of human tissue is becoming more a routine practice and 

tissue banks around the world are being developed. However tissue banking is 

fairly limited to tissues that do not require live cells for optimal function or to those 

tissues that are relatively simple in structure where basic freezing techniques 

may be applied -  usually from techniques applied to cells in suspension [25]. 

Some tissues such as bone and tendon, do not require the presence of living 

cells in order to be utilized. Other tissues such as skin, vascular grafts, islets of 

Langerhans, blood, heart valves, corneas and articular cartilage, do require the 

presence of living cells in order to be functional. Cryopreservation of some 

tissues such as skin [77] and heart valves has been fairly successful whereas 

cryopreservation has been more challenging for other tissues such as articular 

cartilage [35] and corneas [69], where low temperature (hypothermic) storage is 

used over cryopreservation.

Despite the common use of many cryopreserved tissues such as skin, current 

traditional cryopreservation techniques are often damaging to cells resulting in a
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reduction of tissue function [64]. As a result of the insufficient supply of fresh 

tissue, cryopreserved skin is still used, despite its limitations [32]. Therefore, 

improved cryopreservation methods for both native and engineered skin are 

needed.

1.5b Vitrification as a non-traditional approach to tissue preservation

As a result of many of the problems resulting from ice formation inside tissues 

during freezing, current approaches towards tissue preservation attempt to 

eliminate ice formation by vitrification [11]. Vitrification involves the solidification 

of a supercooled liquid by adjusting the composition and cooling rate such that 

the crystal phase is avoided and a glassy state is formed (amorphous 

solidification). This is usually achieved by using high concentrations of 

cryoprotectants and high cooling rates [11]. Because the concentrations of 

cryoprotectants needed to achieve vitrification are so high, one of the primary 

challenges in vitrifying tissues is cryoprotectant toxicity. Vitrification has been 

used to successfully cryopreserve some cells and tissues, such as embryos [62], 

autologous vascular grafts [65,66], and attempts have been made with human 

skin [15,76].

1.6 Objectives and Scope of this Thesis

In order to optimize the viability of cryopreserved cells and tissues, a better 

understanding of osmotic transport is required. Passive transport plays a critical 

role in low temperature biology, especially since low temperatures tend to
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diminish the relative importance of active transport processes. Cryobiologists are 

generally concerned with the concentration and movement of water and solutes 

inside and outside the cell before, during and after the freezing process [54]. The 

transport behavior observed at near physiological conditions may bare little 

resemblance to transport characteristics that take place during the 

cryopreservation process. The addition and removal of cryoprotectants as well 

as the conversion of water to ice that takes place during freezing, leaves the cells 

exposed to highly concentrated solutions and non-dilute conditions. The 

conditions under which solutions becomes dilute depends on the nature of the 

solute involved. A dilute solution is one in which the osmolality of the solution is 

equal to the molality of the solution (i.e. - where solute-solute interactions do not 

play a role in the solution). Thus, by definition, a solution is ideal and dilute if 

(Eq.1- 5) holds. Outside the regions where solutions are dilute, solute-solute 

interactions will always be important. Dilute solution assumptions may hold true 

for low concentrations of cryoprotectants such as dimethyl sulfoxide. However 

for high concentrations of dimethyl sulfoxide, the osmolality of the solution will not 

equal the molality. For example, a 1 molal dimethyl sulfoxide solution has an 

osmolal concentration of 1.08, while a 6 molal dimethyl sulfoxide solution has an 

osmolal concentration of over 9. For a solute such as hemoglobin, which is 

highly non-ideal, even at low concentrations, the osmolality of the solution will not 

equal the molality. For example, a 0.05 molal hemoglobin solution has an 

osmolal concentration of 3.4. As a result, accurate descriptions of osmotic 

transport are required in order to design effective cryopreservation protocols.
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More accurate osmotic parameters can then be used in simulations to design 

cryopreservation protocols that may better predict and match experimental 

outcomes. More accurate simulations may cut down on experimental costs and 

allow for more complicated protocols to be tested. This will be particularly 

important when trying to preserve tissues particularly using vitrification where 

high concentrations of cryoprotectants are needed. With tissue preservation, 

there are a number of important factors to consider (multiple cell types, 

preserving the matrix, heat and mass transfer), and osmotic transport is just one 

of them. However, doing a good job of accurately describing osmotic transport 

will eventually assist in the successful preservation of tissues.

The main objective of this thesis is to gain insight into the role of non-dilute 

solution thermodynamics on passive osmotic transport in cryobiology and 

understand the parameters that affect osmotic transport, as well as the limitations 

of the current osmotic transport formalisms used in literature.

In the second chapter of this thesis, the effect of cell size distribution on the 

osmotic response of cells is examined. An understanding of the kinetics of the 

osmotic response of cells is important in understanding permeability properties of 

cell membranes and predicting cell responses during exposure to anisotonic 

conditions. Traditionally, a mathematical model of cell osmotic response is 

obtained by applying mass transport and Boyle-van’t Hoff equations using 

numerical methods. In the usual application of these equations, it is assumed
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that all cells are the same size equal to the mean or mode of the population. 

However, biological cells, (even if they had identical membranes and hence 

identical permeability characteristics - which they do not) have a distribution in 

cell size and will therefore shrink or swell at different rates when exposed to 

anisotonic conditions. A population of cells may therefore exhibit a different 

average osmotic response than that of a single cell. In this chapter, a 

mathematical model using mass transport and Boyle-van't Hoff equations was 

applied to measured size distributions of cells. Cell shrinkage data for Chinese 

hamster fibroblast cells (V-79W) and Madin-Darby canine kidney cells (MDCK) 

that were exposed to hypertonic solutions were analyzed. Consistent with the 

theoretical predictions, the size distributions of these cells were found to change 

over time, therefore the selection of the measure of central tendency (mean, 

median, and mode) for the population may affect the calculated osmotic 

parameters. The best measure of central tendency to describe osmotic volume 

changes in cell suspensions will be determined.

In the third chapter of this thesis, the role of cryoprotectant equilibration in tissues 

is investigated. The first step in the cryopreservation of cells or tissues is often 

the movement of a permeating cryoprotectant into the cells or tissues from the 

solution into which they have been placed. The cryoprotectant enters the cells or 

tissues by thermodynamic equilibration with the surroundings. In the reverse 

case, thermodynamic equilibration also drives the removal of permeating 

cryoprotectants by a dilution solution at the end of the preservation process when

24

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the cells or tissues are being readied for use. There have been reports of tissues 

having equilibrium cryoprotectant concentrations lower than that of the 

surrounding carrier solution. For various tissues, the equilibrium concentration of 

cryoprotectant inside the tissue is either equal to, or lower than the 

cryoprotectant concentration of the surrounding solution. A simple 

thermodynamic treatment of the solution-tissue equilibrium will be applied to offer 

a possible explanation for the difference in cryoprotectant concentration.

In the fourth chapter of this thesis, a detailed look into the current status of 

osmotic transport in the literature will be provided. The traditional theoretical 

descriptions of osmotic transport across cell membranes are based on the work 

of Jacobs and Stewart [33,34]. The 2-P formalism along with the assumptions of 

the transport equations will be investigated. In the early 1950’s, Staverman 

approached the problem of osmotic transport across cell membranes utilizing 

osmotic pressures by employing the linear theory of irreversible thermodynamics 

[67,68] and introduced the idea of a reflection coefficient. Kedem and Katchalsky 

built on this idea of a reflection coefficient and developed a formalism to describe 

osmotic transport across a cell membrane when water and solute transport 

across a membrane are physically coupled, usually through co-transport in a 

common channel. The derivation and assumptions made in the K-K formalism 

will be examined. In 1998, Kleinhans wrote a review paper comparing the 2-P 

formalism with the K-K formalism [38]. In this chapter a detailed examination of 

the paper will be discussed as well as discussion on the reflection coefficient and
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a comparison between the 2-P and the K-K formalism. The main objective of this 

chapter is to outline the main assumptions, limitations and common mistakes and 

misconceptions made in the transport formalisms and their applications used in 

the literature today.

Because of the many limiting assumptions of the traditional transport formalism, 

a new set of transport equations that do not make dilute solution assumptions, 

will be developed. Mass transport across a cell membrane is driven by the 

chemical potential of the solvent and the solute. In the fifth chapter of this thesis, 

a detailed derivation of non-dilute chemical potential equations for the solvent 

and the solute will be presented. In the literature there are a number of 

mathematical relationships used to describe osmolarity or osmolality as a 

function of concentration and the osmotic virial equation is one of them. The 

osmotic virial equation treats osmolality (or osmolarity or osmotic pressure) as a 

polynomial expansion in concentration with the first term being linear in 

concentration. As well in this chapter, a thermodynamic basis for a new mixing 

rule for the osmotic virial equation will be provided.

In the sixth chapter of this thesis an analysis of various equations for solute 

transport will be presented. In order to better understand osmotic transport, a 

closer look needs to be taken at the solute transport equations. The solute 

transport equations may be examined from a number of different perspectives 

including Fick’s Law of Diffusion, the Onsager approach and Statistical Rate
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Theory. Statistical Rate Theory is a relatively new theory of non-equilibrium 

thermodynamics proposed by C. A. Ward [72,73]. The theory provides an 

expression for the instantaneous net molecular transport rate across the interface 

of two similar or different phases. No equilibrium assumptions are made in the 

development of Statistical Rate Theory and it can be used to derive rate 

equations that may be written entirely in terms of experimental and 

thermodynamic variables that may be tabulated, measured or controlled. As a 

result, Statistical Rate Theory can be used to indicate whether various solute 

permeability coefficients such as the diffusion coefficient in Fick’s Law of 

Diffusion and the solute permeability coefficient, Ps, have a concentration

dependence or not. As well, in this chapter a new set of transport equations 

were developed that make no near equilibrium or dilute solution assumptions. 

The new transport equations were fit to experimental data for human corneal 

epithelial cells exposed to various concentrations of DMSO.

Overall this thesis will provide insight into osmotic transport in cryobiology for 

both cellular and tissue systems.
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Figure 1-1 Osmotic response during the addition and dilution 
of cryoprotectants: non-permeating solutes
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Figure 1-2 Osmotic response during the addition and dilution 
of cryoprotectants: permeating solutes
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Chapter 2: The Effect of Cell Size Distribution on the 
Predicted Osmotic Response of Cells*

2.1 Introduction

Understanding the kinetics of cell osmotic response is a critical step in estimating 

water and solute fluxes across cell membranes, and in determining cellular 

osmotic permeability characteristics. Calculation of the osmotic properties 

requires measurements of the equilibrium cell volume and the non-equilibrium 

cell volume as a function of time. Estimates of the membrane hydraulic 

conductivity of the plasma membrane to water and various solutes are obtained 

by fitting these experimental data to theoretical predictions.

Since the 1950’s, there have been a number of mathematical models developed 

to predict the osmotic parameters of cells [8,17,20]. Changes in cell volume 

caused by differences in concentration across the cell membrane have been 

used extensively to determine the permeability characteristics of cell membranes 

to both water and permeating solutes [16,17]. Currently, a mathematical model 

of the osmotic response of cells is obtained by applying the membrane mass 

transport equation [16] and the Boyle-van’t Hoff equation [19] using numerical 

methods. In applying these equations, it is normally assumed that all the cells 

are the same size, (equal to the mean or mode of the population) and have the

*This chapter has been published as: Elmoazzen. HY., Chan. CCV., Acker. JP., Elliott. JAW., McGann. LE. “The 
effect o f cell size distribution on predicted osmotic responses o f  cells”. Cryo Letters. 2005 May-Jun;26(3):147-58. 
Initial theoretical work was started by C. C. V  Chan; MDCK cell culture and Coulter measurements were done by 
J. P. Acker; V-79W  cell culture and Coulter measurements were done by H. Y. Elmoazzen during MSc thesis.
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same permeability characteristics. In cell populations with a distribution of cell 

sizes, cells will shrink or swell at different rates when exposed to anisotonic 

environments. The size distribution of a population of cells will affect the average 

osmotic response, as larger spherical cells take longer to reach their final volume 

than smaller cells. When there is a broad, non-Gaussian distribution of cell 

volumes, determining an ‘average’ volume that accurately represents the cell 

population is not trivial. Identifying the measure of central tendency for the cell 

population will affect the calculated osmotic parameters [4,13-15]. Armitage and 

Juss [4] showed that cell size distributions for keratocytes were positively 

skewed, which is typical for mammalian cells. They concluded that the mean 

was not an appropriate measure of central tendency, and suggested that the 

mode may be more applicable. The importance of cell water content in 

cryobiology and the effect of cell size distribution on a population of cells was 

recognized in a study by Cosman [6], that examined the distributions in 

properties needed to analyze water transport for a cell population such as area, 

permeability, initial water content and activation energy. The analysis was 

performed assuming a normal distribution of cell properties.

Electronic particle counters are commonly used to study equilibrium size 

distributions of cells [2-4,12-15,18,22] as well as to measure changes in mean or 

mode cell volume that occur over time during exposure to hypertonic and 

hypotonic solutions [1,4,5,10,11,21]. In kinetic studies, electronic particle 

counters are used to obtain rapid measurements of cell volumes that are then
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used to determine the cell permeability characteristics using theoretical models. 

This technique has been applied to many cell types such as mouse lymphoblasts

[5], human lymphocytes [21], sperm cells from various species [10], and human 

keratinocytes [1]. One of the benefits of using the electronic particle counter over 

optical methods is that it can rapidly and reproducibly collect data for the 

equilibrium and non-equilibrium volumes of the cell population [1]. Electronic 

particle counters have been used in the past to study both the time evolution of a 

cell population as a whole [5] and equilibrium size distributions [4]. Previous 

results have documented the time course of osmotic adaptation of a population 

distribution of cells [5]; but have not examined the time dependence of the 

distributions during osmotic volume change.

In the present study, the equipment and methods used allowed recording of both 

the volume of each cell, and the time at which it passed through the aperture of 

an electronic particle counter. This process allowed the time evolution of the 

cell size distribution to be monitored over short time intervals (1 sec) for 

moderately rapid-responding cells. Several parameters influence osmotic 

responses of cells, such as permeability parameters, surface area and volume. 

The common use of sampling cell suspensions during osmotic volume 

excursions to estimate volume changes introduces the question of the most 

appropriate measure of central tendency. This is the first detailed study on the 

use of cell size distributions to predict cellular osmotic parameters using 

theoretical simulations correlated with experimental measurements. Experiments
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were conducted specifically for the purpose of analyzing the time-dependence of 

cell size distributions during osmotic changes in cell volume.

Calculated distributions based on hypothetical hydraulic conductivities and 

osmotically inactive fractions and actual initial cell size distributions were used to 

compare three different methods of obtaining the ‘average’ cell volume - the 

mean, median and mode - to determine which measure of central tendency best 

described the osmotic behavior of cell populations.

Mean

The mean is the most common measure of central tendency. When data is 

presented in a frequency distribution, the arithmetic mean computed from 

grouped data is given by the following formula:

(Eq. 2-1)

^ —
S /i

where k is the number of class intervals, mi is the midpoint of the i th class 

interval and f. is the frequency of the iA class interval [7].

Median

The median of a set of numbers arranged in order of magnitude is either the 

middle value or the arithmetic mean of the middle two values. To compute the
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median from grouped data, the first step is to define the class interval in which 

the median is located. This is done by finding the n/2 value, where n is the 

number of values in the sample. The median can then be computed using the 

following formula:

(Eq.2-2)

where Z, is the lower limit of the interval containing the median, £/,. is the upper 

limit of the interval containing the median, j i is the number of observations away 

from reaching the median value after the lower limit of the interval containing the 

median has been reached, and f t is the frequency of the interval containing the 

median [7].

Mode

The mode of a set of numbers is the value that occurs with the greatest 

frequency. To compute the mode from grouped data the first step is to locate the 

class interval in which the mode is located. This is done by finding the class 

interval with the highest number of samples. In the case of grouped data, from a 

frequency distribution, the mode can be obtained from the following formula:

(Eq. 2- 3)

mode = L, + A.
. A] + A 2 j
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where L{ is the lower class boundary of the class containing the mode, Ut is the 

upper class boundary of the class containing the mode, At is excess of modal 

frequency over the frequency of the next lower class, and A2 is excess of modal 

frequency over the frequency of the next higher class [24].

2.2 Osmotic Response of Cells of a Single Size

When a single cell is placed in an environment where the effective osmolality due 

to impermeant solutes outside the cell is greater than the osmolality of the 

solution inside the cell, water will move out of the cell. The membrane mass 

transport model [16] describes the rate of volume change:

(Eq. 2- 4)

A ^  = LrART(xl - x . )

where Lp is the membrane hydraulic conductivity, A is the cell surface area, R 

is the universal gas constant, T is the absolute temperature, is the 

intracellular osmolality and xe is the extracellular osmolality.

The Boyle van’t Hoff equation [19] is used to relate the cell volume, V , to the 

intracellular osmolality, ni and the isotonic osmolality, z0,

(Eq. 2- 5)

£  =  — (1- v J + v ,
V„ 7T;
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where V0 is the cell volume at the isotonic osmolality n0, and vb is the 

osmotically inactive fraction of the isotonic cell volume.

2.3 Osmotic Response of Cells with Size Distributions

In order to compare a theoretical evolution of the size distribution of a population 

of cells with experimental measurements, the measured initial size distribution of 

the cells used for the experiment was chosen as the basis for the calculations. 

Volumes at different times for each cell in the distribution were calculated from 

simulations using in-house software. This distribution program creates a 

population of 105 cells, all with the specified permeability parameters, and with 

isotonic volumes distributed to fit a selected volume distribution. The program 

then calculates the osmotic response of each individual cell by applying (Eq. 2- 

4) and (Eq. 2- 5). This allows theoretical size distributions to be generated at the 

time intervals during osmotic shrinkage of the population.

2.4 Materials and Methods 

2.4a Cell culture

Two cell lines with different cell size distributions were used to investigate the 

effects of cell size distribution on the osmotic response of the cells. The V-79W 

line of Chinese hamster fibroblasts has a narrow, non-Gaussian size distribution. 

The fibroblasts were incubated at 37°C in an atmosphere of 95% (v/v) air + 5% 

(v/v) carbon dioxide in a supplemented medium consisting of minimum essential 

medium (MEM) with Hanks’ salts, 16 mM sodium bicarbonate, 2 mM L-
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glutamine, 10% (v/v) fetal bovine serum and antibiotics (penicillin G (50 p.g/mL), 

streptomycin (50 pg/mL)) (all components from GIBCO Laboratories, Grand 

Island, NY). Cells were maintained in tissue culture flasks (25 cm2; Corning 

Glass Works, Corning, NY) and harvested by exposure to a 0.25% trypsin 

solution (GIBCO) for 10 min at 37°C. Single fibroblast cells were re-suspended in 

the supplemented MEM before being used experimentally.

The second cell line was the Madin-Darby Canine Kidney (MDCK; CCL 34, 

American Type Culture Collection) cell line, with a broad cell size distribution. 

These cells were cultured at 37°C in an atmosphere of 95% (v/v) air + 5% (v/v) 

carbon dioxide in an antibiotic-free minimum essential medium (MEM) containing 

10% (v/v) fetal bovine serum (all components from Gibco Laboratories). Cells 

were maintained in tissue culture flasks (25 cm2, Corning Glass Works) before 

being dissociated into single cells by exposure to a 0.25% trypsin-EDTA solution 

(GIBCO) for 10 min at 37°C. The MDCK cells were re-suspended into the cell- 

specific tissue culture medium before being used experimentally. For both cell 

lines, samples were examined microscopically to ensure a single-cell 

suspension, with few aggregates.

2.4b Experimental volume distributions

Electronic particle counters have been used previously to determine the 

membrane permeability characteristics of cells [1,5,10,21]. Cells passing through 

the aperture in an electronic counter displace a volume of the conducting fluid
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resulting in a voltage pulse proportional to the volume of the cells. In this study, 

a Coulter counter (model ZB1, Coulter Inc, Hialeah, FL) was connected to a 

personal computer via a pulse-height analyzer (The Great Canadian Computer 

Company, Spruce Grove, AB, Canada). This device, with the accompanying Cell 

Size Analyzer software, recorded the time of passage and size of each cell 

passing through the Coulter aperture [22], A calibration factor, determined using 

latex beads of known sizes (Coulter Calibration Standards: 10.0 pm diameter), 

was used to determine cell volumes. Histograms were generated over 1 second 

intervals during the course of osmotic shrinkage. Measurements were

accumulated for ±0.5 seconds of the stated interval. For the experimental 

measurements, bin sizes were set at 194 pm3 (22 bins) and 74.4 pm3 (25 bins) 

for MDCK and V-79W cells, respectively, in order to have a sufficient number of 

cells in each bin to generate the histograms. The total cell count for the MDCK 

and V-79W cells were 23,913 and 55,155, respectively, in order to maintain the 

probability of multiple cells simultaneously passing through the Coulter aperture 

to « 1 % .

2.4c Theoretical volume distributions created to compare to experimental 
volume distributions

Theoretical volume distributions were created from the measured experimental 

isotonic volume distributions, using the same resolution as the Cell Size Analyzer 

data acquisition software, i.e. 256 volume levels. No further binning was 

performed during the simulations. The effective surface area for osmotic 

transport was assumed to vary as the surface of a sphere. As in common
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practice, mean volumes were used to calculate Lp from the experimental data. 

These same values of the hydraulic conductivity, osmotically inactive fraction, 

temperature and solution concentrations were used to calculate theoretical 

volume distributions as a function of time to compare with the experimental 

distributions for V-79W and MDCK cells.

2.4d Hypothetical distributions created to compare various measures of 
central tendency

Four initial, hypothetical cell size distributions (Table 2-1) were created using 

built-in functions in Microsoft Excel (NORMDIST and LOGNORMDIST), and were 

then used as the initial distributions in the simulation program to calculate 

distributions as a function of time during osmotic shrinkage. From these 

hypothetical size distributions the three measures of central tendency were 

calculated as a function of time. The three calculated ‘averages’ as a function of 

time were independently fit to the transport equations in order to derive 

permeability parameters from the resulting distributions. This is equivalent to the 

use of experimental measurements of cell volumes in the determination of 

osmotic permeability parameters. The resulting parameters were then compared 

to the actual parameters used in the simulation. Figure 2-1 outlines this process 

and shows the hypothetical parameters used in the simulation.
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Table 2-1: Hypothetical cell size distributions

Description Distribution Mean Standard
Deviation

Normal Narrow Normal
Distribution

Mean = 1280 128

Normal Wide Normal
Distribution

Mean = 1280 384

Lognormal Narrow Lognormal
Distribution

(In) mean = 6.3 (In) standard 
deviation = 0.3

Lognormal Wide Lognormal
Distribution

(In) mean = 6.3 (In) standard 
deviation =1.0

2.4e Osmotic experiments

Experimental solutions were prepared by diluting a 10X isotonic phosphate 

buffered saline solution (Gibco). V-79W fibroblast or MDCK cells in an isotonic 

solution (300 mOsmol/kg) were abruptly transferred into a well-mixed hypertonic 

solution of 1790 mOsmol/kg or 1530 mOsmol/kg respectively at 22°C, and the 

cell volumes captured as a function of time. In these experimental solutions, 

cells shrink down to their equilibrium size and remain shrunken over the duration 

of the experiment. The osmolalities of the experimental solutions were measured 

with a freezing point depression osmometer (model 5004, Precision Systems, 

Inc.).
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2.5 Results

2.5a Experimental cell size distribution as a function of time

Experimental cell size distributions as functions of time for the MDCK and V-79W 

cells were used to calculate experimental osmotic parameters. Using the mean 

as the measure of central tendency as is normally done in published studies, and 

fitting the mean of the experimental volume distribution to the transport equations 

using a least square error method, gave the values listed in Table 2-2. The 

values of these parameters are similar to those previously reported for the MDCK 

cells [9] and for the V-79W cells [23].

Figure 2-2a shows a sample experimentally-measured cell size distribution as a 

function of time during the course of osmotic shrinkage for MDCK cells. The 

hydraulic conductivity and osmotically inactive fraction for this particular run were

0.19 pm3/pm2/atm/min and 0.40 respectively. Similar results for V-79W cells are 

shown in Figure 2-3a. The hydraulic conductivity and osmotically inactive 

fraction for this particular run were 1.19 pm3/pm2/atm/min and 0.36 respectively.

Table 2-2: Average experimental values calculated using the mean (n=5)

MDCK Cells V-79W Cells

Isotonic
Volume

1715 pm3 738 pm3

Lp 0.19 ±0.02
•5 'y

pm /pm /atm/min
1.09 ±0.2 

pm3/pm2/atm/min
vb 0.39 ±0.1 0.37 ±0.1
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2.5b Theoretical cell size distributions as functions of time

Starting with the measured isotonic volume distributions (i.e. the initial isotonic 

distributions shown in Figures 2-2a and 2-3a), theoretical size distributions were 

calculated as a function of time in the hypertonic solutions. Figure 2-2b shows 

the theoretical size distribution for the MDCK cells as a function of time in a 1530 

mOsmol/kg solution using an Lp of 0.19 pm3/jj,m2/atm/min and an osmotically 

inactive fraction of 0.40 at a temperature of 22°C. Similarly, Figure 2-3b shows 

the theoretical size distribution for the V-79W cells as a function of time using an 

Lp of 1.19 pm3/|am2/atm/min and an osmotically inactive fraction of 0.36 in a 1790 

mOsmol/kg solution at a temperature of 22°C.

2.5c Effects of various measures of central tendency

Figure 2-4 shows four different hypothetical theoretical cell size distributions 

(lognormal wide, lognormal narrow, normal wide, normal narrow), used to 

generate histograms of size distributions as functions of time during osmotic 

shrinkage. From these size distributions, the mean, median, and mode volumes 

as functions of time were calculated. Fitting these curves to the osmotic 

transport equations resulted in the values for the hydraulic conductivity shown in 

Table 2-3. These results were compared to the value of the hydraulic 

conductivity for individual cells (1.5 ^m3/pm2/atm/min) used in the simulations, 

and the error (%) was determined.
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Table 2-3: Hydraulic conductivity values calculated using different
measures of central tendency for various theoretical cell size distributions
Distribution Theoretical Lp

(p.m3/|im2/atm/min)

Calculated Lp

(|im3/pm2/atm/min)

Mean Median Mode

Normal
Narrow

1.5 1.51 
(0.97 % error)

1.54 
(2.88 % error)

1.53 
(1.85 % error)

Normal
Wide

1.5 1.49 
(0.64 % error)

1.54 
(2.87 % error)

1.59 
(5.82 % error)

Lognormal
Narrow

1.5 1.51 
(0.75 % error)

1.57 
(4.60 % error)

1.68 
(11.70% error)

Lognormal
Wide

1.5 1.38 
(7.85 % error)

1.61 
(7.37 % error)

1.81 
(20.80 % error)

2.6 Discussion

The size distribution for both the MDCK and the V-79W cells shown in Figures 2- 

2a, 2-2b, 2-3a, and 2-3b indicate that the shape of the size distribution changes 

during osmotic shrinkage. This is expected because cells with identical 

permeability characteristics have a distribution in cell size and therefore will 

shrink or swell at different rates when exposed to anisotonic conditions. Smaller 

cells, with a higher surface-area-to-volume ratio, will respond more rapidly than 

larger cells. This is supported by experimental observations and theoretical 

calculations. Therefore a population of cells will have different shrinkage kinetics 

than a single cell (or cells with a uniform size), and one may need to choose 

carefully the measure of central tendency to use with the single-cell membrane
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mass transport equation to obtain the membrane hydraulic conductivity for a 

population of cells.

The experimental system is limited by the number of cells available. When 

sampling at time intervals during osmotic shrinkage, there are too few cells to 

create experimental distributions with sufficient accuracy for comparison of the 

mean, median, and mode of the experimental data. Theoretical distributions, 

created from the experimental, isotonic distributions allowed a large number of 

cells (105) to be used for each time increment, compared to (~200) for the 

experimental data. While the experimental distributions were created over 1 

second time intervals and the theoretical distributions were taken at specific 

times, not cumulated over a time interval, Figures 2-2 and 2-3 show that the 

experimental and theoretical distributions are similar. These similarities in the 

shapes of the experimental and theoretical distributions indicate that the 

theoretical distributions can provide insight into the kinetics of osmotic responses 

in populations of cells.

Sampling a population is a statistical method to track changes in a population as 

a function of time. Unlike the theoretical distributions where each cell in the 

population is tracked throughout the course of the simulation, the experimental 

population is sampled continuously and individual cells cannot be tracked. 

Hypothetically, values of Lp could be obtained by fitting (Eq. 2- 4) and (Eq. 2- 5)
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to the unmodified Coulter data but this requires fitting for the isotonic volume, 

which itself includes an assumption of a measure of central tendency.

Changes in cell volume, brought about by changes in the external solute 

concentration, have been used to determine cell membrane permeability 

characteristics to both water and to solutes. Fundamental to these experiments 

is the ability to determine values for the hydraulic conductivity. The values for the 

hydraulic conductivity may be different depending on the measure of central 

tendency used to analyze the osmotic response of cells. From the analysis of 

the various methods of central tendency, it was found that there was some 

degree of error with each measure of central tendency that was investigated. For 

normal distributions all measures of central tendency gave fairly low errors with 

the mode giving the largest error when the distribution was “wide”. It should be 

noted that, although the distribution is normal initially and after equilibrium in the 

hypertonic solution, it diverges from a normal distribution during the course of 

osmotic shrinkage, as smaller cells in the population shrink more rapidly than 

larger cells because of their higher surface area to volume ratio. Since the order 

of a cell in the distribution cannot change if the bins over volume and time were 

infinitely thin (impossible experimentally), then the cell that is the median or mode 

would remain unchanged. However, in real experimental systems, there is a 

finite number of bins, with one bin representing a collection of cells. The cells 

that make up that collection will change as individual cells cross the bin 

boundaries. For both normal and skewed experimental distributions, the mean,
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median and mode follow different kinetics during shrinkage, so will result in 

different values for the hydraulic conductivity. For lognormal (skewed 

distributions), which are more representative of actual cell size distributions, the 

mean and median gave comparable errors and the mode was found to be the 

worst measure of central tendency to use, with errors up to 20.80% for the wide 

lognormal distribution investigated. The results validate the current practice in 

published literature of using the mean cell volume to analyze cell osmotic kinetics 

[1,5,10,11,21], contrary to published suggestions that the mode should be used

[4]-

2.7 Conclusions

Analysis of the experimental data for both the MDCK and the V-79W cells, two 

cell types with different isotonic volumes and different cell size distributions, 

showed that the shapes of the cell size distributions change with time during 

osmotic volume changes. This implies that one must carefully choose the 

measure of central tendency to use when analyzing the osmotic response of cells 

with size distributions. A novel tool was developed to test which method of 

central tendency should be used when analyzing osmotic data. It was clearly 

shown that the mean or median cell volume rather than the mode should be used 

to analyze osmotic data. However, in many cases the errors associated with 

using various measures of central tendency were small and may be acceptable 

considering other experimental errors in measuring osmotic permeability 

parameters.
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Figure 2-1: Outline of the process used to create theoretical 
distributions in order to compare the various measures of central 
tendency
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concentration = 1530 mOsmol/kg)
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Chapter 3: Cryoprotectant Equilibration in Tissues*

3.1 Introduction

Cryopreservation protocols often require the use of cryoprotective compounds to 

improve the survival of cells and tissues upon freezing [1,2,17,20,23], and to 

moderate the normally lethal effects of extracellular salt concentration, 

intracellular ice and ice in the matrix of tissues. In traditional cryopreservation of 

cells in suspension, cryoprotectants are used to manipulate the intracellular and 

extracellular freezing-point dependence on concentration and thus the amount of 

ice formed at a given temperature. Many current approaches towards tissue 

preservation use high concentrations of cryoprotectants and high cooling rates 

with the aim of vitrifying the tissue, thereby avoiding problems resulting from ice 

formation inside tissues during traditional freezing protocols [10]. For both 

traditional cryopreservation and vitrification, the first step in the preservation of 

cells or tissues is often the movement of a permeating cryoprotectant into the 

cells or tissues. The success of a particular protocol normally depends on the 

concentration of cryoprotectant inside the cell or tissue. The cryoprotectant 

enters the cells or tissues by thermodynamic equilibration with the surroundings. 

In the reverse case, thermodynamic equilibration also drives the removal of 

permeating cryoprotectants by a dilution solution at the end of the preservation 

process when the cells or tissues are being readied for use. Thus, an

"This chapter with minor modifications has been published as: Elmoazzen. HY., Elliott. JAW., McGann. LE.
“Cryoprotectant equilibration in tissues”. Cryobiology. 2005 Aug;51(l):85-91.
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understanding of cryoprotectant equilibration is necessary in optimizing 

preservation protocols.

In order to develop successful cryopreservation protocols, it is necessary to 

determine the final equilibrium concentration of the selected cryoprotectants in 

the tissue. Three main experimental methods are used to measure 

cryoprotectant concentrations in tissues: proton nuclear magnetic resonance (H- 

NMR), magnetic resonance (MR) imaging and high performance liquid 

chromatography (HPLC). Proton NMR has been used successfully in the past as 

a rapid and effective method to measure the final equilibrium concentrations of 

cryoprotectants in various tissues including skin [29], corneas [26,27], articular 

cartilage [23], kidney tissue [15,16], liver tissue [11,12,15,16], arteries [1], and 

heart valves [20]. Nuclear magnetic resonance spectroscopy provides a 

quantitative measurement of absolute concentrations of species in aqueous 

solutions. The second method that can be used is MR imaging. Magnetic 

resonance imaging is a common non-destructive technique used to quantify the 

concentration of molecules inside a 3D structure [2]. Magnetic resonance 

imaging techniques have been developed to quantify the concentration of 

cryoprotectants in tissues such as embryos [14] and engineered dermal 

replacements [2], allowing examination of temporal and spatial distribution of 

water and cryoprotectant within a tissue. The third method used to determine the 

concentration of cryoprotectant in a tissue sample is HPLC, which has been used 

to determine the concentration of dimethyl sulfoxide in porcine myocardium [4].
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Using the above techniques, there have been reports of tissues having 

equilibrium cryoprotectant concentrations lower than that of the surrounding 

carrier solution [2,11,23,26,29]. Table 3-1 illustrates that there have been many 

reports of tissues in equilibrium with differences in concentration between the 

inside and the outside, and the degree of these differences appear to vary with 

the type of tissue. The first three entries are for arteries [1,28], myocardium [4] 

and heart valves [20] where the equilibrium cryoprotectant concentration within 

the tissue approaches that of the external medium. The lower entries in Table 3- 

1 for skin [29], cartilage [23,24], corneas [26,27] and liver tissue [12] appear to 

reach equilibrium at a lower concentration than the external medium. The 

purpose of this paper is to point out the role of an equilibrium pressure differential 

in the equilibrium cryoprotectant concentration in the tissues.
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Table 3-1: Various experimental results from the literature

Tissue Cryoprotectant Relative Tissue 
Concentration

Rabbit arteries DMSO 99-100% [1,2]

Ethylene glycol 94%f [28]

Porcine myocardium DMSO 100% [4]

Porcine heart valves DMSO -100% [20]

Freeze-dried cross-linked 
collagen

DMSO -60% [2]

Skin Glycerol 44-69% [29]

Porcine articular 
cartilage

DMSO 70% [23]

Ovine articular cartilage DMSO 88% [24]

Corneas DMSO 82-88% [26,27]

Liver tissue DMSO 55-75% [11]

Rat hepatocytes 
(Sandwiched between 
two layers of collagen)

DMSO 65-68% [25]

f 94%  equilibration was the result after one hour o f  exposure w h ich  w as all the tim e investigated
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There is confusion in the literature as to the role of pressure in tissue 

equilibration. Levin makes a model of transport in tissues assuming 4- 

component ideal dilute solutions [21]. Levin considers transport, while our paper 

addresses equilibrium. However, we note that while Levin included the 

possibility of a pressure differential in the water transport equation, the role of 

pressure in the solute transport was not included. Thus a simple yet careful look 

at the role of pressure on solute equilibrium is necessary. Eventually solute 

transport equations will need to be revisited as well. A thermodynamic analysis 

shows that the equilibrium concentration of cryoprotectant inside the tissue is 

either equal to, or lower than the cryoprotectant concentration of the surrounding 

solution, depending on whether the tissue can maintain an equilibrium pressure 

differential above the surrounding solution.

3.2 A Model Based on Ideal Dilute Solution Equations

Consider the equilibration between the extracellular solution and tissue shown 

schematically in Figure 3-1, where N is the number of moles of water (1), 

cryoprotectant (2), “biological component” (3) within the tissue, and extracellular 

solute in the carrier solution (4). It is assumed that water and cryoprotectant are 

free to cross the solution-tissue boundary and that the “biological component” 

(e.g. - the matrix) stays in the tissue and that any additional carrier solution solute 

stays outside of the tissue. The entire system is held at a constant temperature 

(T). At thermodynamic equilibrium, the chemical potential of the water inside the 

tissue (//() will equal the chemical potential of the water outside the tissue (//").
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Similarly, at equilibrium, the chemical potential of the cryoprotectant inside the 

tissue (ju‘2) will equal the chemical potential of the cryoprotectant outside the 

tissue (//2°).

(Eq. 3-1)

Ml = Ml

(Eq. 3- 2)

Ml = M°i

A common misconception is that (Eq. 3- 2) implies that at thermodynamic 

equilibrium the concentration of the cryoprotectant in the solution surrounding the 

tissue and the concentration of the cryoprotectant in the solution within the tissue 

will be equal. As the chemical potentials may, in general, depend on 

concentration and pressure, only for situations with no pressure difference 

between the inside of the tissue and the outside, will (Eq. 3- 2) imply 

cryoprotectant concentrations are equal.

For ideal, dilute solutions in the tissue and carrier solutions, the chemical 

potential equations are written as follows [3]:

(Eq. 3- 3)

jui(T,Pi ,x!2,x ‘ ) = M;(T ,P Ref)+ v ;(p ‘ - P Ref)-R T x i2 -R T x i

(Eq. 3- 4)

£ ( r , p ° , x° ,x° 4 ) = j u ; ( r ,p Ref)+ v * ( p °  - p Ref) - r t x °2 - r t x °4
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(Eq. 3- 5)

/ / '  (T ,P ,x ‘2) = yz2(r ,P * e/)+  v*(P1' - P *e/)+  R T ln (x ')

(Eq. 3- 6)

ju°2 (T, P,x °2 ) = W2 (T, PM  )+ v2* (P° -  PRef )+ RT ln(xj )

where P is pressure, R is the universal gas constant and x is mole fraction. 

P Ref is a reference pressure. The pressure on the inside of the tissue is assumed 

to be uniform. The subscripts 1, 2, 3 and 4 denote the water, cryoprotectant, 

“biological component” and extracellular solute, respectively. The superscripts i 

and o refer a quantity to the intracellular and extracellular solutions respectively, 

v* and v* are the partial molar volumes of components 1 and 2 respectively. 

and p*2 are chemical potentials of the pure components. The standard state for 

the solvent, water, is usually taken to be pure water. The function y/2 is related 

to the standard state for the cryoprotectant usually taken to be infinite dilution. In 

the above equations it has been assumed that the partial molar volumes are 

independent of pressure.

Substituting (Eq. 3- 3) and (Eq. 3- 4) into (Eq. 3-1) gives:

(Eq. 3- 7)

jul (T,PRef )+ v; (P‘ -  P Ref )-R Tx[ -  RTx[ = jul ( t ,P Ref )+ v,*(p ° -  PRef ) -  RTx°2 -  RTx\\ 

Simplifying (Eq. 3- 7) results in:

(Eq. 3- 8)
v *[po - p l ) =  r t ( x °2 +  x°  - x ‘2 - x [ )
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Substituting (Eq. 3- 5) and (Eq. 3- 6) into (Eq. 3- 2) gives:

(Eq. 3- 9)

v2{p° - P l )= R T \n
/  ,• \  x.

\ X 2 J

Equating the pressure differences in (Eq. 3- 8) and (Eq. 3- 9) results in:

(Eq. 3-10)

v2 (x2 + xl -  x2 -  x ‘3) = v* In
\ X 2

3.3 Implications of the Model

For a freely expanding system (i.e.P0 = P ( ), (Eq. 3- 9) implies x2 = x 2 and (Eq. 

3- 8) implies that x° - x ‘3 = 0. This means that for a tissue that is free to swell,

the equilibrium cryoprotectant concentration inside the tissue will be equal to that 

of the surrounding solution and the tissue will be able to expand until the mole 

fraction of the “biological component” equals the mole fraction of the extracellular 

component (x'3 = x° ).

For a tissue structure that can maintain a pressure difference (i.e.P0 *  P ‘ ) and is 

not free to swell infinitely, (Eq. 3- 9) implies x2 *  x° and (Eq. 3- 8) implies that 

* 3  *  * 4 . Therefore, if the tissue cannot swell to sufficiently dilute the biological 

component, at equilibrium there will be a pressure difference between the tissue 

and the surrounding solution, and the equilibrium cryoprotectant concentration
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inside the tissue will be different from that of the surrounding solution, even for 

dilute solutions.

3.4 Other Models

To accurately model the equilibration of cryoprotectant in cells and tissues, one 

must use more accurate non-dilute chemical potential equations. While the non­

dilute equations are much more complex, a similar derivation to that presented 

above leads to the same qualitative conclusions as the dilute equations. That is, 

if the pressure inside the tissue or cell is equal to that of the surroundings, then 

the equilibrium concentration of cryoprotectant inside the cell or tissue will be 

equal to that of the surrounding solution and the cell will swell until the 

contribution from the biological component equals that from the non-permeating 

components in the surrounding solution. On the other hand if the tissue is able to 

maintain a pressure difference from the surroundings, then the tissue can be kept 

from expanding to sufficiently dilute the biological component and the equilibrium 

concentration of cryoprotectant inside the tissue will be different from that of the 

surroundings. To make numerical predictions using this approach will require 

parameters in the non-dilute chemical potential equations for specific biological 

components that are not yet available.

There have been many published thermodynamic models used to describe the 

water and cryoprotectant transport in multicellular tissue. One of the more 

successful models has been the network thermodynamic model using bond

67

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



graphs, which works well with irreversible thermodynamic equations to describe 

passive membrane transport in biological systems [5,7-9,18,19] or the 

concentration polarization of solutes within cells during osmotic experiments [22]. 

This model has been used successfully to describe transport in a number of 

biological systems including islets of Langerhans [5] and kidneys [18,19]. 

However, in the use of this model, the pressure term in the chemical potential 

equations for the solute and solvent are often left out [5,6,9,18].

3.5 Discussion

In the past, researchers have tried to explain the discrepancy between the 

equilibrium cryoprotectant concentration measured in the tissue and that 

measured in the external solution. One explanation cited is the presence of 

impermeable compartments within the tissue [2,14]. However, in the simple 

system of freeze dried cross-linked collagen [2], there was no evidence that 

impermeable compartments existed within the freeze-dried tissue, yet the 

cryoprotectant concentration measured in the tissue did not equal that in the 

surrounding solution. Others have hypothesized that the measurement of the 

concentration of cryoprotectants by NMR is not accurate because some water is 

bound to the extracellular matrix components in the tissue [26,29]. Water 

molecules are associated with both proteins and proteoglycans, so these bound 

water molecules, if detected by NMR, will influence estimates of the 

concentration of cryoprotectant in the tissue [2,26,29]. Taylor and Busza [26] 

discussed the possibility that a portion of “NMR visible” tissue water may be
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inaccessible to cryoprotectant, and might reflect mitochondrial compartments as 

suggested by Garlid [13]. For porcine articular cartilage, the equilibrium 

concentration of dimethyl sulfoxide (DMSO) within the tissue was only about half 

of the concentration of dimethyl sulfoxide in the bathing medium [23]. The 

researchers explained that the discrepancy was due to the high amount of water 

in the cartilage, and that this was enough to lower the DMSO concentration to 

about 70% of its initial value. Muldrew et al. [23] went on to explain that this 

reasoning did not fully account for the low equilibrium concentration observed 

and several reasons as to this observation were cited, including the methodology 

of the experiment. NMR depends on the reversibility of the uptake of DMSO and 

any irreversible binding of DMSO within the cartilage could have resulted in a 

lower measurement of the DMSO concentration. Investigators have mentioned 

that further studies were necessary to investigate the reasons for the inability to 

achieve “full” cryoprotectant permeation [11].

We have applied thermodynamics to examine the role of pressure in tissue 

equilibration as a possible explanation as to why some tissue systems come to 

the same equilibrium concentration as the surrounding solutions and other 

systems do not. Thermodynamics predicts that the equilibrium concentration of 

cryoprotectant inside the tissue will depend on the ability of the tissue system to 

maintain an equilibrium pressure difference. Tissues that are free to expand 

(i.e .P °= P ‘ ) reach the same equilibrium cryoprotectant concentration as the 

surrounding solution. Tissues that are not free to expand and can maintain a
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pressure difference (i.e.P° *  P '), do not reach the same equilibrium 

cryoprotectant concentration within the tissue as in the surrounding solution. 

This work proposes a possible explanation of the discrepancies often observed, 

but can not yet be used to predict the equilibrium concentration that would be 

reached by a tissue system. In order to utilize the equations as a predictive tool, 

accurate non-dilute chemical potential equations would be needed. In order to 

test such a prediction, a method to accurately measure the pressure difference 

between a tissue and a surrounding immersion solution would also be needed.

3.6 Conclusions

If a biological system is placed in a solution of permeating cryoprotectant, 

thermodynamic equilibrium predicts that:

1- If the system may freely expand, then the equilibrium cryoprotectant 

concentration inside the cells or tissue should be equal to that of the 

surroundings.

2- If the system has a structure that can maintain a pressure difference, then the 

equilibrium cryoprotectant concentration inside the tissue will be less than that 

of the surroundings.

This study shows that a difference in cryoprotectant concentration between the 

inside and outside of the tissue is expected if there is also a pressure difference. 

Theoretical models that do not include pressure in the chemical potential 

equations cannot therefore be used to describe cryoprotectant transport in 

tissues.
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Figure 3-1: Cryoprotectant equilibration between the extracellular solution 
and a tissue

Tissue Solution Carrier Solution

N r  Water N r  Water

N2- Cryoprotectant N2- Cryoprotectant

N3- Biological Component N4- Extra Solute

Constant Temperature (T)
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Chapter 4: Current Status of Osmotic Transport

4.1 Osmotic Transport Across Cell Membranes

All living cells are enclosed by at least one plasma membrane that separates the 

intracellular solution from its extracellular environment. Biological membranes 

are made up of proteins, phospholipids and small amounts of carbohydrates. 

The relative proportions of lipids and proteins differ depending on the membrane. 

In general, membranes of active organelles have a higher portion of proteins, 

such as the inner membrane of the mitochondria (75% protein) [44]. A biological 

membrane may be thought of as a matrix of phospholipid molecules into which 

proteins are inserted. Phospholipids have an electrically charged hydrophilic 

polar head that has a strong attraction for water, and two electrically neutral 

hydrophobic non-polar tails. The polar head groups are tightly packed together 

while the hydrophobic tails are very flexible. Molecules that possess both a polar 

and non-polar portion are known as amphiphilic. Some of the membrane 

proteins, extrinsic proteins, are loosely attached to the cell membrane and are 

entirely outside of the membrane while other proteins are more firmly bound and 

are embedded in the membrane and are known as intrinsic proteins. The 

carbohydrates in the membrane are either attached to the proteins or to some of 

the lipids [44]. A schematic diagram of the lipid bilayer membrane is shown in 

Figure 4-1.

Molecules must cross the phospholipid bilayer of cell membranes in order to 

enter or leave the cell. The lipid portion of the membrane is almost always fluid
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at physiological temperatures. For a molecule to cross the cell membrane, it 

must enter the lipid region, which is hydrophobic, cross it, and leave the other 

side of the membrane [44]. Since the early 1930’s, there have been numerous 

articles published on the mechanisms of water and solute movement across cell 

membranes [8,9,13,16,17,25,40,46]. Water moves passively across the cell 

membrane in response to osmotic gradients. Despite the fact that water crosses 

the cell membrane by diffusion through the lipid bilayer when a concentration 

gradient is present, some cells are known to exhibit a more rapid trans­

membrane water transport through specialized protein water channels [26,39,46] 

known as aquaporins.

4.2 Rationale for Transport Formalisms in Cryobiology

The cell membrane is semi-permeable, i.e., water and permeating solutes (such 

as permeating cryoprotectants) can cross the cell membrane and move in and 

out of the cell, while other solutes are kept either inside or outside the cell. The 

composition of the extracellular solution can be changed by a number of factors 

including the addition and removal of cryoprotectants. The cell will shrink or 

swell based on the conditions the cell is exposed to. The cell will respond 

osmotically during the freezing process when a cell is cooled down and 

extracellular water gets converted to ice. With freezing, the extracellular solution 

becomes more concentrated and as a result, water leaves the cell until osmotic 

equilibrium is reached. In general, the cell will respond osmotically to both the 

addition and removal of cryoprotectants as well as to changes occurring during
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freezing. As a result, an understanding of cell membrane permeability is very 

important in predicting successful outcomes from cryopreservation protocols. 

Specifically, cryobiologists are interested in the water (solvent) and 

cryoprotectant (solute) permeability of membranes [23]. These permeability 

parameters are used to develop cryopreservation protocols, model the addition 

and removal of cryoprotectants from cells and tissues as well as to predict the 

optimal cooling rate for cryopreservation [10,28]. The permeability parameters 

may also be used to determine whether solute and water movement occurs 

through channels or by solubility-diffusion through the lipid bilayer [8,12,35,39]. 

Since the 1930’s, formalisms have been developed to describe the efflux of water 

and solutes across cell membranes [15,17],

4.3 Measures of Concentration

When dealing with osmotic transport and solutions, it becomes important to know 

or measure the concentration. The concentration refers to the amount of one 

substance relative to the amounts of the other substances in solution. There are 

several different ways to express the concentration including molarity (C), 

osmolarity (7 1 (C )), molality (m) and osmolality ( 7t ( m ) ) .  The molarity is defined as 

the number of moles of solute per liter of solution. Since the molarity depends on 

solution volume, there is a temperature-dependence. The osmolarity is defined 

as the number of moles of solute per liter of solution, of an ideal, dilute solute that 

would be needed to produce the same osmotic activity as a particular 

concentration of a non-dilute solute. Like the molarity, the osmolarity is
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temperature dependent. A measure of concentration that is as easy to use as 

the molarity is the molality. The molality is defined as the number of moles of 

solute per kilogram of solvent. As it is directly related to a weight-per-unit-weight 

expression of concentration, the molality value of a solution does not change with 

variations in temperature or pressure. Similarly to osmolarity, the osmolality is 

defined as the number of moles of an ideal, dilute solute, per kg of solvent, that 

would be needed to produce the same osmotic activity as a particular 

concentration of a non-dilute solute.

There are a number of mathematical relationships in the literature to describe 

osmolarity or osmolality as a function of concentration. The osmotic virial 

equation, first proposed by McMillan and Mayer in 1945 [32], treats osmolality (or 

osmolarity or osmotic pressure) as a polynomial expansion in concentration with 

the first term being linear in concentration. The osmotic virial equation for a 

solution containing a single solute, i , describes the osmolality, 71, as a polynomial 

in molality of the solute, .

(Eq. 4-1)

n -  mi + B* mf + C*mj +...

The B+ and C+ are known as osmotic virial coefficients. 5,+ is called the second 

osmotic virial coefficient and C- the third osmotic virial coefficient, etc. The 

superscript (+) is to denote the virial coefficients are being used for a specific unit 

of concentration -  in this case, molality. The osmotic virial coefficients B? for the
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pure species (i.e. single solute) can be obtained from freezing point depression 

experiments or from a vapor pressure osmometer [2]. When determining the 

osmolality of a multi-solute solution, it is often assumed that the contribution of 

each solute to the overall osmolality of the solution is additive [27],

A study by Bannerman et al., [2], pointed out that when the osmolalities of binary 

solutions are summed to predict osmolalities of multi-solute solutions, the 

interactions between the different types of solutes are often not accounted for, 

leading to incorrect predictions of the solution osmolality. Accounting for the 

solute-solute interactions will always be important particularly outside the region 

where solutions are ideal and dilute. For a solution with two solutes i and j , 

they assumed that the osmotic virial equation took the form:

(Eq. 4- 2)

u = tni + nij + B^rn] + Bjm  j  + IB y tn ^ j

For many simple solutes, the osmotic virial equation can usually be truncated to 

include only second order terms as shown in (Eq. 4- 2), however, for 

macromolecules, the third order terms are needed [2].

The above equation describes the contribution of each solute to the overall 

osmolality. The B+ in the equation is unique to each type of solute. The 

parameter B,+ accounts for the interactions between two identical solute

molecules of type i , and Bj accounts for the interactions between two identical
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molecules of type j . The cross coefficient, B t , accounts for interactions 

between solutes i and j .  In order to determine the cross coefficient, By,

Bannerman et at., [2] proposed a mixing rule of the form:

(Eq. 4- 3)

( * ; + * ; )

Substituting (Eq. 4- 3) into (Eq. 4- 2) results in the following:

(Eq. 4- 4)

n  =  m i +  rtij + B ^ m ]  + B t m *  + {b ? + B t

For a dilute solution with two solutes, i and j , the osmolality is expressed as:

(Eq. 4- 5)

jt — mi + nij

For a non-dilute solution of two solutes, the osmolality without the cross terms is 

expressed as:

(Eq. 4- 6)

k  = mi + rrij + B (+ mf + BJ mj

It is more correct and accurate to express the osmolality with the second order 

terms. The most correct way to express the osmolality would be to include the 

cross terms as shown in (Eq. 4- 4) [2].

80

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4.4 Theories of Osmotic Transport 

4.4a Jacobs and Stewart

In 1931 Jacobs and Stewart [17] conducted some simple quantitative 

measurements to measure cell membrane permeability. They were interested in 

obtaining quick and accurate measurements of volume changes in Arbacia eggs 

as well as other cells. A mathematical analysis to describe the swelling of a cell 

in a solution of a permeating cryoprotectant was developed by making 4 simple 

assumptions. They assumed that:

1- the extracellular solution concentration remained constant during the course of 

the experiment

2- diffusion across the cell membrane was slower than in the body of the solution 

or the interior of the cell so that the only gradient that needed consideration was 

that across the membrane

3- the concentration gradient across the cell membrane may be expressed as

C° -  C‘— -—  (where C° is the concentration outside, C" is the concentration inside

the cell and I is the thickness of the membrane) instead of the true gradient

_dC_
dl
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4- the thickness of the membrane remained constant during the course of the 

experiment.

They developed a set of transport equations that were based on their 

assumptions as well as Fick’s Law of Diffusion which states that the rate of 

diffusion across a given surface is proportional to the concentration gradient at 

that surface. They also assumed that the osmotic pressure for a given 

substance may be taken as directly proportional to its concentration [15,17], in 

other words, a dilute solution assumption was made. Based on these conditions, 

they came up with the two differential equations to describe the simultaneous 

penetration of a cell by water and by a dissolved substance. The following 

equation was used to describe water transport across a cell membrane:

(Eq. 4- 7)

dt 1
r S + C 0V0 „  ^
 - ~ C S- C n

V

where is the change in cell water volume (vw) as a function of time (r), kx 
dt

is the water permeability constant, A is the cell surface area, S is the amount of 

internal permeating solute, CQ is the initial concentration of internal non­

permeating solutes, V0 is the initial volume of solvent within the cell, Cs is the 

concentration of the external permeating solute and Cn is the concentration of

the external non-permeating solute. They also developed an equation to 

describe solute transport across the cell membrane:
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where —  is the change in the amount of internal permeating solute (s) as a

function of time and k2 is the solute permeability constant. The numerical values 

of kx and k2 depend on the units of concentration, volume and area used. In 

both of the equations, Jacobs and Stewart said that the concentrations are taken 

to be osmolar [15,17].

Jacobs and Stewart did recognize that the expression for concentration should 

be in units of osmolarity. However, it appears in their equations they were using 

units of molarity. They also recognized in their 1932 paper [17] that they were 

making an inaccurate assumption that the osmotic pressures of the solutions 

they were using were related to the concentration in a linear fashion. Hence, 

they were making a dilute solution assumption.

4.4b Modern two parameter formalism

The two parameter (2-P) formalism commonly used in cryobiology today was 

developed from the work of Jacobs and Stewart [15,17]. The 2-P transport 

formalism uses the hydraulic conductivity, Lp (|am3/pm2/min/atm) and the solute

permeability, Ps (cm/s) to characterize membrane permeability when water, a 

permeating solute and a non-permeating solute are present. The hydraulic
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conductivity is a measure of the rate of water movement across the cell 

membrane and the solute permeability is a measure of the rate of solute 

permeability across the cell membrane. To describe the change in cell water 

volume as a function of time, the 2-P formalism is commonly written as follows:

(Eq. 4- 9)

^  = - L BART(xe - a 1) 
dt p v ’

where R is the universal gas constant, T is absolute temperature, n e is the total 

extracellular solution osmolarity(^-e = n en + n°), and rd is the total intracellular

solution osm olarity^' = n[ The subscript ‘n’ denotes non-permeating

solutes and the subscript ‘s’ denotes permeating solutes. To describe the solute 

flux, the following equation is often used in the literature [14,36,50]:

(Eq. 4-10)

dt = pA c ’, - c , )

dNwhere — -  is the change in the intracellular number of permeating solute
dt

molecules as a function of time, Ces is the extracellular solute molarity and c\ is 

the intracellular solute molarity. To convert from a solute flux to a volume flux, 

we can multiply by the partial molar volume of the solute, v5, as follows:

(Eq. 4-11)

dV. dN.
dt dt

The total cell volume, Vc , is given as:
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(Eq. 4-12)

vc = K + vs+vb

where, Vb is the osmotically inactive volume. The equations to describe water

and solute transport assume no physical interaction between the water and the 

solute fluxes, however, it is important to note that the equations are coupled by 

the definition of the intracellular molarity for a dilute solution as follows: 

(c  = c ;+ c ; )  [23].

In attempting to generalize (Eq. 4- 8) from dilute solutions to more general 

solutions, there has been a common misconception as to the meaning of 

osmolarity. The osmolarity represents the water activity. As a result, (Eq. 4- 7) is 

correctly generalized to (Eq. 4- 9) for non-dilute solutions by using osmolarity 

rather than molarity as the concentration units. In contradiction to the body of 

literature existing [23,52], (Eq. 4- 8) and (Eq. 4- 10) cannot be generalized to a 

non-dilute form in an analogous manner (by replacing molarity with osmolarity) 

since it is the solute that is the driving force and osmolarity is related to the 

chemical potential of water in the presence of solute. (Eq. 4- 8) was developed 

based on Fick’s Law which depends on the gradient in concentration. It is also 

important to note that while Lp and Ps have similar meanings (the rate of water

movement and the rate of solute movement across the cell membrane, 

respectively), they have different units.
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Often in the literature, the concentration expression in the bracket of (Eq. 4- 9) is 

incorrectly referred to as osmolarity interchangeably with osmolality. In order for 

the hydraulic conductivity in (Eq. 4- 9) to have units of (pm3/^m2/min/atm), the 

concentration must be in terms of osmolarity (or molarity). In order to convert 

between the two expressions of concentration, one must use the value for the 

density of water. For a dilute solution, the molarity is proportional to the molality 

with the proportionality being the water density. The density of water is equal to 

1g/cm3 at 4°C and 1 atmosphere of pressure. This may be why in biological 

literature, osmolality and osmolarity are often used interchangeably. However, it 

is important to note this is only true for a dilute solution at 4°C at 1 atmosphere, 

not at conditions that may apply in cryobiology with concentrated solutions over 

large temperature ranges. In their work, Jacobs and Stewart [15,17] did 

recognize that the expression for concentration should have units of osmolar. 

However, it appears that they were actually just using molar concentration not 

osmolar. In using molar concentration instead of osmolar, an implicit dilute 

solution assumption is being made. (Eq. 4- 9) developed by Jacobs and Stewart 

could be extended to include non-dilute solutions if the expression for 

concentration used is actually osmolarity. In the literature it is often assumed 

that if the 2-P model is being used, there are no dilute solution restrictions on the 

equations [23]. However, this is only true if osmolarity is used and only for (Eq. 

4- 9), since (Eq. 4- 10) is in terms of water activity instead of solute activity as it 

should be. (Eq. 4-10) is by definition incorrect for a non-dilute solution if molarity
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is simply replaced by osmolarity. If molarity is used, then a dilute solution 

assumption is being made when using either of the 2-P equations.

4.4c Staverman

Classical thermodynamics differentiates between processes which are reversible 

and those which are irreversible. In a reversible process, there is no production 

of entropy and the process takes place infinitely slowly [44]. Most natural 

processes, such as diffusion and permeation, are irreversible [44]. Much of our 

understanding of transport phenomena is based on linear irreversible 

thermodynamics, and cell volume change due to solute and solvent flow across 

cell membranes is an example of such a phenomenon. In the early 1950’s, 

Staverman approached the problem of osmotic transport across cell membranes 

by employing the linear theory of irreversible thermodynamics [42,43] which was 

formalized most notably by Onsager in 1931 [37,38]. Staverman was interested 

in looking at permeability in “leaky” membranes. By “leaky”, Staverman was 

referring to membranes that were permeable to solutes. His idea was that 

leakage of solute molecules affected the measurements through the gradual 

change of the solute concentrations in the cells [43]. The leakage of a 

membrane was described by a reflection coefficient, a ,  ranging from 0 for a 

completely permeable membrane (unselective membrane) to 1 for a semi- 

permeable membrane (permeable to the solvent only and impermeable to the 

solute molecules). A value of & = 1 refers to the idea that 100% of the solutes 

get reflected back from the membrane. Staverman specified that these

87

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



conditions were for a dilute system with a single permeating solute and were 

inappropriate to use for concentrated or multicomponent systems, but could be 

generalized to cover systems for which linear flux equations were applicable 

[43,51]. Researchers have done work to try and generalize the reflection 

coefficient to be applicable to systems with non-ideal, non-isothermal and 

multicomponent systems [4]. The reflection coefficient is concentration 

dependent and describes the selectivity of the membrane to a specific solute [43] 

so the value of sigma is determined by both the properties of the membrane and 

the permeable solute.

4.4d Kedem and Katchalsky

In 1958, Kedem and Katchalsky modified and extended the work of previous 

authors again using Onsager’s irreversible thermodynamics approach [21]. The 

theory is based on the premise that for a system sufficiently close to equilibrium, 

any flux, J, (such as a heat flux or a mass flux) is linearly proportional to a driving 

force, X, (or a gradient in an intensive property such as pressure or 

concentration). To identify the fluxes and forces in a system, the entropy 

production is written in a form whereby fluxes are multiplied by independent 

forces. For a system with a single flux as a result of a single thermodynamic 

force driving the system towards equilibrium, the entropy production has the 

following form:

(Eq. 4-13)

—  = JX 
dt
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where S is the entropy. For sufficiently small driving forces, an equation for the 

flux is then assumed to be of the following form:

(Eq. 4-14)

J = LX

where L is a phenomenological coefficient also known as an Onsager 

coefficient. The amount of flux produced is related to the amount of force by a 

phenomenological coefficient [44]. Many transport processes such as diffusion, 

heat conduction, and electrical conduction, are given in the above form. In Fick’s 

Law of Diffusion, the flux, J, is that of a diffusing solute and the driving force, X, is 

the concentration gradient. The phenomenological coefficient in this case is the 

diffusion coefficient. In Fourier’s Law of Heat Transfer, the flux is the heat flux 

and the driving force is the gradient in temperature. The phenomenological 

coefficient is the thermal conductivity. In Ohm’s Law, the flux is current density 

and the driving force is a voltage gradient. The phenomenological coefficient is 

the electrical conductivity.

In the case of a system with two fluxes, Jx and J2, that are linearly dependent on 

two forces, X x and X 2, the entropy production has the following form:

(Eq. 4-15)

^  = y , x , + j2x 2
at

For sufficiently small driving forces, flux equations are then assumed to be of the 

following form:
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(Eq. 4-16)

J  j j "t* Lĵ 2^2

(Eq. 4-17)

J  2 ^>2 j j I Z>22 2

where once again the L ’s are phenomenological coefficients.

A reciprocity relation known as Onsager’s reciprocity relation is assumed to hold 

between the phenomenological cross coefficients, Ln and L2l:

(Eq. 4-18)

A 2  = -̂ 21

Since the 1850’s, much work has been published [22,24,34,41] discussing the 

reciprocity relation [37]. This reciprocity was theoretically proven for cases of 

osmotic transport across cell membranes by linearizing Statistical Rate Theory 

[6] and the conditions under which the equations could be linearized were 

outlined [6]. Statistical Rate Theory is a general and complete far-from- 

equilibrium theory of non-equilibrium thermodynamics that was developed in 

1977 [48] and is discussed in detail in reference [7], One advantage to finding 

Onsager coefficients by linearizing a general theory was that rather than being 

phenomenological, such coefficients were expressed in terms of physical 

experimental variables. Another advantage of linearizing a general theory was 

that explicit conditions under which the linearity assumption holds may be 

derived, whereas there is no way from within the Onsager approach to determine
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whether a system is close enough to equilibrium for the Onsager equations to 

apply.

In the case of more than two thermodynamic forces and fluxes, there will be 

multiple reciprocal relations. For example, in a system with three forces, X x, X 2 

and X 3, the flux equations may be written as follows:

(Eq. 4-19)

~LnX l + Ll2X 2 + Ll3X 3 

(Eq. 4- 20)

J2 —L2lX l + L22X  2 +L23X 3 

(Eq. 4-21)

J3 = L3\X3 + L32X 2 + L33X 3

and the phenomenological coefficients are related by:

(Eq. 4- 22)

A 2  — L23, L23 — L32, L3l = Lu

Kedem and Katchalsky developed a formalism to describe osmotic transport 

across a cell membrane when water and solute transport across a membrane are 

physically coupled, usually through co-transport in a common channel. As a 

result, the water and solute interact and the degree of interaction between the 

solvent and solute was characterized by a reflection coefficient, a. However, the 

equations developed were general enough to be applied empirically to a number
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of transport situations in the presence or absence of co-transport channels. In 

the Kedem-Katchalsky (K-K) equations, three parameters are used to 

characterize the membrane permeability: the water permeability (hydraulic 

conductivity, Lp), the solute mobility, (<3), and the reflection coefficient (sigma,

cr). The solute mobility may be expressed as a solute permeability, Ps = fi)RT, 

where again R is the universal gas constant and T is absolute temperature.

To investigate how Kedem and Katchalsky derived their solution thermodynamics 

motivated transport equations, we can consider mass transport across a cell 

membrane in the presence of both an osmotic and a pressure gradient. 

Consider a biological cell that in the context of the K-K model can be treated as a 

two-component composite system as illustrated in Figure 4-2. The cell is 

immersed in a hypertonic or hypotonic solution and undergoes osmotic shrinkage 

or swelling. We assume the cell contains a solution of water (w) and solute (s) 

and is immersed in a solution of water and the same solute and that the cell is 

permeable to both the water and the solute. To be most general, there may be a 

tension in the membrane that results in a pressure difference between the inside 

(i) and the outside (o) of the cell. We assume that the inside and outside of the 

cell are not at equilibrium with respect to water concentration, solute 

concentration or pressure but that the cell membrane is in mechanical equilibrium 

at all times so that the pressure difference is balanced by the membrane tension. 

We also assume that our entire system is surrounded by a thermal reservoir that 

keeps the cell and the surroundings at a constant temperature, T.
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The first step in the Onsager approach is to write the entropy production for the 

entire process. For the system shown in Figure 4-2, the differential change in 

entropy for the isolated system, dSsys may be written as:

(Eq. 4- 23)

dSsys = dS° + dS‘ + dSm + dSR

where S° , 5" , Sm and SR are the entropies of the fluid outside the cell, the fluid 

inside the cell, the cell membrane and the reservoir, respectively. The differential 

entropies of each of the subsystems may be written in terms of the independent 

extensive variables of each of the subsystems by using the fundamental 

thermodynamic equation in the entropy form [3].

For the fluid outside the cell:

(Eq. 4- 24)

1 P° u° u°dS° = —dU° + —  dV° ~ —  dN° ~ ^ d N °rj-1 W i

where U ° , P° and V° are the internal energy, the pressure and the volume, 

respectively, of the fluid outside the cell; /u°w and N°w are the chemical potential of 

the water outside the cell and the number of molecules of water outside the cell, 

respectively and /j° and N° are the chemical potential of the solute outside the 

cell and the number of molecules of solute outside the cell, respectively.

Similarly, for the fluid inside the cell, the cell membrane and the reservoir, the 

differential changes in entropy may be written in similar forms. Details of the
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derivation maybe found in a paper previously published by Elliott, Elmoazzen and 

McGann in 2000 [6]. By making some other assumptions such as conservation 

of mass and volume as illustrated by Elliott, Elmoazzen and McGann, [6], the 

rate of entropy production may be written as follows:

(Eq. 4- 25)

d S  =  ( t x - P w ) d N i  +  - M s ) d N i
sys w  i s

The rate of entropy production can be written in terms of the rate of change of the 

number of water and solute molecules inside the cell, N ‘v and N ‘s, respectively. 

Thus, (Eq. 4- 25) may be re-written as:

(Eq. 4- 26)

dSsys _ {mw ~ Mw) | {ms ~Ms) r̂i
dt T w T

Kedem and Katchalsky [21] obtained the rate of entropy production given in (Eq.

4- 26).

The chemical potential is a measure of the ability of a system to do chemical 

work. The chemical potential is, in general, a function of temperature, pressure 

and the concentration of all species [44].

For a thermodynamically dilute solution the difference in the chemical potential of 

water across the membrane may be written as [3]:

(Eq. 4- 27)

K - p ‘ ) - Rt (x ", - * ; )
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where vw is the partial molar volume of water and is the mole fraction of solute 

which may approximately be written as:

(Eq. 4- 28)

where cs is the concentration of solute and c*w is the concentration of pure water.

The difference in the chemical potential of the ideal, dilute solute across the 

membrane may be written as:

where vs , is the partial molar volume of the solute. We may re-write the term in 

the square brackets in (Eq. 4- 29) as:

(Eq. 4- 30)

(Eq. 4- 29)

t>: -b ',= v , {p‘ - P ‘)+ RT\ln (< ) -  ln fe )]

C,

where

(Eq. 4-31)

    ___  s s___
(  o i \I , . C -c .C — C

In 1 + ̂ - - . 5
c\

If c° — c'$ «  c's, then (Eq. 4- 31) can be expanded and reduces to:

(Eq. 4- 32)
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Since the condition given in (Eq. 4- 32) is more stringent than the dilute solution 

assumption, (Eq. 4- 31) will be taken as a definition and cs will be left in the 

equations. Kedem and Katchalsky made the assumption in (Eq. 4- 32) for the 

solute equations in their 1958 paper [21]. By using (Eq. 4- 32), Kedem and 

Katchalsky made a near equilibrium assumption. A near equilibrium assumption 

means that the difference in concentration between the inside and the outside of 

the cell is quite small.

Substituting (Eq. 4- 27) through (Eq. 4- 30) into (Eq. 4- 26) yields the following 

expression:

In (Eq. 4- 33), the term in the first set of square brackets is the total volume flux, 

Jv , across the cell membrane; the driving force for which is a pressure gradient.

The term in the second set of square brackets is the differential volume flux, JD, 

between solute and water molecules. The driving force for this term is

assumptions of the Onsager approach and by identifying the terms in the square

(Eq. 4- 33)

(Eq. 4- 34)

R t (c ° - c ‘s) ,  which is related to the concentration gradient. By using the linearity
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brackets as fluxes and the factors multiplying them as thermodynamic forces, the 

following relations are obtained:

(Eq. 4- 35)

M ;  + v „ k ] = a , ( p ” - p ‘ )+ l [2r t (c; - c',)

(Eq. 4- 36)

’n ‘ N ‘ ]  / / -\
-=*— r  = l 2\ p ° - P ' ) + l 22r t (c °s- c ' s)

C s C w .

where the Z ’s are phenomenological coefficients and where the cross 

coefficients, Z12 and Z21 are equal. In order to have notation similar to that used 

by Kedem and Katchalsky, Zn may be replaced with Lp , the hydraulic 

conductivity. Similarly, Z12 and Z21 may be replaced with LDp and LpD 

respectively and Z22 may be replaced with LD. (Eq. 4- 35) and (Eq. 4- 36) may 

then be written as follows to utilize the same notation as Kedem and Katchalsky:

(Eq. 4- 37)

Jy  = Lp AP + LpDRTAcs 

(Eq. 4- 38)

JD ~ +

In their 1958 paper [21], Kedem and Katchalsky outlined equations for various 

transport situations such as zero concentration difference, zero pressure 

difference, constant volume flow, as well as others. In developing their

97

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



equations, Kedem and Katchalsky made use of a reflection coefficient which was 

defined as:

(Eq. 4- 39)

L p d  =  - ° L P

As well, they introduced a definition for the mobility of the solute, co, which was 

written in terms of the phenomenological coefficients Lp, LD, LpD as well as a.

Recall that the solute mobility is related to the solute permeability, Ps,

(Ps =0>RT).

(Eq. 4- 40)

~ LpLD-\LpD) ~ (T r 2\~
®  =  —  J   C s =  \ L D  ~ L P °  P s

P

In deriving their equations, Kedem and Katchalsky made dilute solution 

assumptions; as well they assumed that the volume fraction of all solutes was 

small. Kedem and Katchalsky transcribed their permeability equations in terms 

of Lp , <y, and to. After doing this, they utilized (Eq. 4- 37) - (Eq. 4- 40) to develop

an equation to describe the change in water and solute volume with time in the 

absence of a pressure gradient that is given as follows [21]:

(Eq. 4- 41)

^ ~  = -LrART{(c; -C ‘ )+a(c;-Cj}

where again Lp is the membrane hydraulic conductivity, A is the area of the cell,

R is the universal gas constant, and T is absolute temperature. C is the 

molarity with the superscripts denoting the internal cell solution (i) and the
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solution external to the cell (e) and the subscripts denoting the non-permeating 

solutes (n) and the permeating solutes (s). Kedem and Katchalsky built on the 

work of Staverman and used the reflection coefficient in their equations. The K-K 

reflection coefficient, a  , has a different physical meaning than the reflection 

coefficient, c? used by Staverman.

The equation to describe the change in intracellular, permeating solute is given 

as follows:

(Eq. 4- 42)

^=(1_<T(0 C"+ c - ' ) ^ r +p-A(c ’ - c -)

where Ns is the number of moles of solute in the cell and again Ps is the 

membrane solute permeability.

In the K-K equations, a is constrained by the following condition:

(Eq. 4- 43)

Pv0 < cr < 1 s- i -
RTLp

In developing their equations, Kedem and Katchalsky assumed that the solute 

and solvent transport are physically coupled [21] and that the degree of 

interaction was characterized by the reflection coefficient. They assumed that 

solvent and solute interacted with each other. The extent of the interaction in the 

passage through the membrane depended on the nature of the system. Systems 

in which the solvent and solute followed different paths through the membrane
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had the lowest degree of interaction, such as aqueous solutions of liquid soluble 

substances passing through a mosaic membrane. The highest degree of 

interaction of solvent and solute occurs in free diffusion. This occurs in coarse 

capillary membranes [21].

In general, there is often some confusion with the transport equations which are 

often written in a finite difference form. Delcastillo [4] points out that final- 

difference forms are the result of the integration of the fundamental differential 

equations across a cell membrane and as a result, average values are often 

obtained. However, the average concentration appropriate for one transport 

equation, like the volume flow, may not be appropriate for another transport 

equation such as the solute flux.

4.4e Kleinhans

In 1998, Kleinhans wrote a review paper comparing the 2-P formalism with the K- 

K formalism [23]. In his paper Kleinhans argues that although the K-K formalism 

is the most general and the most commonly used formalism in cryobiology, it is 

not without drawbacks. Particularly he argues that the introduction of sigma adds 

to the complexity and says that “unfortunately, as a result of this complexity, 

sigma is often misunderstood, misinterpreted, and improperly calculated by 

cryobiologists” [23]. In his paper, Kleinhans discusses how recent discoveries in 

molecular biology have shown that co-transport in biological membranes is often 

unlikely. Some cells are known to exhibit rapid trans-membrane water transport
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through specialized water channels [26,39,46], The water transport proteins are 

known as “aquaporins” and they account for the water flux. Most water channels 

are highly selective and do not act as a common water channel for both water 

and solute and as a result, cryoprotectants are often excluded [39,46], As a 

result of this, Kleinhans proposed that the K-K formalism and sigma were often 

unnecessary and demonstrated that the 2-P formalism worked just as well as the 

K-K formalism and essentially gave the same results for a number of different 

transport situations in which a common channel for solute and solvent was not 

present. Using simulations, he demonstrated this to be true for a number of 

circumstances including (i) bilayer transport in which the solute and water diffuse 

across the bilayer, (ii) transport in which water only moves through a selective 

channel and the solute diffuses across the bilayer and (iii) transport in which the 

water and solute use separate channels. Kleinhans noted that at the 2-P model 

and the K-K model deviated from each other at high concentrations, but that 

there were no practical differences between the two models up to solute 

concentrations of several molar [23].

4.5 The Reflection Coefficients a  and <?

When Staverman first introduced the reflection coefficient, it was proposed to 

describe membranes that were permeable to solutes and ranged from 0 <1.

<r = 0 applied to a non-selective membrane and a -  1 applied to an ideally 

selective membrane permeable to the solvent only [43]. When Kedem and 

Katchalsky used the reflection coefficient, for their equations, it had a different
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Pv
range, from 0 < <r < 1 -  . It has been recognized by many in the literature

that there are often many interpretational problems of the reflection coefficient 

when using the K-K equations [5,18,19,23,33] and the validity and necessity of 

sigma has been questioned [5,45]. The K-K equations were designed to deal 

with co-transport across cell membranes. In deriving the limits for sigma, Kedem 

and Katchalsky used the solute driving force which was based on the chemical 

potential of the solute. In deriving the solute driving force equations, both a near 

equilibrium and a dilute solution assumption were made. The limits of sigma for 

the K-K equations are based on a hydrodynamic interaction. When water and 

solute move across the membrane using independent pathways, this is the non-

Pv
interacting case and a = 1 S- L-  . In this case, a  is completely dependent of

RTLp

the values of Lp and Ps and is not an independent parameter. For situations

were solute and solvent move through a common channel, there is a greater 

possibility of a hydrodynamic interaction in the membrane. For this interacting

Pv
case, cr < 1-----*-*- and in this situation, sigma is an independent parameter

RTLp

which depends on the strength of the flux interaction [21]. In the literature it is 

often thought that the limits of cr for the K-K equation are the same as those of & 

in Staverman’s original equations. As pointed out by Kleinhans as well [23], 

people often mistakenly believe that a ct < 1 means that there is a solute-solvent 

interaction [49], which is not true.
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In Kleinhans’ paper, he discusses the issue and misconceptions that are often 

present when people assume a value for a = 1. Let us first recall that a o = 1 

means that there is 100% reflection of the solute back from the membrane (no 

solute permeability, i.e. - Ps = 0). If we substitute a = 1 into the K-K equations,

then (Eq. 4- 41) takes the following form:

(Eq. 4- 44)

= -L nART(ce -  C  ) 
dt p K }

Kleinhans points out that it is often thought that when substituting ct = 1 into the

K-K equation, (Eq. 4- 44), it leads to an equation that looks like the 2-P formalism

(Eq. 4- 9). Recall, the 2-P equation in terms of molarity had the following form:

(Eq. 4- 9)

^  = -L nART(ce - C )  
dt p V !

Kleinhans argues that when comparing (Eq. 4- 9) with (Eq. 4- 44) we can see 

that the 2-P equation accounts for only the water volume flux while (Eq. 4- 44) is 

total volume flux of both the solute and the solvent, so the two equations are not 

the same.

As Kleinhans discusses, if a = 1 is substituted into the K-K solute flux equation, 

(Eq. 4- 42) is reduced to the following:

(Eq. 4- 45)
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which is identical to the 2-P solute flux equation, (Eq. 4-10):

(Eq. 4-10)

~ t •-= p,a (c ; - c ;)

He argues that when a = 1, there should be no solute flux present and this is part 

of the confusion when using sigma and the K-K equations. This, compounded 

with the fact that people often use the incorrect limits for sigma when using the K- 

K equations, leads to much confusion. However, it is important to note that by 

Staverman’s definition, a a = 1 means that there is 100% reflection of the solute 

back from the membrane and no solute permeability (Ps = 0). So if Ps =0 , it 

dV
means that — -  = 0. As a result, there is no problem when comparing (Eq. 4- 9)

dt

and (Eq. 4- 44). So even though Kleinhans argues that the two equations look

dV
different, they are in fact the same since by definition a = 1 means that — -  = 0.

dt

Kleinhans argued that when a = 1, there should be no solute flux present, but 

says when substituting a = 1 into the K-K solute flux equation we get (Eq. 4- 45). 

However, again there is no problem with this because when a = 1, Ps = 0,

dN
— — = 0, and (Eq. 4- 45) is correct. In the literature when using the K-K

dt

equations and solving for Lp , Ps and a , people often end up with a value of 

cr = 1 [1] even when Ps *  0. However, in doing this they are violating the 

conditions of the K-K equations because a cannot equal 1 if Ps *  0.
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In the literature the 2-P model is often preferred over the K-K model because of 

the fewer parameters required to describe the osmotic response of cells. People 

have noted that despite the fact that the K-K model accurately describes cell 

volume data, the model lacks the capability to detect changes in cr and that it is 

often phenomenalogically inconsistent with application for high permeability 

solutes [47]. As well, it has been pointed out that the interpretational value of ct 

to identify the transport pathway can be problematic [9].

4.6 Comparing the 2-P and the K-K Equations

To look at the total solute and solvent volume flux using the 2-P equations, we 

add together the water volume flux given in (Eq. 4- 9) in terms of molarity, with 

the solute volume flux given in (Eq. 4- 11) and use the definition of the 

extracellular solution molarity (ce = Cen + C*) and the intracellular solution

molarity (c ' = Cln + C' ) to get the following:

(Eq. 4- 46)

dV^s dV„, dV,
dt dt dt

+ — ^ = - l pa r t \  (c ; -  c ' )+ i  — (c;  -  c [ )p  \ \  n n J  T r) rp \  s s jLnRT\  p J

We can compare the total volume flux obtained from the 2-P equations with the 

total volume flux of the K-K equations as given in (Eq. 4- 41).

(Eq. 4- 41)

^  = —Lp a r t { c ‘„ -  c ; )+ <r(c; -  c ; )}
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It is interesting to note that the two equations look identical except there is a cr in 

(Eq. 4- 41) and in the 2-P equation, (Eq. 4- 46), there is the following expression

instead:
r P v  ^J   J J

“  LPRTj
, which is the upper limit of sigma in the K-K equations. As

mentioned earlier, the upper limit of sigma (the non-interacting case) occurs in 

the situation when water and solute move across the membrane using 

independent pathways. So for situations when there is no interaction between 

the water and solute, the 2-P and the K-K equations are essentially the same. 

Kleinhans demonstrated, using simulations, that when co-transporting channels 

are absent, the 2-P and the K-K equations essentially give the same result. 

However, this could have been realized intuitively by looking at the two equations 

because for the non-interacting case, they are essentially the same equations. In 

the literature people have even stated that the 2-P model is more consistent than 

the K-K model for the assumption of independent pathways, which assumes that 

water and solute use different pathways to permeate the cell membrane [20]. 

However, they are the same equations for the non-interacting case. Also, people 

are often utilizing the K-K equations with the non-interacting case without 

realizing that they are actually using the 2-P equations [11,49]. Du et al., in 1994

[5] did a study looking at permeability of human spermatozoa to glycerol using 

the 2-P model and the non-interacting case of the K-K model. They found that 

the two models gave essentially identical volume swell curves. We can 

understand now that this is because the two sets of equations are the same. A 

paper by Xu et al., in 2003, [50], reported measurements of chondrocyte
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membrane permeability to a number of cryoprotectants and compared them 

using the 2-P model and the K-K model. Examination of their graphs of 

normalized volume change during dimethyl sulfoxide addition in that study 

indicates that the 2-P model and the K-K model gave identical results. A back

calculation of the non-interacting value of a (i.e.-
f  Pv A

\  —  3 S

v ~ L PR T .

), for that system,

resulted in a value of a = 0.918. The value of sigma reported in their paper when 

fitting the K-K equation was 0.91 ±0.09, again demonstrating that the 2-P and K- 

K model give identical results for a in the non-interacting case.

Kleinhans noted that the 2-P model and the K-K model deviated from each other 

at high concentrations, but there were no practical differences between the two 

models up to solute concentrations of several molar [23]. Despite the fact that 

we demonstrated that for the non-interacting case (the situation when water and 

solute move across the membrane using independent pathways), the 2-P and 

the K-K equations are essentially the same, when fitting for the permeability 

parameters, the 2-P model uses only 2 parameters while the K-K model uses 3 

parameters. It is possible then that the fitting of a is simply adjusting for non­

dilute behavior, since in both equations a dilute solution assumption is being 

made. In the literature it has been reported that there is no pattern that emerges 

which defines how the solute concentration effects membrane permeability 

characteristics [11,29] and at times researchers found solute inhibition of Lp [11].

At times the hydraulic conductivity seems to decrease in the presence of
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increased solute concentrations [30] while in other instances it appears that 

exposing cells to a permeable solute increases the hydraulic conductivity [31]. It 

is possible that these reported variations of the hydraulic conductivity are a result 

of dilute solution expressions being used in the transport equations and may not 

be evident if non-dilute transport equations were utilized.

It has been shown in the literature that different values for the hydraulic 

conductivity and the solute permeability are obtained depending on the set of 

transport equations used [1,49]. This may be problematic when people try and 

compare transport results or to utilize the transport values obtained from different 

research groups to determine optimal cryopreservation protocols.

As discussed earlier, often in the literature, the concentration expressions in the 

volume flux equations for both the 2-P and the K-K equations are incorrectly 

referred to as osmolality, not osmolarity. In order to have the conventional units 

of Lp , the concentration must be in terms of osmolarity (or molarity). In order to

convert between the two expressions of concentration, you need to use the value 

for the density of water. This may be why in the biology literature, osmolality and 

osmolarity are used interchangeably. For ideal dilute solutions, any convenient 

concentration unit can be used. However, it is important to note this is only true 

for a dilute solution and at 4°C where the density of water is equal to 1g/cm3. 

These conditions are not in general met in cryobiology and so care in converting 

between molarity and molality must be exercised. So despite what is often
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thought in the literature, using either the 2-P or the K-K equations results in dilute 

solution assumptions being made, specifically in the solute transport equations 

wherein molarity cannot simply be replaced with osmolarity as is usually done. 

The confusion of using a reflection coefficient as well as the dilute solution 

assumptions currently made in the commonly used transport formalisms, 

suggests a strong need for new non-dilute transport equations to be developed 

and used.
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Figure 4-1 Model of plasma membrane
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Figure 4-2 A two-component system of water and solute where both may permeate the cell membrane
and where there is tension in the membrane
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Chapter 5: Chemical Potential Equations 

5.1 Introduction

Much of solution thermodynamics is concerned with the thermodynamic changes 

that occur when a molecule is moved from one environment to another. Various 

systems may contain different particles. If a mixture of two or more substances 

is thermodynamically favored, it is called a solution. In a solution, the 

predominant substance is referred to as the solvent and the other substances as 

solutes. There are chemical potentials //. for each component in a mixture. The 

chemical potential is a measure of how much the Gibbs free energy, G , of a 

system changes (by dG ) if you add or remove a number, dNt particles of the 

particle species i, keeping the number of other particles as well as the 

temperature (T) and pressure (P) constant. The units of chemical potential are 

that of energy per mole and it is the chemical potential that drives mass 

transport. Thus the chemical potential may be written as follows [3]:

(Eq. 5-1)

dG = -SdT + VdP + Y J VidN;
i

(Eq. 5- 2)

Mi =
f dG^

\ dNU T,P,N,;

To derive the relevant chemical potential equations for the solvent and solutes, 

we will assume we have a system with two solutes inside and two solutes outside
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a biological cell in the presence of a solvent as shown in Figure 5-1. Nr = the 

number of moles of solvent (i.e. - water), N 2 = the number of moles of a 

permeating solute that may be present on the inside or outside of the cell 

membrane (i.e. DMSO), N3 = the number of moles of a non-permeating solute

on the inside of the cell (i.e. KCI) and N 4 = the number of moles of a non­

permeating solute on the outside of the cell (i.e. NaCI).

5.2 Chemical Potential of the Solvent

The Gibbs free energy of a real solution may be separated into two parts as 

follows:

(Eq. 5- 3)

^  ^ i d e a l  ^ e x c e s s

where G ^, is the Gibbs free energy of an ideal solution which may be written 

(for the three components 1, 2 and 3 inside the cell) as follows [2]:

(Eq. 5- 4)

GM ( T , P , N „ N „ N , ) = N lM; ( T ,P ) + N 2ii ,(T ,P)+N,lp(T,P)

4 -A ^ r in
n : + n 2 + n

+ N 2RT  In
3 y

N 2
+ N 3RT\n N  3

\

n 1+ n 2+ n .
3  yN x + N 2 + N 2y

where, //* is the chemical potential of the pure solvent. The standard state for 

the solvent, water, is usually taken to be pure water, x// is an unspecified 

function of temperature and pressure related to the standard state of the 

permeating solute usually taken to be infinite dilution, and q> is another
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unspecified function of temperature and pressure. R is the universal gas 

constant.

The simplest model for excess Gibbs energy (regular solution theory) is as 

follows [6]:

G.

(Eq. 5- 5)
g>2 Nx N2 ry3 Nx N3

(n , + m 2 + m 2) (n , + n 2 + n , )

C0 2  is the energy of interaction of solute N2 with the solvent (water), co3 is the

energy of interaction of solute N 3 with the solvent (water). This simple model

includes the entropy of mixing of the solutes with the solvent but neglects mixing 

between different solutes. This will be a good assumption when 

co23N 2N 3 «  co2N xN 2 or ca3N xN 3 , where co13 is the energy of interaction of solute

N 2 with solute N 3. If the interchange energies are about the same order of

magnitude, this will be a good assumption if N2N3 « N xN2or N XN3. For

example, for a 2 molal DMSO solution, the values for N x, N 2 and N 3 are

approximately 1X1 O'10, 5X10'12, and4X10'13, respectively, thus this assumption 

will hold true. As a result, we can write the total Gibbs energy as follows:

(Eq. 5- 6)

G(T, P ,N x,N 2,N 3)=  N x {T, P ) + N 2y{T, P)  + N 3cp{T, P)

+ N XRT  In
N x+ N 2 + N 3J

+ N 2RT  In
N x + N 2 + N 3J

+ N 3RT In
n x+ n 2 + n .

+
co2N lN 2

• +
co3N 1N 3

(.n 1 + n 2 + n 3) (n 1 + n 2 + n 3)
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(Eq. 5- 6) maybe re-written as follows:

(Eq. 5- 7)

G(T, P ,N 1, N 2,N 3) = N X  (T, P) + N X  (T, P ) + N X  P) + N lRT ]n{Nx ) 
- N ^ T l n f c  + N 2 + N 3)+  N 2RT]n(N2)~  N 2RT In fc  + N 2 + N 3) + N 3RT\n(N3) 

-  N 3RT ki(Nx + N 2 + N 3) + {co2N l N 2 \ N x + N 2 + N 3 ) _ 1  + {co3N x N 3 \ N X + N 2 + N 3 ) _ 1

The chemical potential of the solvent, jux, can then be found by differentiating 

(Eq. 5- 7) with respect to N-i:

(Eq. 5- 8)

Mi = ^  = Mi + R T l n ( N X ^ - \ R T k i ( N x + N 2 + N 3) +J — ' 
dNx N x _ (ATj + N 2 + N 3)

n 2r t n 3r t

(n x+ n 2 + n 3) (n x+ n 2 + n 3) (n x+ n 2 + n 3)
+ ^  <■ -  (<t>2N,N2 \N , + N2 + JV3 )“

r2
(n , + n 2 + n , )

By collecting the “RT ” terms together, (Eq. 5- 8) may be re-written as:

(Eq. 5- 9)

Mi =Mi +RT
ln(Â 1) + 1 -  ln(#j + N 2 + N 3) — N AT,

{Nx + n 2 + n 3) (n 1 + n 2 + n 3)
AT,

+

(n 1 + n 2 + n 3)

^  ; -  {a>2N xN 2 \ N X + N 2+ N 3 ) - 2  + 7 ^7 — -  ( ® 3  A W  X* i + N 2 + N 3)
cn 1 + n 2 + n 3) (n 1 + n 2 + n 3)
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( N  + N  + N  )
The “1” in the square bracket may be re-written as:  -------^r. Therefore,

( N , + N J + N , )

(Eq. 5- 9) maybe re-written as:

Mi =Mi  + R T

(Eq. 5-10)

ln(jy,) + f t  + N l +  N i \  -  Info, + N 2 + N 3)~ 
V U (Nl + N 2 + N 3) V 1 2 3'

N,
fo, + n 2 + n 3) {n 1 + n 2 + n 3)

+

(n 1 + n 2 + n 3)

^  ■ -  (a2N lN2 \ n 1+ n 2 + n 3 y 2
(n 1 + n 2 + n 3)

+ -— ^ ------C -  (ffl, n ,n 3 I n , + n 2 + n 3 ) -2

(n 1 + n 2 + n 3)

Simplifying (Eq. 5-10) results in the following:

(Eq. 5-11)

Ml = M; + *r[ln fo 1)-ln fo 1 + N 2 +N3)]+j - - ( c o ^ N j N ,  + N 2 + N3)'
(N1+ N 2+ N 3)

+ 7----+N2 + N3 V(N] + N 2+ N 3) V 3 1 3A 1 3'

We may write (Eq. 5- 11) in terms of the mole fractions where xl is the mole 

fraction of the solvent, x2 is the mole fraction of the permeating solute and * 3 is 

the mole fraction of the non-permeating solute.

(Eq. 5-12)

( N t + N 2+ N , )

(Eq. 5-13)
N2

Xl ( n i + N 2+ N 3)
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(Eq. 5-14)

N 3

* 3 (Nl + N 2 + N 3)

Also, we may make the following simplification:

(Eq. 5-15)

ln(Af ) - ln(W, + N 2 + N 3) = In
(n , + n 2+ n , )

= ln(x,)

By substituting (Eq. 5- 12) through (Eq. 5- 15) into (Eq. 5- 11), we get the 

following:

(Eq. 5-16)
//, = fi’ + i?r[ln(x,)]+<w2 x2  ~(ca2x1x2)+a>3x3 - ( a ^ X j)

Note that:

(Eq. 5-17)
xi + x2 + x3 = 1

(Eq. 5-18)
x1= \ - x 2- x 3

We can substitute (Eq. 5-18) into (Eq. 5-16) to get the following expression:

(Eq. 5-19)

ju3 -  /i* + /? r[ ln (l-x 2  - x3) ]+ a 2x2 - a>2( \ - x 2- x 3]x2 + o)3x3-o)3( l - x 2- x 3)x3

(Eq. 5-19) may be re-arranged as follows:

(Eq. 5- 20)

Mi = Mi + R T ln ( l-x 2  - x 3 )+<y2 x2 ( l - ( l - x 2  - x 3 ))+® 3 x3 ( l - ( l - x 2  - x 3))
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As a result, we may write the chemical potential of the solvent inside of the cell

as follows:

(Eq. 5-21)

/j[ = nl + R T  ln(l — x’2- x l3)+ co2xl2 (xl2 + x ‘)+ co3x'3 (x‘ + x ')

To derive the chemical potential of the solvent outside of the cell, we again utilize 

(Eq. 5- 4) through (Eq. 5- 21) and replace the intracellular interchange energy, 

co3 (which is the energy of interaction of solute N3 with the solvent) and the 

intracellular mole fraction, x3 with the extracellular interchange energy, co4 

(which is the energy of interaction of solute N4 with the solvent) and the 

extracellular mole fraction, x4. The chemical potential of the solvent on the 

outside of the cell may be written as:

(Eq. 5- 22)

ju° = ju* + RT  ln(l -  x2 -  x°4)+ co2x°2 [x°2 + x4)+ a>4x° [x° +x4)

We may combine the intracellular solute mole fractions as:

(Eq. 5- 23)

4 + * 3  = x l

Similarly, we may combine the extracellular solute mole fractions as:

(Eq. 5- 24)

x°+x°4 = X °

Using the definitions in (Eq. 5- 23) and (Eq. 5- 24), we may re-write the 

intracellular solvent chemical potential (Eq. 5- 22) and the extracellular solvent 

chemical potential (Eq. 5- 23) as follows:
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(Eq. 5- 25)

ju[ = Ml + RT  ln(l - X ‘ )+ a 2x[ ( ^ ') +  co3x‘3 [x ‘)

(Eq. 5- 26)

Ml = Ml + RT  ln(l - X ° ) +  0)2x° (x°)+ co4x°4 (x° )

The natural logarithms in (Eq. 5- 25) and (Eq. 5- 26) can be expanded, keeping 

terms up to second order in X  as follows:

(Eq. 5- 27)

R T l n ( l - X i ) = R T

” f t  . \2 >~
(X

(—AT* )— v /
\ / 2

_ v J_

(Eq. 5- 28)

R T ] n ( l - X ° ) = R T ( - * ' ) -

As a result, (Eq. 5- 25) and (Eq. 5- 26) may be expanded and re-written (to 

second order) as follows:

(Eq. 5- 29)

Ml = Ml -  R Txi - - T^   ̂ iX ‘ )+ ®3*3 { x ‘ )

Ml = Ml ~RTX

(Eq. 5- 30)

Q r t {x 0)2 + v ; ( r ) + f f lA ° ( r )

If we substitute (Eq. 5- 23) and (Eq. 5- 24) back into (Eq. 5- 29) and (Eq. 5- 30) 

we get the following:
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(Eq. 5-31)

Expanding (Eq. 5- 31) and (Eq. 5- 32) results in the following:

(Eq. 5- 33)
RT

l 4  = Mi ~RTx 2 - R T x ‘3--------x '2 -R Tx i2xi3- ~ x i32+ co2x2 + a>2x2x3 + co3x'2 + a>3x2x3

(Eq. 5- 34)
RT RT

IU° =  n l  - R T x2 - R T x °4 — — x°22 - R T x °2x °4 — — X02 + co2x°2 + co,x;x2 2 '
4 + ( 0 4X 4

.02 + co4x2x4

We can collect terms in (Eq. 5- 33) and (Eq. 5- 34) as follows:

(Eq. 5- 35)

/u[ -  ju* -  Rt {x2  + x3) -  RTx2

2 R T )  3 {2  RT
— RTx2x3 1_3

RT RT.

(Eq. 5- 36)

ju° = Mx ~ R t (x °2 + x °4) - R T x
co2 
~RT.

-R Tx o 2f l
,2

^4
RT

-RTx°2x°4 1_ ,®2 co.
RT RT

We can redefine the expressions containing the interchange energies as follows:
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Substituting (Eq. 5- 37), (Eq. 5- 38), and (Eq. 5- 39) into (Eq. 5- 35) and (Eq. 5- 

36) results in the following:

(Eq. 5- 40)

ju[ =  //* —R.t (x j + x ' ) -  B2RTx ‘2 — B3RTx ‘32 — (B2 + B3)RTx 2x ‘3

(Eq. 5-41)

ju° = £  - Rt {x °2 + x l ) - B 2RTx°22 - B . R T x f  - { B 2 + B 4)RTx °x °

The chemical potentials given in (Eq. 5- 40) and (Eq. 5- 41) are written in terms 

of the mole fraction.

The chemical potential may also be written in terms of molarity (C), instead of 

mole fraction. The mole fraction can be written in terms of the molarity as 

follows:

(Eq. 5- 42)
x = mol fraction = C(MWsolution)osolution
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where C is the molarity in units of
molsolute

Volume
. MWsolution is the molecular

solution J

weight of the solution and oS0luti0n is the specific volume of the solution in units of

Volumesolution
\

m C lS S  solution

. As a result, we may rewrite the mole fractions of the intracellular

and extracellular components as follows:

(Eq. 5- 43)

x i= C ‘( M W „ ,^ solution

(Eq. 5-44)

x[=C[(MWxl^ y solution

(Eq. 5- 45)

xI ^ cKm w ^ , ^ solution

(Eq. 5- 46)

= c : (m w , solution

(Eq. 5- 43) through (Eq. 5- 46) can be substituted into (Eq. 5- 40) and (Eq. 5- 41) 

to get the chemical potential for the inside and the outside of the cell in terms of 

molarity.

(Eq. 5- 47)

A  -  - R T C l M W ^ K * * , .  - RTCj(MW!oluHog)uJofunon- B 2R T C ? (M W ^ J v 2̂

-  B,RTCf  (B, +  B, )R T C &  (M W f
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(Eq. 5- 48)

A  = A  -  RTCi(MWM J , K,^ -R T C 'S m W ^ J p ,^  - B .R T C f iM W ^ 'fv ^  

-B ,R T C :\M W ^ ,J W ^ -{B 1 + B,)RTC2C : ( M W ,^ y ^

We may re-write the B’s from the chemical potentials written in terms of mole 

fraction in terms of new B’s which we can label as B* , to be used in chemical 

potential equations written in terms of molarity, where:

1 0)2 
v2 ~R T ,

(Eq. 5- 49)

{ M W s o l u t i o n ^  solution ^ 2  { M W so lu tio n  V solution

b; =

(Eq. 5- 50)

\  '  ^ ^ M W ^ o n ^ soll‘tion =  B ^ M W elution  y solution

b ; = r \ CO4^
v2 RT,

(Eq. 5- 51)

( ^ s o lu t i o n  )»  solution B 4 (M W s o iu ,io „ y .solution

Therefore, we can substitute (Eq. 5- 49) through (Eq. 5- 51) into (Eq. 5- 47) and 

(Eq. 5- 48) to obtain the following:

(Eq. 5- 52)

Ml ~RTC‘2(M W ,^ J o,^ „ - R T C & M W ^ J , ,^ - B '2RTC?(MW,^hy
~ b;r T C ^ ( M W ^ - ( b; +B;)RTQCi(MW„„em)o:

solution

solution

(Eq. 5- 53)

A  = f t  - r t c °2(m w ^ R tc;(m w „ , ^ - b;r t c22(m w m „) , : 
-B :R T C f(M W ,^ , -(b ; + B ljR T C lC tiM W ^ ,) ,^ .

solution
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The chemical potentials in (Eq. 5- 52) and (Eq. 5- 53) are in terms of molarity C .

The chemical potential may also be written in terms of molality (m), instead of 

mole fraction or molarity. The mole fraction can be written in terms of the 

molality as follows:

(Eq. 5- 54)
x - mole fraction = m {MWsolvent )xsolvent

where m is the molality in units of fm°Lolutê , MWsolvent is the molecular weight of
V solvent J

the solvent and xsolvent is the mole fraction of the solvent. As a result, we may

rewrite the mole fractions of the intracellular and extracellular components as 

follows:

(Eq. 5- 55)

= m i2(MW50lvent)xsolvent

(Eq. 5- 56)

* 3  =  m i i M W s o lv e n t)* .solvent

(Eq. 5- 57)

xl=m l(M W Khtm)x

(Eq. 5- 58)

solvent

solvent

(Eq. 5- 55) through (Eq. 5- 58) can be substituted into (Eq. 5- 40) and (Eq. 5- 41) 

to get the chemical potential for the inside and the outside of the cell in terms of 

molality.
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(Eq. 5- 59)

M  =M" -  RTm'AMWso:, , j x x:,,M -RTm'.(MiV!l},m )x:̂ „  -  B2_R7>»;! ( W , , , , ) ! x l, IM 

-  B,RTm‘s2 (M W ^ „ ,) ! x ^ „ , -  (Bt + f l , )RTm[m‘,(MW ,m  f

(Eq. 5- 60)

=  -R T m ;{ M W ^ )x ^ „ ,  - B 2RTm°A(MWM m )2x2l M

-B ,R Tm ;2(M W ,„ „ J x l„ „  - ( Bt + B,)RTm°1ml(MW,M )2 x 2̂ ,

We may re-write the B’s from the chemical potential equations written in terms of 

mole fraction in terms of new B’s which we can label as B+ , for use in chemical 

potential equations written in terms of molality, where:

(Eq. 5-61)

b ;  = — -  —■21 MW x2 r T ) MW— X
— z? MW r

solvent'*' solvent 2 solvent *'v solvent

(Eq. 5- 62)

b ;  =
f  1 ^  A1 0)3

2 ~~RT
Ad~W x ~ MFF xsolvent solvent rr  soivent solvent

(Eq. 5- 63)

b :  =
f  1 ^1 ®4

2 RT
MW x = B MW xsolvent solvent 4 solvent solvent

Therefore, we can substitute (Eq. 5- 61) through (Eq. 5- 63) into (Eq. 5- 59) and 

(Eq. 5- 60) to obtain the following:

(Eq. 5- 64)

Mi = Ml ~ RTK {M W solvent)xsolvent - RTmi(MWsolvent)xsolvent - B+2 RTm^(MWsolvenl)xsolvenl 

-  B*RTmf (MWsolvent )xsolvent -  [b +2 + B; (.MWsolvenl )xsolvent
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(Eq. 5- 65)

Mi = Ml - RTm°2 (MWsolvent)xsolvent ~RTm°A{MWsolvent)xsolvent - B+2RTm°2 (MWsohent). 

-  B*RTm0/  (MWsolvent )xsolvent -  &  + B4+ )R7>»X (MWm  )xsolventsolvent

solvent

solvent

The chemical potentials in (Eq. 5- 64) and (Eq. 5- 65) are in terms of molality.

Note that while B2, B3 and B4 are not in general dependent on the solution 

composition, B*2 , 5* , B*4 , B2 , B3 and B \ are dependent on solution

composition though in practical circumstances this dependency may be 

negligible.

5.3 Chemical Potential of the Solute

Recall that for the inside of the cell the Gibbs free energy (G) maybe written as 

[2]:

(Eq. 5- 6)

where, cc>2 is the energy of interaction of solute N2 with the solvent (water) and co3 

is the energy of interaction of solute N3 with the solvent (water). We may re-write 

(Eq. 5- 6) as follows:

G(T,P,Nl ,N 2,N 3) = (T,P) + N 2y/(T,P) + N 3<p(T,P)

+ N ,RT  In + N ,R T In + N 3RT  In

| i  i z j  i J

(.N , + N 1 + N , )  (N , + N 2 + N , )
co2N 1N 2 cd3N 1N 3
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(Eq. 5- 7)

G(T, P ,N 1,N 2,N 3) = N x/ul (T, p ) + N 2y/{T, P) + N 3(p{T, P) + N XRT ln ( ^  ) 
- N lRT\n(N1+ N 2 + N 3) + N 2RThi(N2) - N 2RT]n(N1+ N 2 + N 3) + N 3RTln(N3) 

-  N 3RTln(Nl + N 2 + N 3)+  (o)2N xN 2 \ N x + N 2 + N 3 )_I + {g>3N xN 3 \ N X + N 2 + N 3 ) _ 1

To get the chemical potential of the solute, N2, we can differentiate (Eq. 5- 7) with 

respect to N2:

(Eq. 5- 66)
dG N XRT N 2RT  d t,, , v

d N 2 V I 2 3 /  2

-  tfTlnfA/" + N  + M  ) | N 2R T  N 3RT co2N x
‘ 2 j) (Ar,+JV2+Ar,)J (AT.+JVj+tf,) (tf,+Ar2+AT,)

-  (co2N lN 2\ N x + N 2 + N 3 ) ' 2  -  (g)3N xN 3Xn x + N 2 + N 3y 2

By collecting the “RT ” terms together, (Eq. 5- 66) maybe re-written as:

/u2 =y/ + RT

(Eq. 5- 67)
"ln(JV2)+1 -  ln(jV, + 7 ^ + ^ )

N?
(n x+ n 2 + n 3) (n x+ n 2 + n 3) (n x+ n 2+ n 3)

+  ( N  + n \ N  ) ~ ^ N ' N ^ N 1 + N * + N > T 2 -(® 3 W X J V ,  + ^2  + N , Y 2

The “1” in the square bracket may be re-written as: (Nx+ N 2 + N 3) and as a
(n , + n 2 + n 3)

result, we may re-write (Eq. 5- 67) as follows:
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Hi = W + RT

(Eq. 5- 68)

ln(W2) + _ ln( ^  + N i  + Ar J
(iV1 + iV2 +7V3)

N,
( N . + ^ + N , )  (n { + n 2+ n 3) (n { + n 2+ n 3)

+ (N  + f +  n  r f a » M N l + N2 + Nsr  - f a N . N j N ,  + N2+ N 3)
- 2

Simplifying (Eq. 5- 68) results in the following:

(Eq. 5- 69)

M , = v  + RT[\n(N2)-\n (N , + N , + N , ) ] +  ■ ^ * ' + N  j - (<»2N ,N 2X^, + N 2 + N , )

- (a ,N ,N 3XN, + N ,  + N , Y 2

We may write (Eq. 5- 69) in terms of the mole fractions where xl is the mole

fraction of the solvent, x2 is the mole fraction of the permeating solute and x3 is

the mole fraction of the non-permeating solute. Again we will use the following 

definitions of the mole fractions:

(Eq. 5-12)

N,
1 (n , + n 2+ n 3)

(Eq. 5-13)

N,x2 =
{N1+N2+N 3)

133

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



x 3 =

(Eq. 5-14)

N3
(n 1 + n 2 + n 3)

Also, we may make the following simplification:

(Eq. 5- 70)

ln(W2) -  ln (^  + N 2 + N 3) = In = ln(x2)
( N l + N 2 + N 3l

By substituting (Eq. 5-12) through (Eq. 5-14) and (Eq. 5- 70) into (Eq. 5- 69), we 

get the following:

(Eq. 5-71)

/u2 = iff + RT\ln(x2 )]+(o2xj -  (a>2xlx2) -  {co2xxx2)

Again we will use:

(Eq. 5-17)

Xj + x2 + x3 = 1  

(Eq. 5-18)

X j = 1 -  x2  -  x3

We can substitute (Eq. 5-18) into (Eq. 5- 71) to get the following expression:

(Eq. 5- 72)
fi2 = ^  + i?rin(x2) + 6 )2 ( l - x 2  — x3) — co2(l — x 2  - x 3 )x2  — © 3 (l — x 2  — x3 )x3

(Eq. 5- 72) may be re-arranged as follows:

134

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(Eq. 5- 73)
A2  = W + RT\n{x2) + co2(\. - x2 - x2) ~ &>3( l - x 2 - x 3)x3 

As a result, the chemical potential of the solute inside the cell may be written as:

(Eq. 5- 74)

ju‘2 =iy + RT\n.{xl2)+ a>2(l - x2 -  x3)(l- x2) -  co3(l- x2 - x \ )c3

To derive the chemical potential of the solute outside the cell, we again follow the 

same approach taken to deriving the chemical potential of the solute inside the 

cell, however we replace the intracellular interchange energy, a>3 (which is the

energy of interaction of solute N3 with the solvent) and the intracellular mole 

fraction, x3 with the extracellular interchange energy, co4 (which is the energy of 

interaction of solute N4 with the solvent) and the extracellular mole fraction, x4. 

The chemical potential of the solute on the outside of the cell may be written as:

(Eq. 5- 75)

H°2 = y / + RT\n{x02)+(D2{$.-x02 - x 4 ^ l - x "  ) - 6 >4 ( l - X 2 - x ^ l

In the interest of having the same parameters appear in the equations for the 

solute and solvent chemical potentials, we will use the definitions for B2, B3, and

54that were derived from the solvent equations:

(Eq. 5- 37)

1 co. ____ J2_

' 2  2 RT

co2 = RT
f t  \

2
J - *
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Substituting (Eq. 5- 37), (Eq. 5- 38), and (Eq. 5- 39) into (Eq. 5- 74) and (Eq. 5- 

75) results in the following:

(Eq. 5- 76)

l i l2 =yr + RT\n(x\ )+ i? r(  ̂  -  B2 J(l -  x‘2 -  x ‘ )(l -  x ‘ ) -  RT - - 5 , ) ( l - x ‘ - x '  )x'

M i = ¥  + RT\n{x°2)+ R T -B,
\

(Eq. 5- 77)

)(i -  xi -  x; Xi -x°2) - x t ( ± -  b ,  )(i -  x ’ -  x; )x

The chemical potentials given in (Eq. 5- 76) and (Eq. 5- 77) are written in terms 

of the mole fraction. The chemical potential may also be written in terms of 

molarity (C) instead of mole fraction. Again, we may write the mole fraction in 

terms of molarity as follows:

(Eq. 5- 42)

x = mol fraction = C{MWsolulion )vsolution
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solution

Again, we can use the definitions of mole fraction for the intracellular and 

extracellular components given in (Eq. 5- 43), (Eq. 5- 44), (Eq. 5- 45), and (Eq. 5- 

46).

(Eq. 5- 43)

X 2 ~  C 2 (M W s o lu t io n  k

(Eq. 5- 44)

x '^ C & M W ^  k  

(Eq. 5- 45)

x° =C°2(MWsolution))solution 

(Eq. 5- 46)

x:=c:{M w solution)os,

solution

solution

These equations along with the definitions for B* given from the solvent 

equations in (Eq. 5- 49), (Eq. 5- 50), and (Eq. 5- 51), which were in terms of 

molarity, can be substituted into (Eq. 5- 76) and (Eq. 5- 77) to get the chemical 

potential for the inside and the outside of the cell in terms of molarity:

(Eq. 5- 49)

K  =
f  1 ^  'N1 CO 2

2~~RT

b : =
/ 1 6)3A

2 RT

{ M W solution ) o  solution ^ 2  i M W solu tion)0

(Eq. 5- 50)

{MWsoluaon)osolution ^3 { M W solution V

solution

solution
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(Eq. 5- 51)

b ; =
2

^4
RT {MWs o l u t i o n ^  s o lu t io n  B, {MWs o lu t i o n ) o ,so lu tio n

Therefore, the intracellular and extracellular chemical potentials of the solute in 

terms of molarity are given as follows:

(Eq. 5- 78)

//' + R T h ^ C 'A M W ^ y s o lu t io n  )

/  .
+ RT

2 {MWsolutionvs o lu t io n

s o lu t io n  s o lu t io n  ) )

(l -  (C ' {MWsolution )osolution) ) -  RT b;
2  { M W s o lU,ic n  ^ s o lu t io n  )

( l  (c2 {MWsolution )u s o lu t io n  ) (c3 {MWsolution )o  s o lu tio n  ) )^ 3  {MWsoiution s o lu t io n

(Eq. 5- 79)
^ = V,  + Rnn(ct{MW:^ ) v s o lu t io n  )

+ RT
b : w

2 {MWsolution̂ s o lu t io n  ) JJ
f  f

RT
\  V

(l (C2 {MWsoiution ̂ s o lu t io n  )  (^4 {MWs o lu t io n  )° s o lu t io n  ))

1 b ;
2  { ^ s o l u t i o n V solution ) J  J

w

(l -  (c, ) -  (c; ))c; )>.s o lu t io n

The chemical potential of the solute may also be written in terms of molality (m), 

instead of mole fraction or molarity. Again, we may write the mole fraction in 

terms of molality as follows:
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(Eq. 5- 54)

* = mole fraction = m (MWsolvent)xsolvent

Again, we can use the definitions of mole fraction for the intracellular and 

extracellular components given in (Eq. 5- 55), (Eq. 5- 56), (Eq. 5- 57), and (Eq. 5- 

58)

(Eq. 5- 55)

4  =  s o lv e n t)*  solvent

(Eq. 5- 56)

4  = m [(M W s o iv ent)x  solvent

(Eq. 5- 57)

x° =m°2(MWsolvent)xsolvent 

(Eq. 5- 58)

x°4 = m°(MWsolvent)xsolvent

These equations along with the definitions for B+ given from the solvent 

equations in (Eq. 5- 61), (Eq. 5- 62), and (Eq. 5- 63), which were in terms of 

molality, can be substituted into (Eq. 5- 76) and (Eq. 5- 77) to get the chemical 

potential for the inside and outside of the cell in terms of molality:

(Eq. 5-61)

B +2 =
1  co2
2 ~~RT

MW x = B MW x'  solvent solvent 2 solventA  solvent
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(Eq. 5- 62)

b ;  =
/ 1 0)3 N

2 RT
MW x = R MW xsolvent solvent 3 solvent solvent

y

(Eq. 5- 63)

b ; =
/ 1  CO. '

2 i? r
A x = ff A/fJV xsolvent solvent 4 solvent solvent

Therefore, the intracellular and extracellular chemical potentials of the solute in 

terms of molality are given as follows:

(Eq. 5- 80)

H \ = y /  + RT In (m\ {MWsolvent )xsolvent)

+ RT
2 (MWsolvenlxsolvent

solvent m 3 { ^ s o l v e n t ) *  so lven t)

b ;
(l- m ‘2(MWsolve„t)xsolvent) -  RT -  J— ------------ X

\  \ solvent"^ solvent /

(l - m ‘2(MWsolvent)xsolvent m 3 {MWsolvent)xsolvent ) ^ 3  {MWsolvent )xsolvent

(Eq. 5- 81)

H°2 =i{/ + RT  In (m° (MWsolvent )xsolvent)

RT
b ;

2 (MWsolventxsolvent
solvent m 4 solvent )

b :f  i
) -  RT - - j — ------------1

\  v solvent so lven t)

solvent m 4 (MWsolvent)xsolvent K ” [MWsolvent )xsolvent

(Eq. 5- 80) and (Eq. 5- 81) are in terms of molarity.
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5.4 Values for the Interaction Coefficients

In our laboratory, values for the interaction coefficients, B+ and B for different 

solutes were calculated by fitting the osmolality of various solutions to a single 

solute osmotic viral equation truncated at the quadratic term as given in (Eq. 5- 

82) (in terms of molality) and in (Eq. 5- 83) (in terms of mole fraction).

(Eq. 5- 82)

n = mi + -6 *tm(2

(Eq. 5- 83)

K - x j = A(xi +B;Xf  )

A = --------   = 55.49 mole/kg
MW1 V J f f  solvent

A is used to convert between units of molality and mole fraction. The osmolality 

as a function of concentration for different solutions was obtained from Richelle 

Bannerman who analyzed various freezing point depression data in the literature 

in terms of either mole fraction or molarity. The freezing point depression was 

converted to osmolality using the following equation:

(Eq. 5- 84)
FP = l.Z6*x-xl

where FP is the freezing point depression and 1.86 is the molal freezing point 

depression constant for water [7].

For solutes that dissociate, such as salts like KCI or NaCI, the concentration unit 

(molality) in (Eq. 5- 82) or (mole fraction) in (Eq. 5- 83), needs to be multiplied by 

a dissociation constant that is also fit for. The dissociation constant will be
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different for the different units of concentration used. For solutes that do not 

dissociate, such as DSMO, glycerol or propylene glycol, the dissociation constant 

is simply equal to one. A list of the interaction coefficients for various solutes of 

interest are given in Table 5-1.

Table 5-1: Interaction parameters B and B+ for various solutes in terms
o mole fraction and molality

Solute B value (in terms of mol 
fraction)

B + value (in terms of 
molality)

Dimethyl Sulfoxide 
(DMSO)

4.716 0.0843

Glycerol 2.950 0.0259

Propylene Glycol (PG) 3.415 0.0399

Potassium Chloride 
(KCI)

-0.057 
(Dissociation constant = 1.79)

0.0000 
(Dissociation constant = 1.74)

Sodium Chloride (NaCI) 2.759
(Dissociation constant = 1.68)

0.0299 
(Dissociation constant = 1.70)

5.5 Discussion

5.5a Gibbs-Duhem equation

In deriving the chemical potential equations, the solvent and the solute equations 

must be consistent. The chemical potentials for both the solute and the solvent 

were derived from the same Gibbs free energy equation. Doing this guarantees 

that the chemical potential equations satisfy the Gibbs-Duhem equation. The 

Gibbs-Duhem equation is given as follows [3]:
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(Eq. 5- 85)

0 = VdP-SdT + YJNidpii
i

where S is entropy, T is temperature, V is volume and P is pressure. At a 

constant temperature and pressure, we get the following relationship:

(Eq. 5- 86)
5 > ,< fc ,= 0

i

In order to verify that the Gibbs-Duhem equation is satisfied, we can look at a 

simple example of a two component system made up of a solvent, TV, and one 

solute, N2 at a constant temperature and pressure. In making these 

assumptions we get the following:

(Eq. 5- 87)
Nxd/ux + N2d/u2 = 0

Recall that Nx and N2 may be written in terms of mole fraction as follows:

(Eq. 5- 88)

(JV.+tf,)

(Eq. 5- 89)
N2

* 2 (Ni + N 2)

Substituting (Eq. 5- 88) and (Eq. 5- 89) into (Eq. 5- 87), we get the following:

(Eq. 5- 90)
x1 d/ux + x2dju2 = 0

Similarly, we may differentiate (Eq. 5- 90) with respect to x2 as follows:
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We can test the Gibbs-Duhem relationship by using (Eq. 5- 16) and the 

relationship given in (Eq. 5-18):

(Eq. 5-16)

Mi =Mi  +RT[]n(xl)]+co2x2-(co2x]x2)+coixi -(coix]xi )

(Eq. 5-18)

X, = l - x 2 — JC3

For a one solute system, (Eq. 5-16) would take the following form:

(Eq. 5- 92)
= //* + i?r[ln(l -  x2)] + a>2x2 -  (co2x2 Xl -  x2)

We can take the derivative of (Eq. 5- 92) with respect to x2 to get the following:

(Eq. 5- 93)

dMi r. RT= 2 &>,x, - -
dx2 2 2 ( l - x 2)

Similarly we can use (Eq. 5- 71):

(Eq. 5- 71)

M2 =  V  +  i?r[ln(x2)] + co2xx -  (o)2xxx2) -  {co^x.x^)

Using (Eq. 5- 18), for a one solute system, (Eq. 5-71) would take the following 

form:
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(Eq. 5- 94)

n 2 =y/ + i?r[ln(jc2)]+ ®2 (l -  * 2 ) -  (^2*2 X1 ~  X2 )

We can take the derivative of (Eq. 5- 94) with respect to x2 to get the following:

(Eq. 5- 95)
d/j.2 RT .
— -  = ------ 2  co2 + 2 co2x2
dx2 x2

If we substitute (Eq. 5- 93) and (Eq. 5- 95) into (Eq. 5- 91) and utilize the 

relationship in (Eq. 5-18), we see that the Gibbs-Duhem relationship is satisfied. 

Note that (Eq. 5- 33) and (Eq. 5- 71) do not exactly satisfy the Gibbs-Duhem 

relation since in (Eq. 5- 33) a natural logarithm has been expanded and only 

terms up to second order kept, while no such approximation was made in 

(Eq. 5-71).

5.5b Chemical potential definitions in the literature

When deriving the chemical potential equations, for all the various cases, for a 

dilute solution, we simply neglect the second order terms. For example, the 

intracellular and extracellular solvent chemical potential in terms of mole fraction 

given in (Eq. 5- 40) and (Eq. 5- 41) for a dilute solution would be:

(Eq. 5- 96)

ju[ = //,* - R T ( x [ + x [ )

(Eq. 5- 97)

K  =Mi - R t (x°2 + x4°)
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Similarly, the intracellular and extracellular solute chemical potentials in terms of 

mole fraction given in (Eq. 5- 76) and (Eq. 5- 77) for a dilute solution would be:

(Eq. 5- 98)

/4  = f h  +RT\n{xiz)

(Eq. 5- 99)

= ju ;+R T  ln(x°2)

These are the common definitions of chemical potential that are often found in 

the literature [2], Callen derives the dilute chemical potential equations from the 

Gibbs free energy and writes the chemical potentials in terms of mole fraction [2]. 

Landau and Lifshitz [4], derived the dilute chemical potential in terms of mole 

ratio instead of mole fraction and suggest that mole ratios be used for the non­

dilute derivation as well. However, for a dilute solution, where the amount of 

solute is much less than the amount of solvent, using mole fraction or mole ratio 

essentially results in the same chemical potential equations.

5.5c Thermodynamic basis for an osmotic virial equation mixing rule

As discussed in Chapter 4, there are a number of mathematical relationships in 

the literature to describe osmolarity or osmolality as a function of concentration. 

The osmotic virial equation treats osmolality (or osmolarity or osmotic pressure) 

as a polynomial expansion in concentration with the first term being linear in 

concentration. The osmotic virial equation for a binary mixture - a solution 

containing a solvent and a single solute, i ,  describes the osmolality, n, as a 

polynomial in molality of the solute, m,.
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(Eq. 4-1)

Tt -  mi + B*mf + C{m* +...

The B+ and C + are known as osmotic virial coefficients. B(+ is called the second 

osmotic virial coefficient and CT the third osmotic virial coefficient, etc. In a

ternary mixture (solvent plus two solutes), there are three pair-wise solute 

interactions in the solution: the interaction of the type 1 solute molecules with 

each other, the interaction of the type 2 solute molecules with each other and the 

interaction of the type 1 and type 2 molecules with each other [3].

Note that the chemical potential of the solvent may also be written in terms of the 

osmolality, n , the molecular weight of the solvent, MWsolvent and the mole fraction

of the solvent, xsolvenl .

(Eq. 5-100)

//, = n l -R T (M W solvent)xs o lv e n t^

In the literature, when the osmotic virial equation is used for two solutes, one of 

two things is usually done: 1- it is assumed that the osmolalities are additive and 

the interactions between solutes are neglected [5], or 2- an empirical parameter 

multiplied by the m2m3 term is estimated by fitting multi-solute data. Recall from

Chapter 4, that a mixing rule was proposed by Bannerman et al., [1], using the 

arithmetic average of second osmotic virial coefficients of the pure species to
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predict the cross coefficient from measurements of binary solutions alone. The 

coefficients were then used to make predictions for ternary solution osmolality 

without any additional fitting components. The osmotic virial equation they 

proposed to describe the osmolality for two solutes was expressed as follows [1]:

(Eq. 4- 4)

n = m2 + m3 + B2m22 + B3ml + (B2 + B\ )m2m3

We can simplify (Eq. 5- 64) as follows:

(Eq. 5-101)

Ml = Ml ~ RTMWsolventxsolvent |m2 + m3 + B+2 m22 + B;m] + (b+2 + B +3 )m2m3 J

If we compare the expressions for chemical potential given in (Eq. 5- 100) and 

(Eq. 5-101), the expression for osmolality that comes out in the bracket in (Eq. 5- 

101) is identical to the osmotic virial equation with the mixing term given in (Eq. 

4-4). One of the key outcomes that resulted from the chemical potential 

derivations done in this chapter is that it provided a thermodynamic basis for the 

mixing rule proposed by Bannerman el al., [1]. As seen in (Eq. 5- 64), the 

interaction term that was derived from the Gibbs free energy equation was simply 

the arithmetic average of the pure species of the interaction parameters. The 

osmotic virial equation is therefore a simplification of regular solution theory and 

hence, if the osmotic virial equation is used, then the mixing rule will be valid.

Since the chemical potential equations were derived in mole fraction, molality
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and molarity and the same form for the interaction parameter resulted in all three 

derivations, this tells us that the mixing rule is not unit dependent and will be valid 

regardless of if mole fraction, molality or molarity is used. This mixing rule will 

have use in other applications outside of cryobiology where one wishes to make 

a prediction of the osmolality of aqueous solutions with multiple solutes in the 

absence of ternary data. In cryobiology, it allows one to have more accurate 

predications of both the extracellular and intracellular solution osmolality and will 

improve the accuracy of protocol simulations.
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Figure 5-1 A system of water, a permeating solute, an intracellular non-permeating solute and an
extracellular non-permeating solute
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Chapter 6: New Transport Equations

6.1 Introduction

As discussed in Chapter 4, the transport equations used in cryobiology today, 

whether being the two parameter (2-P) formalism, developed from the work of 

Jacobs and Stewart [12,13] or the three parameter formalism, developed by 

Kedem and Katchalsky (K-K) [14] include dilute solution or near equilibrium 

assumptions. In their work, Jacobs and Stewart [12,13] suggested that in the 

transport equations, the expression for concentration should have units of 

osmolarity. However, it appears that they were actually using molar 

concentration rather than osmolar. In using molar concentration instead of 

osmolar, a dilute solution assumption is being made. In the literature it is often 

assumed that if the 2-P model is being used, there are no dilute solution 

restrictions on the transport equations [15], which is not true. Kedem and 

Katchalsky also made dilute solution assumptions in their transport equations. 

When using the chemical potentials of the solute to derive their transport 

equations, they also made a near-equilibrium assumption [14], in that the 

difference in concentration between the inside and the outside of the cell must be 

small. So despite what is often thought in the literature, using either the 2-P or 

the K-K equations results in dilute solution assumptions being made, specifically 

in the solute transport equations. It has been recognized that for various 

systems and scenarios, dilute solution approximations introduce appreciable 

errors in the transport formalisms [26], particularly in cryobiology where 

intracellular and extracellular solutions become clearly non-dilute.
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As pointed out in the literature, the cell membrane transport properties are 

important parameters that often determine the fate of the cells [4]. In 

cryobiology, it has been shown that the membrane transport parameters must be 

measured accurately in order to analyze the cryopreservation of cells with any 

accuracy [4], However, then equally as important to measuring the transport 

parameters, is using accurate equations to obtain the permeability parameters. 

As discussed in Chapter 4, the K-K model is the most commonly used model in 

the field of cryobiology [15,25]. The K-K model was specifically designed to 

describe the situation of co-transport of a solute and water across a cell 

membrane. Kleinhans suggested that recent discoveries of water channels in 

cell membranes, eliminated the possibility of co-transport of water and solute 

across the membrane and thus he questioned the validity of the K-K equations 

[15]. Kleinhans proposed that the K-K formalism and a  were often unnecessary 

and demonstrated that the 2-P formalism worked just as well as the K-K 

formalism and essentially gave the same results for a number of different 

transport situations in which a common channel for solute and solvent was not 

present. Using simulations, this was demonstrated to be true for a variety of 

circumstances. In Chapter 4, we demonstrated the reason for this is that for 

situations when there is no interaction between the water and solute (when water 

and solute move across the membrane using independent pathways), the 2-P 

and the K-K equations are essentially the same. Kleinhans noted that there were 

no practical differences up to solute concentrations of several molar, however, 

the 2-P model and the K-K model deviated from each other at high
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concentrations [15]. It is possible then that a  is simply, empirically adjusting for 

non-dilute behavior, since in both equations a dilute solution assumption is being 

made. In the literature it has been reported that there is no pattern that emerges 

which defines how the solute concentration effects membrane permeability 

characteristics [17]. All of these insights were an indication to us that non-dilute 

solution equations need to be considered in the osmotic transport equations, 

particularly in cryobiology where dilute solution conditions are often not met, 

since concentrated solutions are present over large temperature ranges. As a 

result of this, non-dilute solution equations that make no near-equilibrium 

assumptions should be used in cryobiology.

6.2 Dilute Solution Solute Transport Equations

As discussed earlier, when deriving the equations for the osmotic transport of the 

solute, Kedem and Katchalsky made both a dilute solution and a near-equilibrium 

assumption [14]. In order to better understand osmotic transport, a closer look 

needs to be taken at the solute transport equations. The solute transport 

equations may be examined from a number of different perspectives including 

Fick’s Law of Diffusion, the Onsager approach and Statistical Rate Theory.

6.2a Fick’s law of diffusion

There are many different ways to analyze transport processes. The simplest 

model of diffusion fluxes is Fick’s First Law of Diffusion:
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(Eq. 6-1)

dC.
Js ° s dl

where Js is the diffusive flux of the solute, Ds is the diffusion coefficient, and Cs

is the molar concentration which varies with distance I . It has been recognized 

in the literature that in some systems, such as electrolyte solutions, there are 

problems with (Eq. 6- 1) when determining the diffusion coefficients even in very 

dilute solutions [9] as well as problems in measuring non-equilibrium parameters 

related to the diffusion coefficient when using (Eq. 6-1).

6.2b Onsager approach

As discussed in Chapter 4, the thermodynamics of irreversible processes offers a 

description of transport. Based on the work of Onsager, it is assumed over some 

range that flux is directly proportional to a driving force. The Onsager 

phenomenological coefficient relates this flux to the force as follows:

(Eq. 6- 2)

Js ~ LX

In the case of isothermal membrane transport, Js is the flux of solute across a

membrane, L is the Onsager phenomenological coefficient and X  is the 

thermodynamic driving force. In the case of isothermal osmotic transport, this 

force may be written as follows:

(Eq. 6- 3)

X  = - dMs
di
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where / i j s  the chemical potential of a permeating solute. As discussed in

Chapter 5, the dilute solution chemical potential of the solute in terms of mol 

fraction (where is the solute mol fraction) may be written as follows:

(Eq. 6- 4)

jus = p 5 + R T  Inx,

which may be also be written in terms of molar concentration:

(Eq. 6- 5)

M ,= M ;+ R T In (C ,(M W ,c„a,.y , solution )

where Cs is the molar concentration in units of moles of solute per volume of

solution, MWsolution is the molecular weight of the solution and vsolution is the

specific volume of the solution. (Eq. 6- 3) may be substituted into (Eq. 6- 2) to 

yield the following expression for the flux of solute on the outside of the cell 

membrane:

(Eq. 6- 6)

J , = - L
dl Outside o f membrane

(Eq. 6- 5) may be substituted in the new solute flux equation, (Eq. 6- 6), to yield 

the following expression:

(Eq. 6- 7)

J  * = —L RT
1 solution )

solution dl
= - L RT 1 dC,

Cs{l) dl

Note, it is assumed that for a dilute solution, M W .utinn and v , are constant.
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Cs is a function of position, /. Cs(l)=Csave, where Csave is the average solute

concentration across the membrane. This is an approximation that becomes 

exact as the thickness of the membrane (X) becomes small (which it is). (Eq. 6- 

7) may be re-written as:

(Eq. 6- 8)

JS=~L
RT

dl

Similarly, considering the membrane to be of infinitesimal thickness, (Eq. 6- 8) 

may be written as:

(Eq. 6- 9)

JS=L RT
C

c: -c,i \

s \

As shown in Chapter 4, when deriving the transport equations, Kedem and 

Katchalsky arrived at a similar relationship for the transport of the solute, i.e., flux 

being proportional to a difference in concentration divided by the average 

concentration of the solute. However, Kedem and Katchalsky arrived at this 

relationship by making a near equilibrium assumption and assuming that the 

difference in concentration between the inside and the outside of the cell was 

quite small, while the relation in (Eq. 6- 9) was derived from calculus, assuming 

the membrane thickness was small.
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6.2c Comparing Fick’s law and Onsager

Irreversible thermodynamics gives no guidance as to the concentration 

dependence of the Onsager phenomenological coefficients [9]. The relationship 

between the diffusion coefficient and the Onsager phenomenological coefficient 

can be obtained in a straightforward exercise by comparing the solute flux 

equations obtained from Fick’s Law of Diffusion (Eq. 6- 1) with the solute flux 

equation obtained from the Onsager approach (Eq. 6- 8). From this relationship, 

some insight into the concentration dependence of the Onsager coefficients may 

be obtained. Comparing (Eq. 6-1) with (Eq. 6- 8), we see that:

(Eq. 6-10)

T D , c r
RT

This relationship has been noted in the past, directly [1], and indirectly [9], By 

comparing the two methods for obtaining solute flux, we can get a relationship 

between the phenomenological coefficient, L , and the diffusion coefficient, Ds.

However, we do not know how L and Ds depend on the solute concentration.

As discussed in Chapter 4, the solute transport equation is often written as:

(Eq. 6-11)

^ = p,a (c ; - c ;)

By comparing (Eq. 6- 9) with (Eq. 6- 11), we get the following relationship for the 

solute permeability coefficient, Ps:
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However, we still do not know the concentration dependence of the 

phenomenological coefficient, L .

The solute flux, (Eq. 6- 6), may also have been written in the following form:

(Eq. 6-13)

i i
J. = -L

(Eq. 6- 5) may be used for the dilute solution chemical potential of the solute. As 

a result, (Eq. 6-13) may be written as:

(Eq. 6-14)

. LRT 
J , = —  In s o lu tio n

C i X M W s o lu t i o n ) V  s o lu tio n  J

LRT
I

In
r C o \

C‘v L «y

LRT
We may re-write to be equal to P* as shown in (Eq. 6-15):

/

(Eq. 6-15)

LRTp:  = ■

/

As a result, (Eq. 6-14) may be re-written as:

(Eq. 6-16)

j .  = p: In C‘
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W e can compare (Eq. 6- 12) with (Eq. 6- 15) to get a relationship between Ps

and P*

(Eq. 6-17)

ave

P* = s

I

6.2d Statistical rate theory

Statistical Rate Theory is a relatively new theory of non-equilibrium 

thermodynamics proposed by C. A. Ward [23,24]. The theory is derived from a 

mathematical model that uses entropy and is based on a quantum mechanical 

description of an isolated multi-particle system [8,22,24]. Statistical Rate Theory 

provides an expression for the instantaneous net molecular transport rate across 

the interface of two similar or different phases. No equilibrium assumptions are 

made in the development of Statistical Rate Theory and it can be used to derive 

rate equations that may be written entirely in terms of experimental and 

thermodynamic variables that may be tabulated, measured or controlled. Elliott, 

Elmoazzen and McGann [7] give the instantaneous net rate of solute molecule 

transport across a cell boundary as follows:

where K es is the equilibrium exchange rate of the solute molecules crossing the 

membrane once the isolated system has reached thermodynamic equilibrium.

(Eq. 6-18)

dN,
dt
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(Eq. 6-18) is a complete non-equilibrium thermodynamic equation that describes 

the osmotic transport of solute across a cell membrane without any near­

equilibrium assumptions being made. In order to be able to compare with 

Onsager’s linear, near-equilibrium equations, the exponentials can be linearized.* 

Thus for small chemical potential differences, (Eq. 6-18) becomes:

(Eq. 6-19) 

dN. 2 K*
~(m° ~Ms)dt RT

(Eq. 6- 5) may be used for the dilute solution chemical potential of the solute. As 

a result, (Eq. 6-19) may be written as:

(Eq. 6- 20)

c:dN = 2Kes In
dt C\

By comparing (Eq. 6-16) with (Eq. 6- 20), we see that:

(Eq. 6- 21)

p ; = 2k :

Recall that from (Eq. 6-15), that we saw that:

(Eq. 6-15)

r  LRT
I

By comparing (Eq. 6-15) with (Eq. 6- 21), we can find a relationship between the 

equilibrium exchange rate, K es and the phenomenological coefficient, L :

* For sm all values o f  y, exp  (y ) =  1 +  y  +  Vi y2 +  . . . .
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(Eq. 6- 22)

2 K ‘ =
l

Recall from (Eq. 6- 10), that there was a relationship between the 

phenomenological coefficient, L and the diffusion coefficient, Ds.

(Eq. 6-10)

r D . c r
RT

We can compare (Eq. 6- 10) with (Eq. 6- 22) and find a relationship between the 

equilibrium exchange rate and the diffusion coefficient:

(Eq. 6- 23)

d .c :2 k :  =
t ave 

' s ""'s
I

While the Onsager phenomenological coefficients do not have a physical 

meaning accessible from within the theory, the equilibrium exchange rate does. 

It is defined as the number of molecules crossing the membrane per unit time at 

equilibrium. The equilibrium exchange rate depends on the specific system of 

interest and depends on the equilibrium concentration, Ceq of the solute:

(Eq. 6- 24)

K e ozCs eq

In this particular case of osmotic transport, we can identify our system as the 

isolated cell membrane. Statistical Rate Theory could have been used to 

describe the entire system, i.e. - a cell placed in an extracellular solution.
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However, by choosing our system as the isolated ceil membrane, Statistical Rate 

Theory flux equations can be compared with other flux equations such as those 

using the Onsager approach or Fick’s Law of Diffusion. The equilibrium 

exchange rate depends on the equilibrium concentration, and for our system, the 

equilibrium concentration will be equal to the average concentration between the 

outside of the cell membrane and the inside of the cell membrane.

Since the value of K] is by definition proportional to Ceq, we can get the 

concentration dependencies of the solute permeabilities Ps and P* , the diffusion 

coefficient, Ds and for the phenomenological coefficient, L .

From (Eq. 6- 21), we see that P* = 2Kes. As a result, we can utilize (Eq. 6- 21) 

and (Eq. 6- 24) to get the following concentration dependence for P* :

(Eq. 6- 25)

P> ceq

By utilizing (Eq. 6- 17), (Eq. 6- 21), and (Eq. 6- 24), we can see that Ps does not 

depend on concentration:

(Eq. 6- 26)

Ps = constant

By using (Eq. 6- 22) and (Eq. 6- 24), we can see that the phenomenological 

coefficient, L t has a linear dependence on the equilibrium solute concentration:
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(Eq. 6- 27)

L a Ceq

By comparing (Eq. 6- 23) and (Eq. 6- 24), we see that the diffusion coefficient, 

Ds does not have a solute concentration dependence:

(Eq. 6- 28)

Ds = constant

Statistical Rate Theory allowed the determination of these dependencies, since 

the theory is written in terms of experimental and thermodynamic variables that 

may be tabulated, measured or controlled. Using Statistical Rate theory, we 

were able to obtain the concentration dependence of the solute permeabilities Ps

and P* as well as the phenomenological coefficient, L .

6.3 Non-Dilute Solvent Transport Equations

As discussed in Chapter 4, for a dilute solution with two solutes, 2 and 3, the 

osmolality, n , is expressed as a function of the molality, m :

(Eq. 4-5)

n = m2 +m 3

For a non-dilute solution of two solutes, the osmolality is often incorrectly 

expressed without taking into account the interaction of the two solutes with one 

another (i.e. osmolalities assumed additive) as follows:
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(Eq. 4-6)

a  = m2 + m3 + B ^m l + B3 m l

where the B+ are known as the second osmotic virial coefficients and is unique 

for each type of solute. The osmolality of a non-dilute solution of two solutes 

may also be expressed to include a cross term, which takes into account the 

interactions of the two solutes with one another and may be expressed as follows

[3]:

(Eq. 4-4)

ft = m2 + m3 + B \m \ + B^ml + (b 2 + 5 3+ )m2m3 

It is more correct and accurate to express the osmolality with the second order 

terms. The most correct way to express the osmolality would be to include the 

cross terms as shown in (Eq. 4-4). In Chapter 5, the chemical potential 

derivations provided an expression for the non-dilute solution osmolality as 

shown by comparing (Eq. 5-100) with (Eq. 5-101). As a result, a thermodynamic 

basis was provided for a new mixing rule.

For an ideal solute, the molality is the same as the osmolality as shown in (Eq. 4- 

5). In the literature, people have recognized that the non-ideal behavior of the 

solutes should be taken into account when working with the osmolalities in the 

osmotic transport equations [11]. To correct for the non-ideal behavior of 

intracellular solutes, an osmotic coefficient is sometimes used [2,11,16,20,21]. 

The osmotic coefficient relates the osmolality of a non-ideal solute to the molality 

and corrects for the increase in osmolality of non-ideal solutes and is defined as
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— . Pegg et al. have used empirical adjustments of the Boyle van’t Hoff plot to
m

obtain the osmotic coefficients [20]. The non-ideality of cryoprotectant solutions 

has also been defined by calculating molar osmotic coefficients from freezing 

point depression data [2]. Quadratic equations were calculated to relate the 

osmotic coefficient to concentration [2,5]. This approach is similar to using the 

single solute form of (Eq. 4-6) up to cubic terms.

6.3a Model cell and simulations

In order to quantify the effects of using the various expressions for osmolality (i.e. 

(Eq. 4-4), (Eq. 4-5) or (Eq. 4-6)) on the typical two parameter formalism we 

consider a model (hypothetical) cell that contains a solution of water, a 

permeating solute such as DMSO and non-permeating solutes both on the inside 

and the outside of the cell as shown in Figure 6-1. The parameters of the model 

cell are chosen to be similar to those of human stromal fibroblast cells [6]. 

Details of the model cell are given in Table 6-1. We consider a cell which is 

moved from an isotonic buffer into differing concentrations (2, 4, 6, and 8 molal) 

of dimethyl sulfoxide. In such a simulation, the model cell will exhibit the typical 

shrink-swell response in which water initially rushes out of the cell and then re­

swells as solute and water re-enter the cell.
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Table 6-1 Model cell and hypothetical experiment

Parameter Value Symbol
Model Cell

Isotonic cell volume 3580 pm3 iVto

Osmotically inactive fraction 0.41 vb

Hydraulic conductivity 0.24 pm3/pm2/min/atm
L p

Solute permeability 0.48 n.m/min Ps

Model Experiment

Temperature 4°C (277 K) T

Universal gas constant 8.206 X 1013 pm3-atm/mol-K R

Initial intracellular salt molality (KCI) 0.172 molal 
(0.300 osmoles) K

Extracellular salt molality (NaCI) 0.175 molal 
(0.300 osmoles) K

Initial intracellular solute (DMSO) 
molality

0.0 molal

Extracellular solute (DMSO) molality 2, 4, 6 or 8 molal mes

Partial molar volume of solute (DMSO) 71.33 X 1012nm3/mol V s

Second osmotic virial coefficient for 
DMSO (in terms of molality)

0.0843 b ;

Second osmotic virial coefficient for 
KCI (in terms of molality)

0.0000
(Dissociation constant = 1.74) b ;

Second osmotic virial coefficient for 
NaCI (in terms of molality)

0.0299
(Dissociation constant = 1.70) b ;
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6.3b Simulation procedure and software

The simulations in this chapter were performed using Mathematica 5.1 (Wolfram 

Research, Champaign, IL, USA). The simulation program was used to determine 

the osmotic response of the model cell to varying concentrations of dimethyl 

sulfoxide with different expressions for osmolality (i.e. - (Eq. 4-4), (Eq. 4-5), or 

(Eq. 4-6)) in the modern day two parameter formalism (Eq. 4-9, 4-11, and 4-13) 

when solving using a fixed value for the hydraulic conductivity and solute 

permeability. The values for the second osmotic virial coefficients were obtained 

from Richelle Bannerman who analyzed freezing point depression data in the 

literature. For the complete Mathematica code used in the simulations, please 

see the appendix.

(Eq. 4-9)

^  =  - L A R T ( n e - t t 1)  
dt V ’

(Eq. 4-11)

dVs dN,
= = vsPsA {c :-C i)

dt dt

(Eq. 4-13)

rc =K+v , +v t

6.3c Results

Simulations of the response of a hypothetical cell with a known hydraulic 

conductivity and solute permeability with the different expressions for osmolality 

were performed. The normalized cell volume as a function of time for the
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hypothetical cell exposed to 2 molal, 4 molal, 6 molal and 8 molal are given in 

Figures 6-2 to 6-5, respectively.

6.3d Discussion

A central idea to this section is that the osmotic response of a cell will differ 

depending on the expression for osmolality used in the modern day two 

parameter formalism as well as to highlight the effect of making dilute and non­

dilute solution assumptions. When comparing simulations of the various osmotic 

responses of 2 molal dimethyl sulfoxide addition in Figure 6-2, there is a slight 

difference between the three expressions for osmolality (dilute, adding the 

quadratic terms without including the cross term, and non-dilute with the 

quadratic terms (i.e. our osmotic virial equation). As the concentration increased 

in the simulations (Figures 6-3, 6-4 and 6-5), the differences in the osmotic 

responses became magnified. There is a large difference between the osmotic 

responses when dilute or non-dilute solutions are assumed. The new cross term 

proposed in our lab for the osmotic virial equation (as discussed in Chapter 4 and 

derived in Chapter 5) contributes significantly to the non-dilute simulations. The 

differences become increasingly significant with increasing concentration. The 

simulations demonstrated that non-dilute transport equations gave different 

osmotic response of cells than dilute transport equations. This difference 

motivates a closer look at the role of non-dilute solution thermodynamics in 

osmotic transport formalisms.
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6.3e New solvent transport equations

To derive our set of solvent transport equations, consider an example situation of 

a cell that is immersed in a hypertonic or hypotonic solution and undergoes 

osmotic shrinkage or swelling, respectively. As shown in Figure 6-1, we assume 

that the intracellular solution contains molecules of water, denoted by Ni, a 

permeating solute such as a permeating cryoprotectant like DMSO, denoted as 

N l2, and a non-permeating intracellular solute such as KCI, denoted by N [ . We 

will assume that the extracellular environment will contain molecules of water, 

N ° , the permeating solute, N ° , and a non-permeating extracellular solute such 

as NaCI, denoted by N°.

For the solvent transport equations, the change in the number of water molecules 

as a function of time will be proportional to some water permeability coefficient 

denoted by L ,  the cell surface area, A, and the difference in the chemical 

potential of the water outside and inside the cell as given by (Eq. 6- 29).

(Eq. 6-29)

^ = la(k - mI )

From Chapter 5, we saw that the chemical potential of the water outside in terms 

of the mol fraction, x, is:

(Eq. 6- 30)

K  =  A - r t (x ° - x °2 ) - b 2r t (x ‘ ) 2 - b 4r t (x ; J  ~ ( b 2 + b 4) r t x ‘2x ;
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Similarly, the chemical potential of the water inside the cell in terms of the mol 

fraction, x,  is:

(Eq. 6-31)

K = M : -  R t {x \ -  x' ) -  B2Rt (x ‘2 )2 -  B3Rt (x ‘ )2 -  (B2 + B3 )RTxi2x i3

Substituting (Eq. 6- 30) and (Eq. 6- 31) into (Eq. 6- 29), yields the following 

expression:

(Eq. 6- 32)

2° + x4° )+  B2 (x °2 J  + B4 (x °4 )2 + (B2 + B4 )x °2x °4 -  

' + x ‘ ) - B 2{xi2)2 - B 3(x ‘ )2 - { B 2 + 3 3)x'x '

(Eq. 6- 32) represents the non-dilute solvent transport equation with no dilute 

solution or near equilibrium assumptions. If we wanted to write the dilute solution 

expression for (Eq. 6- 32), we would simply neglect the second order terms in the 

equation. Doing this yields the following expression:

(Eq. 6- 33)

^ = - l a r t [ ( x °2 + < ) -  + 4 )]

This equation is identical to the modern day two parameter formalism but is 

written in terms of mole fraction. It is important to note that (Eq. 6- 32) is 

equivalent to (Eq. 4-9) but with a specific expression for osmolality, n . So the 

literature is correct in using (Eq. 4-9).
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6.4 Non-Dilute Solute Transport Equations

In the literature many of the non-dilute fixes to the transport equations, correct 

the solvent transport equations but not the solute transport equations. In the 

current solute transport equations utilized in the literature either a dilute solution 

assumption or near equilibrium assumption or both assumptions are made. 

Unlike the solvent transport equations, the solute transport equations cannot be 

extended to non-dilute situations by simply replacing molality with osmolality as is 

usually done.

6.4a New solute transport equations

To derive a new set of solute transport equations, we will again consider an 

example situation of a cell that is immersed in a hypertonic or hypotonic solution 

and undergoes osmotic shrinkage or swelling, respectively. As shown in Figure 

6-1, we assume that the intracellular solution contains molecules of water, 

denoted as N f , a permeating solute such as a permeating cryoprotectant like 

DMSO, denoted as N ‘2, and a non-permeating intracellular solute such as KCI, 

denoted by N ‘3. We will assume that the extracellular environment will contain 

molecules of water, N ° , the permeating solute, N°, and a non-permeating 

extracellular solute such as NaCI, denoted by N ° .

For the solute transport equations, the change in the number of solute molecules 

as a function of time will be proportional to some solute permeability coefficient
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denoted by P, the cell surface area, A, and the difference in the chemical 

potential of the permeating solute outside and inside the cell as given by (Eq. 6- 

34).

(Eq. 6- 34)

dN‘
dt

From Chapter 5, we saw that the chemical potential of the permeating solute 

outside the cell in terms of the mol fractions may be expressed as:

(Eq. 6- 35)

M° = !il -x°4l l - x ° ) - R T ^ - B ^ ( l - x ° 2 -x°4)x04

Similarly, the chemical potential of the permeating solute inside the cell in terms 

of the mol fractions is:

(Eq. 6- 36)

jul2 =ju; + RT\n{xi2) + R T ^ - B 2J l - x i2 - x ‘ ) ( l-x ' - x ' ) r '

Substituting (Eq. 6- 35) and (Eq. 6- 36) into (Eq. 6- 34), yields the following

expression:

(Eq. 6- 37)

dNj
dt

= PART
) + I t  -  * 2  ) ( i  -  * 2  -  ■*: f t  -  ) -  f  t  -  - s .  ] (>  -  ) * .
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We will use (Eq. 6- 37) as a new non-dilute solute transport equation with no 

dilute solution or near equilibrium assumptions. To write the dilute solution 

expression for (Eq. 6- 37), the second order terms in the equation would simply 

be neglected. Doing this yields the following expression:

(Eq. 6- 37) is very different from the one used in the modern day two parameter 

formalism, which is written as a simple difference in concentration. (Eq. 6- 38) is 

similar to the modern day two parameter formalism. In the derivation by Kedem 

and Katchalsky in their 1958 paper [14], for the chemical potential of the solute 

equations, they also arrived at this expression, but then made a near equilibrium 

assumption and wrote the concentration in terms of a difference across the cell 

membrane.

6.5 New Total Volume Change Transport Equations

To look at the total solute and solvent flux using our new transport equation, we 

add together the water flux given in (Eq. 6- 32) with the solute flux given in (Eq. 

6- 37). To convert from a water flux to a water volume flux, we can multiply by 

the partial molar volume of the water, vw, and similarly to convert from a solute 

flux to a solute volume flux, we can multiply by the partial molar volume of the 

solute, vs. The total cell volume change as a function of time maybe written as 

follows:

(Eq. 6- 38)

PART In
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dV
— = -v wLART

dt
(x° + x 4°) + B2 ( x °2 )2 + Ba ( x °4 )2 + (B2 + B4 ] x °2 x °

~ {4  + 4 ) - B 2 (4 )2 - B3(x‘ )2 - (B2 + B3)x2x i3_

vsPART

The total cell volume, Vc , is given as:

(Eq. 6- 41)

vc = K  + Vs+vb

where, Vw is the volume of water, Vs is the total solute volume (permeating and 

non-permeating solutes) and Vb is the osmotically inactive volume

(Eq. 6- 40) represents the complete non-dilute transport equation. In this 

equation there are no near-equilibrium or dilute solution assumptions made. If 

we were to write the dilute solution expression, we would again neglect any 

second order terms and (Eq. 6- 40) would take the following form:

(Eq. 6- 42)

= -v jL A R T lx l + x°4 ) - (* ' + 4 )]+ vsPART l n p  
dt I*:
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6.5a Comparing to data and goodness of fit

In order to examine the effects of using our new transport equations, (Eq. 6- 40), 

compared to traditional transport formalisms, we re-analyzed data for human 

corneal epithelial cells exposed to various concentrations of DMSO (0.5M, 1M, 

and 2M) at 13°C. The solutions had measured osmolalities of 631, 1227 and 

2589 mosm/kg, respectively. The data had been obtained and previously 

analyzed by Stacey Ebertz using a 3-parameter formalism and fitting for Lp , Ps

and <7 [6]. In Stacey Ebertz’s work, an electrical particle counter was used to 

determine cryoprotectant permeabilities for cells in suspension. The raw Coulter 

data for the human corneal epithelial cells was re-analyzed using our new 

transport equation (Eq. 6- 40).

The data was fit using Mathematica 5.1 (Wolfram Research, Champaign, IL, 

USA). The simulation program was used to fit our new transport equations to the 

raw Coulter data, and determine the osmotic parameters, L and P, when 

exposed to the varying concentrations of DMSO. For the complete Mathematica 

code used, please see the appendix. The parameters used in the program are 

given in Table 6-2.
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Table 6-2 Epithelial cell parameters

Parameter Value Symbol

Isotonic cell volume 3626 pm3 iVto

Osmotically inactive fraction 0.41 vb

Temperature 13°C (286 K) T

Universal gas constant 8.206 X 1013 (xm3-atm/mol-K R

Partial molar volume of water 18.02 X 1013pm3/mol

Partial molar volume of DMSO 71.33X 101Z pm3/mol

Second osmotic virial coefficient for 
DMSO (in terms of mole fraction)

4.716 b 2

Second osmotic virial coefficient for 
KCI (in terms of mole fraction)

-0.057
(Dissociation constant = 1.79)

Second osmotic virial coefficient for 
NaCI (in terms of mole fraction)

2.759
(Dissociation constant = 1.68)

Initial intracellular salt (KCI) mole 
fraction

0.003 (Mole fraction) = 
0.172 molal = 0.300 osmoles

Yi 
3 initial

Initial Intracellular solute (DMSO) mole 
fraction

0.0 (Mole fraction)
a 2 initial

For 0.5M DMSO

Extracellular salt (NaCI) mole fraction 0.003 (Mol fraction) = 
0.175 molal = 0.300 osmoles A

Extracellular solute (DMSO) mole 
fraction

0.0112 (Mol fraction) = 
0.5 molal = 0.631 osmoles

X°2

For 1M DMSO

Extracellular salt (NaCI) mole fraction 0.003 (Mole fraction) = 
0.175 molal = 0.300 osmoles A

Extracellular solute (DMSO) mole 
fraction

0.0215 (Mol fraction) =
1 molal = 1.227 osmoles A

For 2M DMSO

Extracellular salt (NaCI) mole fraction 0.003 (Mole fraction) = 
0.175 molal = (0.300 osmoles) A

Extracellular solute (DMSO) mole 
fraction

0.0444 (Mol fraction) = 
2 molal = 2.589 osmoles A
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6.5b Results

The result for one data set fit with the new transport equation for 2 molal DMSO 

is shown on two different volume scales in Figures 6-6 and 6-7. The new 

transport equations fit all the data sets quite well. Table 6-3a, 6-3b and 6-3c 

show a summary of the values obtained for the 3 parameter fit of the data as well 

as the values for the permeability coefficients of the new transport equations. 

For almost all the runs, the sum of the square error (SSE), was very similar for 

the two methods of fitting the data. In fact, for the highest concentration where 

we expect non-dilute equations to be of the most importance, the fit has the 

same SSE even though one less fitting parameter is used with the new transport 

equations. The units for L and P are in mol2/min-atm-p,m5, while the units for 

Lp are in nm3/pm2/min/atm and the units for Ps are in |jm/min.

178

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 6-3a Permeability parameters obtained from 0.5 molal DMSO data fit

0.5 molal 
DMSO 

(day # - run#)

LX 10'28

mol2/(min- 
atm-pm5)

p xio~31

mol2/(min-
atmpm5)

SSE LP

(pm3/pm2/
min/atm)

Ps

(pm/min)

CT SSE

0.5 molal 
DMSO (1-1)

3.78 0.700 0.028 0.270 1.560 0.326 0.021

0.5 molal 
DMSO (1-2)

4.12 0.456 0.024 0.178 2.033 0.556 0.021

0.5 molal 
DMSO (1-3)

3.54 0.541 0.001 0.159 2.760 0.579 0.034

0.5 molal 
DMSO (2-1)

3.70 0.566 0.024 0.255 1.539 0.318 0.021

0.5 molal 
DMSO (2-2)

4.11 0.567 0.023 0.186 2.547 0.532 0.022

0.5 molal 
DMSO (2-3)

3.45 0.545 0.033 0.263 1.541 0.285 0.027

0.5 molal 
DMSO (3-1)

3.78 0.645 0.037 0.311 1.800 0.358 0.018

0.5 molal 
DMSO (3-2)

4.06 0.507 0.024 0.173 2.455 0.577 0.020

0.5 molal 
DMSO (3-3)

4.07 0.613 0.031 0.182 3.224 0.577 0.031

Average ± 
Standard 
Deviation

3.85
±0.26

0.571
±0.07

0.025
±0.01

0.220 
± 0.05

2.162
±0.61

0.456
±0.13

0.024 
± 0.01
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Table 6-3b Permeability parameters obtained from 1.0 molal DMSO data fit 
with the new transport equations and the 3-paramter equations__________

1.0 molal 
DMSO 

(day # - run#)

L X  10-28

mol2/(min-
atm-pm5)

P  X10'31

mol2/(min-
atm-pm5)

SSE Lp

(pm3/pm2/
min/atm)

Ps

(pm/min)

a SSE

1.0 molal 
DMSO (1-1)

4.45 1.65 0.004 0.179 4.752 0.591 0.047

1.0 molal 
DMSO (1-2)

6.45 1.51 0.030 0.432 1.704 0.262 0.058

1.0 molal 
DMSO (1-3)

5.45 1.65 0.014 0.462 1.600 0.221 0.042

1.0 molal 
DMSO (2-1)

5.03 1.93 0.036 0.421 2.092 0.216 0.028

1.0 molal 
DMSO (2-2)

5.45 1.81 0.032 0.276 3.452 0.392 0.023

1.0 molal 
DMSO (2-3)

4.60 1.81 0.029 0.214 4.491 0.482 0.033

1.0 molal 
DMSO (3-1)

6.45 1.67 0.049 0.226 3.768 0.515 0.044

1.0 molal 
DMSO (3-2)

6.45 1.49 0.080 0.234 2.969 0.476 0.065

1.0 molal 
DMSO (3-3)

6.45 1.67 0.082 0.484 1.645 0.231 0.070

Average ± 
Standard 
Deviation

5.64
±0.83

1.69
±0.14

0.040
±0.03

0.325 
± 0.12

2.941 
± 1.24

0.376
±0.15

0.046 
± 0.02
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Table 6-3c Permeability parameters obtained from 2.0 molal DMSO data fit

2.0 molal 
DMSO 

(day # - run#)

L X  1(T28

mol2/(min-
atm-pm5)

P  X IO '31

mol2/(min-
atm-pm5)

SSE Lp

(pm3/pm2/
min/atm)

Ps

(pm/mi n)

a SSE

2.0 molal 
DMSO (1-1)

4.50 3.88 0.068 0.180 4.88 0.476 0.074

2.0 molal 
DMSO (1-2)

4.46 4.09 0.062 0.175 6.35 0.570 0.142

2.0 molal 
DMSO (1-3)

4.45 4.77 0.095 0.252 3.57 0.253 0.059

2.0 molal 
DMSO (2-1)

5.28 4.28 0.044 0.210 6.80 0.595 0.060

2.0 molal 
DMSO (2-2)

4.22 3.92 0.062 0.175 5.57 0.514 0.063

2.0 molal 
DMSO (2-3)

4.46 4.35 0.084 0.211 4.40 0.355 0.071

2.0 molal 
DMSO (3-1)

6.29 4.01 0.088 0.223 5.35 0.558 0.121

2.0 molal 
DMSO (3-2)

6.00 4.01 0.075 0.217 5.35 0.553 0.082

2.0 molal 
DMSO (3-3)

5.75 3.86 0.062 0.208 5.48 0.582 0.057

Average ± 
Standard 
Deviation

5.05
±0.82

4.13 
± 0.29

0.071
±0.02

0.206
±0.03

5.306
±0.96

0.495
±0.12

0.081 
± 0.03
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6.6 Discussion and Conclusions

Despite the fact that for almost all the runs, the sum of square errors was very 

similar for the two methods of fitting the data, it is important to note that the new 

transport equations are fitting for only two parameters instead of three and can 

be extended to data at high concentrations.

When analyzing the data for fit with the new transport equations, there appears 

to be an obvious concentration dependence of P. As the concentration of 

exposure to DMSO increased, the value for p  also increased. By comparing 

(Eq. 6- 16) with (Eq. 6- 38), we can see that P  will have the same concentration 

dependency as P * . Recall that we used (Eq. 6- 21) and (Eq. 6- 24) to get the

concentration dependency of P* in (Eq. 6- 25) and found that:

(Eq. 6- 25)

P >  Ceq 

also P a  C„„eq

This means that as the solute concentration increases, the value of P;* and

hence P  will increase, which is what was observed. L did not appear to have 

the same strong concentration dependence. Table 6-4 shows the various 

concentration relationships for P .
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Table 6-4 Concentration relations lips for P
Molal

Concentration
Osmolal

Concentration
P XlO"31 f  P )

molal concentration J 

XlO-31

0.5 0.631 0.571 ± 0.07 1.142 ±0.07

1.0 1.227 1.69 ±0.14 1.685 ±0.14

2.0 2.589 4.13 ±0.29 2.065 ± 0.29

In order to compare the concentration relationships for Ps and for P , we can 

compare the standard deviation of the average values as shown in Table 6-5.

Table 6-5 Concentration relationship comparisons for Ps and P
Molal

Concentration
Ps '  P "j

molal concentration J 

XlO'31
0.5 2.162 ±0.61 1.142 ±0.07

1.0 2.941 ± 1.24 1.685 0.14

2.0 5.306 ± 0.96 2.065 ± 0.29

Average value 3.470 1.632

Standard deviation 
of averages

1.647 0.464

Earlier on it was shown in (Eq. 6- 26) that theoretically, Ps should not depend on 

concentration. From Table 6-5, we see that there is a larger unexpected
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deviation in concentration with the Ps values as compared to the P values.

When the P values are divided by concentration, there should not be any further 

concentration dependence. When the data for the human corneal epithelial cells 

was analyzed in the past [6], it was assumed that there was no cryoprotectant 

concentration dependence of the permeability parameters. However, the data for 

the epithelial cells exposed to various concentrations of DMSO (0.5M, 1M, and 

2M) at 13°C showed that there was a statistical difference in the solute 

permeability coefficients at the higher 2 molal concentration. The reason cited 

for this was the possible linearity in the 3-parameter transport equations utilized. 

There was an assumption made that the molality was equal to the osmolality, 

which is significant at higher concentrations.

However, it is possible then that the fitting of a  in the three parameter formalism 

is simply adjusting for non-dilute behavior. In the literature it has been reported 

that there is no pattern that emerges which defines how the solute concentration 

effects membrane permeability characteristics and at times researchers found 

solute inhibition of Lp [10]. At times the hydraulic conductivity seems to

decrease in the presence of increased solute concentrations [18], while in other 

instances it seems to increase the hydraulic conductivity [19]. It is possible that 

these reported variations of the hydraulic conductivity are a result of dilute 

solution expressions being used in the transport equations and may not be 

evident if non-dilute transport equations were utilized.
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In this chapter we have been able to derive a new, complete set of transport 

equations that make no dilute solution or near-equilibrium assumptions, and can 

hence be applied to any concentration range. This is applicable to many fields 

including cryobiology where dilute solution conditions are not often met, since 

concentrated solutions are used over large temperature ranges. We were able to 

eliminate using cr and utilize our new transport equations that fit for 2 

permeability coefficients. The fits with the new transport equations were as good 

with the two parameters as with the previous three parameter model. There is 

less unexpected concentration dependence with the new transport equations. In 

other words, some of the unexpected concentration dependence of permeability 

has been explained as being due to using inappropriate transport equations.
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Figure 6-1 A system of water, a permeating solute, an intracellular non-permeating solute and an
extracellular non-permeating solute
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Figure 6-6 Relative cell volume change of human corneal epithelial cells
on addition of 2 molal DMSO
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Figure 6-7 Volume change of human corneal epithelial cells on
addition of 2 molal DMSO
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Chapter 7: Conclusions

The main objective of this thesis was to provide a better understanding of 

osmotic transport in cryobiology. In depth knowledge of osmotic transport can 

help optimize the development of cryopreservation protocols and thus improve 

the viability of cells and tissues in many fields of interest, including transplant 

medicine. The purpose of this thesis was to understand the parameters that 

affect osmotic transport and to understand the limitations of the current transport 

formalism used in the literature, as well as to develop a new set of transport 

equations more applicable to cryobiology.

Cell size distribution was the first parameter for which the effect on permeability 

coefficients was examined. Analysis of the experimental data for both MDCK 

and V-79W cells, two cell types with different isotonic volumes and different cell 

size distributions, showed that the shapes of the cell size distributions did not 

stay constant over time when the cells were responding to a hypertonic 

environment. This implied that one must carefully choose the measure of central 

tendency to use when analyzing the osmotic response of cells with size 

distributions. A novel tool was developed to test which method of central 

tendency should be used when analyzing osmotic data. It was clearly shown that 

the mean or median cell volume rather than the mode should be used to analyze 

osmotic data.
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The next major section of this thesis dealt with osmotic transport in tissue 

systems. The role of cryoprotectant equilibration in tissues was investigated. 

There have been reports of tissues having equilibrium cryoprotectant 

concentrations lower than that of the surrounding carrier solution. For various 

tissues, the equilibrium concentration of cryoprotectant inside the tissue is either 

equal to, or lower than the cryoprotectant concentration of the surrounding 

solution. Thermodynamics was applied to examine the role of pressure in tissue 

equilibration as a possible explanation as to why some tissue systems come to 

the same equilibrium concentration as the surrounding solutions and other 

systems do not. Thermodynamics predicted that the equilibrium concentration of 

cryoprotectant inside the tissue depended on the ability of the tissue system to 

maintain an equilibrium pressure difference. Tissues that were free to expand 

reached the same equilibrium cryoprotectant concentration as the surrounding 

solution. Tissues that were not free to expand and could maintain a pressure 

difference, did not reach the same equilibrium cryoprotectant concentration within 

the tissue as in the surrounding solution. This section proposed a possible 

explanation of the discrepancies often observed, but could not be used to predict 

the equilibrium concentration that would be reached by a tissue system. This 

section also re-iterated the importance of developing transport equations that 

could be used for non-dilute solutions.

In the next section of this thesis, a detailed look into the current status of osmotic 

transport in the literature was provided. The assumptions, limitations and
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common misconceptions made when using the two-parameter formalism and the 

Kedem-Katchalsky formalism were examined. In the literature osmolarity and 

osmolality are used interchangeably; however, they are only equal for dilute 

solutions at 4°C. It was demonstrated that despite what is often stated in the 

literature, using either the 2-P or the K-K equations results in dilute solution 

assumptions being made, specifically in the solute transport equations wherein 

molarity cannot simply be replaced with osmolarity as is current practice. A 

detailed investigation and comparison into the 2-P and K-K formalism was 

provided and insight into the reflection coefficient was obtained. For situations 

where there was no interaction between water and solute, it was shown that the 

2-P and the K-K equations are essentially the same, thus verifying the results 

obtained by Kleinhans which he demonstrated using simulations. Kleinhans 

noted that the 2-P formalism and the K-K formalism deviated from each other at 

high concentrations, but there were no practical differences between the two 

models up to solute concentrations of several molar. The 2-P model uses only 

two parameters while the K-K model uses three parameters. It is possible then 

that the fitting of cr is adjusting for non-dilute behavior, since in both equations a 

dilute solution assumption is being made. This section again highlighted the 

importance of developing non-dilute transport equations.

A detailed derivation of non-dilute chemical potential equations for the solvent 

and the solute were presented in the different units of concentration, including 

mole fraction, molality and molarity. The osmotic virial equation treats osmolality
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(or osmolarity or osmotic pressure) as a polynomial expansion in concentration 

with the first term being linear in concentration and a thermodynamic basis for a 

new mixing rule for the osmotic virial equation was provided. Since the non­

dilute chemical potential equations were derived in mole fraction, molality and 

molarity and the same form for the interaction parameter resulted in all three 

derivations, this demonstrated that the mixing rule was not unit dependent and 

will be valid for all units of concentration used.

The final section of this thesis provided an analysis of various equations for 

solute transport. Statistical Rate Theory was used to determine if the various 

solute permeability coefficients had a concentration-dependence. It was found 

that the solute permeability, Ps, and diffusion coefficient, Ds, did not depend on

the solute concentration while the solute permeability, P* , and the 

phenomenological coefficient, L , did depend on the concentration of the solute. 

Statistical Rate Theory allowed the determination of these dependencies, since 

the theory is written in terms of experimental and thermodynamic variables that 

may be tabulated, measured or controlled. As well, in the final section of this 

thesis, a new complete set of transport equations, that make no dilute solution or 

near-equilibrium assumptions and can be applied to any concentration range, 

were developed. These equations are much more applicable to many fields, 

including cryobiology where dilute solution conditions are not often met, since 

concentrated solutions are used over large temperature ranges. The use of a  

was eliminated with the new transport equations that fit for two permeability
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coefficients. The new transport equations were fit to experimental data for 

human corneal epithelial cells exposed to various concentrations of DMSO. It 

was shown that the new transport equations fit the data with two parameters as 

well as with the previous three-parameter fit. It was demonstrated that there is 

less unexpected concentration dependence with the new transport equations and 

hence some of the unexpected concentration dependence of the permeability 

coefficient has been explained as being due to the use of inappropriate transport 

equations.

In cryobiology, the addition and removal of cryoprotectants as well as the 

conversion of water to ice that takes place during freezing results in cells being 

exposed to highly concentrated, non-dilute solutions. There exists a definite 

need to obtain permeability parameters for water and solute movement across 

cell membranes under such conditions. As cryobiologists continue studying cells 

and tissues of increasing complexity, there is an even greater need for a better 

understanding of osmotic transport. More accurate osmotic parameters and 

equations will be necessary to design effective cryopreservation protocols where 

simulations are used to make protocol predictions that better match experimental 

outcome. Better simulations will cut down on experimental costs and allow for 

more complicated preservation protocols to be tested. This will be particularly 

important in cellular and tissue systems where vitrification is becoming a more 

utilized technique and high, non-dilute concentrations of cryoprotectants are 

used.

200

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Overall this thesis has provided valuable insight into the role of non-dilute 

solution thermodynamics on passive osmotic transport in cryobiology for both 

cellular and tissue systems. The next stage of cryobiology research will move 

cryobiology from using simple “first order” assumptions to using more accurate 

descriptions of osmotic transport combined with similar advances in other areas 

of cryobiological modeling, such as heat and mass transfer and heterogeneity in 

tissues, ice nucleation and propagation, and more detailed understanding of 

biological mechanisms of cryoinjury, to make further advances in the field of 

cryobiology.
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Appendix 

A.1 Appendixfor Section 6.3 b

( *  N o n - d i l u t e  e x p r e s s i o n  f o r  o s m o l a l i t y  * )

( *  C e l l u l a r  P a r a m e t e r s  * )

( *  i s o t o n i c  c e l l  v o l u m e  * )

( *  o s m o t i c a l l y  i n a c t i v e  f r a c t i o n  * )  

( *  o s m o t i c a l l y  i n a c t i v e  v o l u m e  * )

i V t o  : =  3 5 8 0  

i V d f  : =  0 . 4 1  

i V d  : =  i V t o  *  i V d f

( *  E x p e r i m e n t a l  P a r a m e t e r s  * )

T c  : =  4  ( *  t e m p e r a t u r e  * )

P M V 1  : =

1 8 . 0 2  *  1 0  A  1 2  ( *  p a r t i a l  m o l a r  v o l u m e  o f  w a t e r  * )

P M V 2  : =  7 1 . 3 2 * 1 0  A 1 2  ( *  p a r t i a l  m o l a r  v o l u m e  o f  D M S O  * )

P M V 3  :  =  3 7  . 5 1 8 8 7  *  1 0  *  1 2  ( *  p a r t i a l  m o l a r  v o l u m e  o f  K C 1  * )

x 2 o u t  : =  0 . 0 9 7 9  ( *  D M S O  m o l e  f r a c t i o n  o u t s i d e  * )

x 4 o u t  : =  0 . 0 0 2 8 5 6  ( *  N a C l  m o l e  f r a c t i o n  o u t s i d e  * )

B 2  : =  0 . 0 8 4 3

( *  i n t e r a c t i o n  c o e f f i c i e n t  f o r  D M S O  * )

B 3  : =  0 . 0

( *  i n t e r a c t i o n  c o e f f i c i e n t  f o r  K C 1  * )

B 4  : =  0 . 0 2 9 9

( *  i n t e r a c t i o n  c o e f f i c i e n t  f o r  N a C l  * )

K N a C l  :  =  1 . 7 0  ( *  d i s s o c i a t i o n  c o n s t a n t  o f  N a C l  * )

K K C 1  : = 1 . 7 4  ( *  d i s s o c i a t i o n  c o n s t a t n t  o f  K C 1  * )

L p  : =  0 . 2 4

( *  h y d r a u l i c  c o n d u c t i v i t y  o f  w a t e r  * )

P s  : =  0 . 4 8  ( *  s o l u t e  p e r m e a b i l i t y  c o e f f i c i e n t  * )

( *  F i t t i n g  P a r a m t e r s  * )

T i m e O  : =  0 . 0  

t M a x  : =  1 5

( *  t i m e  z e r o * )

( *  m a x i m u m  t i m e  i n  m i n u t e s  * )

( *  C o n s t a n t s  * )

G a s C o n s t  : =  8 . 2 0 5 7 * 1 0 ^ 1 3  ( *  u n i v e r s a l  g a s  c o n s t a n t  * )

T k : = T c + 2 7 3 . 1 6  ( *  t e m p e r a t u r e  i n  d e g r e e s  K e l v i n  * )

R T  : =  G a s C o n s t  *  T k

( *  g a s  c o n s t a n t  t i m e s  t e m p e r a t u r e  i n  d e g r e e s  K e l v i n  * )
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( *  I n i t i a l  C o n d i t i o n s  a t  t i m e = 0  * )

x 2 i n o  : =  0 . 0

( *  i n i t i a l  s o l u t e  m o l e  f r a c t i o n  i n s i d e  t h e  c e l l  * )  

x 3 i n o  : =  0 . 0 0 3 0 8 9 8 6 3

( *  i n i t i a l  s a l t  m o l e  f r a c t i o n  i n s i d e  t h e  c e l l  * )  

x l i n o  : =  1 . 0 - x 3 i n o

( *  i n i t i a l  w a t e r  m o l e  f r a c t i o n  i n s i d e  t h e  c e l l  * )

N 2 i n o  : =  0 . 0

( *  i n i t i a l  D S M O  m o l e c u l e s  i n s i d e  t h e  c e l l  * )

N 3 i n o  :  =  ( i V t o  *  ( 1  -  i V d f ) )  /  ( ( x l i n o *  P M V 1  /  x 3 i n o )  +  P M V 3 )

( *  i n i t i a l  s a l t  m o l e c u l e s  i n s i d e  t h e  c e l l  * )

N l i n o  :  =  x l i n o  *  N 3  i n o  /  x 3  i n o

( *  i n i t i a l  w a t e r  m o l e c u l e s  i n s i d e  t h e  c e l l  * )

( *  S t a r t  n o n - d i l u t e  c u r v e  w i t h  c r o s s  t e r m s  * )

V t o t a l [ t _ ]  : =

N l i n [ t ]  *  P M V 1  +  N 2 i n [ t ]  *  P M V 2  +  N 3 i n o  *  P M V 3  +  i V d  ( *  t o t a l  c e l l  v o l u m e  * )  

A r e a [ t _ ]  : =

4  *  N [ P i ]  *  ( 3  *  V t o t a l  [ t ]  /  4  /  N [ P i ] )  *  ( 2  /  3 )  ( *  c e l l  s u r f a c e  a r e a  * )

x 2 i n [ t _ ]  : =  N 2 i n [ t ]  /  ( N l i n [ t ]  +  N 2 i n [ t ]  + N 3 i n o )

( *  m o l e  f r a c t i o n  o f  D M S O  i n s i d e  t h e  c e l l  a s  a  f u n c t i o n  o f  t i m e  * )

x 3 i n [ t _ ]  : =  N 3 i n o  /  ( N l i n [ t ]  +  N 2 i n [ t ]  + N 3 i n o )

( *  m o l e  f r a c t i o n  o f  s a l t  i n s i d e  t h e  c e l l  a s  a  f u n c t i o n  o f  t i m e  * )

x l i n [ t _ ]  : =  1  -  x 2 i n [ t ]  -  x 3 i n [ t ]

( *  m o l e  f r a c t i o n  o f  w a t e r  i n s i d e  t h e  c e l l  a s  a f u n c t i o n  o f  t i m e  * )  

c o n v o u t  :  =  1 0 0 0  /  ( 1 8 . 0 2  *  ( 1  -  x 2 o u t  -  x 4 o u t ) )

( *  c o n v e r s i o n  f a c t o r  b e t w e e n  m o l e  f r a c t i o n  a n d  m o l a l i t y  * )

c o n v i n [ t _ ]  : =  1 0 0 0  /  ( 1 8 . 0 2  * x l i n [ t ] )

( *  c o n v e r s i o n  f a c t o r  b e t w e e n  m o l e  f r a c t i o n  a n d  m o l a l i t y  * )

m o u t  :  =  x 2 o u t  *  c o n v o u t  +  K N a C l  *  x 4 o u t  *  c o n v o u t  +

B 2  *  ( x 2 o u t  *  c o n v o u t )  A  2  +  B 4  *  (  K N a C l  *  x 4 o u t  *  c o n v o u t )  A  2  +

( B 2  +  B 4 )  *  ( x 2 o u t  *  c o n v o u t  *  K N a C l  *  x 4 o u t  *  c o n v o u t )

( *  e x t r a c e l l u l a r  o s m o l a l i t y  * )

m i n [ t _ ]  ; =

x 2 i n [ t ]  * c o n v i n [ t ]  +  K K C 1  * x 3 i n [ t ]  * c o n v i n [ t ]  +  B 2  *  ( x 2 i n [ t ]  * c o n v i n [ t ] )  A 2  +  

B 3  *  ( K K C 1  *  x 3 i n [ t ]  *  c o n v i n [ t ] )  A  2  +  ( B 2  +  B 3 )  *  x 2 i n [ t ]  *  c o n v i n [ t ]  *

K K C 1  * x 3 i n [ t ]  * c o n v i n [ t ]  ( *  i n t r a c e l l u l a r  o s m o l a l i t y  * )
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d e l t a m [ t _ ]  :  =  m o u t  -  m i n [ t ]

( *  d i f f e r e n c e  b e t w e e n  e x t r a c e l l u l a r  a n d  i n t r a c e l l u l a r  o s m o l a l i t y  * )

R H S 1  [ t _ ]  : =  - L p  *  A r e a [ t ]  *  R T  *  d e l t a m [ t ]  /  ( P M V 1  *  1  *  1 0  A  1 5 )

( *  c h a n g e  i n  w a t e r  v o l u m e  a s  a  f u n c t i o n  o f  t i m e  * )

m 2  o u t  :  =  x 2 o u t  *  c o n v o u t

( *  e x t r a c e l l u l a r  s o l u t e  m o l a l i t y  * )

m 2 i n [ t _ ]  :  =  x 2 i n [ t ]  * c o n v i n [ t ]

( *  i n t r a c e l l u l a r  s o l u t e  m o l a l i t y  * )

d e l t a m 2 [ t _ ]  :  =  m 2  o u t  -  m 2 i n [ t ]

( *  d i f f e r e n c e  b e t w e e n  e x t r a c e l l u l a r  a n d  i n t r a c e l l u l a r  m o l a l i t y  * )

R H S 2  [ t _ ]  : =  P s  *  A r e a [ t ]  * d e l t a m 2 [ t ]  /  ( 1 * 1 0 A 1 5 )

( *  c h a n g e  i n  s o l u t e  m o l e c u l e s  a s  a  f u n c t i o n  o f  t i m e  * )

s o l [ N l i n _ ,  N 2 i n _ ]  : =

N D S o l v e [ { N l i n  1 [ t ]  = R H S l [ t ] ,  N 2 i n ' [ t ]  = R H S 2 [ t ] ,  N l i n [ 0 ]  =  N l i n o ,  

N 2 i n [ 0 ]  = N 2 i n o } ,  { N l i n [ t ] ,  N 2 i n [ t ] } ,  { t ,  0 ,  t H a x } ,

A c c u r a c y G o a l  - »  2 0 ,  P r e c i s i o n G o a l  - »  2 0 ,  W o r k i n g P r e c i s i o n - *  2 5 ]

a d d i t i v e n o n d i l u t e p l o t  =

P l o t  [ E v a l u a t e [  ( N l i n [ t ]  *  P M V 1  +  N 2 i n [ t ]  *  P M V 2  +  N 3 i n o  *  P M V 3  +  i v d )  /  i V t o  /  .  

s o l [ N l i n ,  N 2 i n ] ]  ,  ( t ,  0 ,  t H a x } ,  P l o t S t y l e  - »  { R G B C o l o r [ 1 ,  0 ,  1 ] } ]
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(* Plotting Vtotal Vs Time for non-dilute curve with cross term *)

10 12 14
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0

0

0

- Graphics -

( *  S t a r t  d i l u t e  c u r v e  * )

B 2  : =  0 . 0  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  C P A  * )

B 3  : =  0 . 0  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  K C 1  * )

B 4  : =  0 . 0  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  N a C l  * )

A r e a [ t _ ]  : =  4 * N [ P i ]  *  ( 3  * V t o t a l [ t ]  / 4  / N [ P i ] )  ^  ( 2 / 3 )

x 2 i n [ t _ ]  : =  N 2 i n [ t ]  /  ( N l i n [ t ]  +  N 2 i n [ t ]  + N 3 i n o )

x 3 i n [ t _ ]  : =  N 3 i n o /  ( N l i n [ t ]  +  N 2 i n [ t ]  + N 3 i n o )

x l i n [ t _ ]  s =  l - x 2 i n [ t ]  - x 3 i n [ t ]

c o n v o u t  :  =  1 0 0 0  /  ( 1 8 .  0 2  *  ( 1  -  x 2 o u t  -  x 4 o u t ) )

c o n v i n [ t _ ]  :  =  1 0 0 0  /  ( 1 8 . 0 2  * x l i n [ t ] )

m o u t  :  =  x 2 o u t  *  c o n v o u t  +  K N a C l  *  x 4 o u t  *  c o n v o u t  +

B 2  *  ( x 2 o u t  *  c o n v o u t )  ^  2  +  B 4  *  (  K N a C l  *  x 4 o u t  *  c o n v o u t )  2  +

( B 2  +  B 4 )  *  ( x 2 o u t  *  c o n v o u t  *  K N a C l  *  x 4 o u t  *  c o n v o u t )

m i n [ t _ ]  : = x 2 i n [ t ]  * c o n v i n [ t ]  +  K K C 1  * x 3 i n [ t ]  * c o n v i n [ t ]  +

B 2  *  ( x 2 i n [ t ]  *  c o n v i n [ t ]  )  * 2  +  B 3  *  ( K K C 1  * x 3 i n [ t ]  * c o n v i n [ t ] )  A 2  +  

( B 2  + B 3 )  * x 2 i n [ t ]  * c o n v i n [ t ]  * K K C 1  * x 3 i n [ t ]  * c o n v i n [ t ]

d e l t a m [ t _ ]  :  =  m o u t  -  m i n [ t ]

R H S 1  [ t _ ]  : =  - L p  *  A r e a  [ t ]  * R T * d e l t a m [ t ]  /  ( P M V 1  *  1  *  1 0  *  1 5 )

m 2  o u t  :  =  x 2 o u t  *  c o n v o u t  

m 2 i n [ t _ ]  :  =  x 2 i n [ t ]  *  c o n v i n [ t ]
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deltam2[t_] : = m2 out - m2in[t]

R H S 2  [ t  ]  : =  P s  *  A r e a [ t ]  * d e l t a m 2 [ t ]  /  ( 1 * 1 0 * 1 5 )

s o l [ N l i n _ ,  N 2 i n _ ]  : =

N D S o l v e [ { N l i n ' [ t ]  =  R H S l [ t ] ,  N 2 i n ' [ t ]  =  R H S 2 [ t ] ,  N l i n [ 0 ]  =  N l i n o ,  

N 2  i n [ 0 ]  =  N 2 i n o  }  ,  { N l i n [ t ] ,  N 2 i n [ t ] } ,  { t ,  0 ,  t H a x } ,  

A c c u r a c y G o a l - »  2  0 ,  P r e c i s i o n G o a l  - »  2 0 ,  W o r k i n g P r e c i s i o n  - »  2 5 ]

( *  P l o t t i n g  V t o t a l  V s  T i m e  f o r  d i l u t e  c u r v e  * )
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d i l u t e p l o t  =

P l o t  [ E v a l u a t e [  ( N l i n [ t ]  *  P M V 1  +  N 2 i n [ t ]  *  P M V 2  +  N 3 i n o *  P M V 3  +  i V d )  /  i V t o  /  .  

s o l [ N l i n ,  N 2 i n ]  ] ,  { t ,  0 ,  t M a x } ]

10 12 14

0

0

0

0

0

- Graphics -

( *  C e l l u l a r  P a r a m e t e r s  * )  

i V t o  : =  3 5 8 0  

i V d f  : =  0 . 4 1

i V d  : =  i V t o * i V d f  ( *  o s m o t l c a l l y  i n a c t i v e  v o l u m e * )

( *  E x p e r i m e n t a l  P a r a m e t e r s  * )

T c  :  =  4

P M V 1  :  =  1 8 .  0 2  *  1 0  "  1 2  ( *  P a r t i a l  M o l a r  V o l u m e  f o r  H a t e r  * )

P M V 2  : =  7 1 . 3 2  *  1 0 A 1 2  ( *  P a r t i a l  M o l a r  V o l u m e  f o r  C P A  * )

P M V 3  : =  3 7 . 5 1 8 8 7  * 1 0  " 1 2  ( *  P a r t i a l  M o l a r  V o l u m e  f o r  K C 1  * )

x 2 o u t  : =  0 . 0 9 7 9  ( *  C P A  m o l e  f r a c t i o n  o u t  * )  

x 4 o u t  : =  0 . 0 0 2 8 5 6 ( •  N a C l  m o l e  f r a c t i o n  o u t  * )

B 2  : =  0 . 0 8 4 3 ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  C P A  * )

B 3  : =  0 . 0  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  K C 1  * )

B 4  : =  0 . 0 2 9 9  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  N a C l  * )

K N a C l  : =  1 . 7 0  ( *  d i s s o c i a t i o n  c o n s t a n t  o f  N a C l * )

K K C 1  : =  1 . 7 4  ( *  d i s s o c i a t i o n  c o n s t a t n t  o f  K C 1 * )

L p  : =  0 . 2 4  ( *  H y d r a u l i c  C o n d u c t i v i t y  o f  w a t e r  * )

P s  : =  0 . 4 8  ( *  S o l u t e  P e r m e a b i l i t y  c o e f f i c i e n t  f o r  C P A  * )

( *  F i t t i n g  P a r a m t e r s  * )

T i m e O  : =  0 . 0

t M a x  : =  1 5  ( * t i m e  i n  m i n u t e s * )

( *  C o n s t a n t s  * )

G a s C o n s t  : =  8 . 2 0 5 7  * 1 0 " 1 3  

T k  : =  T c  +  2 7 3 . 1 6  

R T  : =  G a s C o n s t  *  T k
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( *  I n i t i a l  C o n d i t i o n s  a t  t = 0  * )  

x 2 i n o  : =  0 . 0  

x 3 i n o  : =  0 . 0 0 3 0 8 9 8 6 3  

x l i n o  : =  1 . 0 - x 3 i n o

N 2  i n o  : =  0 . 0

N 3 i n o  : =  ( i V t o  *  ( 1 - i V d f ) )  /  ( ( x l i n o *  P M V 1  /  x 3 i n o )  +  P M V 3 )

N l i n o  : =  x l i n o  *  N 3 i n o  /  x 3 i n o

( *  S t a r t  n o n - d i l u t e  c u r v e  w i t h o u t  c r o s s  t e r m s  * )

V t o t a l  [ t _ ]  s =  N l i n [ t ]  *  P M V 1  +  N 2 i n [ t ]  *  P M V 2  +  N 3 i n o  *  P M V 3  +  i V d

A r e a [ t _ ]  : =  4 * N [ P i ]  *  ( 3  *  V t o t a l  [ t ]  / 4  / N [ P i ] )  *  ( 2  /  3 )  

x 2 i n [ t _ ]  : =  N 2 i n [ t ]  /  ( N l i n [ t ]  +  N 2 i n [ t ]  + N 3 i n o )  

x 3 i n [ t _ ]  : =  N 3 i n o  /  ( N l i n [ t ]  +  N 2 i n [ t ]  + N 3 i n o )

x l i n [ t _ ]  : =  l - x 2 i n [ t ]  - x 3 i n [ t ]

c o n v o u t  :  =  1 0 0 0  /  ( 1 8 .  0 2  *  ( 1  -  x 2 o u t  -  x 4 o u t ) )

c o n v i n [ t _ ]  : =  1 0 0 0  /  ( 1 8 . 0 2  * x l i n [ t ] )

m o u t  :  =  x 2 o u t  *  c o n v o u t  +  K N a C l  *  x 4 o u t  *  c o n v o u t  +

B 2  *  ( x 2 o u t  *  c o n v o u t )  *  2  +  B 4  *  (  K N a C l  *  x 4 o u t  *  c o n v o u t )  A  2

m i n [ t _ ]  : = x 2 i n [ t ]  * c o n v i n [ t ]  +  K K C 1  * x 3 i n [ t ]  * c o n v i n [ t ]  +

B 2  *  ( x 2 i n [ t ]  *  c o n v i n [ t ] )  A  2  +  B 3  *  ( J C K C 1  * x 3 i n [ t ]  *  c o n v i n [ t ] )  *

d e l t a m [ t _ ]  :  =  m o u t  -  m i n [ t ]

R H S 1  [ t _ ]  : =  - L p * A r e a [ t ]  * R T * d e l t a m [ t ]  /  ( P M V 1  *  1  *  1 0 "  1 5 )  

m 2  o u t  :  =  x 2 o u t  *  c o n v o u t  

m 2 i n [ t _ ]  :  =  x 2 i n [ t ]  * c o n v i n [ t ]  

d e l t a m 2 [ t _ ]  :  =  m 2  o u t  -  m 2 i n  [  t ]
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RHS2[t_] := Ps*Area[t] *deltam2[t] / (1*10A15)

s o l [ N l i n _ ,  N 2 i n _ ]  : =

N D S o l v e [ { N l i n ' [ t ]  = R H S l [ t ] ,  N 2 i n ' [ t ]  = R H S 2 [ t ] ,  N l i n [ 0 ]  =  N l i n o ,  

N 2 i n [ 0 ]  =  N 2 i n o  } ,  { N l i n [ t ]  ,  N 2 i n [ t ] } ,  { t ,  0 ,  t M a x } ,

A c c u r a c y G o a l - >  2 0 ,  P r e c i a i o n G o a l  - »  2 0 ,  W o r k i n g P r e c i s i o n  - »  2 5 ]

( *  P l o t t i n g  V t o t a l  V s  T i m e  f o r  n o n - d i l u t e  c u r v e  w i t h o u t  c r o s s  t e r m  * ]  

n o n d i l u t e p l o t  =

P l o t  [ E v a l u a t e [  ( N l i n [ t ]  *  P M V 1  +  N 2 i n [ t ]  *  P M V 2  +  N 3 i n o  *  P M V 3  +  i V d )  /  i V t o  /  

s o l [ N l i n ,  N 2 i n ] ] ,  { t ,  0 ,  t M a x } ,  P l o t S t y l e  - » { R G B C o l o r [ 0 ,  1 ,  0 ] } ]

2 4 6 8 1 0  1 2  14

0 . 9
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- Graphics -
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Show[additivenondiluteplot, diluteplot, nondiluteplot]
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A .2 Appendix for Section 6.5 a -
Finding the Sum of the Squared Errors

( * C O N S T A N T S * )

( ♦ C o n s t a n t s  f o r  l o o p s * )

L s t a r t  =  4 . 4 5 * A - 2 8  ;

I n c r e m e n t L = 0 . 0 1 * A - 2 8 ;

S t e p s i n L  =  2 0 ;

P  =  3 . 8 5 * a - 3 1  ;

I n c r e m e n t P =  0 . 0 1 * ^ - 3 1 ;

S t e p s l n P  =  2 0 ;

(* Cellular Parameters *) 

iVto = 3626; 

iVdf = 0.41; 

iVd = iVto • iVdf;

(* Experimental Parameters •) 

Tc = 13;

PMV1 = 18.02.10*12;

PMV2 = 71.32.10*12;

PMV3 = 37.51887.10*12; 

x2out = 0.044440322; 

x4out = 0.00300388;

B2 = 4.716;

B3 = -0.057;

B4 = 2.759;

KNaCl = 1.68;

KKCI = 1.79;

CalF = 1;

( .  Fitting Paramters .)

TimeO = 0.0; 

tMax = 6;

( .  Constants .)

GasConst = 8.2057.10*13; 

Tk = Tc + 273.16;

RT = GasConst. Tk;
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(•Initial conditions*) 

x2ino = 1 »10A-12; 

x3ino = 0.003089863; 

xlino = 1.0-x3ino-x2lno;

N3ino = (iVto »(1 -iVdf))/((x1ino*PMV1/x3ino) + PMV3 + (x2ino*PMV2/x3ino));

N2ino = x2ino»N3ino/x3ino;

N1ino = x1ino*N3ino/x3ino;

RawTimeData = (0.075,0.105,0.135,0.165,0.195,0.225, 0.255,0.285, 0.315,0.345,0.375,0.405,0.435,0.465,0.495,

0.525,0.555, 0.585,0.615,0.645, 0.675, 0.705, 0.735,0.765, 0.795,0.825,0.855,0.885, 0.915, 0.945, 0.975,1.005, 

1.035,1.065,1.095,1.125,1.155,1.185,1.215,1.245,1.275,1.305,1.335,1.365,1.395,1.425,1.455,1.485,

1.515,1.545,2.385,2.415,2.445,2.475,2.505,2.535,2.565,2.595,2.625,2.655,2.685,2.715,2.745,2.775,

2.805,2.835,2.865,2.895, 2.925,2.955, 2.985, 3.015, 3.045, 3.075, 3.105,3.135, 3.165, 3.195, 3.225, 3.255,

3.285, 3.315, 3.345,3.375, 3.405, 3.435, 3.465, 3.495, 3.525, 3.555, 3.585,4.215, 4.245,4.275,4.305, 4.335,

4.365,4.395,4.425,4.455,4.485,4.515,4.545,4.575,4.605,4.635,4.665,4.695,4.725,4.755,4.785,4.815,

4.845,4.875,4.905,4.935,4.965,4.995, 5.025, 5.055, 5.085, 5.115, 5.145,5.175, 5.205, 5.235, 5.265);

RawVolumeData = (3379,3215.5,2997.5,2834,2779.5,2725,2670.5,2670.5,2616,2670.5,2670.5,2561.5,2670.5, 

2670.5,2670.5,2725,2670.5,2725,2670.5,2670.5,2725,2725,2834,2834,2725,2725,2779.5,2725,

2834.2834.2834.2888.5.2888.5.2834.2888.5.2888.5.2779.5.2943.2943.2888.5.2943.2997.5,

2888.5,2888.5,2888.5,2943,2888.5,2997.5,2943,2943,3161, 3215.5,3052, 3215.5, 3106.5, 3215.5,

3215.5.3215.5, 3215.5,3270, 3324.5,3270,3270, 3270,3215.5,3270,3324.5,3215.5, 3379,3270,

3324.5.3270.3324.5.3324.5.3215.5, 3379,3324.5, 3270,3324.5, 3379, 3379,3324.5, 3270,3324.5,

3215.5, 3379, 3215.5, 3270, 3215.5, 3270, 3324.5, 3433.5,3542.5, 3542.5, 3542.5, 3488, 3597, 3542.5,

3542.5,3542.5,3542.5,3542.5,3597, 3488,3433.5, 3488,3542.5,3651.5,3597,3542.5, 3597,3542.5,

3651.5.3597.3597.3651.5, 3760.5,3706, 3597,3597,3597,3760.5,3651.5,3651.5, 3597,3706,3706);

NewSumSquareError = 1000; 

loopcountB = 0;

( ♦ C O D E  T O  M I N I M I Z E  S U M O F S Q U A R E

E R R O R S ---------------------------------------------------------------------------------------------------------------------------------------------------------------------- * )

L a b e l [ L o o p 2 ] ;

l o o p c o u n t A =  0 ;  

L  =  L s t a r t ;

L a b e l [ L o o p l ] ;

( ♦ S o l v e * )

s o l  =  N D S o l v e [ { d [ N l i n [ t ]  ,  t ]  =  - 6 2 / 3  *  L  * R T *  N [ P i ]
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i V d  +  N 3 i n o *  P M V 3  +  P M V 1  *  N l i n [ t ]  +  P M V 2  * N 2 i n [ t ]

N [ P i ]

, 2 /3

x 2 o u t  +  B 2  *  x 2 o u t 2 +  K N a C l  *  x 4 o u t  +  ( B 2  +  B 4 )  *  K N a C l  *  x 2 o u t  *  x 4 o u t  +

B 3  * K K C 1 2 N 3 i n o 2

( N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ] ) 2 

( B 2 + B 3 )  *  K K C 1  * N 3 i n o  * N 2 i n [ t ]  B 2  *  N 2 i n [ t ] 2

( N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ] ) 2 ( N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ] ) 2

K K C 1 *  N 3 i n o  N 2 i n [ t ]

N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]  N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]  

D [ N 2 i n [ t ]  ,  t ]  =  6 2 / 3  *  P *  R T  * N [ P i ]  *

/  i V d  +  N 3 i n o  * P M V 3  +  P M V 1  * N l i n [ t ]  +  P M V 2  *  N 2 i n [ t ]  \ 2 / 3  

[  N [ P i l  JN [ P i ]

*  ( l - x 2 o u t )  *  ( 1  -  x 2 o u t  -  K N a C l  *  x 4 o u t )  -

*  K N a C l *  x 4 o u t  *  ( 1  -  x 2 o u t  -  K N a C l  * x 4 o u t )  +

( } - “ )

(t - “ )
r  N 2 i n [ t ]  .

L o g [ x 2 o u t l  -  L o g  ---------------------------------------------------------------------------  +
N 3 i n o  +  N l i n [ t ]  + N 2 1 n [ t ]

/  i  _  b 3 \  * K K C 1 *  N 3 i n o *  ( l _________ * * c l *_N31no____________________N 2 i m t ) _________
'  2 '  \  N 3 in o + N l ln [ t ] + N 2 in [ t ]  N 3 in o + N l in [ t ] + N 2 in [ t ]

N 3 1 n o  +  N l i n [ t ]  + N 2 i n [ t ]

N 2 i n [ t ]  N

( ? - “ ) ’ f1- 551^7

[ i ---------- -
V N 3 i n o +

N l l n [ t ]  + N 2 i n [ t ]  I  

K K C 1 *  N 3 1 n o  N 2 1 n [ t ]

■ N l i n [ t ]  + N 2 i n [ t ]  N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]

N l l n [ 0 ]  -  N l i n o ,  N 2 i n [ 0 ]  = N 2 i n o } ,  { N l i n ,  N 2 i n } ,

{ t ,  0 ,  t M a x } ,  A c c u r a c y G o a l - »  2 0 ,

P r e c l s i o n G o a l  ->  2 0 ]  ;

t M i n u s T i m e O  =  R a w T l m e D a t a  -  T i m e O  /  6 0 ;

V o v e r V i s o  =  R a W V o l u m e D a t a *  C a l F  /  i V t o ;  

m o d e l N l i n =  F l a t t e n [ N l i n [ R a w T i m e D a t a ]  / .  s o l ] ;  

a o d e l N 2 i n =  F l a t t e n [ N 2 i n [ R a w T l m e D a t a ]  / .  s o l ] ;

( * S u m  S q u a r e  E r r o r s * )

M o d e l V o v e r V i s o  =

( m o d e l N l i n *  P M V 1  *  m o d e l N 2 i n *  P M V 2  +  N 3 i n o  *  P M V 3  +  i V d )  /  i V t o ;  

S q u a r e E r r o r  =  ( M o d e l V o v e r V i s o  -  V o v e r V i s o )  A 2 ;

F o r [ { i  =  1 ,  S u m S q u a r e E r r o r  = 0 } ,  i  < L e n g t h [ R a w V o l u m e D a t a ] ,  

i + + ,  S u m S q u a r e E r r o r  =  S q u a r e E r r o r [ [ i ]  ]  + S u m S q u a r e E r r o r ] ;

I f [ S u m S q u a r e E r r o r  <  N e w S u m S q u a r e E r r o r ,

N e w S u m S q u a r e E r r o r  =  S u m S q u a r e E r r o r ;  L f i n a l  =  L ;  P f i n a l  =  P ] ;
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L  =  L  +  i n c r e m e n t L ;

P r i n t [ n L = " f  N [ L ,  5 ] ,  ■ P = " ,

N [ P ,  5 ]  ,  "  S S E = " ,  N [ S u m S q u a r e E r r o r ,  5 ] ] ;

I f  [ l o o p c o u n t A  <  S t e p s i n L ,  l o o p c o u n t A  =  I o o p c o u n t A +  1 ;  G o t o [ L o o p l ]  ]  ;

P  =  P  +  I n c r e m e n t P ;

I f [ l o o p c o u n t B  <  S t e p s i n P ,  l o o p c o u n t B  =  l o o p c o u n t B +  1 ;  G o t o [ L o o p 2 ] ] ;

P r i n t [ " b e s t  v a l u e s  f o u n d :  " ,  "  L f i n a l = " ,  N [ L f i n a l ,  5 ] ,

"  P f i n a l = " ,  N [ P f i n a l ,  5 ] ,  "  S S E = " ,  N e w S u m S q u a r e E r r o r ]

N u l l

b e s t  v a l u e s  f o u n d :  L f  i n a l = 4 . 5  x 1 0 “28
P f  i n a l = 3  . 88 x 1 0 “31 SSE=0 . 0 6 8 3 2 7 4
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A .3 Appendix for Section 6.5 a -
Plotting after Finding the Sum of the Squared Error

(*DATA*)

( *  C e l l u l a r  P a r a m e t e r s  * )  

i V t o  =  3 0 8 7

3 08 7

i V d f  = 0 . 4 1

0 . 4 1

I V d  =  i V t o * i V d f  ( *  o s m o t i c a l l y  I n a c t i v e  v o l u m e * )

1 2 6 5 . 6 7

( *  E x p e r i m e n t a l  P a r a m e t e r s  * )

T c  =  1 3

13

P M V 1  =  1 8 . 0 2 * 1 0 ^ 1 2  ( *  P a r t i a l  M o l a r  V o l u m e  f o r  W a t e r  * )

1 .  802  x 1 0 13

P M V 2  =  7 1 . 3 2 *  1 0 A 1 2  ( *  P a r t i a l  M o l a r  V o l u m e  f o r  C P A  * )

7 . 1 3 2  x l O 13

P M V 3  =  3 7  . 5 1 8 8 7  *  1 0  ^  1 2  ( *  P a r t i a l  M o l a r  V o l u m e  f o r  K C 1  * )

3 . 7 5 1 8 9  x 1 0 13

x 2 o u t  =  0 . 0 4 4 4 4 0 3 2 2  ( *  C P A  m o l e  f r a c t i o n  o u t  * )

0 . 0 4 4 4 4 0 3

x 4 o u t  =  0 . 0 0 3 0 0 3 8 8  ( *  N a C l  m o l e  f r a c t i o n  o u t  * )

0 . 0 0 3 0 0 3 8 8

B 2  =  4 . 7 1 6  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  C P A  * )

4 . 716
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B 3  =  - 0 . 0 5 7  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  K C 1  * )

- 0 . 0 5 7

B 4  =  2 . 7 5 9  ( *  I n t e r a c t i o n  c o e f f i c i e n t  f o r  N a C l  * )

2 . 759

K N a C l = 1 . 6 8  ( *  d i s s o c i a t i o n  c o n s t a n t  o f  N a C l * )

1.68

K K C 1 = 1 . 7 9 ( *  d i s s o c i a t i o n  c o n s t a t n t  o f  K C 1 * )

1 . 7 9

L  =  5 . 2 8  * 1 0 " - 2 8  ( *  H y d r a u l i c  C o n d u c t i v i t y  o f  w a t e r  * )

5 . 28 x 10~28

P  =  4 . 2 8  *  1 0  * - 3 1  ( *  S o l u t e  P e r m e a b i l i t y  c o e f f i c i e n t  f o r  C P A

4 . 2 8  x 10 "31

C a l F  =  1

1

( *  F i t t i n g  P a r a m t e r s  * )

T i m e O  =  0 . 0

0 .

t M a x  =  6  ( * t i m e  i n  m i n u t e s * )

6

( *  C o n s t a n t s  * )

G a s C o n s t  =  8 . 2 0 5 7  * 1 0  " 1 3

8 . 2 0 5 7  x 10 13

T k  =  T c  +  2 7 3 . 1 6

286  . 1 6

R T  =  G a s C o n s t * T k

2 . 3 4 8 1 4  x 1 0 ls
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( *  I n i t i a l  C o n d i t i o n s  a t  t = 0  * )

x 2 i n o  =  1  *  1 0  *  - 1 2

1
10 0 0 0 0 0 0 0 0 0 0 0  

x 3 i n o  =  0 . 0 0 3 0 8 9 8 6 3

0 . 0 0 3 0 8 9 8 6

x l i n o  =  1 . 0 -  x 3 i n o  -  x 2 i n o

0 . 9 9 6 9 1

N 3 i n o  =

( i V t o  *  ( 1  -  i V d f ) )  /  ( ( x l i n o  *  P M V 1  /  x 3 i n o )  +  P M V 3  +  ( x 2 i n o  *  P M V 2  /  x 3 i n o ) )

3 . 1 1 2 6  x 1 0 ”13

N 2  i n o  =  x 2  i n o  *  N 3  i n o  /  x 3  i n o

1 .  0 0 7 3 6  x 1 0 -22

N l i n o  =  x l i n o  * N 3  i n o  / x 3  i n o

1 .  00 4 2 5  x 1 0 ‘ 1C

R a w T i m e D a t a  =  { 0 . 0 1 1 6 6 6 6 6 7 ,  0 . 0 4 1 6 6 6 6 6 7 ,  0 . 0 7 1 6 6 6 6 6 7 ,

0 . 1 0 1 6 6 6 6 6 7 , 0 . 1 3 1 6 6 6 6 6 7 , 0 . 1 6 1 6 6 6 6 6 7 , 0 . 1 9 1 6 6 6 6 6 7 , 0 . 2 2 1 6 6 6 6 6 7 ,

0 . 2 5 1 6 6 6 6 6 7 , 0 . 2 8 1 6 6 6 6 6 7 , 0 . 3 1 1 6 6 6 6 6 7 , 0 . 3 4 1 6 6 6 6 6 7 , 0 . 3 7 1 6 6 6 6 6 7 ,

0 . 4 0 1 6 6 6 6 6 7 , 0 . 4 3 1 6 6 6 6 6 7 , 0 . 4 6 1 6 6 6 6 6 7 , 0 . 4 9 1 6 6 6 6 6 7 , 0 . 5 2 1 6 6 6 6 6 7 ,

0 . 5 5 1 6 6 6 6 6 7 , 0 . 5 8 1 6 6 6 6 6 7 , 0 . 6 1 1 6 6 6 6 6 7 , 0 . 6 4 1 6 6 6 6 6 7 , 0 . 6 7 1 6 6 6 6 6 7 ,

0 . 7 0 1 6 6 6 6 6 7 , 0 . 7 3 1 6 6 6 6 6 7 , 0 . 7 6 1 6 6 6 6 6 7 , 0 . 7 9 1 6 6 6 6 6 7 , 0 . 8 2 1 6 6 6 6 6 7 ,

0 . 8 5 1 6 6 6 6 6 7 , 0 . 8 8 1 6 6 6 6 6 7 , 0 . 9 1 1 6 6 6 6 6 7 , 0 . 9 4 1 6 6 6 6 6 7 , 0 . 9 7 1 6 6 6 6 6 7 ,

1 . 0 0 1 6 6 6 6 6 7 , 1 . 0 3 1 6 6 6 6 6 7 , 1 . 0 6 1 6 6 6 6 6 7 , 1 . 0 9 1 6 6 6 6 6 7 , 1 . 1 2 1 6 6 6 6 6 7 ,

1 . 1 5 1 6 6 6 6 6 7 , 1 . 1 8 1 6 6 6 6 6 7 , 1 . 2 1 1 6 6 6 6 6 7 , 1 . 2 4 1 6 6 6 6 6 7 , 1 . 2 7 1 6 6 6 6 6 7 ,

1 . 3 0 1 6 6 6 6 6 7 , 1 . 3 3 1 6 6 6 6 6 7 , 2 . 2 9 1 6 6 6 6 6 7 , 2 . 3 2 1 6 6 6 6 6 7 , 2 . 3 5 1 6 6 6 6 6 7 ,

2 . 3 8 1 6 6 6 6 6 7 , 2 . 4 1 1 6 6 6 6 6 7 , 2 . 4 4 1 6 6 6 6 6 7 , 2 . 4 7 1 6 6 6 6 6 7 , 2 . 5 0 1 6 6 6 6 6 7 ,

2 . 5 3 1 6 6 6 6 6 7 , 2 . 5 6 1 6 6 6 6 6 7 , 2 . 5 9 1 6 6 6 6 6 7 , 2 . 6 2 1 6 6 6 6 6 7 , 2 . 6 5 1 6 6 6 6 6 7 ,

2 . 6 8 1 6 6 6 6 6 7 , 2 . 7 1 1 6 6 6 6 6 7 , 2 . 7 4 1 6 6 6 6 6 7 , 2 . 7 7 1 6 6 6 6 6 7 , 2 . 8 0 1 6 6 6 6 6 7 ,

2 . 8 3 1 6 6 6 6 6 7 , 2 . 8 6 1 6 6 6 6 6 7 , 2 . 8 9 1 6 6 6 6 6 7 , 2 . 9 2 1 6 6 6 6 6 7 , 2 . 9 5 1 6 6 6 6 6 7 ,

2 . 9 8 1 6 6 6 6 6 7 , 3 . 0 1 1 6 6 6 6 6 7 , 3 . 0 4 1 6 6 6 6 6 7 , 3 . 0 7 1 6 6 6 6 6 7 , 3 . 1 0 1 6 6 6 6 6 7 ,

3 . 1 3 1 6 6 6 6 6 7 , 3 . 1 6 1 6 6 6 6 6 7 , 3 . 1 9 1 6 6 6 6 6 7 , 3 . 2 2 1 6 6 6 6 6 7 , 3 . 2 5 1 6 6 6 6 6 7 ,

3 . 2 8 1 6 6 6 6 6 7 , 3 . 3 1 1 6 6 6 6 6 7 , 3 . 3 4 1 6 6 6 6 6 7 , 3 . 3 7 1 6 6 6 6 6 7 , 3 . 4 0 1 6 6 6 6 6 7 ,

4 . 1 2 1 6 6 6 6 6 7 , 4 . 1 5 1 6 6 6 6 6 7 , 4 . 1 8 1 6 6 6 6 6 7 , 4 . 2 1 1 6 6 6 6 6 7 , 4 . 2 4 1 6 6 6 6 6 7 ,

4 . 2 7 1 6 6 6 6 6 7 , 4 . 3 0 1 6 6 6 6 6 7 , 4 . 3 3 1 6 6 6 6 6 7 , 4 . 3 6 1 6 6 6 6 6 7 , 4 . 3 9 1 6 6 6 6 6 7 ,

4 . 4 2 1 6 6 6 6 6 7 , 4 . 4 5 1 6 6 6 6 6 7 , 4 . 4 8 1 6 6 6 6 6 7 , 4 . 5 1 1 6 6 6 6 6 7 , 4 . 5 4 1 6 6 6 6 6 7 ,

4 . 5 7 1 6 6 6 6 6 7 , 4 . 6 0 1 6 6 6 6 6 7 , 4 . 6 3 1 6 6 6 6 6 7 , 4 . 6 6 1 6 6 6 6 6 7 , 4 . 6 9 1 6 6 6 6 6 7 ,

4 . 7 2 1 6 6 6 6 6 7 , 4 . 7 5 1 6 6 6 6 6 7 , 4 . 7 8 1 6 6 6 6 6 7 , 4 . 8 1 1 6 6 6 6 6 7 , 4 . 8 4 1 6 6 6 6 6 7 ,

4 . 8 7 1 6 6 6 6 6 7 , 4 . 9 0 1 6 6 6 6 6 7 , 4 . 9 3 1 6 6 6 6 6 7 , 4 . 9 6 1 6 6 6 6 6 7 , 4 . 9 9 1 6 6 6 6 6 7 )
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RawVolumeData = {3220, 2852, 2622, 2484, 2392, 2300, 2254, 2254, 2208, 2208,
2 2 0 8 , 2 2 5 4 , 2 2 5 4 , 2 3 0 0 , 2 2 5 4 , 2 2 0 8 , 2 3 0 0 , 2 3 4 6 , 2 3 4 6 , 2 3 0 0 , 2 3 4 6 , 2 3 9 2 ,

2 3 9 2 , 2 3 4 6 , 2 4 3 8 , 2 3 4 6 , 2 4 3 8 , 2 3 9 2 , 2 4 3 8 , 2 4 3 8 , 2 4 8 4 , 2 4 3 8 , 2 4 8 4 , 2 3 9 2 ,

2 5 3 0 , 2 5 7 6 , 2 4 3 8 , 2 5 3 0 , 2 5 7 6 , 2 3 9 2 , 2 5 3 0 , 2 4 8 4 , 2 4 8 4 , 2 4 8 4 , 2 4 8 4 , 2 6 2 2 ,

2 8 0 6 , 2 8 5 2 , 2 7 6 0 , 2 7 6 0 , 2 8 0 6 , 2 6 6 8 , 2 8 5 2 , 2 8 5 2 , 2 7 6 0 , 2 8 5 2 , 2 8 9 8 , 2 8 0 6 ,

2 8 5 2 , 2 8 5 2 , 2 8 0 6 , 2 8 0 6 , 2 8 9 8 , 2 8 0 6 , 2 9 4 4 , 2 8 0 6 , 2 8 5 2 , 2 8 0 6 , 2 8 5 2 ,

2 9 9 0 , 2 8 9 8 , 2 8 5 2 , 2 8 5 2 , 2 8 5 2 , 2 8 5 2 , 2 8 0 6 , 2 8 9 8 , 2 8 5 2 , 2 8 5 2 , 2 8 0 6 ,

2 8 9 8 , 2 9 4 4 , 2 8 9 8 , 3 0 3 6 , 3 0 8 2 , 3 1 2 8 , 2 9 9 0 , 3 0 3 6 , 3 0 8 2 , 3 0 3 6 , 3 0 3 6 ,

3 0 3 6 , 3 0 8 2 , 2 9 9 0 , 3 0 3 6 , 3 0 3 6 , 3 1 7 4 , 3 0 3 6 , 2 9 9 0 , 3 0 8 2 , 3 0 8 2 , 2 9 9 0 ,

3 0 3 6 , 3 1 7 4 , 3 0 8 2 , 3 1 7 4 , 3 0 8 2 , 3 1 7 4 , 3 0 3 6 , 3 0 8 2 , 3 0 8 2 , 3 1 2 8 , 3 1 2 8 } #
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(‘ Solve Equations*)

s o l  =  N D S o l v e [ { D [ N l i n [ t ]  ,  t ]  =  - 6 2 / 3  *  L  * R T *  N [ P i ]

(  i V d  +  N 3 i n o *  P M V 3  + P M V 1 *  N l i n [ t ]  +  P M V 2  * N 2 i n [ t ]  )  2 / 3

I  N [ P i ]  J

| x 2 o u t  +  B 2  *  x 2 o u t 2 +  K N a C l  *  x 4 o u t  +  ( B 2  +  B 4 )  *  K N a C l  * x 2 o u t  * x 4 o u t  +

B 3  * K K C l 2 N 3 i n o 2 
B 4  *  K N a C l  x 4 o u t -------------------------------------------------------------------------

( N 3 i n o  +  N l i n [ t ]  +  N 2 i n [ t ] ) 2 

( B 2 + B 3 )  *  K K C 1  * N 3 i n o  * N 2 i n [ t ]  B 2  *  N 2 i n [ t ] 2

( N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ] ) 2 ( N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ] ) 2

K K C 1 *  N 3 i n o  N 2 i n [ t ]

N 3  i n o  +  N l i n  [ t ]  + N 2 i n [ t ]  N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]

D [ N 2 i n [ t ]  ,  t ]  =  6 2 / 3  *  P *  R T  * N [ P i ]  *

i V d  +  N 3 i n o  * P M V 3  +  P M V 1  * N l i n [ t ]  +  P M V 2  *  N 2 i n [ t ]  ^  2 / 3

(■ N [ P i ]  I

*  ( 1  -  x 2 o u t )  *  ( 1  -  x 2 o u t  -  K N a C l  *  x 4 o u t )  -

*  K N a C l  *  x 4 o u t  *  ( 1  -  x 2 o u t  -  K N a C l  *  x 4 o u t )  +

( ■ M  

( l - H
.  N 2 i n [ t ]

L o g  [ x 2 o u t ]  -  L o g  ---------------------------------------------------------------------------  +
L N 3 i n o  +  N l i n  [ t ]  + N 2 i n [ t ]

/  1 j .  w n " i  ^  • I t  KKC1* W 3iao  M 2 1 n [t]_________
(  2 ~ ® 3 )  K K C 1  N 3 i n o  (  -  N 3 i n o + N l i n [ t ] t K 2 i n [ t ]  "  u 3 i n o + N l i n [ t ]  +M2 i n [ t ]

N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]

f  —  -  B 2  j  * ( l _______________________________ ---------------------------- ) *
\ 2  I  V N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]  I

K K C 1 *  N 3 i n o  N 2 i n [ t ]

N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]  N 3 i n o  +  N l i n [ t ]  + N 2 i n [ t ]

N l i n [ 0 ]  -  N l i n o ,  N 2 i n [ 0 ]  =  N 2 i n o ) ,  { N l i n ,  N 2 i n } ,

{ t ,  0 ,  t H a x } ,  A c c u r a c y G o a l - »  2 0 ,

P r e c i s i o n G o a l  - >  2 0 ]

t M i n u s T i m e O  =  R a w T i m e D a t a  -  T i m e O  /  6 0 ;

V o v e r V i s o  =  R a w V o l u m e D a t a *  C a l F  /  i V t o ;

m o d e l N l i n = F l a t t e n [ N l i n [ R a w T i m e D a t a ]  / .  s o l ] ;

m o d e l N 2 i n =  F l a t t e n [ N 2 i n [ R a w T i m e D a t a ]  / .  s o l ] ;
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L e n g t h [ m o d e l N l i n ]

113

L e n g t h [ m o d e l N 2 i n ]

113

L e n g t h [ V o v e r V i s o ]

113

(*Sum of Square Errors*)

M o d e l V o v e r V i s o  =  ( m o d e l N l i n  *  P M V 1  +  m o d e l N 2 i n *  P M V 2  +  N 3 i n o *  P M V 3  +  i V d )  /  i V t o  

L e n g t h [ M o d e l V o v e r V i s o ]

113

S q u a r e E r r o r  =  ( M o d e l V o v e r V i s o  -  V o v e r V i s o )  A  2 ;

F o r [ { i  =  1 ,  S u m S q u a r e E r r o r =  0 }  ,  i  <  L e n g t h [ V o v e r V i s o ] ,

i + + ,  S u m S q u a r e E r r o r  =  S q u a r e E r r o r [ [ i ] ]  +  S u m S q u a r e E r r o r ] ;

S u m S q u a r e E r r o r

0 . 0 4 4 2 5 0 4

(*PLOT*)

c o o r d i n a t e s  =

T a b l e [ { R a w T i m e D a t a [ [ i ] ] ,  V o v e r V i s o [ [ i ] ] } ,  ( i .  L e n g t h [ R a w T i m e D a t a ] } ] ;

220

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



a = ListPlot[coordinates]
1 . 0 5

0 . 9 5

0 . 9

0 . 8 5

0 . 8

0 . 7 5

- Graphics - 

b  =  P l o t [

E v a l u a t e [  ( N l i n [ t ]  *  P M V 1  +  N 2 i n [ t ] *  P M V 2  +  N 3 i n o  *  P M V 3  +  i V d )  /  i V t o  /  .  s o l ]  ,  

{ t ,  0 ,  t M a x ] ,  P l o t S t y l e - »  { R G B C o l o r [ l ,  0 ,  1 ] } ]

0 . 9 5

0 . 8 5

0 . 7 5

- Graphics - 

S h o w [ a ,  b ]

1 .  05  r

4-

0 . 9 5

0 . 8 5

0 . 7 5

- Graphics -
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