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Y mBstRACT N\

In the conteit of an automatic document retrievalf
Vo s

asystem it may ‘be necessary to. classify documents as well as

EJ -

“terms (keywords) Documehts are classifled in order that the

;seﬂrch,fin responsé to a quetry, may be restricted to onﬂy a
L, '_"\ S . v . P
few most promising subsets of the collection. Term:

R " . . * : ‘ - . ‘ .
classifications are useful for enhancing the representations

of doc&ments and queries which in turn, it is hoped would

increase the chances of the system retr1ev1ng all and only

s

the documents that a user is interested :i
_ ‘ .

It is 'suggested that the apprdpriateness of
classification strategies to a document retrieval
environment may be judged on the basis of factors such as

»

the extent to which it meets the classificatory criterion,
thgfcomputational efficiency, whether or not the genereted‘
c{g&ters depend on the order in wh1ch ‘the objects are

processed and the degree to which the clusters. obtained are

e
sensitive to small errors in the 1nput data. In the llght of

automatic classifjcationhtechniques proposed in the

literature for the classification of terms and their

retrieval effectiveness, it is considered more promising to
, . < > .

determine)the relatjonships between terms on the“basis‘of
feedbeck information obtained fronhthe psersr Hence, an
automatic‘hethod that.determines the relationshipsmbetween
terms u51ng ‘information provided by the users concernlng
prev1ous searches is developed. The method~1dent1f1es

- f . ‘ 3
- . o

‘ ‘o . )



similar terms, ip the sense that they are synonymous or

Substitutable for each othe{F;fs’yell ag dissimilar te:ms‘
4 rnt contexts to doouments'
';hita that allow: for
relatlonshlps determlned
are evaluated. Regardlessyof whether the term relat1onsh1ps
are locallzed or they are global the retrieval performance
when the term relatlonshxps are used 1s better than when
'they ‘are not. 'In addltlon, term relatlonshlps that have a
narrower scope ‘are found to be more effect1ve in retrieval

. than their more global counterparts. The relatlonsh1ps\
between terms that occur in a small numbervof documents are
found to be more s1gn1f1cant for retr1eva1 purposes than

those of terms occurring in a large number of documentsr

The?term'relationships are;incorporated into the-
retrieval pfocess by using }/generalized similarityhfunction'
to measutevthencloseness between a query.end a-document. The.
lfonbtion consists of a term match component reflecting the
extent to which the in@ex terms match, a positive Componentf
which measures theasimilarity between theiterms in ,the
document to the terms in thequery, end a negative component
thch provides a measure'of the dissimilarity between the
terms in the two items. A mulf1var1ate statxst1ca1 method
known as dlscr1m1nant analysis 1is shown to be useful in.

determlnlng the relative 1mportance of the components used

in the similarity function. o _ .

-
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"Stability (that ‘is, a classification generated being
"not too sensitive to ‘small errors in‘input_data) is one of

the desired propert1es of a clustering method. While many of

0

the currently avallable c1a551f1catxon techniques have been
Y

evaluated on factors such’ as retrieval effectlveness and

computatiq@al efficiency, very little research has gone into
the assessment of stabxllty. Consequently, this aspect of a

number of commonly used graph theoretic? jng schemes

is analysed.

It is'shownothat, in terms of the measure of\stablllty
Uéed, any "reasonable” cluster def1n1t10n whlch has the
property that a cluster will be generated for any two
‘sufficiently close objects cannot be more stable than the '
"connected component"def1n1t1on. A number of cla551f1catlon‘
schemes are found to have the above property. Clusters
deﬁxned as connected components- are shown to be the most
'stable, while those deflned asv'maX1ma1 complete subgraphs
~are found the 1east stable among the cluster def1n1ng

-

methods characterxsed by the property mentloned above. The
\

stab111ty of clusters deflned as connected components is

R

bounded.

vii -
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Chapter 1

INTRODUCTION S
Vs : . . ) } . /!

/

Plato had defined Man as an ahimal, biped and
featherless, apfd was applauded. Diogenes plucked a fowl and -
‘brought it to fthe 'lecture-room with the words "Here is
plato's man”. {In eonsequence of which there was added to the
definition,* "Having broad nails™. -

DIOGENES LAERTIUS, Lives of Eminent philosophers.
% |

1.1 Classification .

/".
Claésification encompassastmany'aiver;e tecMniques for.
discovefing structure within cémplex bddiQS'of dataiéﬁﬁaa
typiéal example one has a sample 6f data units (pefsonsf_
‘OLganisms,.documentS) each}of‘which'is represented,by a
finite number of attributes or features. The objective is to
_placeﬁthe data units or the attributes into groups such that

the objects (or entities) within'a‘CIUsggr are more strongly

related to each other than those in different clusters.

'In this sense, the term classification fefers to a

process. The terms clusteriggrand cluster analysis have/also

beeﬁ used té refer to:the.same‘pfoceSS.vTheineedifor_ Fuster
analysis ariées in a natural way in many fields of study
'such as life sciences, sqcial scienégé andvinformation‘
sciences. The téth classification haslbeen émplo?ed, in somé'
disciplines, in the restricted sense of puttingAéntitieé'

into distinct classes as opposed to arranging them in a

1



continUous'spectrum, Eline or some other ordination showlnq
no dlstlnct d1V151ons. In this thesis the term is not
restrlcted in thls‘manner. If a group of\ob]ects are
identi%ied as being related then~such atgmoup is referred to

as a class or a cluster. The set of classes or clusters

constitutes’a classxflcatlon. Thus the result of

class1f1cat10n is a classification. In the placement of
_objects into'clusters, it is generally required that the
c1a551f1catlon generated be ‘exhaustive of the objects under

consxderat1on and that no class in the clustering includes

[y

‘any other class. If the overlap between any two classes 1n

1

‘sucp a classification<js.null, then it is called a

T

partition. = o L

Problems to.which methods of\classification have been

appl1ed fall roughly 1nto two categor1 depending on

whether the primary objective of c1a551f1cat‘ n is to =~ 1
prov1de a 51mp11f1cat10n and summarization of the" ta-or it
is to place objects in claSSes so as to optimize some 5\\

cla551f1catory criterion developed from a knowledge of the

.,

aappllcat1on env1ronment (Jard1ne, 1978). Where the. object1ve\
of c1a551f1cat10n is to obtaln a summarlzatlon, 1n wh1ch the
individual d1fferences between the objects to be class1f1ed

are suppressed in order to derlve more‘general propert;es
-

whlch are. characterlstlc of groups of objects, usually: some

1ntr1ns1c" classificatory criterion is employed (Jardlne

and Slbson, 1971). Thls is because, for such. problems, 1t

N

~difficult to choose 51mple extr1n51c criteria by which the
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results of the claéETYTE;tTgh can be evaluated Furthermore,
"extrinsic crlter1a in these cases may themselves be 1arge1y
matters of‘oplnlon. Some 1ntr1nsic criteria have been
proposed (see Sneath and Sokal, 1973). -In essence,ﬂthese»
wcr1ter1a are measures of how well the classes obtained
reflect the relat1onships between objects (that ;s,ithe
1nformat1on from which the class1flcat1on ‘is derlved).mp
In;the latter case,ﬁthere exists ‘an extrinslcvcriterion'
of the 'goodness t} a solutlon. The nature of the extrinsic
‘criteria is“different depending on the type of applxcat1on
,at hand. In certaln 51tuat10ns, there may exist an a pr10r1 Lt
‘c1a551f1cat10n wh1ch a c1ass1f1cat10n method 1s 1ntended to
reconstruct in. deta1l. The Platon1c concept of error in the
assignment of objects to classes is applxcable in such
casesS. Thus, it may be poss1ble to ‘achieve a probablistic
ass1gnment of ob]ects so that the propertles of part1Cu1ar
objects are 1nferrab1e from a knowledge of the classes. to
which each object belongs. in other ‘cases, certaln crlterlon
functions may be used to precisely spec1fy the partlcular-
manner 1n whlch the entities within and betweenvclusters
must be assoc1ated 1n the resulting classification.:Thef
complex1ty of the class1f1catlon procedure w111,’of cour se,

depend on the characterlstlcs of the function and the

‘existence. and the uniqueness of an optlmum.

*

A more common approach to judglng the va11d1ty of a

‘method of classification‘is simply to ask 'How well ‘does it
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- \\
work?‘. In the study of b1olog1ca1 organﬂSms, for 1nstance,

it may be 1mportant that a c1a551f1cat1o der1ved be useful

n testing evolut1onary hypothes1s derxve -from other data
or from theorethal cons1derat10ns (Sneath\and Sokal, 1973),
The ob]ectlve of convent10na1 11brary classlficatxons
(Dewey,‘UDC, etc.) has been to place documehts relat1ng to
the same subject area in one class in order to m1n1mlze the

effort requxred for search , : _ . o

o i . #
‘Numerous methods for cluster'analysis have been B

. IR
proposed. The earliest attempts at c1a551f1cat1on’werer

based, as Cain (1958) has‘shown, on Arlstotelaan loglc. This

s
Al

method was used by early workers such. as Cesalplno (1519f

1603): and even 1arge1y by L1nnaeus (1767 1778) DiscuSsions
of many recent methods can be found among other® places, in
Bonner (1954), Ball: (1965),QWatanabe (1965), Johnson (1967),

Lance.and‘williams,(1967a,b), Cormack (1971), Jardlne and

'Sibson (1971), Anderberq (1973), Hubert (19749, Yu (1974b)

and Matula (1977).

o

The focus of th1s the51s is on automatic- c1a551f1catlon'
techniques that are of'1nterestwto document retr1eva1
systems. C1a551f1cat10ns obtained by means of automatic
methods are based on ‘some measure of 51m11ar1ty between the

objects as determined by the attributes they possess. A

t'method, however, may or may not require that the computation

of the similarity measure between every palr of ob]ects be

the first step in\jye identification of classes. If this
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step is needed, then an object - object similarity ‘matrix
who se (i,j)th element represents the degree of closeness

th and the jth object is created. Note that

between the i
‘cluster methods based .on such a 51mi1ar1ty matrix requlre at

least O(n ) operat1ons, for n objects.

1.2 Document Retrieval
1

[ . : )
The field of information storage and retrieval

encompasses a broad scope of topics ranyd from. basic

‘techniques. for accessing data to sophisticated .approaches

for the analysis and Understanding of natural Ianguage text.
Accordlng to Minker (1977), three general areas of.
1nvestlgat10n can be distinguished w1th1n this f1e1d

- A1) Document/Retrieval

2) Generalized Data Management

3) Question - Answering

Document retrieval systems deal with the storage,'

. . ' . ‘ Y S
.maintenance, indexing and retrieval of documents. These have

been termed reference providing systems,’where the system is

5,
-

requ1red to refer a user to a list of documents that are
11ke1x to be‘of interest to him, in contrast to data

- providing systems concerned with'the reTrieval_of ‘
‘1nformatlon expllcatly\stored or facts oeriVable, on the
.ba51s of general ‘rules or axloms, from such 1nformat10n

(Salton, 1975b) .. In otggpfwords,'deta prov1d1ng systems»

respond to specific requests for data with specific answers

containing, as‘far)as possible, only'the data actualiy



requested. Reference provxdlng systems, on the other hand,
also service users that might be 1nterested in a state- of—
the-art report for a particular subject area. In this sense,
data providing systems 1nc1ude questlon—answerlng as well as

generalized data management systems,

In a document retrieval system, -input data are
generally represented in natural language text form. When
such systems are mechanized, it is necessary to'represent

the documents in a manner that fac111tates efficient

retrieval. Usually, each document 1is represented by a set of

descriptors. A descriptor may be a term, phrase, or a term
class.vFor example, a document on "Approaches to the design
ot automatiarinformation storage and retrieval.systems" may
he represented by the folTowing descriptors:

(automatic, approach,,information system,

processing); |
In this-representation “automatic" and "approach" are simple
terms, "information_system" is a phrase and "brocessing"kisi
a tern class‘t1at includesl"storage and " retr1eva1“ The
process of selecting_such content.descriptors is referreo to
as indexing.qlndexing-may be accomplished'by'automatic,
sem1 automatlc, or manual means (Salton, 1975b) . Documents
may be c1a551f1ed so that the search effort'can be

restricted to the most promising groups of documents.

pepending upon the system design objectives it may be

desirable to accept natural language input requests. Most
¢

o~
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documeht systems search for the descriptors contained in the

query and do not subject -the query statement to syntactic or

S

N : ‘ ) e L ,ﬁ,//,/‘/*
semantic analysis. More specifically,the System, 1n
response to a question, generally compa:es,the descriptors

t 2

in the query w1th those in the document descr1pt1on, and
then orders the documents based on some measure of closeness
that reflects the degree to which ‘each document pertains (as
Judged by the system, but not necessarlly by the user) to
the subject matter of the query. The output of a document
retrieval system may be a llst of addresses or names of

documents,/a 115t1ng of some surrogate (e.g. abstract) or
»

the entire texts of selected documents.

1.3 'Strategi for Evaluatiqg Classification Techniques for

" Document Retrieval o -

@%here are a number of factors that determine the
suitability of a classificatory strategy to a given
application. The most important of them. is, of course, the

classificatory criterion. A method that satisfies the

\ i : )
~clustering criterion is considered effective. The efficiency

" of the clustering algorithms is also very important. Here
one is concerned with the cost of generating a

classification.

In addition to these factors, classification'strategies
may also be subject to various other- constraints. Jackson

(1969a, 1969b and 1971) has suggested that it is de51rable



that clustering algorithms possess the following propert1es-

a. Order independence: The classification obtained 1s
)‘1ndependent of the order in which the objects are

i treated, |

b. Stability: Small changes in the material to_be

classified lead only to small changes in the

resulting cléssification. : ) \\

c. Independence of scale: The classification generated -
is unaffected by multiplication of the similarity
matrix by a positive constant.

When large amounts of data are;involved, errors may be
—_ _ ; : o

made in voice of the parametric representations gor the

Y I
objects being classified and in the conversion of this data

into machine readable form. If the clustering algorithms
employed are stable, then an appropriate classification can
be obtiéned in spite of these errers. The scale independence
property is desirable since, in many.appllcatlons, the range
rof values that the attributes de5cribing the'objects can

assume and the scale used for the measures of similarity

between objects are essentially arbitrary.

Aﬁ_orderrindependent clustering method yields a unique
.and, well defined set of classes. HOWever, in order to ensure-
that‘tﬁe result of classification'is independent of the .-
process1ng order, 1t Mmay be necessary to assess all %sbsets
of the objects with respect to the classificatory criterion.

Clearly, this is a very time consuming process.
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Consequently, in devising classification strategies, order
dependence may be tolerated in order that the process be

completed in a reasonable amount of computing time.

In this thesis, certain classification methods are
evaluated in terms of the factors and constraints specified

above.

1.4 Focus

In the context of document retrieval systems it may be
necessary to elassify documents as well as terms. The
process of classifying terms is usually referred to as

thesaurus construction (Salton, 1975). The output of a

dOcumeﬁt retrieval system, ‘'which is an ordering of the

documents in terms $f-their relevance to a query, is also,
accordf;g to ﬁhe definition presented in section 1.1, a type

of classification. In this sense, the ultimate objectiuﬁ_gﬁﬁNﬁh_
a document réfoeval\gxgEem is one of obtaining‘an ordering

I3 . v \ C e
in which each document relevant E6“E‘qugryfhas—a—%+qhe$—;ank—-——

than any document not relevant. - .

The need for the classification.of terms may arise when

the documents and the requests are represented by only a set

B

of keywords. It is quite common in such an environment to

determine the closeness between & document and a request on
the basis of terms that are in common. There may, however,
be disagreements between the user and indexer in regards to

the terms they choose to denote particular concepts,

s
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Consequently, the system may somctimés retrieve documents
that the user is not interested in and, at other times, may
not retrieve certain documents that the user would have
considered useful, Under these circumstances one would
expect the performance of the document retrieval system to
be improved if the measure of closeness is based not only on
terms in common but also on those that ‘are related or
similar. Consequently, a number of “automatic methods have
been proposed for the construction of term classés (stiles,
1961; Guiliano and Jb?es, 1963; Neqpham and Sparck-Jones,
1964; Abraham, 19652a; Stevéns et al,, 1965; Doyle, 1966;
salton, 1966; Dattola and Murray, 1957; Lewis et al., 1967;
Needgém, 1967; V{Swani, 1968; Leék, 1969; XKuguston and
Minker, 197@8b; Sparck-Jones, 1971, 1973; Minker et al.,
1972). These methods are pased on the hypothesis that the

more often two terms tend to cooccur, the more likely they

are to be inter- 5ubst1tutab1e for each other. That is, the

e

measure of closeness between two terms 1s specified as a

fuhction of the number of documents in which they cooccur.
Clearly,jthe assumption implies that the terms belonging to’
a particular group need not be synonyms, or even near-
synonyms,.and they need not be generiéally related either.
In other words, terms which are reié;ed in the sense that
they refer to the same topic or colieétion are, for

retrieval purposes, acceptable substitutes for one’ another.

Jackson (1974, 1971) and Yu (1974a, 1975) proposed

classification strategies that are based instead on the
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relevance judgments provided by the users. In these and also

in th§ strategies based on the cooccurrence hypotheifﬂ only
terms that are similar or synonymous to each other are
identified. In this thesis an efficient method for
determining the relationships between termé, which {s based
on user relevance judgments, is proposed., The methad, in
gddition to identifying the degree of similari{V between
terms, also -determines the extent éo which two terms are

dissimilar. If a term pertains to a different topic or

usually characterises a context different from that of
another term, then the terms are considered dissimilar. The
'effectiveness of the term relationships obtained is tested

in a carefully designed experimental environment,

}? A great many of the methods for the construction of-
terh‘élasses referred to in this section are graph
theoretic. These methods, to begin with, transform the
object-object similarity matrix into a binary matrix. That
is, a threshold is appliéd and the va1Qe of the (i,j)th
element is made 1 if the corresponding simifarity value is
greater than or equal to the threshold; the element is made

zero otherwise. Let this matrix be referred to as the

opiecﬁ-object adjacency matrix (or, simply, adjacency
matrix). A graph is then associated with the adjacency
matrix. where each Vertex in the graph corresponds to an
objecf, and an edge is associated between two vertices if
"the element in the adjacenqy'mqﬁrix for the corresponding

objects is a 1. Clusters are%ghen identified by choosing one
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Aof various graph theoretlc schemes available for spec1fy1ng

the condltlon under- wh1ch two vertices should be placed in

ithe same cluster. This approach has the advantage that

\nearly 11 the schemes employed generate order independent

:class1f1cat10n.fltsshould be noted, however, that the

\~~;‘

‘computatloa of the object—object s1m11ar1t1es 1tse1f

4

“requ1res a pProcessing time of O(m ), where m is the number

of terms in the 1ndex1ng vocabulary. In contrast the method

pro!psed 1n th1s thesis for obta1n1ng thé relatlonsh1ps

between terms is order dependent but is more attractlve from

. - the p01nt of view of ~efficiency.

. ' . Lo
Many researchers have evaluated graph theoretic
cla551f1cat1on strategxes (for document as well as keyword
cla551f1catlon) from the point of view of their

effect1veness in retrieval (Bonner, 19564; Dattola and

_Murray,;l967; Gotlieb and Kumar, 1968;‘Vaswani, 1958;

?Aoguston and Minker, 197gb; Sparck-Jones, 1971; Van

R1jsbergen, 1971; 'Minker et al., 1972), Efficient algor1thms
have also been developed for 1dent1fy1ng the clusters that

correspond to the various graph theoretic schemes (Bonner,

Y N

1964-‘Auguston and M1nker, 497ma; Cole and wishart,‘léaﬂ;
Sparck-Jones, 1971; Jardine and Sibson, 1971; Mulligan and
°Corneil' 1972). However, only a few researchers have
cons1dered the evaluat1on of such methods from the point of

view of thelr stab1lrty (Jackson,'1969a, 1969b; Yu, 19?6;

Cornell and wOodward 1978).
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) o U e o

~ Jackson's (1969a) work is limited in the sense that he
does not measure the change 1n the classif1cat1on
‘correspondlng to some change in the mater1al c1a551f1ed
More prec1sely, Jackson assumes that. the objects are’
represented by binary attrlbutes and he proposes a functlon
which estimates the changes in the sim11ar1ty values J

-

correspondlng to certaln changes in the object—attrlbute

binary matrix. He then concentrates on efficient algorithms

for computinguthe proposed function. In his other study

(1969b), Jackson propdses a measure which reflects the

' extent to which a classificaticn accurately represents the

data from which it is derived. Althpugh it appears that this
: ' -~

approach can be applied to the problem of measuring'

‘stability, it‘ls not clear if such usage would be

appropriate. Corneil and Woodward's approach is interesting

_ but their‘experimental findings are rather limited. °

The approach suggested by Yu to measure the disturbance
in classification due to small changes -in input data,
" however, is found to be well suited for formal treatment. In

"this thesis a number of well known graph theoretic

cclusteringnschemes are compared analytically using the

_measure proposed by Yu.

_ / .
1.5 Preview

In Chapter 2, the motivation for the classification of ‘

terms is presented in detail and a few of thelwell known
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techniques are rev1ewed. In the l1ight of the experiments
¢onducted and results obtained by other workers a promising
venue for research is 1dent1f1ed. This leads to a new method

for determ1n1ng the relationship between terms.

-

The details of the proposed method for obtaining the
’term relatlonshxps are presented in hapter 3. The retrie@al
performance obtalned when the term relatlonshlps are |
xﬂncorporated into the retrieval process are compared to that
of using only the term match information., It is found that

the method proposed is effective.

-

Chapter 4 considers the need for and the diffiCulties
in the measurement of stability. An account of the research
in this area 1s then presented The motivation for the
approach used in thls work for measurlnq ‘the dlsturbance in
c1a551f1cat10n due to small changes in the input data is

provided.

In Chapter 5, @ number of graph theoret;c
classification strategies are identified as being ”adjacenCQﬁ
oriented". Clusters defined as connected components1 ando
nmaximal complete\subg-raphs1 are both found to be adjacency
oriented. Connected component definition is shown to be the
most'stabie and maximal complete subgraph deflnltlon the
1east stable of all adjacency oriented clusterlng
strategles. An upper and lower bound for the stability of

[3

1 Defined in Chapter 2.
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clusters defined as connected components, corresponding to a

specified amount of perturbation, is also derived.

~ Chapter 6 consists of a éummary of the results obtained
and includes proposals for further research.

J

)
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g . Chapter 2

TERM CLASSIFICATION FOR DOCUMENT RETRIEVAL SYSTEMS

2.1 The Environment

In general, the descriptors.used to repfeseﬁt documﬁnts
and‘reguést may.be terms, phraﬁgs and/or clésgsé of related
'térﬁs. Since we are conéiderihg:apprbaches‘to the
cohstruction of termvélasses, an environment in.which the

documents and the requests are indexed only by téf@s or

o

keywords is assumed. Thus, the documents and the.rqgues;s

may be logically viewed as sets. This view is taken in some

! *

parts of this thesis., It is, however, more convenient to

view documents, requests or terms as vectors in a

’

" multidimensional space when similarity functions are being

described. (The E@rticular view taken will become clear in
contegt; where this ig not the case‘thg.vieﬁ-taken-will be
stated explicitly.) These Qéctofs may be binéry or. weighted.
In the répreséntatién of ‘a document, for instance, a-
particuiar e}ement may be 1 or @ indicéfing the presence or
" the abseﬁce df the'correépondingrterm,gor it may be é weight
that reflects the importance of the term tqythe document,
The r;trievai process, asvméntioned earlief, is  based on a
‘gimilafity funcfibn'that measures the‘closeneés betwe;n'a
'documeht'and a quer;, and avthréshold value. A'dbcument.is 

termed relebant‘injrelation to a user query'if the document

is of interest to the user; it is irrelevant, otherwise.’

- ’ 16



2.2 _The Problem

L

““In such a/system the measure of similarity is usually a , -
funct1on of the number of terms in common between a gquery
and a documentr Slnce relevance judgments are externally

,‘\

%;%pec1f1ed it is ofien the case that a number of documents

B

relevant to avg1ven guery are not retr1eved by the sygtem.
’Similarly, some of the retrieved documents may not o
relevant to the query. Such deviations could ariSefev f it
the querles and the documents are characterlzed reasqnably
well by the keywords. A possible explanation for'thls,
- behaviour is’that thdse documente releyant.to but:not
retrieued by the query are represented by keywords'that are
dxstxnct from, but.. hav1ng a meanlng similar to those of’ the

query. For 1nstance, consider a query and & document

represented by the following terms:

QUERY = (desiQn, autqmatic,’information,‘retrieuel,
| “approach) g
\ﬁf"”” DOCUMENT = (computerieed,»principles; text, retrieval,
systems, development). _ :.. ' L

P

It seems very'Iikely that the document is relevdnt to-
the request, but there is only one term 1n common between
the document and the query. So, in thls case the\gocument
does not score a h1gh enough correlatlon for it to be
retrieved. We can raise the correlatlon ‘to the de51red level
if it is p0351b1e to 1dent1fy terms such as (computer;zed

\

automatic) and (de51gn, develppment) to be semantlcally

=t
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‘related. Consequently, a lot of research effort has gone
"into the problem of -term classification. The«idea is to
identify classes of~terms'within’which terms\are simllar.or
related to each other. The range of request‘document matches
obtainable using the terms alone could, then, be extended by
su1tab1y 1ncorporat1ng ghe knowledge galned from the

classification into the retrieval process.

2.3 Aggroaches,to,Term Classification

! ~ . : . X . ‘»

The first suggestions for the construction of term

~classifications were put farward in the late 5¢'s when work

in this, and in the complementary area of automatic document
: 8

classification was begun by Borko, Doyle, Guiliaho, Needham

/

and Stiles. -A survey of this early work is reported in

Stevens et al. (1965).

Of the" more recent 1nvest1gat1ons, the resultslof

Cleverdon et al. (1966) and Salton and . Lesk (1968) deserve
N

specific mention. Cleverdon's study of manually constructed

-

',thesaurl for the Cranfield collectlon show that the keywords
alone worked at least as well as the manual thesaur1 used in
that project. But Salton and Lesk found.that if a manual

thesaurus for th;s collectlon was constructed more carefully

L

better performance could be obtalned than for terms.alone.

Specifically, they formulated certaln guldellnes or rules to

'wh1ch the term classes created are requlred to conform. For

[£=3
*

instance, ambiguous terms sucq as "bat" were entered into

Kl

\
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‘on1y7those term classes that were likely to be of interest
\in the subject area under consideration. (That is, the term-
.would not be encoded to represent an animal if the document
collection dea{s_w1th sports and ball games.): For another
example of a rule, each term that appeared in a large number '
of documents was placed into a class by itself rather’than

<

being combined into classes with other terms. The term

“classes obtained in this\manner‘consisted predominantly of

synonyms and near-synonyms.

Before the work in automatic'technidues-for term
classification is reciewed it fs convenient to describe
var idus methods that are employed in order to measure.the
51m11ar1ty between terms and 1ntroduce a few graph theoretlc

" .concepts that are needed throughout this. thesis.

2.3.1 Measurement of Similarity

-

L\

By far, thehmost‘popular premise on which the closeness ¢
between terms isvjudged is that the terms that tend to
cooccur often are 11kely to be related It is clear from the
assumptlon that the terms eventually assigned to a
particular group may not be synonyms or even near synonyms
and they may not be generically telated either. However,

this premise is gquite valid in the light of the

~

~classificatory criterion that, for retrieval purposes, terms

within @ class be substitutable for each other. In other

words, terms that pertain to the same topic - such as
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"boundary" and "layer" which are commonly used in the
subject of aerodynamics - may be acceptable substitutes for

one another, Similarity‘functions commonly used to compute

the closeness between terms are considered next.

st ee. Q ) and B =‘(bl, o "‘_bn)

represent two terms (If each row of document term matrlx

Let'X = (a\, a b

constltutes the vector representat1on of a document, then
the columns of the matrix correspond to the vector
representation of terms). The following is a list of some

similarity funcdtions that have been used by dlfferent

researchers for the purposesﬂof term c1a551flcatlon:
a) Cosine function: -
. n . ' : n

n .
Cosine(A,B)= > ai'bi / SORT [ > ai2 . oD biz]
S b S : J=1 J=1
b) Logical overlap function: ‘
‘ n , n n
LO(A,B)= > m1n(a ,b. ) / min( 3 a., > b.)
' J:l . ' J:l . J:l

¢) Tanimoto function:
"T(A,B) = |A ) Bl / |A U, el

where A and B denote the set of documents contalnlng,-

respectively, term A and term 82

2.3.2. Graph Theoretic Concepts Related to Clustering

A threshold cén'be applied to the term term 51m11ar1ty
matrix to obtain an adjacency matrlx. Clusters can then be

identified by applying one of the many graph theoretic

IX! is the cardinality of set X.
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concepts of relatedness to the graph associated with the
adjacency matrix. A few such concepts of relatedness are

introduced riext.

]

Definition 2.3.2.1: Let V be.a set of“glements; The

unordered product of V with itself, denoted by V & V, is the
set {v & w !l v, w €V and v & w is the same as w & v}; i.e.,

"V & V is the unordered Cartesian product of V with itself,

A graph, G = (V,E), is a set of verfices V, a set
of edgele énd a mapping & :E -> V S V. If e € E and,Q, w €
‘V such that é (e) = v & w, then v and w are saia to be. '
adjacent. |

In relation to the physical problenm, thévset ;f
objécts to be claséified corresponds to the vertices of the
gfaph) If the similarity between two objects is gfeater than
orAequal to a threshold,'then the‘associated graph has .an

‘edge between these two objects.

A subgraph, le? (Vl, El)'of a graph G = (V,E), is a
graph such that v, (C v, and £, (C E.

t -
-
-

Definition 2.3.2.2: Let P be a prgpeff?jﬂA maximal set S

having property P is a set such that S |J {x]} does not

satisfy P for any x € S.

T

Definixiqn g.g,g.g:‘A maximal complete subgraph (MCS), Gl =

(Vy, El) of a graph (V,E), is a maximal subgraph of G, such
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thét for evgry Xy x2 € Vl, xl is adjacent to x2. L‘“‘
In other words, every object contained in a
. | \ |

max imal complete subgraph is vehy close to every other

. ’
object in that subgraph.

Qy‘

Definition 2.3.2.4: Two vertices v and w are connected if

one of the following is satisfied.
| {1) v is adjacent to w; oriv is w
(ii) there exists a set of vertices Xy Xoo eeer
'xp such that v is adjacent X 0 %Xy is adjacéqt

to for 1 < i < p-1 and xp is adjacent to w.

Xi+1 )

when two objects are connected but not’adjacent,
it is very likely that the dbjects have some commén
attributes as indicéted by their closeness to other objects.
On the other hand; objects that are not even conngcted to
each other should be considered not rélaéed in any |

significant way.

. Definition 2.3.2.5: A connected component (or, simply,

componeﬁif;ﬁar;bbreviated as CC) G1 = (Vl' El) of a graph G
= (V,E) 'is a maximal subgraph of G such that for every X,,
*2 € Vl' xl and x2 are connected. )

The definition indicates that each connected-
component represents a lérgest poSsible set of related, but

not necessarily very close, objects.
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2.3.3 Automatic and Semi-automatic Technigues for the

Classification of Terms

2.3.3.1 Methods Based on Cooccurrence Hypothesis

sparck-Jones (1971) and Sparck-Jones and Jackson (1967)
have carried out a rather extensive set of experiments on
automatic term classification, Although, in some of their
experiments, a weighted form of Tanimoto function has been
used to obtain a term-~term similarity matrix, their work is
'based primarily on the simpler unweighted Tanimoto function
‘described earlier. Clusters are 1dent1f1ed as stars,

strings, MCS's, or clumps. These have. been 1llustrated in
Figure 1. For strings, one starts wrth an object, finds any {
object adjacent to it and then a further\object‘ad]acent to
the second and so on until some térm1nat1ng condition is

\met- alternately, rather than any object, the object most

similar to the current one may be chosen. Stars are created

by identifying a certain specified number of ob]ects each of

N

~

which is adjacent to an ‘initial object. Clumps, on the other
hand, depend on a greater density of edges within the set
than outside. More comprehensive discussion of these cluster’

indentifying schemes can be found in the references cited.

sparck-Jones and Jackson have also looked at 2 number
of dlfferent 'strategies _for incorporating the term classes
'1nto the descrlptlons of documents and requests. They
conclude that, for the collectlon tested (Asllb Cranfleld

collection of 200 documents), better performance tha//ﬁor



]

- w o — STRING
STAR
.
MCS
k4
CLUMPS
* *

FIGURE 1. An illustration of some cluster types.

24
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terms alone can be obtained by using automatically
constructed term classes. Their work recommends the use of
unweighted Tanimoto function with a hiqh threshold; the
classification given by strings, small stars, high threshold
MCS's and certain lemps; and simple class matching mode of
retrieval. T?ey aléo sugéest that only non-frequent terms

should be allowed to be classified.

vaswani's (1968)\method consists of modifying the graph
obtained from the ini;ial data in a certain way to obtain a
neQ graph and then defining clusters as the set of MCS's of
this graph. Among the pairs of objecﬁs not adjacent in the
initial graph, suppose S, denotes the set of pairs of
objects occurring inside "potential” clusters and Sz'the»set
containing the paifs that do not. It is, then, hypothesizeq
tha£ the pr;portion of pairs in 35,4 that are connecteé ?y
paths of length 2 (i.e. via one other object) 1is higher than
the cqtresponding proportion for 82. Consequently, giveﬁ the
initial adjacenCQAmatrix, A, a new object-object similarity
matrix is obtained by computing A' = a.A + b.Az (where a and
b are scalags and A and Az are formed with zero diagonals).
Intuitively, 2 wgight having two components is assignea to
each pair of objects: one indicating whéther or not the
objects are adjacent and the other being”propérgional to the

number of paths of length 2 bethen them. By applying a

suitable threshold to A' a new adjacency matrix that has the -

same number of edges as A (this process‘may be thought of as

providing a redistribution of the edges in the initial

~



graph) is obtained.

gk ‘ : ‘
This whole process ié&%epeated for a predetermined

number of iterations.. The MClS's of the last graph.produced
are said to form the clusters; The clusters so obtained for
a test collection are found to consist of seemingly (as

judged by inspection and - intuitive assessment) related
b - X 3 . . )
terms, The author's (jointly with Cameron, 197@) subsequent

ret;ievai experiments on a collection of 11,580 document
abstracts in computer engineering:show that simple means of

4

comparing'kéyword stems provides very good léVbi of

performace in relation to the results obtained when the term : .

classes creatied by his method are used.

Auguston and Minker (1970a, 1978b) and Minker et al.,

(1972) have also evaluated graph theoretic approaches to

term classification. In these studies the term-term

fsimilarity matrices are baseq on Tanimoto function. Auguston
\ aﬁd Minker's;stu&&es consist of analysing the

~characteristics of clusters obtained using the CC

< .

‘definition, the MCS definition and a scheme for merging

. MCS's into broader clusters (like that of Gotlieb and Kumar,

ta be described in the next section). The effect on the *
retrieval performancé‘of such clustering methods is
invgstigated in Minker‘e; al. For these experiments on}y the
CC andyfhe MCS cluster‘defihitions are employed. Thevterm.

. 0

class information is incorporated into the retrieval process

by the expansion of queries; that is, terms that belong to

4
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\
the same class as the terms already in the query are
aﬁpended. A scheme is propdsed for assigning weights to the
terms added. Reﬁrieval experiments are performed on 6@
different documen; collections (B}types of IRE qollection

and 3 types of MEDLARS collection).

Minker et al. conclude that, when retrieval is carried

~out usihg automatically expanded queries, the only

significant changes observed in the overall retgieval

perfgfmance are degradations, although some small

improvements over limited portions of "recall" range c¥ be

4
reglized in a few‘i$olated instances. Salton (1972b)
cautions, however, that one cannot conclude from the above
experiméhté!that term classifications are not useful in
retrieval. He sgggests that strategies othér than thatbof

expanding only the queries might yield more encouraging

results.

>2.3.3.2 Other Methods

Gotlieb and Kumar (1968) have proposed a scheme for
forming term classes based on pre-assigned semantic@
relationships between terms rather than on the cooccurrence

of terms within documents. In their scheme, the "closeness"
. . 2 . R

of’two terms is determined from the sets of all immediate

semantic relatives of each term, That is, if R(x) denotes
the set of terms in the vocabulary either referring to x or

referred to by x, then the measure of distance between two

7



. -~
terms, say a and b, is given by 1-[IR(a) N rR(b)l / IR(a) LJ[
,R(b)l] (note that th1s function measures the d1stance
between objects) A cross—reference mapping glv1nq the "see
also" references, asr is prov1ded for ekample; in the
Library of Congress' Subject Headings is used to obta1n the
lmmediate semantic relat1ves of_aoterm. Thus, a termfterm
’distance matrix ié obtained.;The'set of MCS's of the graph
identi}ied by applying a threshold to the distance matrix
constltutes the set of "sharp concepts. A scheme is also
propose&»for merglng "sharp" concepts into larger 'diffuse’
»concepts; lhe merging~of clusters is based on the following
cluster-cluster distance function |

8

p(cg.Cy) = 1 - ey Mooyt /de U gy o
fWSpeciflcallyy whenever'the distance between two distinct
MCS's is smaller than a chosen threshold the edges
necessary»to comblne the vertxces in the MCS s into a single
MCS\are inserted. This process is repeated until the
distance between any two MCS's in the current graph is
larger than the threshold value, The clusters generated are

found to be appealing as ]udged by 1nspectxon and 1ntu1t1ve

assessments. - n%

Dattola and Murray (1967) present a method for
antomatically refining an existing term class1f1cat1on. ‘A
clustering algoritbm»by Rocchio (196d) is used to first
cluster the document collectlon. Then, a set of term-term

similarity matrices 1s obtalned for each subcollection of

documents. An 1n1t1a1 set of term classes are formed us1ngv

~

’
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MCS def1n1tlon on the graphs associated with the varlous

51m11ar1ty matrlces. Closely related initial classes are

" then merged and merged classes that are e1ther,dﬁp11cates or
subsets of ! others aﬁe e11m1nated- the result 'is the set of
;flnal clusters. The authors\sgggestfthat'e1ther Tanimoto or
cosine functions may be q$ed in the format1on of initial
term-term .similarities. In the process of merging initial

clusters, however, ‘the closeness between clusters are based

on the loglcal overlap function.
. w‘

Dattola and Murray also-consider the ,effect of further
merging of cluSters basedbon'a’cluster-cluster\similarity
matrix. The method employed'is identical to that used bw
‘Gotlieb and Kuma?, except that they_compute the cluster-
cluster similarities based on logical overlap function. Two
super-thesauri denoted THS1 and %HSZ, that refine the |
m ally c‘nstructed documentation A U rus oriqinally
availablé;for the ADI collectlon 1ncluded in the SMART

‘ﬂ

system (Salton, 1971) data bases, are constructed The

primary difference between the thesauri is that allpunfque
(those occurring in.exactly one document) terms. are grouped
into a single class in THS1, while in THS2 each unique term
.forms a unique class by itself. For the retrieval
experimentg, the terms in a document or a\query are replaced
by the clhsses to which they belong and‘the weight of each
term is d1v1ded equally between these classes. Their results
for ADI collectlon show that THS2 performs better than THS1

~ %
which, in turn, outperforms the or1glnal manual thesaurus.
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Jackson (1974, 1971) 1ntroduces an alternative: scheme,

‘which he refers to as pseudo—c1a551f1cat10n, for the

generation of term classes. This 'scheme is based on the’
users' relevance assessments of the documents'in‘relation to
their queries.‘From a practical point of view, such an.
approach presumes that the system has been in operation for'
a per;od of time and that the relevance information

perta1n1ng to a number of querles has been collected durzng

that perlod Given a document collectlon, a term

Aciass1f1cat1on (which can be viewed as a term by class

matr1x) obtained in some way, a sample of user querles and
the spec1f1cat1on as to whlch of the documents: are relevant
to each query, he proposes that the membership of selected
terms in selected classes be\gradually altered by
cons&dering each qdery in turn. The»modifications are to be
made in/ such a way that the documents judged relevant to a
query are conferred a high 51m11ar1ty value in relatlon to

v

that query; Furthermore, the procedure is required to ensure

-that the.alteratioﬁs made to accommodate the relevance

assessments of the corrent query do not affect the term1
classification in a way that would be detrimental to the
queries’already examined Thus, Jackson's primary objecti&e
in propos1ng thlS scheme is to determlne the 11m1ts imposed
on performance by the actual de51gn of the system. This
objective stems from his susp1c1on that the general design
of retrieval systems may be such that'no choice of

classification and no formulation of document-request match
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function may achieve the perfect retrieval performance.
’ \ ’

e

yu (1974, 1975) has developed a methodology for the

 construction of term classes on the basgé of the ideas

proposed by Jacksonf‘The,fétrieval‘is based on a similarigy
function that depends on term matches; "class matches" and
*class mismatchea“{ The term-class matrix is altered in such
a way that ‘ ' | ﬂ.. S .

i) a document’ that is relevant to a;teqUest'but does
not have a sufficiently high aorrelation (similarity) to be
retrieved is likely to score many more class matches than
class mismatches so that il may subsequehtly.be»retrfeved,
and | - .

ii). document ‘which is not relevant to a request but

has a high correlatlon 1svprone to score enough class

mismatches for it to be not retrieved.

Yu'shows that the problem of constructing term classes

accordlng to his formulat1on,‘so”th5t'best possible

“perfdrmance is obtained for the sample querles, is NP-

complete whlch 1mp11es that ggi algorlthm that solves this
problem is ‘1likely to requlre an expohent1a1 amount hf V
computing time. Since the number of pairSvconsisting of a
document and a request is usually large, this finding
implies that the method is’not practical. Since the methodﬁ
is computat1ona11y dlfflcalt, heuristics are proposed; Yu's

exper1ments on a 11m1ted scale suggest that this method is

prom1s1ng from the effectlveness po1nt of view.
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2.4 Motivation Behind the Method to be Proposed for

Determining Term Relationships

‘“iﬁ all the eXperimentS'repo;ted in the last section,
the objective-has been to obtain only sets of terms that‘are
siﬁilar»in the sense of‘being sydonyms, ﬁeat synonyms»oro
referring to the séhe topic. HoweQer, if the premise of
“JackSon;s and Yu's work is considered more cafefully; it
_beéomes clear that tWo.kinds'of term relationships can be
hypothesizeé. On the one hand, if a document is relevant to
a request, but the document does bot have suffiCiently high
similarity to the rééuest in’order,for\the dbéument to be
retrieved, then it isilikeiy Jhat some of the terms used in

»the request, though distiné£ from those.in the document, are
sfmilé} to someltermébin the document. Let.the ferﬁs similar

in this way be considered positively related. Oon the other

hand, if a ddcuﬁentvis'not relevant to a'request but the
‘document is retrieved, then*it . is pfobéb}g that -the terms
-occurring only in the document fépresenf a context quiée
different from that represented by the terms tﬁét are
contained only'inqthe fequesﬁ. If a term is semantically

dissimilar to another in this sense, then the terms are

-coﬁSidered to béknegatively'related. Thus, it appears that
automatic methods to identify similar or positively related

terms as well as dissimilar or negatively related terms, on:
the basis.of the relevance information provided by the

‘users, can be developed.



_Secondly, in Yu's (1974,‘1975) exberimencg, the term
classes»obtained on the basis of relevance”judgmehts
correspondiag to a set of samble queries are subsequently
evaluated on the same s%t of qUeries. Thus, it ie not known
whether the term classes conSt;ucted in that study are
useful in practice. Clearly, it is important that the e
appﬂlcablllty of term relat;enships, obtained on the basis

of one set of queries, to a new set of queries be

investigated.

In yiew of these observations, a method that permits

the detepmination of positive as well as negative

latgonships between,terms is proposed in the next chapker.
The experlments show that when the sample querles are |
"repfeSentaﬁive" of the set of quer1es¥3n which the term
'relationships.are tested, improved’ retrleval performance is
Vobtained; The method is shown to be efficient in that the
order‘of computing fime required is linear in the.amount of

input.



‘Chapter 3
A NEW METHOD FOR DETERMINING THE RELATIONSHIPS

BETWEEN TERMS

It next will be right
To describe each particular batch: :
Dlstlngulshlng those that have feathers, and bite,
From those that have whiskers, and scratch.

LEWIS CARROLL, The Huntlng of the Snark

3.1 Description of the method

3.1.1 The Hypothesis

The sources of information for the'methcd are a
document collection, a setibf user queries, and the
crelevance judgments of the documents in relation to theSe
querles. leen thls 1nfo¥mat10n, it is more convenlent in
our context to view a document request pa1r (or, a DR palry
as the basic unit of information. In other words, the
Cartesian product of the cocuments wi the requests
constitute the coylection of Dﬁ pairsQ we shall assume, for
the rest;of the chapter,‘that the documents and the queries
are blnary vectors having a '1' or a '@' in the itb position

depending on the presence or the absence of the 1th term.

Before we proceed, the following definitions are. introduced.

Definition 3.1.1: A DR pair satisfies assessmeént if either D

34
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is relevant to R, and the measure of similarity between them

is large enough for D to be retrieved, or D is not relevant

»

to R and D is not retrieved by R. Conversely, a DR pa1r does

not sat1s§x assessment if either D is Helevant to R and D is
)

not retrieved by R, or D is irrelevant to R and D is

H

’

retrieved.

Definition 3.1.2: Let D=(a1 a',...;.;.am) and

2
,.....;.bm) be the vectors corresponding to a

R=(b1,b2 ‘
document and a query, where a; <bi> is 1 or @ depending on
whether the document <guery> contains the 1 h index term and
m is the number of distinct terms in the indexing

vocabulasy. Then, the cosine correlation between D and R is.

given by the function

.

/
——.  f(O,R) =3 _ a

e V
3
S
N
E
3

b / SORT [( > a.)y . (> b,
- 1=1 , 1=1

1]
ol i

'

Note that the function is a sxmllarlty (or closeness)
measure. Thus, the greater the value of f(D, R), the more

similar is thejdocument D to query R.
. Consider a document containing the following terms.

D1 = {garmeht,wfibre, summer, production}

~ ‘U

Let Ry and R, be two requests as given below.

R {shirt, cotton, productionh} .

1

R, = {garment, fibre, winter, consumption}A

Suppose that D, is relevant to R1 but not to R2. Assuming
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that the retrieval is based on the cosine function, we have

£(D R1)=ﬂ.2886 , and f(Di,R2$=w.5; If a threshold value of

1'

@.3 is chosen then neither DlRl nor Dle satisfies

assessment.,

<

The above,examﬁlé"squests the following
‘interpretation. since D, is réievant to R, but not
retrieved by Rl, wé expect some of the terms in the set (D,-
Rl)3 to be similgr in meaning to some terms in (Rl—Dl). In
this case, the terms {(garment,shirt) and (fibre,cotton) may
be‘identified as being positively related. In;contrast, Dy
is not relevant to R2,-but it is retfieved.by R2. Thus, it
is expected that the terms in (Dl_Rz) represent a context
different from that of the terms in (Rz-Dl). In reference to
the. example, terms such as {winter, summér) and (production,
consumption) may be considerea negatively related. If we
assume that the indexing process, the cho;Ce of threshold,

and the users' relevance judgments‘are reasonable, then it

is very likely that such relationships between terms exist.

In order to state the hypothesis on which our method

for the determination of the relationships between terms is

based, the following definitions are introduced.

pefinition 3.1.3: Let tl,tz,.......tm be the terms used in

the indexing Vocabulary of the given collection. Then, the

- ——— - ———— - — -

3 1f A denotes a set of terms and B denotes another, then
the set of terms in A but not in B are represented by (A-B).

-



"unordered Cartesian product of (D-R) and (R-D),
(D-R) & (R-D) .= { [ti,tj] | either
ti € (D-R) and tjve (R-D),

or ti € (R-D) and tj € (D-R)}.

Definition 3.1.4: If [ti'tj] is in the unprdered Cartesian
product (D-R)&(R-D) for some DR . pair, then [ti,tj] is termed

a potential term pair.

Our hypothesis is stated as follows:

LY

Association Hypothesis: The terms of a potential term pair

of a DR'pair that does not satisfy assessment have a non-
zero prdBébility.of being either positively or negatively
related to each other. Furthefmore,'considering.the set of
DR pairs céntaining the term pair, the larger <smaller> the.
ratié of the number of DR pairs where D is relevant to but
not retrieved by R to that where D is not releyant to but
retr}e?ed by R,. éhe greater is the probability of the terms
being positivel§’<negativé1y> relaged.‘ |
The experimental work to ‘be described in this chapter
tests, essentially, this basicqhypothesis. Thus, the
objective of this part of the research ié t§ determine the'
usefulness of the term relationships so obtained in

improving the effectiveness of retrieval.
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3.1.2 The Proposed Method

Given a matching function and a threshold Qf retrieval,
each DR pair in ﬁhe given set is identified és either
satisfying assessmeht or not satisfying assessment. For each
. DR pair that does ﬁot satisfy assessment, the sets (D-R)Tand
(R—D) are formed. Thus, we haveﬂmany~pairs of terms, which
have noP-zero probability of being relatéd. The proposed
method extracts from these term pairs, statisfics that can
be u;ed to Specify how two té;ms, say ti‘and tj' are

related.

Given a potentiéi term béir (ti,tj), let POS(t{,tj) be -

"the number of DR pairs such that D is relevant to but not
retrieved by R and let NEG(ti.tj)-denote the'number of;DR
pairs where D is not relevant to but retrieved by R. The
meésure of relationship between the termsmcan‘be determined
as a functiqn of these POS'énd NEG counts. The function has
the followiﬁg properties.

1. Given two distin?t term pairs (tl;tz)'énd

(ty,t,) for which the NEG <POS> counts are the

4
same, but the P0S <NEG> count for (tl,tz) is

greater than that for (€3;t4), the positive

<negative> relationship between ty and t2 is
likely to be stronger than that between t3 and t4.
2. For any given query, as there are many more

documents not relevant to it than the number of

relevant ones, the NEG count of a random term'pai;
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is likely to be greater than the POS count.
Hence, the following measure is chosen.

. POS(ti,t ) - k* NEG(ti,t )

G, (tyty) = --omm--ses D 1-- (3.1.1)
] POS (£, ts) + k*NEG(ti,tj)

In the above expression, k is the ratio of POS caount to NEG
count in a random term pair. That is, it is expected t?;ﬁ
" for a random pair of terms the positive cournt equals k Rgmes

L4

the negative count. By fglction (3.1.1), the value of b o

‘for such a pair is zerlgj,n s, the measureg indicéfes by how

S

e

much a term pair devia;’ #m a random term pa{r. Since the_
1mportance of the relat1onsh1ps between the various: terms
may vary&from one query to another,,the value of k is made
to be dependent on the-;;érywcharacterxst1cs. Thus, if

p = { pqtehtial pair (%i’tj) | either t; ‘or Fj is in R}
theh, the value of k with respect to the query, R, is §iven
by |

> POS (t,,t.) / S"" Neg (t,,t.).
(t; ,t)GP V(e )ep 1

_ A pair of terms is considered pos1t1ve1y related if ‘63 > 8

and negatively related if & < 0.

Our method cémputes'thé POS ahd NEG counts for ail
potential term pairs whose DR pairs'QO not satisfy
assessment. Thé term relétionships are then incorporated
into the retr1eva1 prbcess by us1ng a modlfled similarity

function. The general form of 51m11ar1ty functlon suggested

“~ Iy

L



is the following.

v

f'(D,R3=f(D,R) + g(D,R) : ©(3.1.2)

*

where f(DnR) is the matching funct1on whose value
1s determined only by the number of terms in common, and th@
number of terms not in common between D and R, and the
function g(D,R) is specified in such way that et receives a
positive value if the DR pair, in a rough sense, contains

: : ! ’
more ‘term pairs that are likely to be similar than those

that are 11ke1y to be dissimilar. A positive value for -
g (D,R) 1mproyes the chance of D belng retrleve
Conversely, if R contalns erms that represent a context
vdlfferent from that repres nted by the terms in D, then it
is 11ke1y that the relatlo shxps assigned by the methiod to
“the term palrs in DR are mcstly negatlve.‘In this case,
‘g(D R) - w111 be negatlve and D is less 11ke}y to be‘ “
retrleved. Thus, better retrieval resuitslare expected when
‘the measures of felatiensh p are suitably incorhoratéd into

a similarity function of the above form.

The processing described thus far completely igneres

. the DR palrs that, satlsfy assessment. It is desirable to use

these DR palrs for testlng and reflnlng the term

rg'.t
relatlonshlps whlch are eséabllshed using the DR palrs that
do not satlsfy assessment Thus, for each DR pair that

. ‘ 1
satisfies assessment, the measure of 51m11ar1t%%‘s computed

using the modified functlon in (3.1.2). I - fatls to



"3.2.1 Test Colleetions

'terms are made iﬁschh a way that the retrievalloﬁ documents. e

satisfy assessment the PQS‘and NEG counts of the various
pairs of terms are adjested as was done before. If the
objective is to maximize the number of DR palrs satisfying
assessment by the assignment of relatlonshlps between terms,
then this reflnement process can be continued until no
further 1mprovement "is obtained. In our case, the procedure
is terminated after all DR pairs are processed exactly once,
due to economic con51derat1pns. Detalls of this processing
is presented in appendix A.l. . |

B

3.2 The Experimental Design

The experiments have been carried out on the ADINUL
: L

(collection of 82 documents and 35 queries in- the field of

documentatlon) and the CRN4NUL (424 documents and 155

&

:'Equerles on aerodynamlcs) collections available through the

SMART“(Salton, 1971) system. The collections also include

-

informationggar each query‘as,to which of the documents in

the collection are rélevant}

s e ‘ . ] f ,
Il
b
¥

'3.2.2 Experimental Specifications

Our methed uses relevance 1nformat10n concernlng a

given set of user querles, and the associations between

<




!using the modified similarity functien is more likely to
promote the ranks of the documents relevant to the given
queries and demote the ones not reievant. Such a strategy is
of pracﬁieal}value only‘if the relationships determined by
u51ng the relevance information pertalnlng to a glven set of
requests can be used to 1mprove the retr1eva1 performance

for other gueries.

To facilitate the testing of ‘whether the relationships

v

are applicablevto"other queries, the query collection is

partitioned into two groups, the base set and the evaluation

set. The part1t1on1ng strategy ensures that every term in
the querle» of the evaluatlon set is contained in at least
one query in the base set, so that most of the relationships
that w111 be requlred for the evaluat1on set "will have been
obtained from the base set. The algorithm is descrlbed in
appendix : 2. This process yields'31 and 3 queries
respectlvely in the base and evaluation sets for the ADINUL
collectlon. For the CRNdNUL collectlon the correspond1ng
numbers are 109 and 41. For each query in ?he base set the
documents that rankaln the top 1 ‘positions are considered
retrieved (i is 5 and 15 respectlvely for- the ADINUL -and |
‘CRN4NUL coilectlons). The posltlve and the negatlve counts

for the vamaous potent;al term palrs are then obtained u51ng

the pro@%@ure proposed The 1nc1us1on of relationships

- .
o

®
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between terms that have high document frequencies4. has been
found to result in poor retrieval performance (Yu and
Raghavan, 1977) Consequently, no assoc1at10ns are made
between a term hav1ng high document frequency and any other

' '
term,

The retrieval is then performed for the gueries in the

evaluation set 1n two ways; first using the cosine

lu ‘.<.~~<‘:..- L\.. .
i SN

51m11ar1ty functlﬁ "%hen with the new sxmllarlty

)

o
function which i corporates the c051ne function as well as

_the term relationships obtained through the queries in the

base set. Slnce the idea of making negative associations
between pairs of terms on the basis of relevance 1nformatlon

is new, it is con51dered 1mperatbve to show that pos1t1ve as

well as negatlve relatlonshlps contrlbute to the 1mprovementi$%%

in’ the retrieval performance. Consequently, the performance

of the retrleval based on the cosine functlon alone is
compared, in turn, to those of sxmllarlty functlons that
incorporate
i) the cosine function, and the positive as well
.~as negative relationships'between term; (mode 1)3
ii} the cosine function, and only the negativev
relationships (mode 2), and
iii) the cosine function, and only the positive -

; -

relationships (mode 3).

N

4 The document freguency of a term is the number of
documents in the collection that contain the term.
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~More specifically, the nveéimilarjty under mode 1 is

the following form:

f'(D,R) = Cosine(D,R) * ay

+ 9, (Positively related terms) * a, -,
‘N{' t 9, (Negatively related terms) * a3“ ‘(3.2.1),
s

where the'ai's, 1<i<3, reflect the relative |

hE

importance of the three components, .and g}‘gng g, repres t
the two components of g(D,R) in (3.1.2). Forjret:ievai under
the other twaumodes,,thé appropriate’ ' cemponent is dropped

from (3.2.1). Refer to appéndix A.3 fér further details on

"~ and g._.. | v . a
9, anc 9, L e . ’ ‘
. S %4 . . |-
e : ¢ . =
Since the cosine function represents the similarit

between a document and a request in t%ﬁps of the indexer

‘SUppliéd information} whereés the Posifive and negativ@
components_ are aetermined on the basis of'tﬁe user suppli
. information, it.is‘aSSuméd~that/both sources of information
'are‘e@uallyfimpo;tant.vln addition, it is‘assumed that the
‘gdsitive‘and theJnegative relationships are equélly
.ihportant. Thus, ai is takeﬁ to be 1, a2v= 8.5, andaa3.=

0.5,



o,

‘The standarg recall5 and precision5 Measures are used

éach selected recall value. This averaging process usuallyv
requires an interpSlation method since the number of
relevant documents differs from one query to another., The

evaluation'routines incorporated into the SMART System-

* . , » -

,(Salton, 1971) have been used for our_experiments. These
routines compute the average precision values at recall

levels of @, Aa.n5, ...°® 0.95,‘aﬁd 1. The Percentage increase

one stratqu Over another is considered,anwindicator of

their relative retrieval performance,

3.3 Basic Experimental Results

3.3.1 The»Effect of Weight Functions .

Experimehfs'have been carried out with ga number of
weighting functions. Tables~1 and 2 summarize the for the
ADINUL and CRNANUL collections IeéSpectively under the 3

different modes, and for two different weight functions W,

and w2. Appendix A.4‘brdvides‘specific details;on the
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structure of these functions. An important distinction
between W, and W, is that W,, for the most part, places more

~ confidence on the term relationships determined byrour

method than does wl.

- With W, on ADINUL collection the percentage'
improveménts over using only -the cosine function are 31.15,
23.37, and 11.26, respectively, under modes 1, 2, and 3. The

performance when both the positive and the negative

'

relationships are uéed (mode 1) is better thén when either
only the positive, or only the:ﬁegativevrela%ionships are
used. For ADINUL the improvements in retrievgl over that of
cosine_function when wé is used are 31.63, ‘33.42 and 18.19

percent for the 3 different modes.

The corresponding resul ts for the CRNANUL collection
are as foIlowsr For wl thé percentage improvement obtained
for ques 1, 2 and 3 are respectively 8.68, 3.78 and 4.72.

2
results of thedé experiments imply that both the positive as

with W, the percentages are 25.43, 13.34 and 14.28. The

well as the negative relationships are effective
.1ndependent1y in prov1d1§§ better performance Furthermore,
the effect on the retrleval performance of p051t1ve and

. negative relationships seem to be additive.

With W, there is a drastic alteration of the ranks of
documents; In other words, many of the documents initially
not retrieved are retrieved with the new function, and vice-

versa. This appears to be due to the fact that W, places

R



documents that are in the other clusters. Under such a

49

greater emphasis on the relationships between terms than:
does W,. Although there is still substantial improvement on
the average, the great fluctuations in :etrieval per formance
from one user query to ano;her,may not, in general, be
desirable. However, the emphasis on the use of term
relationships (with a weighting strategy such aa w ) may
retrieve documents that are‘not retrlevable under normal
conditions.*Previous‘investigations in document retrieval
indicaie that_some‘que{ies exhibit poor retrieval

per formance even when feedback strategies are employed
(Rocchio and salton; 1955; Yu et-al., 1976). The reason is
that the documents relevant to a query may appear in a
nnmbef of isolated ciusters in the document space. Usually,
the feedback strategies move the query close to only one of
these clusters, and it becomes difficult to retrieve
situation, the retrieval strategy based on term

relationships, as described, may be profitable. The results

with wl‘are more con51stent, but the averaqge perfotmance is

not as 1mpre551ve. In this sense, these two functions are

viewed as being the two extremes of a spectrum of weighting
)

schemes. A weight function that uses addltlonal information

about the terms is devised, and‘it is expected that the

retrieval performance of this function would rep;esent a

compromise in terms of the two extremes mentloned above.

[«]
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3.3.2 The Effect of Document Frequenc1es of Terms
\

. : ‘ )
One measure of usefulness of an index term to a

collectlon is the extent to whlch its presence separates the
documents from one .another in the indexing space (SaL{en et
al., 1975). It has been'found that neither the terms that:
occur in very fewvdocuments nor those occurring in very hany
documents afe'good discriminators. It is also known that
high document freqeency terms are upreliable for defining
term_relationsh%ps, and that incorporating them into the
retrieval process actually results in poor performance as
éemonstrated in (Sparck-Jones and Jacksoe, 1957; Sparck-
Jones, 1971; Salton, i972e; Yu and Raghavan, 1977, 1978). In
our centext, it is-easy to see that terms having low
document»freéuencies are not as likely'te,occur as fotential
term pairs‘as arevhiéh document frequency terms. Thhs,~if ,
there are two term pairs having the same POS and NEG counts,
but the ayeraﬁe document‘frequencies of the terms in one
pair is substantially lower than that of the other pair,
then higher significance'should be attached to the lower
document frequency pair. weight function w3 which takes the
-document frequency of terms into account is such a |
K;p(odlflcatlon of'wl..Appendlx A.5 should be referred to for
;fyfther details..\} ‘

i

|
Taple§/3/5hd’4 summarize'the experimental results
.obtained with this function for the ADINUL and CRN4NUL

collections, respectively., For both these collections the

2o
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t '."

improvement obtained with4w3 is greater than that abtained .

with W, under each of the 3 modes, implying that document

1

frequencies do have an impact-on the significance of the
. ‘ . ‘,u. A
" term relationships. While there is not a significant

difference in the performance of w2 and w3 for the ADINUL

collection, the performance of W, on the average is not as

»

2 for the CRN4NUL collectiom. HSwever, in this

' case, the performance of w3 is found to be more consistent

-good as W

than W

9t and is, therefore, an attactive alternative.

.

3.4 Experiments With Clustered Queries

In the experiments of the last section the queries of
the collection are divided into 2 sets, and the term

7

relationships determiheé by processing the?quecies~in the

2

base set are applied to the qu?fﬁgs in the evaluation set.
The effgcﬁiveness of this expg}imental strateg? is dependent
on the extent to thch the meanings of'keywordﬁdrémain
invariant between the two sets of qﬁeries. But from a
1inguis£ic point of view, it is natural for words to change
in meaning from bne_context.to anothe}l Thus, it may be
better to require that the term relationships to be applied
'to,;ny query in the evaluation set be obtained;from only
thg%é gueries closely rélated to it. Consequently, for each
query in the evalﬁation set, a set of queries sufficiently

close to it according to some criterion of similarity is

: \\\TF‘\~~\MWM__~ :
basis of ‘this set, and are applied to the corresponding——m——
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-

. evaluation queries. S1nce only a small number of qJer1es are

1)

. processed to obtain the'term relatlonshlps, the number of DR

/
paits processed for any g1ven evaluatlon query is

-

cons1derably smaller than the number of DR pairs in the base

'vset. Th1s 1mp11es that the number of term pa1r relat1onsh1ps

that Q\uld have to be kept in store at any time i's much

i

.smaller for this strategy, and 1s therefore ‘more. economical.,

The measure of simifarity chosen for selecting the set"
of quer1es related to an evaluation query is given by the
ratio of the number of terms of low document frequency (as

h 24

characterlsed 1n appendlx A.5) in common to the number of-

low frequency terms in the evaluatlon query. A threShold

vaer is used to determine if a query is sufficiently close

to the evaluatlon query The experlmental results for the.

CRNANUL collectlon using the welght function w3 for two

different threshold values, 2.5 andy@ 25 Are presented in
Table 5. At a threshold of 8.5, the percentage 1mprovements
over the use of cosine functlon alone are . 15 79, 6.87, and
12.31, respectlvely, for modes 1, 2, and 3. At the lower

< .

threShold, the correspondlng percentages are 20 13, 8.89,

and 10.93. The performance is somewhat better when a lower

threshold is chosen. Thls trend however, is not consistent

;is ev1denced by a smaller gain achieved under mode 3 at the

‘dower threshold. The query . clusterlng strategy achieves

on51stent1y better improvement in retrieval performance
smpared to the query partltlonlng approach (refer to Tables

4vand 5) implying that the former approach is a more
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[RELEN

effective way‘ef'choosieg base set; that‘are'representative
of the test éueries% u@& | ?

- The query clpsterieg strate§§;has e}SQ been tested
usingAa'different selectionvcritetion‘fer'the choice of the
related queries. Each term is assighed a weight erending on

its ddcument'frequency. The(smaller the document frequency;'

the’ greater is the weight assigned. The measure of

~correlation is given by the sum of the: weights of the terms

in eommon;_The three nearest neighbour_(B—NN) criterion is
QSed} and‘the-set'of teiated queries are identified. The
results are ptesente@ in Table 6. The.}mprovements {n |
perférmance over the:cosihe\function are 14.17, 6.64;vand
9.12 percent under the 3 medes, These results are’féitly
good, and suggest that the term'relationships obtained are

not too sensitive to the changes in cluster formation.

4

L 3
i

'3.'S The Determination of the Coefficients in the Slm1lar14y

o .
e e

3.5.1 Mottvation

The modified similarity function (3.2,1) is of the form
f'(D,R) =/a1 * cosine component + a, * positive component +-
] .
‘fa3 * negative component '
]

{

2 .
(3.5.1)

©

where the al's reflect the relative 1mportance of the

dlfferent components. When these coeffxclents are viewed as

\
El

experlmeqtal parameters, a potentlally large number of

I

/,
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reasonable comblnatlons exist for the choice of parametric
)
values and the exper1menta1 process becomes rather tedious.

Thus,‘1t is con51dered desirable to investigate the

p0551b111ty of determ1n1ng these coefficients by ana1y51ng‘

the'information derived from the DR pairs in the base set.

. 3:5.2 pProblem Specification

Consider the set of document - request pairs formed by

pairing.each query in the'base set against/theldocuments in
the collection. Let DRij; lSjSZ,'and 1<i<n , denote the i ED
DR.. pa1r ﬁnlp 'categorQ, where

e ' , 1 if, for a DR pair, D is
relevant to R

=93 .

2, otherwise

' /
and nj is the number ‘of DR palrs in category J. Quppose the .

DR palrs are processed accordlng to the method proposed and ”

m

the POS and NEG counts are determlned for the various palrs B
¢
of terms. Further, suppose that the c051ne,‘the pos1t1ve§
gand the negative components are computed for each DR pair as
'before. Then, the problem is to 1deht1fy coefficients to be
used in (3.5.1) in such a way that the 51m11ar1ty measures
obtained can be used to discriminate between the two .

-

catégories of DR pairs in an 'optimum’ way.

'3.5.3 Approach

h well known multivariatevdata analysis method referred.



tokas'discriminant analysis (Cooley and Lohnes, 1971)‘15
}used,tS derive the coefficients desired. This'meﬁhéé has
been applied to information‘petrieval_probleﬁé before
(Anderson, i958: Wiliiams, 1965} Cﬁan, 1973). ;ﬁvthese cases
the method ié found to offer a solution to the problem of
seléctingvmeasurable‘attributes‘to represent.décument
categories. Tbe'application of diScriminaﬁt aﬁalysis to the
~problem of determining the importance of term-term

- relationships seems to be new.

-

Let the (célumn) vector xij (a 3 —tuple) denote the

values of cosine, positive, and ﬁegative components for the
th

i- DR pair in the jth category.AXij is termed the vector
variable corrésponding to DRij‘ Ffom a theoretical pdint of
view, the methbd requires that the Qariable %éctors héve
(multivariate) normal distgibutiohs within éaqh category,

and that the variance-covariance matrices of the two groups

be equéi._But, in practice, the method is known to be very

-

robust (Nie et_al., 1975) and these requirements need not be

adhered to strongly.

©Y Ggiven any coefficient (column) vector A the scaiars
[} !
A xil and A XiZ'

" Univariate normal distributions as shown in-Figure 2. In the

1£i<n , represent samples from two

v . -

figuré, m is the mean of the variable Vectors corresponding

to all DR pairs and my the mean vector-of the variatesiim
grbup j. Let d? = |m-j - 'ml,'and letA? be the sum of the’
squared deviations of the wvariable vectoré in group j from
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‘thei%d‘;}nean, mj. Clearly.:\g‘ is a measufe of within
category variance, and d?,‘j=1,2, a%e indicators of the
spread between the two groups. anc530ur interest is to have
a small value of within group variance, and a large spread
‘;betweéﬁ the gréups, the following meaéure is a feasonable

‘indicator of our requirements.

’

(0v]
1]
Vv
1] N
[
o §
.
o
~
|V
] N
—

N

Discriminant analysis can be used to identify an A which

maximizes €.

The variables in X are usually normalized so that the
ai's in A can be interpreted as indicating the importance of
one component relative to another, and this normalization:

can be accomplished by dividing the variables in X by their\

standard deviations (Morrison, 1974). Consequently, only thg

values of the standardized coefficients are reported for the

experiments presented in the next section.

o

3.5.4 Experimental Results

1

The CRN4NUL collection, the weight function wi, and the
query partitioning strategy are used in these experiments.
The'coéfficieht vector is obtained based on the analysis6 of

the information pertaihing to the base,set. The standardized

Vo

—————— o i i - — i v ——

b The discriminant analysis routines developed by Nie, et.
“al. (1975) have been used for these experiments.

7/
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‘coeff1c1ents obtained are 9.4248, 0.8537 and 0. 2613,
respectlvely, for cosine, pos1t1ve and negatlve components.
The values indicate that the p051t1ve component is more than
‘twlce as 1mportant as the cosine in d1scr1minating between
”the two categories. The use of these coefficients in the
retr1eva1 process results in a deterloratlon of about 27
percent in performance compared to the case where only the
cosine function is used. It appears that the coeff1c1ents
that are.the.best for the base set tend_to overemphasize the
importance of the term relationships, and are not

appropriate for the evaluation sef.

o

It has been pointed out in (Morrison, 1974) that in
cases where the samples from the two g"ups vary greatly in
size, the dlscrlmlnant analysis technique puts most of the
items into the larger group 1qgnﬂer(ko achieve the max;mum
percentage of correct classifications. In our situation,
there are many more DR pairs in which the document is not
relevant to the request than the ones in which D is
relevant. Therefore, a strategy ‘thdt equalizes the sizes of -
samples from the two categor1es of DR pairs is considered§b&;w
Two -independent samples (of sizes approx1mately equal to the
nomber of DR pairs in whlch D is relevant to R). are randomly.
selected from the set of DR palrs in which D 1S*not relevant

7 Q'»’Aw
to R, say, sample 1 and sample 2. Two sets of*d;Scr1m1nant

coefficients are derived, first by analysing §ample 1 with
the smaller group (the set of DR palrs 1n whlch D is

relevant to R), and then by considering sample 2 with the
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same group. The standardized coefficients obtained in these
two cases are given in Table 7. These values suggest that
the cosine component is the most discriminating among the

three variables being considered.

€

The retrieval of documents for the evalﬁation queries
is carried out bylusing the average vglue of the
corresponding coefficients-obtaihedxfrom the two runs. The
retrieval results for this strategy are included in Table 9.
The average improvement over the cosine function {Sfl2.38%.
Although‘the average pefformance is fairly good, this resul;
is not completely satisfactory in the sense that. large
fluctuasionéjin the ranks of documents (relative to the /

/

ranks for cosine function) are observed, and a number of

queries .in the evaluation set are found to deteriorate in

retrieval performance,

In order to compensate for the effect df such
flhctuatiéns,‘éno;her approach is consideréd.«Ih this
.approach, the cosine component is éwarded the same
importance as that of positive and negative components

-
combined. The motivation comes from the fact that the cosine
component reflects the indexers' assessment of -the relevance
of a document to’a~request, whére as the other two
components afe;based on the relevance information pfovided
by fhé usér. Discriminant analysis'is’performed on.sample 1
and sample 2 ﬁakeh'separately with the smaller group; but‘

only the positive and the negative componehts are considered
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| Cosine | Positive

I | lI-
1',
|
|
|

-
|
r~samp1e 1
|
I
|

| small grbup

I R R

| ;
and | 6.6719 | 0.5532 0.2788
small group | |
]
samp1e2 |
- | and. | 8.6693 | @.5601 | #.2591
| ‘

-
TABLE 7.“Standafdized coefficients for two runs using all -
three components in discriminant analysis (For

each run, the sizes of samples from the two groups

are about equal).
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A
| T I
| | Positive | Negative | =
| ] .
[ sample 1 | | ‘
| and | #.8618 | 98.2746 I
| small group | | |
S L |
' sample 2 | | '
| and | p.8565 | 8.29 |
| small group | i AJ
| J I

- TABLE 8. Standardized Coefficients fot two runs using only
the positive and the negative components in
" discriminant analysis (For each run, thétsizes of

samples from the two groups are about equal).

\i



"average %
improvement over.

i N,
: W
)
| [ 41 Weight function wl, mo 1 q
! | - — :
R | ‘ | Discriminant analysis, using/
1 R | Cosine a1=l-ﬁ | equal sxze sanles. |
| | Function a2=ﬂ.5
| | 1 a3=0.5*[' all a.'s are I only a
| AJ I computed, l are cgmputgd.
1 1 ]
r~b.l | 8.6719 | 0.7028 | 9.7260 | 8.7020
2.2 | 0.6048 | ©.6307 | 0.6429 | 2.6324 !
| 9.3 | 8.50875. | 2.5331 |.@.5486 | 0.5334 I
| 9.4 | B8.3548 | 8.3964 | ©.4185 | 8.3974 |
| 8.5 | B.3204 | 8.3599 | 98,3781 | 0.3504 |
| 8.6 | 8.2667 | 8.2965 | ©.3198 | 90.2968 |
| 8.7 1 8.2125 | 8.2472 | @.,2595 | 0.2424 |
| 6.8 | 8.1765 | 2.2120 | ©.2095 | 8.2085" I
| 8.9 | 0.1380 | 8.1615 | 8.1674 | #.1611 .
1.0 9.1342 2.1561 8.1549 P.1522 -
30 | RN N i
| I |
| +8.53%

cosine function

TABLE 9. Average precision at ten recall points under

L_TS 68%‘J +12. 376%

|

model for W

1'

when i) all ai's and ii) only ay, a5 are obtained using

discriminant analysis- (after the sizes of samples are

equalized), are compared to those for cosine function

(CRN4NUL) .

* These precision values are the same as in TABLE 2
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as the discriminating uariables. The standardized
coefficients resulting from this process are presented in
Table 8, The retrieval is performed by using the average of
the corresponding coefficient from the analysis-described

above, and by setting the coefficients for the cosLneu

ucomponent equal to the sum of the other two~coefficients.
P

The results of this strategy are 2 included 'in Rable 9.

The average improvement is 8. 53 percent and this

per formance is comparable to that obtalned with the strateqy

in which-thercoeff1c1ents ajs 13153; are chosen as described

n -

“in sectionfB}ZuZ.

. .
, Cgw ) . 4 -

Ay

336 statistical Significance of the Experimental Results.
& w . N
SlgnlflcanCe tests have been carr1ed out” for all the

a

S .
" £ §

ks

;experlmentsrreported here. Fot each strateqy precision

gfya1Ues are computed at a number of. recall points and, in

,'addltlon, 4 global measures of effectlveness are determlned.

e

'Z)The compar1son of each new strategy agaipst that of using

‘»‘.-.- 3

'coslne functxon alone is baSed on these measures. A

partlcular strategy is con51dered 51gn1f1cantly better than

-@.another if for the majorlty of the measures employed the

probablilty of the two methods being equally good is less
than .05 Some addltlonal detalls concernlng the

<

significance tests are included in appendix A.6.

For the Cranfield collection of 4@@;rouments andJISS

queries (CRN4NUL), the improvement obtained in retrieval
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S

\

performance over that of u51ng cosine function alone is

found to be significant ‘in all but one experlment. The

z

Strategy of us1ng dlscrxmlnant ana1y51s to determine all’

2
(1

three coeff1c1ents, ai's, of the modlfred 51m11ar1ty

o

functlon and then carrying out’ a retrleval USlng the wexght

vfunction wi 1s not signlflcantly better than the retr1eva1

based on cosine functlon alone (reported in Table 9 ). Itll
seems that the poorer performance is due to the fact that
the 1mportance attached to the c051ne component is smaller
than the cumulatlve welght attached to the other two

components.

“In the case of the ADINUL collectlon of g2 docunentsw

and 35 querles, the. 1mprovement in performance obtauned for~

the varlous strateg1es tested are not statxst1ca11y

,s1gn1f1cant (Tables 1 and 3 ). That is, at the chosen

sxgnlflcance level the null hypothe51s that the vafious

strategies- are no. better than the use of c051ne functlon

,be,dbtainedfif;more querjes, suff1c1ent1y 51m11ar to base

alone cannot be rejected However,'only 3 quer1es could be .
1ncluded in the evaluatlon set on which the term. | .
relat10nsh1ps are tested Moreover,‘the average ;mprovements.
obtained in the precision values'are_in the range of 15 to
35 percent..(An 1mprovement of over 5 percent has. quite -
often been consldered 51gnf1cant in other studies. ) In view

f these observatlons, the re sults on the ‘ADINUL collect1on
are c0351dered 1nconc1p51ve, at worst. 1t is likely,

e

howeverr that statlst1ca11y s1gn1f1cant 1mprovements would

~

A me

Q?' L



set .of ‘queries, can included in the evayuation set.
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3.7 Computing Time

Let DR, ,16&(N be the N document request palrs in the

base set and’_Si the number of potentlal term palrs 1n the ith

DR pair, given by | _ o SR ‘

= - * - 1. S
S 7_| (D-R) ;| I (R=D) 1.
The main component of the clessificétion prdcess is the

updatiné of the frequenc1es of potent1al term pa1 q; ﬁh

'dolng this, all DR palrs of that satlsfy asseé%menﬁh and

" some DR pairs. that do nét are processed. Therefore,,the

'R ' ‘N

computing time is proportional to Si.’That is, the time

s

is bounded by

M E

o
[}
Yot

o

for some constant Ky ;t»ls also worth p01nt1ng outﬂéhat,&

o “
) # Q{’
for a reasonable gﬁoyce of the threshold, quite a large

number of DR pairs are’ class1f1ed as not relevant and not

u-retrieved Consequently, the proportlon of all the DR gglrs

L)
-

(N in total) p:ocessed 1s, usually, very small. Thus, ki~is

‘likely to be very small.~ .‘ ‘ o T ’

TEUTR ' s 1

' A sfmilar result is obtained‘fof~the evaluation, tage.

If“N' and_si' denote, reSpectively, the nuhber pairs

in the éyeluationtset and. the number of potentlal ‘term palrs

in the 1t~ DR pair of thits” set then the t1me bound,’ T% for %

~

N R
N :
PRI T ek ’“’1‘
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| | -

-
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/

the evaluation stage is given by
o :

where‘k2,is some constant.
3

SR
1

70



Chapter 4

€

° - ~>. a'
METHODS FOR EVALUATING THE STABILITY\QF CLASSIFICATION

. ,, o STRATEGIES . . ®

4.1 The Need for Stable Classifications

K}

In any practical applicationvof clUsteringftechniques;
errors are liable to occur during the c011ecrion‘and
,compiierion of the information about the objects to be
'classified It»is; therefore, of interest to exan1ne the

f effect of such errors on c1a551f1cations subsequently

. ' produced As  poign out in Chapter 1, classifications are

3 G

cons1dered stabla,ﬂ

* small changes in the input data lead

‘only to smallrc‘/nges\in the eléssification.

point of view of document retrieval systems,

the following types of errors, and problem!situationb§are
recognized. - . 4
_ b
' a) In~theﬁlarge;collections of information to which
, 3 . ; . )
automatic classification procedures must be applicable,

- there is a certain probability of finding transcription
errors. These errors are purely clerical in origin and arise

. when 1nformat10n is transcribed into-a form suitable for

processrng by computer.'Some of_the errors may be detectable

ifcertain conventions are imposed in the preparation of
L4 : : .

P

. For instance, if the attributes are always presented
b ) . . T . 3

~inincreasing order of their code numbers then a sequence

71
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check can be performed.

:L')‘
b) A document may be mistakenly described'by an

attribute which it does not possess.

c) The environment of a document retrieval system is

usually dynamic. This aspect has an impact on the
completeness of the doclment descriptions. For Examh&e;~in~\\
- computer 1iterature, the distinc;ion now drawn between

"parallel" and serlal" computation may not have been made

-

or1glna11y, although in retrospecdﬁﬁthe dlstlnctlon would -

'have beén: a relevant one. Thus, as a collectlon expands to

cludg materlal not env1saged at the time the orlglnal

&

"4
[
B

documents were iﬂ@eﬁed the 1ndex1ndﬁLocabulary alsog@gows'
Changes 1n the regreaéhtatlon of documents are also bro@ght

by changes in the ufage, and SOmetﬁges in the mean1ng, of

terms over tlme. Consequently, ﬁ%cument as wé%& as term
& & &
_c1a551f1catxons would requxre alteratlons. It ¥s des1rab1e,

however, that if document representatlons are only sllghtly
v1ncomp1ete or if only a few updates ta e place then the

~classifications need only m1nor alteraﬁlons.

I

: , \ ‘ . . S ol
d) A document may not have a un&qu% index description.

\

That is, -although two indexers‘indexingkthe same documents
may produce descriptions which agree with each other
‘substantially, i% iS‘nevertheless'likely that there‘ﬁill be
points of disagreement Again, it is‘necessary that'ghe two

class1f1catxons Herived from the same document collection,
\‘ \
1ndexed separately by two different 1ndq&<rs, do not differ

o

o

. -



substantially.

4.21foficulties‘ig the Evaluation of Stabiligy " ﬁﬁ

Bef&%e it can be established that a. given

) c1a551f1cat10n strategy 1s stable, technlques must be -

O

- devised ‘for the meas‘tement of changes in the data and in

the classification.” ’

. ) v,
u\a— \

Small changes” in a document—tercg ) e measur ed
quite simplyg Suppcse’that'two‘documm *‘y-i é:e‘gﬁﬁén,

répresgptingediffering.

‘collection. There is,

particnlar'document:

4

document in the otheq,‘ _ay. Thus, over the whole

g COll»ectlon, a measure of d1ffetence between the two. arrays

3

'may. be obtained by computing certain quantltles\speh\gshtre

Kendall (1945) coefficient of~anent. ] 2

o

Changes in the class1f1catf§ns are less easily

measurable, although -a cﬂ3551f1catlon, like the docuyment

collection,‘can’be represented by means. of ‘a b1nary array.

Lz *‘%g% e .th =
‘In"a assification array C, the element C. j of the i row

~ ’L‘\

S indicates the presence or absence of object j in class i.
Suppose that C and C' are two classxflcatxon arrays produced
from two documengﬂarrays, D ‘and-D', whlch are differing

. . .
representgipons of the same document collection. Since names

s,

‘ k
or labels given to each class in C and C',are ent1re1y

¢

arblttary,.1t is not gpss1ble (as could be done for document

\

[
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arrays) to 1dent1fy each class of C as corresponding to a

specific class in C'. This means, more comp11cated

,approaches must be used.

Wt

4.3 Comparison of Classifications

o
.

One of the first suggestions put forward for the
comparison of dlfferent c?ass1f1catlons was by Sokal and
Rdhlf (1962). They propose a method for. comparlng

hierarchical clusters which are represented by dendrograms

(d1agrams of relatlonshlps) Supp@gi'that the object-object
. similarity values are given and tﬁ&t the clustering method
is such that, given any two th;esh%ld %flu;é, each cluster
corresponding to a particula:;threshold is a subset (though,
not necessarily a‘prcper subsetf:of some cluster that‘woufc
be created ?%t a emaller:threshold. Tﬁen, thgﬁ§§QUence*of
e ,

ciassificatfcns'that correspond to the various possible
threshold values can be summarized in a ttee-like diagram.

For example, consider the object-object similar%@g values

given below corresponding to a set of 5 objects. ¥

’: N
7Y
.6 ' |
,02‘: ) :
o, | 8.17 0.5 a.7 1
SN I - l .
Osji ﬂ.y g.2 0;2. g.3 |

. bl ,'-'“

L
o4
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a

@ @
Suppose that the cLusters corresponding to a given threshold

{
dendrogram for this situation is ag shown int Figure 3. In a
- . "~ Sy !

are defined as the CC's qfxt_e associated graph. Then, the

w'ow

. * .
dendrogram the abscissa has no particular meaning. The
“ordinate,noh‘the other hand, represents similarity values.

The purpose of tﬂe,d&agrém is to shoW the (threshold) level

at which two or more objects combine to form a common.

;C%ysﬁéry,ln the example given, 0, and b3 join at level 0.8,
Gt ' ' : '

0, ‘combines with O, and 0, at level 0.7, 0. combines with

<

4 2 3 1

bz, 0, and 0, at level 0.6 and, finally, all the objects

form a single cluster at level 0.3, "

™

A summary'of“the level at which the various pairs of

. B

objects join is obtained as follows:

~ The range of similarity values along the vertical axis
is divided into a suitable number of equal intervals. -
Suppose that the number ot intervals is N and the similarity

“Values are in the range between-#f and'i. Let the .code numrber

- A . \.:
of the interval ((i-1)/N,i/N) be i for 1 < i < N. Then, the

cthenetic value of two given objects is defined to be the

code number of the interval that contains the similarity

value at which the objects,join in the dendrogram. Using

this scheme, a matrix representing -the cophenetic value for
: ‘ #

every pair of objects is generated.

.

In our éxample the code numBers golfrom l to 4. The

7/

! .
cophenetic value of the objects 02‘and 04, for instance, is

3.
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FIGURE 3. A dehdrogram to illustrate the computation

of cophenetic values.
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L]

Thus, given two classifications, two matrices of

cophenetic values are generated and a measure of agreement

(or disagreement) between them 1s determ@ned by calculating

an ordinary product moment correlation coefficient between -

.

the‘correspbndihg elements of the two matrices. -

-

~ Jackson (1969b) has devised a scheme that measures the

extent. to which the object—object‘similarities that one can

infer from the classification generated reflect the origina1=”

object-object similarities from which the classification is
obtained. This measure can be considered an example of
intrinsic crineria refetred tc in Chapter 1. Thus, he is
cnly interested in compar%ng different ciassifications
generated from the same input data, but using different'

classification methods. Jackson's scheme is, however,

describedihere as it appears to be applicabLe'also to our

'context.

Let D denote the object-attribute binary array and C
. : \
the object-class binary array. Let S and T denote the
object—object similarity matrices ohtained respectively from

D and C by applying a similarity functlon to all the palrs

of object @escrlptlons. Then, the asSessment of the

{

discrepancy (or agreement) between S and T is made by

checklng whether or not sign (S(i,J) S(k 1))—51gn(T(1,])—-

T(k,l)) for each dlst1nct 1,3 k and 1 that represent four

»

different objects. A

In other words, the greater the number of cases

- i _ 2

p

.t
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(distinct quadruplets) in which this condition hellds, the

better is a classification. A}théhgh a simple ratio of the
number of discrepancies to the total number of quadruplets
may be used, it is suggested that a better understanding as :
to the goodnesé of the classification will be obtajnéd‘if .
such a proportion is computed firsg for the most strongly////f-\a‘;//?
related pairs, then for less similar pair‘s and so on to *e
least similar ones. This process will riqpire the
aﬁplication 6f a ngmber of thresholds to matrices S and T
J‘and‘thé.cémpqtation ;ffthe propérﬁion of discrepancy
‘separatély for each thréshoia. In a situation whére‘two,
classification arrays obtained,froh two ring

¥

de'scriptions of the same-document gplle are to be-
compared, the classification‘%rrayé would simply replace the & .
arrays C and D described above. . IR S S

Vsl

3

In a recent studyUYu (1976) proposes a methoé“%or
meésuri;g the amount of disturbance in classificatidnvdue to
smali)changes in the input data. The measure is developed in
partiqﬁlar reference to graph theorétical clustering
strategies. The changes are assumed to be small enough that
the objects a;e not modified drastically. Consequently, the
éhahgesjﬁn theigraph consiét only of addition and deletion
of edgeé} - |

5

- L
Given the in¥tial and the perturbed graph and a

classification scheme, the amount of disturbance is measured

by the minimum number of edge modifications required. to SN

3 ] \U
‘ l
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correct the perturbed graph so that fhe clusters of the
initial and the corrected graphs‘are identical according to
the cluster definition given. Yu finds that clusters defined
as the MCS's reqﬁire the maximum number of operations. In
fact, in this case, the corrected_graph must be identical to
the initial graph. He compares the effect of simple matching
and cosine similarity functions experihentally and concludes
that for both cluster defining methods“testéd (CC and /MCS),

b | I3 - ” “
clusters produced on the basis of cosine function are less

stable than those of simple matching.

Corneil and WOodwarq“k1978) have compared the methods;
of Vaswani, thliéb andeumaf (both described in Chapter 22,
and‘Zahn (1971) (which is based on the maximal spanning tt?e
of the graph obtained froﬁ object-object similafit}es) witﬁ
respect to a,nuhber of cluster properties. One of the
prope{ties considered is stability. They measure the
difference, between claséifications,obt‘ained Wrom .p.er‘turbed ' ,
énd unperturbed‘data, in terms of the foliowing’quantities}
NS/= the ndmber of similafly clué;ered QWjects; that is, the

jnumber of pairs of objects either in the same cluster )

in both tﬁe classificaﬁfons or in d;%ferent’clusters'in
“... both the classification§. - Fo - AVC

N. = the number of @issimilarly clustered objects; ‘that is,. - . ‘4.
Lo - \‘y ) n P g e B % “’; -

2 A
CRRNR % 4 .
st

the number of pairs of ijects in which the pair iSf;néﬁ
. | R e ] . . e
‘the same cluster in one classification and in differeént |

/

clusters in the other.



»

. In comparing different clustering methods, the one

least affected by perturbations'would max;mize“NSJand

mihimize‘Nd; Their-experiments with 5 sets of randomly

generated points (having varying amounts of separation fi

between boints and leading 'to graphs with varying amoun®

w | edge densiry) show that

‘ © 3 s ' P } ’

(a) tbe stao111ty of Zahn's method is 1niegeiiegg,a

edge density but becomes more stable, from being
wofée than the other twofmerhods'to beiqg mhch,

better, as the separation is increaseo. |

o J(b»%pvaswani'e and Gotlieb and Kumar's‘merhod are about

tﬂt"w ~ ﬁ‘equally ;rable as densityvand separétion are varied.

,4“ : " when the separat1on is not’ h1gh.'these two me;ho@s,

e Q,

are found to be 1ndependent of edge density. In the
Ce - | ,
_ cage of the largest separatlon tested, both methal s

become»more sﬁapie as the edge density inoreaSes.
A work related to the problem of stability, but not
directly concerned with the comparison of classifications is
due to Jackson (1969a, 1972). He assumes that the document
descrlptlons are blnary and errors are 1ndependent and equl—
‘ N— _
probable. Let f and f respectlvely be- the values of the

= sxm11ar1ty function f between two glven objects before and

after\eome entrxes of théﬂgescrlptlon have been altered

1

Sf“‘ Then, hls a1m is to compute the statlstlcal est1mate, o* ,
by \

o ,'Spme~funct10n, ﬁ,(say, the'mean'square deviation), of ft and

' L o S i : - Y
ﬂg v fu.‘This estimate is given by o o »
) : g = P(S) . 8 (f.,f)

Ses*

.9
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where S is a particular chaﬂgg in the object descriptions,
S* is the set of all possible changes and P(s) is the
‘probability of occurrence of S. Jackson's effort is mainly
involved w1th the development of an efficxent algorithm to

compute o*.

°
a

4 v 4 Motlvation for the _pproach Selected for Stabllity
'R .y 4+ ‘
AnaleIS ' ’ ‘/ ) ‘ »

*

-

t The review of 'earlier work in the comparison of —

classjfications suggests’that there is a considerable amount

of cholce in th# measure that mlght e Selected what is

/

.common to most of these approaches 1s that a measure of
dlscrepancy between classlflcatxons ls dev1sed two ¢
c1ass1f1cat10ns, one from: unperturbed and the otHer from
perturbed input data, are obtalned and. the stab/ﬁlty,of the l

class1f1cat10n strategy is.assessed in terms of he proposed ;

measure. Thus, the earller stud1es on the prob em of /
stability have been exper'mental : \

, /7“%*”J

It is found however;‘ at the measur;/proposed by . Yu

' r
can be used to evaluate grapp t retic cfl, sterlng ’ /

v i - - i

- strateg1es in a formal settlng Slnce graph theoretic ;} h
stratgﬁles are predom1nant irg the constr0ctlon of term
Eclasses (see Chapter 2), it is de51rable to compare the
stab111ty of such technlques analytically. The detalls of‘

nthe analysis and the results obta;ned are presented in the e

. IR . = i
e e L —

‘ next chapter. o j . S )
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'« STABILITY ANALYSIS OF CERTAIN GRAPH THEORETIC .
. n CLUSTERING METHODS
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‘5.1 Introductory Concepts Qelat1ng to the Measure of

EI

tabllxtf 'L g 1‘cﬂql .

5;1.1 ereiiminary‘Definitions on Graphs.

The;idea of usindegraphs to represent the closeness
between‘the‘obj;cté to'be claSSitied'was intrngced‘in
Chapter 2. In this section,’sdme.relatedjfacts are

presented. o . e - L

3
@ X \
[

™~ : B graphv in our bontext, consists of vertices that

‘¢
s

of vertices if the measure of closeness between the.
correéponding objecté is 3ufficiently large (as determined
. “ s 3 1

by a thfeshold). Thus,'when two vertlces are adjacent (have

an edge between) the- assoc1ated ob]ects are very close to

° i

each other.

‘AQ-MCS of.5uch a graph repreeents a subset of Uhe~

- .
4

objects in which each object is closely related to every

other object in the subset, Since all p0551b1e edge

‘

’epresent the objects and an’ edge is’ assoc1ated wlth a palr



}other. That is, two objects that are in the same CC but not

!
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9

connections are made, a MCS in n vertices Has C(n, 2)7 edges

On[the other hand, a CC represents a subset of objects that

p . !

are related to, but not necessarily very close to each

Fl ",

adjacent &te only connected via‘other»objects;tNext; we

-’ .
I3

& N 8 I
*consider some properties associated with CC.

W

Definition i;l.l: Let P be'a-property. A minimal set-S'

havingvp pe\ y P 1s a set. SUCh that S' - {x} does not have

P for any k;e S'Df'

Definition é l.g: A Cc; C“W=‘(Vl,ﬁiT},of,a'graph is -

-

1

minimally cofneécted if it is minimal with»resoect"tO'the' -

edge set Ei.g s ‘ : _ o

& : - ,  a

B

Thus, a mlnimally conneqted graph’ does not’ have any

Y

to be dlsconnecged I@\ls easy to show by 1nduction that -

such a graph in n vertlces has (n- 1) edges and has no

cycles, where a cxcle is -an alternatiﬁ@\sequence of vertices

(_

vedge that can be removed w1thou§ cau51ng the resulting graph

Yt

and. edges in whlch“the flrst and the ‘last. vertices are 's'-u,}*

removed without affecting the connegtivity of thhcgraph

/ . <1

If v and w are ad]acent and 1f the deletion dfwghis

edge ‘would causezv and ;*:;\be disconnectedh then the edge_

S . . . L . o L
7 C{n,2) =vn(n&l)/2, the numbeér of»?,cohbinations of n

elements.

-

o -

1dent1ca1. A related fact is that any edge 1n a cycle dan be .

s o -~
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e T U S \
(v,w) is a bridge, -

'l

S We next intrbduce”the'notion of a complement graph.

o X

v ,o.b ) v. . _‘\ ', _; ’ . .
, Definition S 1. 3:<§'13.(V1E')lis the7compiement'graph of G =
(V'E) if‘E’ws.{e lfevel(E;;E)ﬁf; where E“lls the set of o
'edges 1n the complete graph “on the vertex set V.
S.1.2" Notations Relating to.the Measure of Stability
Theameasure suggeSted;by Yu»(1976}'estimates the amount
of change 1n a set of clusteﬂ% by the m1n1mum number of
'operatlons reguxred to restore the set of modlfled(
clusters to the orxglnalbones, wherevan operatlon 1s e1ther
n an addltlon or\s deletlon of an edge. More prec1se1y, let G
;*71 (v E) be the qraph that would represent.diF ob]ect-object

51m11ar1t1ﬁs 1f there had been no errors 1n the 1nput data.

Let G* = (V E*) denote the graph actually obta1ned as the

result of some perturbatlons in the 1nput That 1s,~E* fS" ‘

o

- "f obtaaned p0551b1y by deletlng some edges from E and addlng»

some edges from E to»E, Thus, edge deleﬁaons come from th?r

EENaN AN .

orlglnal graph whereas edge add1t1ons are from the

\\complement graph leen a cluster deflnlng method D, ‘suppose

- -

&

G** (V E**) denotes a graph whxch is obta1ned through

B3

sﬁecified'by:the'expression I(E**—E*) U E*-E**)I This

, measure of the amount of work is denoted w D).
- . 44

-
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<

As there are a‘great numbéf'of diffgreqt §faphn
theoretic cluster def}ﬁﬁtjons in use, if\is~no£ possible‘toj
, . o N DT .
compute this quéntity for every definition‘ﬁf-a Zlﬁs;erf
Howeve?; ceréain well known cluster definitions are énaiysea
in terms of ﬁow'their characteristics relate to this measure

Bl

of stability. - ~~// L

5.2 Stability Analysis of Certain Clusteﬂ

5.2.1 <Cluster Characteristics

-

It has been shown by Yu (1976) tﬁat the amount of_'
*work' required to:convert“afset offmoqified clusters to the

original ones is as much as it can' possibly -be when clusters.
“are defined as thefMCS's,'For the sake of completeness, the

following proposition is pﬁesehted without the proof.

»
N Ai

**’.;_;’_gﬁ*}}

1 i

" 'be two sets of clusters defined as the MCS's, respectively,

- Proposition 5.2.1: Let {clc cens ci} and {¢

of ghg grabhs'c4= (V,E) and G** = (VvE;*)-‘Thén { Clr/Qz'
oo oy Ci} = {‘Htﬁl-‘\'**"""" C'**} ==> -:,;'c G_’*fo ' B \

¢ : J -
n : / N
.

‘The proposition says that the only way to convert from

one set of c¥usters to anothef set is ta make the two sets
of édges identicai. Thus; the ampuntfbf work to go from the
Vgrabh G* fG‘G** is given by |(E - E*) | (E* - E) .

- Lo Y S . ; ‘

. s . & .
We now develop certain ideas which enable us to assess

Defining Methods

~
-
4
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A\

the stabillty of certain clusteg def1nit1ons relatlve to
o.

that of the clusters obtaig:ble us1ng the CC defin1t§on. The

,basgc_objectxbe of @fusterlng is to obtain groups of closely"

related objects. Conversely,‘lt ‘s\reasonable to ensure that

only related objects are placed ln the»same cluster. Slnce,~-

in a grapm,*the connectedness of.two vertices represents the
l;fact that thevcorrespondinq objectshare related in some way,
I the following'condition-is imposed on‘the,clhsters that’are

-

obtained.f .

Definition 5.2.1: A cluster is unfragmented if for any two

. o . ' ' - v
vertices v and J*ln‘the same cluster, v and w are connected.

e '.This_ﬁrcperty ihplies that any.cluster must/be a subset
(though, not hecessarily a prége&hsubset)vcg a,conneﬁted'.
ccmbonent. lngtherrest‘of the chapter the.term cluster will
refer only to'unfragmented‘clusters; , |

IR , ' : : »

Just as we.place unrelated\objects in d1fferent

a

clusters, 1t is also guite natural to. always have close

°

objects placed in some cluster. This ngﬁgon is formalized in

A
;-

“ the follow1ng way.

’

Definition 5.2.2:4A clUsber definition:is adjacency oriented

if for every pair of ad)acent vertices v and w in a graph &

the appllcatlon of the def1n1t10n to the graph y1e1ds at
/

1east one’ cluster that contains both Y and‘w.

It is easy to see that qlusters}defined as the CC's and

the MCS's are adjacency oriented and uhfragmented.'One of

~.
~



' 3 . ‘ . : -
S | o\ \
the basic difficulties vitH'the CC definition is the well

known “chaﬂn effect"” (wishart;'l959; Jardine and Sibsqnh

1971), ‘That is, there may ekist'aasequence of n connected
.’ S . . ‘

objects where each objecurgs adjacent [to at most its two

4

;neighbors, In‘sh}s case, the n objeét are, plaéed in a .

cluster, but the two objects at the e tremes of the chain

(sequence) may have very 11tt1e ?h co mon. On the other
b o .

hand, an MCS requlres the strict cond t1on that every object

in a cluster be adjacent“to every oth r object 1n the

cluster. ‘ . : A -hw
. . .

| /

Consequently, cluster deflnltlons that represent a

f

compromlse between these two extremes have been considered

more a propriate for many'applications} Many. such strateQies-

o

have be inuestiqated in earlier studies TBohner,\l964§,

Abraham,.}QSSbr Dattola and Murrayh 1967; Sparck—Jones,.
1967, 71; Gotljieb and'Kumar; 19 8; Jardxne and S1bson,
'1958a,b; Vaswani, 1968; Auguston and Minker, 197Ga; Sibson, -
1970; Ling, 1972; Koontz, et ali, 1976; Day, 1977; Matula,
.1977). Several of these c1u5te;/qefﬁning methods are
'adjasencu oriented.‘They are dessribed next as they are

relevant to SUbsequent-discussions.

Bonner {19645 and Needham (1957), among others, have
suggested that the recognition of MCS's should be the flrst
step in the process of 1dent1fy1ng clusters. Accordlngiy,
the set of yCS S correspondlng to the graph obtained after
the app;ication of ajthreshola to the similarity matrix have

»



been considered to be the 'nucleus' of the desired ' o

/

classiflcation by Gotlieb and, Kumar, Jardxne and sibson, and

the

-

are

Let such clustering methods be called MCS centered. Since '
¥ ' .
the MCS's correspond1ng to the orlglnal graph are adjacency

Aorlented and since each -final cluster 1s e1ther 1dent1ca1 to

one of the MCS's or is the union of some of them, it follows

that MCS centered methods are adjacency orlented

The method of Gotl1eb ‘and Kumar (also used by Dattola
-andﬁMurray, and Auguston and Mlnker) has - already been
descrlbed Jardlne and S1bson have proposed dlfferent types
of restrictions that can be placed on the degree of - overlap
allowed between distinct MCS's.,Initheir‘methods, the
merding of the MCS's is Performed on the basis of such ‘ o

restrictions. Jardlne and 51bson call. the1r methods flne k-

.cluster143 (B ); Coarse k clustertgg (B ) and u- diametric

clusterlng (C ) where k > l and u is a constant in the range

19,1,

° . x
¥

The sequence of fine k-clustering methods, B, , are
g1ven a simple graph theoretic descr1ptlon that generallzes
the ccC def1n1t1on. The procedure for obta1n1ng the By

clusters is as follows: °

Given.a similarity (or dissimilarity) function and a

-

" threshold level, the corresponding graph is generated. The

1



MCS's are marked, and whenever there are k or more vertlces
in common between two such subgraphs edges are 1nserted to

make the union of the vertices in the two SUbgraphs into a
“ ‘

single complete subgraph. This process is repeated until
. ' o ?

4

there is no further alteration.
. €

between any two dlstlnct MCS's in the new graph

-than (k-l). Thus, we have Bl—CC and if there are altogehter

p vertlces “in the graph then B =MCSs. Coarse\k—clusterlng

p-1
methods are quite closely relateo to the methods.Bk} As they
oo not have quite the simple interpretation 1n terms of the
overlap between MCS's, they are not descrlbed here. The
methods Cu ensure that, tor given u, the d;ameter of the'set’
-of objects in the overlap of any two‘ﬁcs's is less'than_or
equal to u.h, where h is the threshold level at'whioh the
initial graph is obtained.. | )

A somewhat different.approachvmay be taken to identify
cluster def1n1ng methods that represent a compromise betweén
CC and MCS. More spec1f1ca11y, in v1ew of the fact that 1t
is sufficient to'havevn—l edges to form a CC in n objects

whereas C(n,2) edges are needed to form a complete s%bgraph,

the following generalization ‘is suggested.

1’ !

= P, is t-complete if it is connected and has at least

; - . : »
Definition 5.2.3: A subgraph G, .= (v ‘E;) of G, where |V

1
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rt;C(p,zf]a eddes, 8 < t < 1. - y

?,%? We wish to propose‘% t-complete subgraph as a
reasonable waylto specify a cluster. In.order to -avoid the
possibility of an identified~clester being a subset of
another, it is ensured that a cluster is enlarged until it
is not possible to increase its size without losing the
xbrOperty of t—completeness. This requirement leads to the

following definition.

Definition 5.2.4: A subgraph G; = (Vy, El) is maximal t-
complete if it is t-complete and is maximal with respegt to

Vi :

Let D, ‘denote the deflnltlon whose clusters are glven
by all max1mal t- complete sub;raphs of G. Clearly, Di = MCS
and DG = CC, Thps, Dt’ for # < t < 1, represents a
compromise between the clusters defined as the CC's and
those defined as the MCS's in terms‘of the clgster
‘preperties. It is easy to see that this family of

definitions are also adjacency oriented and produce clusters

that are unfragmented.

In the case of cluster definitions that are not
adjacency orlented there may be adjacent vertices that do
not belong to any cluster. Let the edges correspondlng to

these vertices be referred to as inter-cluster edges. If an

©

8 r' 1 1s the smallest integer greater than or equal to x.
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edge is not an inter-cluster edge, then it is between
L
vertices in a single cluster. ‘Such an edge is termed an

intra-cluster edge.~gn these cluster definitions it is

reasonable to expect the clusters to remain unaltered if
there is a decrease in the number of inter-cluster edges. We
specify th1s as a property that is required of any
reasonable cluster definition.

~

Definition 5.2.5: A cluster definition is cohesijvely

consistent if the deletionipf‘§he edgeswbetween vertices
that are not in the same cluster (inter-cluster edges)

leaves all thekblusters.unchanged.«

"In the rest ofAthe chapter, it is assumed that a
cluster definition is either‘adjacency oriented or
" cohesively consistent and that in eitherhcase the definition
generates unfragmented clusters.

¢ I

5.2.2 The Main Result Concerning Adjacency Oriented

Clustering Methods

In order ts show that clusters defined as the CC's are
the most stable of all adjacency oriehted definitions,” we
specify some further_notation. The graphs G and G*
represent, as mentioned, the.graphs before and after.certain
input changes, and G** denotes the restored graph that has
the same clusters as G. Let G havs e edges, s components

with ny vertices in the jth connected component,'gj, for 1 < =
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j < s, and let ny > nj X for 1 < 3 < (s-1). The set of 0
'qrephs that have these properties is denoted by 45,(3, e,
nye Nye ...ns). Finally, we denote the subgraphs: consisting
of the vertices of 95 fn G* and G** respectively by qj*‘and

gj**.nNote‘that gj* need not be connected. '

The proof of the prqpositieh concerning the relative
stability of the CC definition consists, essentially, of
showing that G and G** can have the same clusters according
to any adjacency oriented definition only if, corresponding
to each component in G, the graph G** has a component
consistihq of exactly. ‘the same vertices. Thus, as is
required for the cC deflnxtlon, restor1ng of clusters-
according to any adjacency oriented definition requires that
all edges added between the components of G be removed and
that enough intra-clester edges be added to gj* so that h.**

]
becomes connected. Lemma 5.2.2 gives the amount of work
required to restore any g)* that might be d1sconnected to
gj**. Lemma 5.2.3 is a technical result used in proving

proposition 5.2.4.

Lemma g.g.g: Let G have s components. Suppose that the
perturbatlons in the data are such that no inter-component

edges are added to G and that g] in G, 1'3 j < s, are split
s

into m. components in G*. Then W(cCc) = > _(ms - 1).
J 3:T ]

proof: It 1s easy to show, by induction on the number of
" components, t hat the mlnlmum number of edges needed,

to combine my components into one€ is (mj - 1). *
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*

Lemma 5.2.3: Let H = (V,E) be a connected graph and let H' =

{V,E') be another graph on the same vertex set, If v is

connected to w %n H', for every v, w € V such that‘v is

adjacenf to w in H, then H' is connected,.

Proof: Let a, b be any two vertices in H'. Since H,is
connected, there exists a path ffom a to b, Suppose
i; is a, Vie Vor eeen vj, b. Then, by hypothesis, in
the graph H', a is copnected to vy. Vy is conngctﬁd
to vy, for 1l < i< jél and vj is connected to b.
Thus, a is connected to b in‘H'. since the above

result is true for any a, b € v, H' is connected. #

Propositioh 5.2.4: Given a cluster defining method D, W(CC)

< W(D) for every initial graph G and for every set of
changes to G if and only if the cluster definition D is

adjacency oriented.

Proof: ==>: If D is not adjacency oriented, then there

-

exists a graph and a set of changes to it such that
T P .

W(D) < W(CC). Specifically, consider ‘a graph G =
(V,E) such that |
i) the edge (u,v) € E is a bridge, and

ii) the vertices u and v do not belong to any

cluster according to D.
~ ’ ‘ \v
If the only change to G is the "deletion of the edge
(u,v)", then it is~e1gar that W(CC) = 1. sSince D is

cohesively consistent, WD) = 0.

<==: The changes causingcc to be modified to G* can
*
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be considered to be one of the following tﬁrzc

types.

o

Case 1: The set of éhanges specified by

)
v, w €V | v is connected to w in both gj and gj'}.

= {changes in the adjacency relationship between

The chqnqes of this type have no effect on
W(CC). But, the effect on W(D) is nén-:zgative.
Thus, W(D) > W(CC) (due to Cl)' |
Case 2: The addition of inter-cluster edges, given
by
C, = [addition of edges e € E to G | if @(e) = v &
w € V, then v is not connected to w in {}.

- — .

For restoring clusters according to the CC
definition, each such edge must be deleted. But;
using the definition D, v and w cannot be assigned
to the same clusteY in G since D is unfragmgniéd. on
the ofher hand, there will be at least one clustef
in G* containiné v an8 w since D is adjacency
oriented. Therefore, each such edge must be deleted
for proper restoration bf the cluéters according to
definition D,

Case 3: The intra-cluster edge deletions that break
‘'up some components,,given?by 4

C3 = {deleEion-of.edges e in G | if b(e):= v & w €

V, then v is not connected to w in the gj*

containing v and w}.



The above set can be partitioned

follows:

c

V then ' 1s not connectedéto w in gJ*}

That is, the :emoval of the set C.

I

A}

33 {deletlon of edges e in gJ |

»

¢ split 1nto a ngmber, séy (mj + 1),

33 )
of components. By

95;‘

. " " k!
into s subséts as

r

if ®(e) = v & wE€

causes'gj to

K4

. ~ ; <
lemma 3.2, the restoration of the cluster gj with

RN
~

s‘

s

additions. That-is, w(cc)

increases by 'm.,

respectrto‘the CC definition requires mj edge

1, < 3 «
jr e =2 2

v

Consider the restoration process with respect

to the definition D.

e

Since D is adjacency oriented;

for anx.palr of adjacent vertices (v, w) in g there

J

ex1sts a cluster contaxnlng v and w. In G**, there

is a correspondlng cluster containing v and w. Since

'<,f clustera are requ1red to .be unfragmented v must be

connected to w 1n G**

Since this is true’ for every

pair of adjacent vertices in gj, by lemma 5.2.3, the

set of vertlces in gJ must be connected in G** |

.\\‘Since gJ* has mJ + 1 Ccomponents, . a m1n1mum of m,

"edges must be added to g]* to make

. connected (lemma 5.2.2).

N .
TW(Ce), 1 <3

s,

o

-

Thus W(D)

Thus, putting all three cases

W(D) > w(ce) .

Note that cases

~

the;g vertices

duevto C3j i 2

a

together, we have

#

a

‘ :
2 and 3 considered above imply that for
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!

an adjacency oriented definition, D,'there,iﬁ a‘'component

wise correspondenge between G and G**, That is), G** ¢
f;"§(el'°1'”2r‘F'-' ns), Where‘el is the number’of edges in
G**.V . -~ \

5.2.3 Stability Ordering in Adjacency Oriented Families of

i

We next consider the dlfferent famzlles of adjaceqcy

oriented cluster deflnltlons described earller. As these

¥ .
definitions are adjacency oriented and unfragmented we have

B

i

Corollary 5.2.5: For every G andzévery set of modifications

to ‘G' . - ' . /,'

{

- ! ‘ :
W(MCS) > w(D) > W(CC), where D is any adjacency

oriented clustering method.

~Proof: Obvious, given propositions 5.2.1 %nd 5.2.4, and J

sinceée any pair of adjacent vertices must be in at.

least one cluster according to D. S -3

/

A related problem is: that of - assessing the stablllty of
the dlfferent members of a partlcular sequence of clusterlng
methods relatlve to each other. In other words, it is of

interest to know, for instance, whether or not W(B ) <

W(Bk+1) The property in question is deflned ‘below.

. , .
Definition 5.2.6: Suppose A denotes a sequence of ad]acency

oriented graph theoretic cluster defining methods with the



.
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property that the clusters generated by these schemes are

nested in thé sense that any cluster deflned by A must be
ts L
tl for any tl‘K t2.

Furthermdre, let each member A, be MCS centered and

1nc1uded in some cluster defined by A

4

unfrag'mentegl. Such a sequence At" iitahility ordered if

W(Atl) < W(hté), for tl < t2.

It is easy to:show by counter example that the sequence

“

Dt’ defined earlier, is not stability ordered. Consider the
' graphs in -Figure 4. Let G and G* represent the original\and
the modified draphs respectively. For D, with t=#.8 the ‘
clusters in both G and G* are {(1,2),(2, l 4,5)1}. Thus, no

restorat1on is needed in this,case; However, if t= #.AS5 then
the CIUSters defined by Dy on G are different from.that,on'

G* 1mply1ng that some restoration must be perforned

' Clearly, for thlS example W(D,,t=0.65) > W(Dt,t=ﬂ.8).

4

It is now shown that the methods Bk'are stability
ordered. The proof requ1res a prec1se statement of the
algorlthm that generates B clusters. Let G(V,E), 1Vl=p, bev

the given graph and, for a given k let G = (v, E ) and

Gk+1 (v k+1) be graphs such that thelr MCS'S .are exactly the.
clusters generated, respectively, by‘Bk and Bk+l-for an input
graph G. Note that, by propOSition'S 2.1, G, and G4y are”

i

is recursively.

unlque. G, whose MCS's are the clusters of Bk

deflned below:
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4\

<

FIGURE 4. An .initial and a perturbed graph to i¥llustrate

t .

‘ o/

/

D, is not stability ordered. - /



P ’ L ‘ ' 4

Procedure CLUSTER;BK'(G)
" Begin
If k >,p-1 then return G \

else Begiﬁ

k+1
is Gk+li Let H = (V,EH) be G

CLUSTER-B (3) (The graph returned
Ska1)d

While (there eXxists a pair of MCS's
. | o ’ Ml' M271n H such that M1 and M2

have k-or more vertices-in common)

C - : : . Do insert edges nébeasary»to make
Ml-LJ-Mz';nto andﬁcs (that is, EH =
Eqy U f the inserted edges} );
\Return the resulting graph H = Gk7,
en d L - ‘
B . " ’ \\\\ 7
end. ‘ ' . N

K : t ‘ | . T 3
Let G*=(V,E*) denote the graph obtalned\agter some

perturbat1ons have occurred in the original grab\\\bet W(B )

and W(R ) be respectlvely the mlnlmum amount of work

k+1

requlred to change G* to some Gﬁ* and Gk+l such that

“~

» - * % . - * %
CLUSTER Bk (Gk )»rbturns Gk and CLUSTER Bk+l (3 k+l) returns
Gk+1.=We establish that thebfine clusteting'methods, Bk’ are

stability ordered by showing that tbe set of edge

correctlons made to G* to ‘form Gk+l are sufficienmt also to-

'obta?h G, by using tbf algorlthm CLUSTER- Bk

Propositionbg.g,§:¢3hevsequence B, of fine clustering

methods is Stability ordered.
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Proof: . By deéfinition of the prooedure CLUSTER-By ,
Clusterka(G§+l) CLUSTER‘Bk (CLUSTER B S k+1))
=CLUSTER—BK(Gk+l) =-Gk. - oo ‘ ..’. '#-

The algorlthms for methods Bk c, and the method

-

proposed by Gotlieb and Kumar for the merglng of MCS s are
‘defined, essentlally, in the same way. Therefore, the proof

is easily generalized to also show that. these sequences are -

stability ordared.'@

&

5.3 The Maximum and the Minimum Amount of Work for Clusters

Defined as the CC's : ‘ ' s S

In the last section it was shown that clusterssdefined'
as the CC's are the most stable, in terms of the measure of
stab111ty suggested of a11 def1n1t1ons that are ad]acency.
orlented and that a number of famllles of cluster : |
def1n1t10ns possess thls property. Therefore, it is of

interest to study'the clusters defined as the CC's in more

detail.

We assume that the or1g1na1 graph is a member of

é} (s,e nl,nz,....n ). An upper bound and a lower bound for u“
the amount of work required to restore clusters defined as
the CC's are then obtained in terms of the parameters s, e,
l,n2,...\.ns, a, the number of edges added to the originai

graph to obtain the modified graph ‘(which is |E*-E ). and d,,

the number of edge deletlons from G (given by lE-E*|).
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3.3.1 The-Lower Bound

When edges are deleted from

Ll

,_component may be broken up 1nto sm ller components. To

connected component, the

achleve the most stable case, howev r, the edges that are
v \

not essential to maintain the connec¢1v1ty of a componentv

k .

should be chosen for deletlon.

.Let us con51der the effect of edge addtlons next. The

.~

'Y

addltlon of edges:can occur w1thin or between components.

Whenever an 1nter-c1uster edge is added one operatlon has"

to be performed to get rid of the edge. However, when 1ntra—

/

cluster edges are added there 1s no d1sturbance in the
clusters obtalned Thus, in obtaining the lower bound, nfk
the number of additions is" smaliienough (aesl >S (nj,2) f ex
“to occur within components, thenfthe edges fcg_;ddltlon will
be chosen in such a w;; that the number of inter-cluster
additionsbisizero. Consequently,4we_have the foliowing
prooosition. |

o i

Lok

PrOposition 5+.3.1: For any a,. d and G € f} (s, e, Nyr een ~

3

ns)

if 4 <z

w(ce) >

+:(d - i)

(a-a') ifa> z

? gon Yy =x-7y if x > y and zero otherwise.
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where z = e - > (n. —/1) and a' = a = (> C(n ,2) - e)
=1 3=1

- . Proof: a' is the number of inter-cluster édge addftions.

'Each such edge must Be.deleted; Thus, W(CC) > a' in
‘both:cases (d < z and 4 > z). Let‘ej.denote the
number of edges in gi..Since (nj - 1) edges are

.sufficient to maintain gﬁ connected, it‘ﬁs po&sible
to delete zy = eﬂ - {nj ~ 1) edges and still

o guarantee that 95 remains connected Summing over j
from 1 to s, it is clear that W(CC) due to edge

‘ deietions>equals zero when the number of}deletions d
£ z. After z deietions;‘we haye.s minimally‘
cohnected cohponents. Therefore, each deletion
beyond the z deletions causes 1 unit of work.

However, these deletions may be offset'by the intra-

\cluster additions which number (a-a').

2

When d <-z, it is easyfto see that the deletions can

~occur in such a way that the renmaining edges are enough to

ensure that each component stays connected For d > 2z,

however, it is not clear if, for any 1nteger x < (d-12), a

‘set of x edge add1t10ns can be specified such that each such
addition w111 always offset the effect of a deletion beyond
“z. It turns out that this offsetting can be brought about by

~ensuring that the added edges do not'form;a-cycle. of

course, if the number of edges added to cj'is‘greater than

(nj - 1) then one or more cycles must occur. In this case,
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however, the number of additions involved is sufficient to
nake 93 connected and can therefore offset all the deletions’
+in g5. In the following lemma, it is shown that if the edges
to be addea,llﬁl; do not form a cycle then we can ensure
that thé resnlting graph is connected for any number df
délétions, ITl, up to the number of edges added. Thé
tightness of the bound is then proved by identifying a graph’
for which the lower bound is attained. |

AS

. Lemma 5.3.2: Let A = (V, E ) and H" = (V, E") be
respectively the complement graph and a minimally connectecd
subgraph of H = (V,E). If B has no cycles, then there

exists arset of edges‘T in H" such that, whenever |T] <

IEl, H** = (v, E |J E" - T) is connected.

4Ptodf: Let t = Ifl. Consider a set of t edges in B . 'add
any one of the edges to H". Exactly one ;ycle is
created in H". This cyclé must contain an edge
originally in H". Clearly, this edge can be deleted
(i.e. assigned to T) without affecting the
connectivity of H".-This process.is then‘tepeated
for the.t edges in E . Fach time a'cyclé is creéted
in_H", by the hypotbesis that H° has nn qycleé, the
cycle muét contain at least one edge originally in
Hh; and this edéé Can be deleted while maintaining
the connectivity of H**, ‘ : #
_The above tesult shows that the effeét of edge

deletions up to |E! in number can all be offset by IE| edge

-~
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additions.

© @

Proposition 5.3.3: The lower bound of proposition 5.3.1 is

the tightest.

Proof: Case (i) d < z = e - n + s;‘obyious.

Case (ii) d > =z.

Consider gj, the jth component of G,.Let ay and

dj be respectively the number of additions and

. _S g
deletions to this subgraph. Clear?y, > a, = a -
_ | R
a'. Let‘gj be the complement graph of g.

s, and G the union of all the ET—'S.

Assume that G is chosen in such a way that if
"there are §uff1c1ent number of edges in G then each
aj is connécted; otﬁerw?se each aj
The first z deletions are made from G such that the

has no cycles.

resulting graph; G", is.minimally connected. That
is, as indicated in‘proposition 5.3.1, zj‘deletiéns
transform gj to a minimally connected companent g.

We now con51der the effect of a3 addltlons and (d. -
zj) deletions on gj . If the number of edges in gJ
is less than or equal to (nj-l) then let g] and Ej
correspond.respgctively to.H". and H - of lemma 5.3.2;
Otherwise, let gj" ‘and a»miﬁimally cOnneCEed
subgraph ofugﬁ correspopd to H" and H of the

lemma. . e

If aj bd (pj - 1), then these edges are
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th component connected. Thus,

no work is needed irrespective of de 1f a. < (n; -

] ]

1), then either a, > (d, - z,) or a, < (d. - z.). In

J = J ] ] ] J

the former case, by lemma 5.3.2, the graph obtained

after
~ Thus,

graph

and a.
. n ]

after

the‘additions and deletions remains connected.
no work is inveolved. In thé latter case,'the‘
can remain connected up to (aj + zj).deletions
badditions (by_lemma 5.3.2). Each'deletion

that increases the number of components in the

subgraph by one. Thus, the total amount of'work is

S :
> (4. = z. - a.), which is d - 2z - (a2 - a'). #
J=1 J ] s - :
7
5.3.2 The Upper Bound | A
In order to-obtain the upper bound the additions must.

occur- between

components in

presentation,

assumed to be

-

later in this

components whereas deletions must*bfeak'up the
the o;iginal graph. For th; sake of

the number of edge addifions is initially
zero. The geﬁerél'situation will be considered

section.

$ﬁ}/

If H denotes a connected.component of a graph from

which certain

édges are deleted, then in the'pérturbed graph

Aelther the vertices of H are still connected or they split

into a number

of components, By 1emma 5. 2.2, it is clear

that the larger the~number of components in the perturbed

graph, tHe more is the work requlred to do the restoratlon.

The above relatlonshlp suggests that one of the ‘critical
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steps in deriving the upper bound i{s to determine the

max imum number of components ﬂhat a graph with certain
specified characteristics can have, Given n vertices and e
edges, suppose we wish to construct a graph with the maximum
number of components. An intuitive abproaéhlﬁo the problem
is_to\concentratehthe edges between as few vertices as
possible. That is, a2 single component which is just large
enough to contain all the edges ié formed and the remaining
‘vertices are left isolated (this problem is, in fact, the
dual of mgximizing the number of edges in fixed number of

components and vertices),

In the problem considered abbye no resﬁriction has been
placed on how the edges should be éssigned to the verticés.
" But, in our‘context,Atﬁe original g:agh G, cohtéins s
components, After d edge déletions, thé jth coméonent gj
becomes ga*. Since'éj* may be disconnected, we refer to gj*
as ; EEL& of G*, Our aim is to find a graph having the
maxiQO number ofvconnectea cémponenté. This graph must have
‘s,parts (correspondinélto.the s components of G} such that

. : . . / . :
the jth part consists of'nj vertices, 1 < j < s, a total of

(e - d) edges in the s components and nj > for 1 < j <

| , 3417
(s—l).LLet'the set of graphs with the above.characteristics
be denoted by ‘éy{s, e-d, Ny Nor ooy ﬁss‘ A\naiural
generalization of/the scheme referred to earlier is to use
the_(; - d) edgés to first fill the part with the largest

number of vertices, then the next largest, and so on, until

all the edges are exhausted. This basic idea is fofmalized,

t
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and a prbof that it leeds to the maximum number of

™

components is presented.

Definition 5.3.1: A graph H = (V,E) where |Vl = n and IRl =

e is partially complete if C(n=-1,2) + 1 < e < C(n,?).
, $

#e ,
I

Definition 5.3.2: A part consisting of m vertices, of a

i
graph H = (V,E) € g%, is k-compact if it contains a
' partially complete subgraph of (k + 1) vertices and m - (k +
1) isolated vertices.

|
: ‘ { .

.Definition 5.3.3: A graph 6 = (V,E) € f;/(s, e, Nys Doy vees

ns)‘is (i,k)-compact if the first (i - 1) pafts 1 <1 < s,

&

are complete subgraphs, part i is k-compact, 1 < k < n,, and
parts i+l1, ..., s are isolated Vertices.
Lemmané.é.i: Let G = (V,E) € f?,(s, e, nl, n2, eeey ns) be
an (i,k)-compact graph. Then, e satisfies

’ i-1 ‘ -
Cﬁk,Z) +1 < e - > C(nj,z) g.C(k+l;2)/ ‘ ' (5.3.1)

P J1=1

and G has at least as many components as any graph in

- [
%(S'\el nl' nzr o o 0o ¢ ns). ‘
Proof: It is clear that the inequality (5.3.1) is

satisfied, since a complete subgraph in x vertices
' T ! : - :
has C(x,2) edges. By simple/ computation, G has i -
s ) ’
1 -k + > n. components.
SEEE

/ v
To show that this is the maximum, suppose that

~

a graph different from G »fromkthe set'fiws,-e, ny,
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Mae --.0 ) has a greater number of components. Let

the jth part in this graph have nj - X, Components, 0

]
< xj < (nj = 1). Then, by hypothesis,
s [
> (n, = x.) > i ~1 -k + 5 n..
=T ) j J=T )

This implies that

S i-1
> X: < > (n, - 1) + (k-1) (5.3.2):
=1 J SES N ’

By theorem 2.3 in (Deo, 1974), a graph of (nj -
xj) components and nj vertices has no more than
C(xj,?) edges. Thus, there are at most C(xj,Q) edges

in the 30 pare. Consequently, the number of edges in

the graph,
S
e < > C(x.,2)
T
S 5, s
= 1/2(> x.° -5 X.).
3=1 J =1

Given inequality (5.3.2) and assuming without loss
of generality that nj > nj+1( 1" <3 < (s-1), by

corollary B.2 (appendix B) we have

, i-1
e <1/2 {3 (n, - 1'% 4 (k - 1)2
J=1
i-1
-3 (n. - 1) - (k - 1))
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= >  C(n,,2) + C(k,2).
FToo37 =
" Thi 2 contradlcts the inequallﬁy (5. 3 1). #

o B : , ‘ j
We now specify a graph in the set fz,(s, e, Ny, N,y
n

...., n.) such that after»d edge deletio are made the

'resulting graph requires the maximum amount of work for

.restoration. It turns out that the graph in

©

J {?(s - nl,n7,...,n ) . that atta1ns the upper bound is the
onl in whlch as many of the larqer parts as p0551b1e are

maximally connected and the remaining patts are minimally

o

connecged. The edge deletions are assumed to occur.in -the

minimally»connected parts whenever possible. Eacn sucg;
'deletion causes one‘unit of work anq; clearly, the Qork
4involved in this case is the maximum:possible. When the
edges’in'the minimally,connectedeparts are exhacsted,”the
deletions will occum in such a way that the resulting graph‘
is en (i,k)-compact graph Thls process ensures that as many
connected components as p0551b1e w111 be obta1ned Tne

followlng definitions and_prop051tlons make these ideas

s

precise. . ;
- . N ov ) ég e
Definition 5.3.4: Let g = (V', E'), where IV'] = m and |E']|

= e,lbe a component of a graph. Suppose for some k, 2 <k <

(m - 1), C(k, 2) 1 <e- (m-k - 1) < C(k+1,2). Then, g is.

’k -packed 1f it contains a partially complete subgraph of (k-
e D

+ 1) vertlces,‘q.m1n1ma11y connected subgraph in the

,remaining'(m—k—l) vertices and exactly one edge between the

\

. .
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‘two"subgraphs.

Definition 5.3.5: A graph G = (V,E) € g, (s, e, ny, nyy wuuy.

ns)'is (i,k)-packed if the flrst (i - 1) components, 1‘5 i«

's, are complete subgraphs, component iis k- packed 2 <k <

n

j» and components. 1+l vesy S are m1n1ma11y connected.

i

Note that the number of edges, e, in an (i,k)-packed

graph satisfies the following inequaiity:

i-1
> C(n.,2) + C(k,2) + 1 < e-p <
-';T :) —_
. J .
i-1 )
> C(n.,2) + C(k+1,2),
FT)

where p is the number of edges in’ the m1n1ma11y connected
S

sections of G (that 'is, p = > (n ~1)-k).

J=1i

Proposition 5.3.5: Let G

(V E) € Jg,(s, e, l' ceeey N )
be an (i, k) packed graph Then, for any glven number of

deletions, d, the maximum amount of work required for ‘the

restoration is attamned for G ..

Proof: Case (i) 1 < d < p.;

That is, the number of edge deletions is not more
than the number of edges in the m1n1ma11y connected
parts of G . Conseguently, each deletion in this
range‘increases the number of=conponents‘by 1.
Clearly, this is the max imum possible, 

Case (ii) p < d < e
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It is_cléér that the deletion of the d edges can be

made_from G such that the modified graph is an
(i,kﬁ—cqmpact graph in éé%(s, e-d, Nyr Moy eues hé),’
By lemma 5.3.4, this.graph‘ﬁaé the maximum number of
compenents; By lémma 5.2.2, the number of-édge
aéditioﬁé reduiréd‘fof réstorafion i§‘the,maximﬁm; #

o

g_We‘now present the expressions forcthé upﬁérjbound°for
the different possible cases of d. In}tially, each deletion
causes' 1 uniﬁ.of'WOrk. Then, the (k + 1)5? vertex of the‘ith
component is isolated. The ‘isolation of this ver#e& may
involve-a number'of4delétions. The other cases consider
'situatfons in which some edges are to be deleted from |
com?lete SUbéraphs“Fof tﬁese.cases,.tbé amount ofﬁwork is
‘:expfesséd as a,functfon of the’numberlof edges deleted ffom.
a qompleté subgraph, énd the nﬁmber of vertices in the
complete subgraph.'

K

i
[

Proposition/é.g.gﬁ Let G € f% (s, e, nl; nz) “eer nS)'pé

such that for some i, 1 < i < s, and for some k, 2 < k < ng,

e satisfies

-

i~ .
C(nj,2) + C(k,2) +.1 < e - p <«

I

1=1

—

i-

[l

—

C(n.,2) + C(k+1,2).
= J

]
If the perturbation‘idvolves d edge deletions,

©

then
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d if d < p (minimally connected portion)
™ .
) \
pif p< d < g (edges between the (k + l)st
vertex and the.comﬁlete subgfaph“
L . * ,th
of k vertices in i part)
W(CC) << p+ 1 if d = q (the (k + 1)°% vertex above is.
isolated)

P+ 1+ f(k, d=-q) if g <d< b,_, (edges in

1
the complete subgraph of size k

in the iFh part)

.j = (nj - l) +'f(nt' d f bt) 1f‘bt <.d < bt—l_
\ ’7:(edges in the*tth part for some t)

1

where for t, 1 <t < i-1,
C(nj,Z) (wheré_bq=e),

q = bi—l - C(k,2) (number of edges not in the -

$ maximally connected sections of G )

and»

f(x,y) is the minimum amount of work to restore a'cluster,'
which is oriéinally a complete subgraph of size x, after y

deletions occur. f(x,y) is shown in lemma B.3 (appendix B)
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.to be <1 + 4y / (2x-ll,‘whichrsays that for each deletion
“the amount of work for restoratlon 1sJ roughly,” (2/x)

Proof: Obv1ous. : o - . #

~ Suppose the perturbatlon 1nvolves both edge add1t1ons
and edge deletlonsr The upper, bound for the amount of work
due to additions,‘w111 be achieved- 1f the perturbatlons
resultlng in edge additions occur between components since
every edge so added nust f1nally be removed Thus, if the
number of edge addltlons is not so large that all addltlons
can occur between components, then°the boundsmof proposition
5.3.6 w111 be 1ncreased by the quant1tyaa' the‘number of
inter- cluster additions. When the number of 1ntra cluster

ecge add1t1ons, (a - a'), is not zero it is' easy to see .that

- the maximum work will be attained for an (i' k')-packed

‘vgraph of (e + a - a'") edges. Consequently, the values of P

3
appropriately modified.

g, and b 1 <3 5 i—l, of propos1tlon_?.3.6 will have to be

5.3.3 A Comparison gﬁ-the Bounds

In this section-the results concerning the lower and
the ubper bound; are summarized. Given a graph G €
%?(s €, nl,...,n ), let the changes 1nvolve d deletlons and
a‘addltlons. Tt was ment1oned earller that to achieve the
lower bound, whenever poss1ble, the additions must be within

c0mponents; for the upper bound, however, the additions

would be between components. For convenience, assume that
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rﬁe hpmber of addit{onslof these twg types aregheld constant
‘indepéndently of each-mther.rThat is, let a' be the'humber 
of additioné berween'componenrs and (a - a') thé.numbér'bf‘
additions within. |

Figure 5 characterizes the bounds of the CC definition
r%lative‘to the actual a@ount of‘workvneeded for the«MCSr.
vdéfihition.vThellihe for W(MCS) sﬁdws that each deletNon
increésesvthe’émount.of work by 1. The uﬁper bourid for =C)
overlaps with the line for W(MCS) up to a derrain point, and
thenlincreéSés,at a decreasing rate. The values of pf, q'
and bj', 1 < j < i-1, are 6b£ained‘using the 'steps in
'proposition'5.3.6 .but in reference to an (i',k')-packed
graph € f%r(s, e+a a', 1,-..;. nS). In other words, wheﬁ (a;
- a') intra-cluster edges are added to an (i,k)lpacked‘qrabh

“in e edges (in. such a way that the desired structure is
AN

W

reta1ned) the‘values of i and k may be modified to i' and k'

réépectively. Théilower,bound for W(CC) initially remains at

a' and, after (d - z - (a - a'))_deletions occur, increases

- ‘ : o ‘ : S

‘at the .same rate as W(MCS) provided (a - a') < S (nj - 1).
o S : . - ] l

If (a - a') > > (n, - 1) then, as shown in proposition

5.3.3, W(CC)’remalns at a' irrespective of d.-
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Chapter A

SUMMARY OF FINDINGS AND PROPOSALS FOR FURTHER RESEARCH'

A review of techniques for the classification of terms

indioates, for the most part, that the utility of currently

1

available fully automatic methods is, at best, marginal. In

this regard, Salton (1972a) states

"For the present time, a combination of manual and
automatic thesaurus me&hods therefore appears most promising
for practical appllcatlons, involving the following steps

- a. automatic common word recognition;
b. manual term c1a551f1catlon,
c. automatic reflnlng of the manually
produced classes." : :

Typlcal examples of such thesaurus reflnement are the.

_ methods of Gotlieb and Kumar (1968) and Dattola and Murray

(1957). A vast majority of -these semx automatic -and fully

automatic methods measure the simiiarity between terms based :
)

: on the hypothesis that the more often two terms, tend to

cooccur, the more likely they are to be SUbstltutable for -

w

each other. .

In this the51s, an automatlc method for determ1n1ng the

relatlonshlps between terms is proposed The method uses

relevance Judgments obtalned in relatlon to a sample of user

querles. Currently ava11ab1e methods for the c1a551f1cat10n

of terms only 1dent1fy similar’ terms in the sense of terms
be1ng synonymous or belng substltutable for each other. In
contrast, the method proposed in ‘this work can also 1dent1fy

terms . that are dissimilar in meaning or in the context that

‘they provide to documents and queries. The term

116
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I
i

relationships obtained are incorporated into the retrieval
process by using a generalized similarity function. More

specifically, whereas the basic similarity function |

determines the qloseneSs between a document and a request on

the bas\is of énly théﬁmatches in the index terms, the
generali-ed;function also takes’ the relationships between
terms into account. | i

uTwo‘strategjes that differ in the~scope of term
relatfonships that'the; establish are dvaluated. The
relationships between terms derived from one of these
‘stra;egies isAconsidefed global since the set of term
reiationships obtained are applicable to the Colleétion of
" documents and queries as a whole. On thé other hénd, the
other strategy obtéinshlécalizea term relationships which
_are applicable only to a relatively more homogeneous
‘subcollection of the documents and the quefiés. Irrespective
_of‘thevscopé of the relationships between terms, the |
retrieval performance,when‘these relationships are used is
found to be better than when they are not. Furthgrmore,iit
is found that the lécalization of the term rglatidnships
fesults in more effectivg fetfieval,than thp; of»usiﬁé
global relatidhships.»The former stra;egy is also mqfe

attractive since it requires a smaller amount of storage.

»
’

The effect of document frequencies of terms.onithé
significance of their relationships to other terms is |

investigated. Intuitively, since a term occurring in many



118
) "y

documents has a fairly broad scope, the relationships it Has
to other terms is likeiy to be vague or imprecise.ldn the
contrary, terms that occuf in a small number of documents,
_becausé of their narrower scbpe,.may exhibit less
variability in their meaning. Thus, the relétionships
between térms that 6ccur in:just a few documents ﬁay bé
expected to-be more Significant for retrieval purpdseé.'
Experimental res&lts obtained confirm this intuitive

assessment.

One of the‘difkiculties invpérformiﬁg‘éxberihental
investigations‘of document retrieval.processes stéms from
the fact that thgse processes are usually determined by.
numerous‘parameters. Siﬁce there exist aJlarge number of
reasonable combinations of Qalues‘for the parametérs,_a very
vlarge numbér bf experiments may have to be run before proper
values.cah be selected. Thus, the experimental analysis
often becomes very tedious, Iﬁ the cur;ént prbblem, phe
generalized similarity functﬁon'used to measure the
élosehess between é GOCument and a request consists of three
components; a térm match component réflecting the extent to
which index terms chosen by.thé indexgpwmatcﬁi(;fpositive
cohponent which measures fhe e#teﬁt to which terms in the:
document are similar to thosé in the query'énd a8 negative
éompohéht'méasuring the dissimilatity between the terms in
" the two itemé. Clearly, it is important to determine, by
expetimentation or’otherwise, the rglative‘importance of

these components in achieving improved retrieval

r
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performance. It is shown that a multivariate statisti,c(alI
_ &

method known as digcriminant analysié can be used to assess
the discrihinating power of the components. This approach
reduces the numbdr of parameters that have to be analysed
experimentally. The anélysis'shqws that the té;m match i
component which is based on indexer provided information ié
at least as important as the two term relationship

COmponeﬁts combined. Furfhermore, thé positive component is
 found to haVe‘more discfiminating_ability than the hegative

component.,
. :

The combuting time for the proposed method is roughly
proportional to the number of document-request pairs
processed. This aspect renders the approéch viaﬁlé in a‘
practical e%vifohment}

In‘com%aring the proposéd method to the earlier
methods, baled'on the cooccurrences of terms, it is easily
seen that the information obtained from the cooccurence
§tatisticsfﬁs quite distinct from the relevance'informat{on

. i R

that our meihod uses, It may, therefore, be worthwhile to
consi@ér methods by which a retrieval system can benefit
from both kinds of information. The proposed method also
differs in the sense that pbsitive and negative

)

relationships between terms are determined. Thus, the idea
of constructing ‘classes of terhs‘is not appropriate. This

aspect creates difficulties in interpreting the meaning of

independence of scale in our context. Furthermore, sSince the

i
4
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‘proposed method is order dependent, the eommonly used

'approaches to the assessment of‘stability are not applicable

to our situation. These problems may be investigated in a

future study.

The literature survey of the various methods of
clasSificat{on also reveals the predominance of graph
theoretic clustering schemes in document retrieval
applications. Many studies have evaluated such methods from
the ooint of view Qf effectiveness and efficiency. In the

"

current study the stability of a number of commonly used

grabh theoretic clustering methods is analysed.

~

A measure of stability that determines the disturbance
in a set of clusters as the minimum number of operations
required to restore the set of modified clusters to the

’\

orlglnal ones is adopted. A number of families of- graph

theoretic cluster defining schemes, referred to as adjacency

.

"~

oriented, are shown to include two well known meﬁhods of
defining'clusters; connected componehtsband maximal complete
subgraphs. The connected component method is shown to be
more stable than any adjacency oriented clustering method
irrespective of the initial graph and the perturbations that
take place. The magima1>complete sUbgraphs are found to

represent the worst possible case in terms of this measure

of stability. Furthermore, it is shown that for certain

famili of ad]acency oriented clusterlng methods the

?
various members in the famlly are ordered with Teg;ect to

LS
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the measure of stability. A lower and an upper bound for the
measure of stability, when clusters are,defined as the
connected components, are derived.\These bounds are the

tightest possible.

Analysing the stability of the clustering schemes that
are not adjacency og}ented in terms of the the measure of
stability adopted in this work is a very promising area for

-

further research.
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APPENDIX - A

J s

EXPERIMENTAL DETAILS FOR THE PROPOSED METHOD

A.l Determination'9£ the POS and NEG Counts R
; "~ ' \
For each DR pair not satisfying assessment and for each
DR pair satisfying'aSSessment with the cosine - functlon, but
not w1th the new similarity functlon (3 1.2) based on the
ost current p051t1ve and negative counts, perform the
follow1ng steps (Note: All the DR palrs of the former
'category are processed before any of the 1atter)
STBP 1. _Identlfy the sets (D R) and - (R D).
STEP 2. ;For every potent1a1 term pair (tl,t ) e (D-
" R) & (R—D);"lf D is relevant to R then
) increment POS(ti,tj) by 1 elsezincrement (‘ .
NgG(ti(tj)“by 1.
' ‘ LI § : o o
Futhe? details on the implementation of these steps are
'presented in (Senda, 1978).

{
!

A.2 The Strategy for selecting the Evaluation Set of

Queries
STEP 1. —  Assign all the gueries to the base set.
STEP 2. Consider each query in turn. If every term
in this query is present in at least one -
. : query .(other than_ the one being considered)

R . - 129
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in the base set, then assign the query to

the evaluation set; and remove it from the

-

pe

base set.

v

Note that the result of th1s procedure may depend on’

the- order in which. the quéries are processed

»

A,3 The Incorporation of the Relationships Between Terms

into the‘Refrieval Process

Consider the new similarityvfunction (3.2.1). The

[y

details of the functions 9, and 9, are‘provided here.

Given D and R, let (ti,tj) be a potential term pair in
(D-R) & (R-D). The change in the new similarity value due to

‘this pair of terms is

0if @ =0 -

={(a, / | (D-R) I*I (R=D) 1) * €ty P FW(E e TiE *6 > 0

1. —R) | * - * « :
(ag / 1(D=R)I*|(R-D)I) C (._ti,tj) W(ti,tj) if <a
where w(ti’tj) is a weight of importance, between 7 and

1, associated with the pair of terms-t._énd tj and the

divisor I(D—R)I * I(Ris)l is a normallzlng factor._ The above

form ensures that the overall effect of term relatlonshlp

components on the modlfled similarity function is betweep
-a, and +a,. A number of alternative forms of W have been. .

used, which we describe in the following appendiceé.
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"A.4 The Weighting Functions El and ﬂz

The prlmary objectlve in the usage of weighting
'functions in our exper1ments is to develop an understandlng“
of the relative s1gn1f1cance of the relatlonshlpsibetween
various term pairs. In other wOrds,nthe{weight functions:
‘provide a mechanism by which different criteria for
spec1fy1ng the usefulness of the relatlonshlp between a. patr
of terms to. the retrieval process can be tested

~ . N

?

The detalls of the welghtlng schemes are best described
1n reference to Figures 6 and 7. The flgures represent a
graph in whlch the axes are the’values of positive count and
k * negative count, where k is the balancing factord
fescribedrin section 3:1.2. The term pairs oh the lihe P=n
have a \fi value of zero and their relationships are,
~clearly, not 51gn1f1cant \The palrs of terms in the shaded
reglon (bounded by n = p and P =>n *m + c) are a551gned a
weight of importance'of’at most w. But the palrs in the
unshaded regﬁon which are farther'away from the line p = n
are considered more significant and are,‘therefore, assigned

a weight of at least w.

tet p' denote'the positiQe count and n' the negative
count times k for some-potential'terh pair (E"}t ) Fur ther
let p' > n'. Then, in reference'to Figure 7, suppose (p',n')
is between the lines p = nand p=n * m + c <p=n*rm+ c
and n=92>. Then,;the,larger thedvaiue of al/a (dl/d> the
farthbr away the point isvfrom the former line and the

— . o
. - 3
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n = NEG Count * k

-0 —>

DI T p= POS Count

FI&URE 6. Representatlon of term pairs that are 51gn1f1cant1y

posx;lvely or negatlyely related (unshaded reglon) m is a

chosen gradient and ¢ is a' chosen constant. v

]
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n=NEG Cﬁdunt_

p max

-«C—>

p = POS Count

FIGURE 7. Illustration of the variables in the weighting
functiqns. Point (p',h') corresﬁonds to ;he positive
and negative counts of some term pair. Pnax is the
largest positive count among éll potential term pairs;

m is a chosen gradient and ¢ is a chosen constant,
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closer it is to ‘the latter line and, -consequently, the more
51gn1f1cant is the relationship between the corresponding
term pair. Another factor that has some bearing on the

s1gn1f1cance is the ratio p' /p where Pn is the largest

max"’ ax

positive count obtained over all potential term pairs. If

; .
two term pairs have the same value for a /a <d /8>, but one
term pair has a larger p051t1ve count, then more statlstical
ev1dence has been gathered for the larger case. Hence, the
higher the Tratio p' /pmax the greater is the significance
attached. The function Wi chosen meets the specifitatidns

R

described above.
f ’_ * ] : ] K] 3

W+ (1-w)*(d,/d)*(p /Prax) if (p',n") is
J - ' in the'unshaded,region.

(t;,t.) = RN

* * ' N .
Ly (al/a) (p /pmax), otherwise,

The weighting fuhction w2 is a particular case. of W,
where the‘factor p'/pmax is dropped for both the shaded ang
the unshadegd regions. w2 can.be considered to place more
credibility on the relationshipS'obtainedqby our method than
Wl in the sense that the weights of 1mportance are larger as

a result of the factor dropped

.

In the discussion above it is essumed that p' > n', If,
however, p' < n' then the treatment is Symmetric. For the

experiments reported here, the value of the parameters w and
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¢ are chosen to be 0 25 and 1 respectxvely. The gradient m .

" is taken to be 2 for the ADINUL collection and 3 for the

CRNANUL collectlon.'

A.5 The Weighting Function W,

The objective in devising tne function.vf3 is co

- appropriately incorporate the ingormation concerning
document/frequencies of terms into the process of weignt
assignment. As terms with high document frequency are not
used in the process of obtaining term relationships, the
weighting function is specified as a function of the terms
in the guery that arevacceptable fof processing Terms are
consxdered to have high document frequency if they occur in
more than (n/10) documents, where n is the number of
documents in the'collection (Salton et al.é 1975) . Let the
other terms'be referred es low decument frequency terms.

. Then, the function W is specified in the following way.

(w + (1-w) * q * (d,/8y*(p'/p__ ) if (p',n')
o 3 max

{ - is in the unshaded region.

3 ttirtyt T o _~

w* g* (al/a)*(P'/P ), otherwise.
— A .

max
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where co ' : o
1 4f (n/10) > x > 0.67 * (n/10)
g = J2 if 0.67 * (n/16) > x > #.33 * (n/10)

3 £ 0.38 * (n/1@) > x > o

and x is the average document frequency of the terms that “a;§
;?

.are in the query and have low document frequency. Thus, the

smaller the value of x‘in the rgnge ¢ to (n/10), the larger

is the fattor q. Thi} featureﬂfﬁiﬁ s the relationships ¢
< 7 ) . ' R “/
between terms of low documenx,ﬁﬁ e ‘ .

A.6‘Method of ggﬂpariqg Di fferent Retyieval Strategies
: - T . s J .

and the Computation of Statistiedl Significance "_ .

”

.Given two metheds, say A and B, the precision values at

¥

3

the various recall levels are computed for each query fop
the two methods. These measures are dependen; on ;hé size of
the.retrieved document set, Four additionai ﬁeasufes,\
referred to as normalized recail, normalized é}ecision[ rank
recall and log pPrecision which are not dependent on fhe
numbe; of documents retrieved are also determined. Thus, the
*comparison of the qffectiVeness of the th‘methods is bésed;
" on li of precision,valués (those "at recalls 4,0.1, .....1),
and the four globél measures mentioned. |

. . ‘} v R
For each of’/the above measures the SMART system

%o ‘ .
computes the probability of the average difference .in the .
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- N
measure between®the methods being as large as that observed

‘Aif in fact the two‘methods are equally good. Since it is
" difficult to judge a system s performance by u51ng 1“

dlff&xent probablllty v;ﬁues, an aggregate probab111ty value-

1s computeg Assumlng that the various individual tests are
Aindependent, the sxgn1f1cance°of this aggregate probablllty
'constitutes.aisingle‘numberlﬁndex of thefrelative
performances’ofkthe'methods.llf this agg%egate probabilfty
dcestnot exceed G.Géi, thenrit may be_conclud;g that most of
the ind}yidual probabilities are smailer than 2.05 (Salton

; and Lesk, 1958). In other words, at this significance level,
vforAthe majority of the evaluation measures‘onbghich the two
v'nethods are compared thereAisvless‘thah 1 out of 26 charnces

of the average difference being as. large. fhus, the null

" hypothesis that the two methods are equally good may be.
rejected. \
-

‘The SMART system provides a number of alternatives for

7 ’ ) . . : .
computing these probabilities. The tests available are the

- t-test, the sign-test and the Wilcoxon signed rank test. The

<

tetest and the wilccfcn,testSatake information concerning

the magnitude of the differences in testkstatistics'into
accountc Thhs;‘they require assumptions’about\the
distribution of theounder1§ing data. The sign &esué however(v -
, SR « » ‘ o
considers only thersign of the differences, and the

probabllaty of observ1ng a pos1t1Ve dlfference is taken to

be the same as. that of. observ1ng a negatlve d1fferencé@$

(1/2). Slnce thlS assumptlon is less demandlng, the

=
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discussions in section’3.6 are based on the probabilities

determined using the sign test. \\;
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APPENDIX — B

5

‘TECHNICAL.RESULTS RELATING TO STABILITY ANALYSIS
consider the problem:

iven L. ¢ 5 < n, such that e |
G 3 1 _‘] < ?, sgr : L1 > L2 > Lnf

4

; : n . ‘
maximize > (x:2 - x3) o (1)
. < =7 J
J
i
. n
subject to the constraints > Xy = S for some constant C <
n =1 ' :
> L. and 6 < x. < L. for each J.
3=1 1 -3 —- 3] ,
o v 1:1 7 _
Lemma B.1l: Let C = > L. + b, for some i, 1 <1< n, and
, ‘ o 3=1
some b, 1 £ b < Li’ Then the following 1s a maximum solution
o (). | | o | -
j_= Lj for 1 < 3 © i-1, x4 % b, and  , C ‘ \(1
Xy = g for i + 1 <3 £ n. , » ' (2)

Remark: It is clear th%t both (xl, Jee X g eee Xigoeee xn),

_ s t
with X = G‘andvxt £ 0 andv(xl,...‘xt,.,. s
the .same )
f':'?‘
n ’ 2 : |

value for > (x.7 - ). Thus, we shall assume thétxall
jl ] J ¢

_non-zero values must occur in the/beglnnlng.

Proof Suppose %%§3ps nog a max1mu% Then, let
. 4 : - o
‘i “ vy vpr teer Y (3)
be m}max1mum solutlon dlfferent from (2). Let s be

the smallest 3 such that y < Li. Let t > s be the

b @
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< smallest j such that yj > 0.
Casg(l). Yo 2 Ye | |

' - - ~_> .
Let Yg' T ¥g t 1 and Ye T Y. 1. Then, by 51mple
computation it can be shown that

o : _ : .
preeYoyr Yo'o Yappoees Yeogr vy Yesrroee Yp)

is a better 'solution to (1) than’ (3), contradicting

- the maiimality of (3). ‘ |

'~ Let a new solution be formed with ys' = Yy, + 1 and
‘ yt' = Y - 1. None of the constraints are violated '
as Lo > L, and y_ < L,. Again, it is a simple matter

to show that the solution with y,' and yt‘ replacing

ys‘and yt'is better than (3).

f
4 o A

B.2: suppose problem (1) isemodified So that > =
32— Ly + b. Then, solving this modified problem is

3

eguivalent to'solvihg'(l) since > (x.2
, oS S

- ¥X.) is a nhon-
J=l J .

decreasing function. Furthermore, the maximum®alue is

i-1 i-1
£ > L.° + b2 - > L. - 'b}.
3T ) 3T 0

LN

Lemma B.3: Given a complete graph G in n vertices, suppose i

edges are deleted from G. If f(n, i)‘is the minimum number

of‘edge additions requited to méké the resulting graph

connected, then

f(n,i) < 1.+ (4i/(2n-1)).
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It is clear that f(n,i) will be the maxxmum if the

deletions are made in such a way that the perturbed

graph has the largest‘number of components.

From lemma 5.3.4 we can deduce that a graph in
c(n,2) - i edgeé and n vertices that has the max imum
numbe{ of components has (n - k) isolated verties

and a partlally complete subgraph in the remalnlng k

vertices, if C(k,2) + 1 < C(n,2) - 1¢ C(k+1,2).

Thus, f(n,i) < n - k. Expre551ng k as a function of
n and i, we have

f(n,i) < n - ([{-1+ somu + 4(n(n 1y - 21)1}/?‘| }

A

n+ 1/2 - SORT(1l + 4n - 4n - 81)/2

=

n+ 1/2 -'SQRTk(zn—l)2 8i) /2

n+ 1/2 - SORT (2n - 1

2S0RT2i) (2n = 1 +°
% : .

25orT21) /2. 1 W . o

e :

n % 1/2 - (4n2'-k4n _ gi-+°1)/(4n - 2)

!

since éQRT(a b) "> 2ab/(a+b) for @y b > 0

I~

1 + 4i/(2n-1).

‘1.+'i(2/n)




