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Abstract

Magnetic resonance imaging (MRI) is a valuable medical diagnostic technique due to

its exceptional soft tissue contrast. Unfortunately, standard clinical MRI systems have

limited accessibility worldwide, especially in developing countries, due to high costs,

high weight, large physical dimensions, and maintenance and operating complexity.

Standard MRI systems are currently inaccessible to over half the world’s population.

In MRI accessible regions, they are the bottlenecks of the clinical workflow due to high

patient volume and low scanner numbers. Portable, low-cost, and clinically relevant

MRI systems have many applications worldwide, such as alleviating accessibility issues

in developing countries, rural areas, emergency rooms and medical clinics for point-

of-care diagnostic imaging. In addition, mobile MRI systems may find application

in ground and air ambulance services, in the military, and even beyond Earth on

long-duration spaceflight.

Standard MRI systems use gradients of the main magnetic field for spatial encod-

ing, requiring expensive and bulky hardware. A novel MRI encoding method, called

Transmit Array Spatial Encoding (TRASE), uses the phase of the radiofrequency

(RF) field for spatial encoding signal rather than applying a switching B0 gradient.

TRASE removes the need for the entire standard B0 gradient system and relaxes

the main magnet’s homogeneity requirement, leading to compact, lower cost, and

portable MRI systems. However, the first in vivo TRASE MR wrist images, obtained

in 2013, were acquired using an immobile 0.2 T magnet and with low spatial reso-

lution due to RF hardware limitations. The objectives of this research were to (a)

design and construct a new RF amplifier to improve TRASE spatial resolution; (b)
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design and construct a new portable magnet for TRASE to reduce the overall weight,

size and cost of the system; (c) investigate magnetic field modifications allowing in

vivo TRASE imaging on the constructed portable magnet; and (d) design and con-

struct an accurate magnet rotation system that would simplify the 2D TRASE MRI

hardware and acquisition technique.

An RF power amplifier is an essential component in all MRI systems. Unfor-

tunately, no commercial amplifier exists to fulfil the needs of the TRASE MRI

technique, requiring a high duty cycle, high RF output power and independently

controlled multi-channel capability. Therefore, we designed and constructed an RF

power amplifier and tested it on the bench. In addition, the amplifier performance

was tested using a 0.22 T MRI magnet with a twisted solenoid and saddle RF coil

combination capable of single-axis TRASE. We showed that the amplifier is capable

of sequential, dual-channel operation up to 50% duty cycle, 1 kW peak output per

channel and highly stable 100 µs RF pulse trains. Furthermore, high spatial resolu-

tion one-dimensional TRASE was obtained with the power amplifier to demonstrate

its capability.

Although TRASE resolution was improved with the new RF amplifier, the main

magnet prevents portability and has high associated costs. Recently designed Hal-

bach magnets, made of permanent magnet blocks distributed around a cylinder, used

for portable MRI systems are much lighter and more compact than standard biplanar

permanent or superconductive magnets. However, improved designs and manufactur-

ing techniques aiming at a lower weight and smaller external size are of continuing

interest, especially for space flight applications. In this work, we designed and con-

structed a 67 mT Halbach magnet with a very low aspect-ratio (length per inner

diameter ∼ 1:1) that produces almost identical homogeneity (11,152 ppm) as simu-

lations (11,451 ppm) within a 12.7 cm diameter, 1 cm long cylinder region of interest

(ROI). The magnet support structure was 3D printed ring-by-ring and assembled

coaxially. The final magnet weight is only 25 kilograms and may be disassembled for
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transportation.

Although the constructed Halbach magnet is compact and portable, the remaining

field inhomogeneity is not well suited to slice selection using the twisted-solenoid

TRASE RF coils. Therefore, the bare Halbach magnet’s field requires adjustments for

in-vivo TRASE MRI. As a first approach to field adjustments, a simulation study was

completed to determine the feasibility and performance of various permanent magnet

block configurations used as a shim array to achieve a desired target field in the

ROI. Although the presented shim arrays would be inexpensive and straightforward

to manufacture, excitation volumes are always present outside the ROI, requiring

further field optimization or development of a new receive system to allow in-vivo

TRASE.

Despite the magnet’s field inhomogeneity, magnet rotation allows a 2D TRASE

image acquisition using two RF transmit coils rather than three, significantly reducing

challenges with RF coil decoupling and reducing costs due to one less required RF

amplifier channel. Accurate and high-resolution angular rotation of the Halbach

magnet was achieved using an inexpensive stepper motor and driver. The proof-of-

concept was verified by obtaining a set of 1D TRASE projections and using this data

in a 2D TRASE reconstruction technique.
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Chapter 1

Overview and Motivation

1.1 Background

Magnetic resonance imaging (MRI) provides high quality diagnostic images for an

extensive range of diseases (in particular, cancer, neurological disorders or osteo-

porosis), among other imaging techniques, such as Computed Tomography (CT) and

Ultrasound (US) [1, 2]. Nevertheless, CT scanners are still used today for diagnosis

of many diseases such as stroke and US has greatly improved patient management

such as maternal health. However, MRI provides important information, such as de-

tailed quantitative and qualitative data regarding internal structures, physiological

functions and molecular compositions of human tissues [3]. Figure 1.1 compares CT

images of brain tumors to various MRI techniques [1]. Similarly, Figure 1.2 shows

the advantages MRI offers compared to US in fetal and neonatal brain imaging [2].

MRI, a non-invasive and non-ionizing radiation imaging method, is possible due

to the nuclear magnetic resonance (NMR) phenomenon. The NMR phenomenon is

based on the interaction of atomic nuclei that possess intrinsic angular momentum

(i.e., spin), such as protons, with static (B0) and alternating (B1) magnetic fields.

Since human tissue contains water and fat, a source of many protons, the polarizing

B0 creates a net magnetization (M) from a collection of spins which is detectable

when applying an alternating B1 field. In addition to the B1 field, magnetic field B0

gradients are applied in three dimensions for spatial localization of the protons. The
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Figure 1.1: Images of the same brain using different diagnostic techniques [4]. A
non-enhanced CT image of the brain compared to various MR imaging techniques.
(A) CT, (B) T1-weighted, (C) T2-weighted, (D) FLAIR, (E) diffusion-weighted, and
contrast-enhanced (F) transverse and (G) sagittal MRI images. (H) Histology con-
firmed a non-malignant brain lesion. Figures obtained from Huang et al. (2018) [4]
with permission under the CC-BY-4.0 license.

subtle differences in proton density and/or relaxation times allows high-quality MRI

of human anatomy. For this discovery, Peter Mansfield and Paul Lauterbur won the

2003 Nobel Prize in Physiology and Medicine [3]. Moreover, MRI is not limited to

proton detection but can be applied to many other biologically relevant nuclei such

as sodium-23 [5] or phosphorus-31 [6].

The first MRI systems were low-field (LF) systems (Figure 1.3); however, today,

high field (HF) MRI systems represent about 85% of the market size in Europe and

North America [7, 8]. Interestingly, in 1983, researchers proposed the application of

a compact and easy to install very low-field (20 mT) MRI system for emergency use

yet with moderate commercial and clinical success [9]. Nevertheless, faster MRI scan-

ning studies more applicable to the clinic were enabled by higher field MRI systems,

since stronger magnetic fields provide stronger MR signal per time (see Equation 2.8

and discussion of signal-to-noise in section 2.1.4) [8, 9]. Although HF MRI systems

dominate, LF MRI systems are currently also used in the clinic due to novel hard-
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Figure 1.2: Images of the same brain using ultrasound and MRI scanners [2]. Fetal
(a-b) ultrasound images and (c) T2-weighted MRI scan. (d) Neonatal ultrasound
compared to the (e) MRI scan. Figures obtained from Knoop et al. (2020) [2] with
permission under the CC-BY-NC-ND license.

Figure 1.3: (a) One of the first MRI systems capable of producing human images
was housed in Paul Lauterbur’s laboratory [7]. It comprised an electromagnet gen-
erating a magnetic field strength of ∼93.9 mT (b) Classification of MRI systems by
field strength [8]. Figure (a) obtained and modified from Marques et al. (2019) [7]
with permission under the CC-BY-NC-ND license and table (b) was modified from
Sarracanie et al. (2020) [8] with permission under the CC-BY license.
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Figure 1.4: Global statistics regarding the number of MRI scanners per million people
by country [8]. Figure obtained from Sarracanie et al. (2020) [8] with permission
under the CC-BY license.

ware developments and techniques, such as parallel imaging or high quality gradients,

enabling high resolution imaging within a reasonable scanning time [10]. These LF

systems provide some advantages over high field systems, such as an open geome-

try allowing easier patient access, lower specific absorption rate (SAR) and easier

integration with therapeutic equipment, such as the Linac-MR for adaptive radiation

therapy [11]. Furthermore, LF systems may provide better contrast for certain tissues,

for example, gray and white brain matter due to larger relaxation time differences at

lower fields [12, 13].

Despite the importance for healthcare, MRI has limited accessibility worldwide.

Currently, 54% of the world’s population has only 1 MRI unit per 1 million people,

and over 90% of developing countries has no access to MRI (Figure 1.4) [8, 14–16].

MRI systems are disproportionately available in high income regions; while in regions

such as West-Africa only 85 MRI scanners serve a total population of 350 million,

correlating with the countries low gross domestic product [16]. In addition, eleven

countries in Africa with a population between 1 to 67 million have no MRI scanners

[14]. While small amount of MRI scanners remain an issue in developing countries,

MRI systems have become the bottlenecks of the clinical workflow contributing to
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longer patient wait times in the developed countries (Figure 1.4) [8]. The current

MRI research and clinical landscape focuses on improving sensitivity, spatiotemporal

resolution and contrast agents, which promotes the model of “a general-purpose MRI

scanner in a centralized healthcare location” to image all human body parts [17]. A

recent survey reported that medical institutions in Canada had a median number of

1000 patients on a waitlist for an MRI exam; while some patients were waiting three

years [18]. However, the survey noted that urgent cases for MRI exams are completed

within 24 hours [18]. Strategies for dealing with long wait times put demands on

facility personnel to increase MRI operation hours, purchase more scanners or upgrade

current MRI systems to scan faster [18]. Although MRI is accessible in these locations,

the immobility of MRI systems prevents access for certain patients such as newborns

in the neonatal intensive care unit (NICU), since it is often life-threatening to move

neonates to the MRI within a hospital [19]. Portable and low-cost MR systems could

potentially alleviate many global healthcare pressures.

Although modern commercial MRI scanners can generate diagnostically useful im-

ages, they require ample dedicated physical space, have high purchasing costs (∼$1M

CAD per 1T) and maintenance costs (∼$0.20M CAD per year). Standard MRI sys-

tems are also loud, immobile (although vehicle-mounted standard MRIs are feasible

[20]), and require trained personnel to operate. These MRI disadvantages bring chal-

lenges to global healthcare systems [14–16]. Considering magnets used in standard

clinical MRI systems, superconducting coils are used to produce a field strength of

1.5 T or 3 T. Superconducting magnets produce a homogeneous and strong magnetic

field over a large imaging region (∼ 50 cm diameter sphere) [21]. Unfortunately, su-

perconducting wire (kilometres of length is needed) is expensive and must be placed

inside a large cryostat. The magnets are large (typically > 2 m outer diameter and

> 2 m long) and heavy (3-6 tons) [21]. Considering a clinical 1.5T MRI scanner that

costs a total of $800k USD (∼$200k USD for components assuming a 4× estimated

markup), a recent paper identified that the magnet and cryostat hardware compo-
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Figure 1.5: The estimated hardware “parts” costs for a new, low-end 1.5T MR scanner
[17]. The authors note that these costs depend on the detailed specifications and are
proprietary figures in the industry. Figure obtained from Wald et al. (2020) [17] with
permission from John Wiley and Sons under license number 5324531161083.

nents alone contribute more than $76,000 USD of the total MRI system (Figure 1.5)

[17]. Cryogen-free superconducting magnets are available but are similar in size and

are as expensive as cryogenic versions [22], [23]. Permanent magnets producing a

lower field (0.2 T or 0.5 T) are available, such as the 4-post or C-shape designs, but

are even heavier than superconducting magnets due to the required magnetic pieces

and steel yoke structure [21, 24].

In addition to sophisticated magnets, standard MRI systems contain complex and

expensive switching gradients to generate the high-quality MR images, contributing

to its limited accessibility. The MRI gradient amplifiers usually weigh over 200 kg

and require a stable three-phase power supply and often water cooling [8, 17]. Stable
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three-phase power is an issue for many developing countries due to frequent power

outages and is not available for mobile MRI systems that are transportable on Earth

or during space flight [14, 16]. In addition, the gradient coils reduce space available for

the patient imposing an even larger size requirement for magnets. Wald et al. (2020)

indicate that the hardware costs associated with the gradient coils and amplifiers

needed for a clinical MRI system exceeds $56,000 USD (Figure 1.5) [17].

Considering progress in MRI technology, LF MRI hardware brings an opportunity

for more portable MRI systems. An example is the first mobile MRI system that

obtained FDA clearance, the “Swoop” MRI developed by Hyperfine Inc., Guilford,

CT, USA (2020). The MRI system allows brain hemorrhage assessment in emergency

departments and pediatric neurodevelopment studies [25]. The company recently

announced global expansion starting in the United Kingdom and Pakistan, and one

system is already used at a rural clinic in Canada [26]. The Swoop MRI system has

many advantages, such as user-friendly operation with an Apple iPad and compact

size (<140 cm tall; <86 cm width) that a technologist or nurse can move to the

patient bedside with motorized wheels driven with a joystick [25]. The company

claims a 35-fold reduction in power consumption (requires only a regular 110 V, 15 A

power outlet), 20 times reduction in cost and a total weight of ∼ 650 kg (∼ ten times

lower weight compared to a standard 1.5 T MRI) [27]. The mobility of the “Swoop”

MRI system is made possible using a new design of the biplanar permanent magnet

array using laminate magnet formers to support magnetic blocks and a lightweight

yoke, yet with a price of reduced field strength [28–30]. Promaxo Inc., Oakland,

CA, USA, developed a portable MRI system for prostate imaging based on a mobile

electromagnet design [31], [32]. Promaxo’s prostate MRI allows imaging in the field

external to the magnet based on new MRI acquisition methods [32]. It is specifically

designed for use in the physician’s office [31]. The MRI system intends to complement

the doctor for quick in-office prostate screening and image-guided biopsies [31, 32].
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1.2 Motivation

In addition to recent commercial developments in low field MRI mentioned above,

several research groups have been redesigning the entire MRI system to remove the

readout gradients by incorporating static B0 gradients into inexpensive, lightweight,

and compact Halbach magnets [33, 34]. Although the Halbach magnet is an appeal-

ing alternative for a mobile MRI, it has a very highly inhomogeneous bare magnetic

field compared to standard biplanar or superconducting magnets. The high inho-

mogeneity of the Halbach magnet produces many challenges with field adjustments

(shimming) to levels required by standard MRI acquisition techniques. To deal with

this shortcoming, Stockmann et al. (2016) developed a new pulse sequence based on

frequency sweeping, allowing high-quality MR imaging in the inhomogeneous field

[35]. Cooley et al. (2020) reported high-resolution three-dimensional MRI scans of

the brain using the Halbach magnet and the new pulse sequence [36]. Other research

groups have designed and constructed sophisticated shimming arrays using various

simulation methods to improve the homogeneity of Halbach magnets, making them

applicable for high-quality MR imaging [37, 38]. O’Reilly et al. (2021) showed 3D

MR images of the brain and knee using a 75 kg Halbach magnet by applying a new

shimming technique [38]. Furthermore, new image reconstruction techniques such

as a Model-based reconstruction rather than conventional Fourier-based methods al-

lowed significant improvement of image quality in various mobile MRI systems [36,

39].

Several of the proposed LF imaging methods have removed the requirement of

spatial spin encoding with the switching gradients (calling them “gradient-free” MRI

techniques). An example is the Transmit Array Spatial Encoding (TRASE) method.

The TRASE technique uses phase of the radiofrequency (RF) field rather than con-

ventional B0 gradients and has demonstrated spatial encoding ability as traditional

MRI [40]. In addition to removing the B0 gradient, TRASE also relaxes the magnet
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homogeneity requirements, potentially further increasing the compact and portable

nature of current low-cost LF MRI systems. However, this method shifts the require-

ments from the gradient chain to the RF chain as it requires multiple, high power

and high duty cycle RF pulses to obtain high-resolution images.

As seen above, recent advances in LF MRI hardware and imaging techniques en-

abled reduction in cost, weight, complexity and size of an MRI system with acceptable

image quality. Before this Ph.D. work, all TRASE experiments were performed using

commercial RF power amplifiers (RFPAs) and immobile magnets, limiting portabil-

ity and spatial resolution. Since TRASE resolution depends on the echo train length

(see section 2.2.5), the low duty cycle provided by commercial RFPAs particularly

limits the in-vivo image resolution due to the tissue’s short T2 relaxation [40]. The

first project of this research was to design and construct an RFPA with multiple

channels, maximum duty cycle and minimum delay times to improve in-vivo TRASE

spatial resolution capability [41]. As the outcome of this work, a first-author paper

was published [41]. Furthermore, this research was used in an additional publication

that demonstrated sub-millimeter TRASE utilizing the constructed amplifier and a

pair of highly efficient twisted-solenoid RF coils [42]. In addition, the development

of new contrast agents for clinical MRI was taken as a side project during the PhD

program which led to another publication [43].

So far, TRASE MRI experiments have primarily been carried out on a 0.2 T

standard 4-post permanent magnet which is large and immobile [40, 42, 44]. While

TRASE MRI can be performed with any standard MRI magnet, its costs, size, immo-

bility, and high specific absorption rate (SAR) prevent the widespread use of TRASE

MRI. Therefore, we designed and constructed a short and light Halbach magnet, sig-

nificantly improving the portability and reducing costs of a TRASE MRI system.

The LF provided by the Halbach magnet reduces the TRASE limitations due to

SAR which are prevalent at HF (since SAR ∝ B2
0). Yet, in-vivo TRASE remained

challenging with the constructed Halbach magnet due to the remaining field inhomo-
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geneity. Therefore, we performed a simulation study of various shimming methods of

the Halbach magnet to improve its field to enable in-vivo TRASE imaging. Further-

more, considering the complexity of 2D TRASE imaging, we designed and constructed

an accurate magnet rotation system custom to the Halbach magnet to simplify 2D

TRASE MRI hardware and image acquisition.

I believe that with my contributions and further advances in MRI hardware and

techniques, some MRI options will be cheaper, easier to operate, more portable and

able to produce clinically relevant images in acceptable time. Furthermore, it may

reach populations with no current access to MRI systems, such as developing countries

and the remote Canadian north. Portable MRI systems may even be installed on

the International Space Station (ISS) or available during long space flights to the

Moon and other planets for monitoring the detrimental effects of bone and muscle

deterioration in astronauts as well as the typical applications of disease diagnosis that

may happen over months and years of life away from healthcare available on Earth.

1.3 Overview

1.3.1 Thesis objectives and aims

As shown above, MRI based on the TRASE technique is a promising technique, if

proper hardware is developed. Therefore, the objectives of the thesis were associated

with contribution to this development:

1. A novel RF amplifier can be developed for high-resolution TRASE MRI, meeting

the requirements of a multi-channel, high duty cycle and high power capability.

2. The entire TRASE MRI system can be compact, portable and low-cost using

a non-standard, yokeless, permanent Halbach magnet. The dipolar Halbach

magnet is suitable for TRASE with twisted-solenoid RF coils and a dedicated

RF amplifier. A novel technique of 3D printing of magnet formers and high-

quality magnetic pieces can be used in the magnet construction to manufacture
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the magnet with the field distribution corresponding closely to simulation.

3. An array of small permanent magnet blocks can be added to the simulated bare

Halbach magnet to improve the homogeneity of the B0 field required by TRASE

MRI. This approach is investigated as a simple and low-cost shimming method

rather than the more complex and higher cost shim gradient coils or modified

RF coils methods.

4. A low-cost and compact magnet rotation system can be constructed and demon-

strated for a simplified 2D TRASE MRI system, using the lightweight magnet,

RF amplifier, and simple acquisition of a series of radial 1D TRASE lines used

to reconstruct an image over a 2D slice.

1.3.2 Thesis outline

The thesis is arranged in seven chapters. The first chapter (this chapter) provides

an overview and motivation for pursuing low-field MRI, and in particular, a new

encoding method (TRASE) to increase the portability and lower the cost of MRI

systems. The following five chapters (2 - 6) cover, respectively, the theory of NMR,

MRI, and TRASE; construction and application of a high duty cycle RF amplifier

and novel Halbach magnet; magnet shimming approaches; and a low-cost magnet

rotation system to allow simple 2D TRASE MRI. The thesis concludes (Chapter 7)

with further possible advances in the developed hardware as well as future directions

to improve the TRASE technology.

Chapter 2

Chapter 2 introduces the principles of conventional MRI, focusing on hardware needed

for high-resolution imaging. Then, the basics of the TRASE method as a novel ap-

proach to one- and two-dimensional MR encoding is presented, and the hardware

requirements for a TRASE MRI system are considered. The first TRASE RF hard-

ware that allowed wrist images using a standard low-field MRI system is presented.
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The relationships between the RF coil geometry and the TRASE k-space trajectory

is also explored and compared to the standard MRI encoding technique. Finally, the

relationship between the MRI hardware and TRASE image resolution is described.

Chapter 3

Chapter 3 expands on the published article in Magn Reson Mater Phy, 32: 679-

692 entitled “A high duty-cycle, multi-channel, power amplifier for high-resolution

radiofrequency encoding magnetic resonance imaging” [41]. This chapter begins with

a basic introduction to transistors function and operation of amplifier electronics. It

is followed by analysis of an ideal TRASE amplifier. Then, the method of adapting

commercially available electronic components to the design and construction of an

RF amplifier for TRASE is presented. The performance testing and results obtained

with the RF amplifier are also shown. The chapter is concluded with the results

showing the application of the RF amplifier to TRASE MRI at 0.2 T.

Chapter 4

Chapter 4 expands on the published article in the journal IEEE Access and is entitled

“A Short and Light, Sparse Dipolar Halbach Magnet for MRI” [45]. This chapter

begins with a basic explanation of the magnetic dipole concept and the classification

of magnetic materials. Special attention is made to ferromagnetic materials and

their behaviour in a magnetic field. Furthermore, the field produced by the dipolar

Halbach magnet is introduced and the pitfalls related to fast analytical solutions of

the magnetic field are discussed. The conclusions are then applied to the practical

design, optimization, and construction of a compact and lightweight Halbach magnet

aiming specifically toward a mobile TRASE MRI system. Details of the construction

of a home-made 3D magnetic field mapping tool used for the Halbach magnet are

also discussed.
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Chapter 5

Chapter 5 addresses the field inhomogeneities of the constructed Halbach magnet.

Since standard shimming methods have limitations, this chapter proposes new solu-

tions suitable for shimming the constructed Halbach magnet using an array of small

permanent magnet pieces, considering the three-dimensional magnetic field. A shim

simulation study based on the target field method is presented, considering the size

and orientation of each block in a cylindrical array and their impact on the field

homogeneity. An introduction of an axial gradient to the Halbach magnet is also

considered and analyzed for slice-selective in-vivo TRASE.

Chapter 6

Chapter 6 presents the theory and application of the potentially simpler and less

expensive TRASE MRI system using magnet rotation. Analysis of the rotating B0

and B1 fields and its application to simplified TRASE is provided. The magnet

rotation system was used to test and verify the 2D TRASE MR reconstruction from

a series of 1D TRASE profiles.
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Chapter 2

Basics of MRI and TRASE

2.1 Basics of an MRI technique

2.1.1 Hardware in a standard MRI system

A standard MRI scanner and associated hardware are illustrated in Figure 2.1. It

consist of four main sub-systems:

1. The primary function of the magnet is to generate a strong, static magnetic

field (B0) that polarizes the spins in an imaged object [47]. Standard clinical

MRI systems typically use large, heavy and expensive superconducting (1.5 T

or 3 T) or permanent magnets (0.2 T or 0.5 T).

2. The radiofrequency (RF) sub-system is needed to transmit RF power to the

spins and receive the NMR signal. The transmit RF coil and the RF amplifier

are used to apply an alternating magnetic field (B1) to excite the spins. After

the RF pulse is turned off, the variable magnetic field produced by the precessing

spins induces an electromotive force in a receive RF coil.

3. The gradient sub-system produces a perturbation of the B0 field (typically

linear) [48]. The 3D field perturbation results in spatial distribution of spins’

Larmor frequencies which is exploited for imaging using the Fourier Transform

[49].
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Figure 2.1: A standard MRI system comprising of four main hardware sub-systems.
The gradients (green) and RF (purple) subsystems are shown. The high amplitude
gradient waveforms and RF pulses are transmitted into an RF shielded room (red)
by the filter panel (dark blue). The patient lies on the table in the MRI system
surrounded by the RF coil, gradient coils and the main magnet. Connections from
the filter panel to the corresponding coils inside the room are not shown. A transmit-
receive (T/R) switch allows the same RF coil to be used for RF transmission and
receiving of the NMR signal. During receive of the signal, a low noise amplifier
(LNA) is used to increase the signal strength and the analog-to-digital converter
(ADC) digitizes the signal for use by the console. Figure was modified from Haynes
and Holmes (2013) [46] permissions granted.

4. The MRI console consists of one or more computers and digital systems that

control the timing and generation of RF pulses and gradient waveforms as well

as data acquisition, processing and image display.

2.1.2 The B0 field

Nuclear spins in a magnetic field

Quantum mechanics states that the proton obeys Fermi statistics with spin one-half

(I = 1/2) [50]. The magnetic moment (µ⃗) is related to the spin by:

µ⃗ = γℏI⃗ (2.1)

where γ is the gyromagnetic ratio of the nuclei (for the proton, γ = 2.67506×108

rad s−1 T−1) and ℏ is the reduced Planck’s constant (≈ 1.05×10−34 J·s), denoting

15



Figure 2.2: (a) A particle with spin-1
2

in an external magnetic field has two eigenstates,
parallel (low-energy) and anti-parallel (high-energy). (b) The particle precesses about
the external magnetic field at the Larmor frequency.

a quantized unit of angular momentum. A particle with a magnetic moment in an

external magnetic field has the energy, E (in Joules):

E = µ⃗ · B⃗ (2.2)

There are two eigenstates for half-spin particles resulting in an energy difference,

∆E (Figure 2.2a):

E↑ = −1

2
γℏB (2.3)

E↓ = +
1

2
γℏB (2.4)

∆E = E↓ − E↑ = γℏB (2.5)

Using Planck’s energy-frequency relation (E = ℏω0), protons precess about an external

magnetic field (B0) at the Larmor frequency (ω0):

ω⃗0 = −γB⃗0 (2.6)
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Figure 2.3: A net magnetization is created by a large population of protons (spin-1/2)
in the external B0 field (along the z-axis). In this system, the low-energy state (E↑)
is slightly favoured, producing a net magnetization (M0) along the static magnetic
field (B0).

Net magnetization

Considering an ensemble of protons, the fractional number of parallel spins to anti-

parallel spins is given by the Boltzmann factor [50]:

N↑

N↓
= e

∆E
kBT (2.7)

where kB (≈ 1.38×10−23 J·K−1) is the Boltzmann’s constant and T is the temperature

(K). Assuming that thermal energy is much higher than the energy difference of proton

states (γℏB0 << kBT ), one can find by a Taylor series approximation the net proton

magnetization per unit volume (M0):

M0 =
ργ2ℏ2B0

4kBT
(2.8)

where ρ is the spin density (i.e., the number of protons per unit volume).

Spin alignment along B0, namely the net magnetization (M0), contributes to the

NMR signal (Figure 2.3). For example, at B0 = 1T, only 3 protons in 1 million will

contribute to the NMR signal (assuming standard room temperature, T = 293 K).
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Table 2.1: Properties of selected NMR sensitive nuclei [51]. †The gyromagnetic ratio
of the nucleus is obtained by multiplying the quantity by 2π×106. ‡Calculated at the
same field strength, temperature and equal number of nuclei. Table was obtained
from Tomanek and Sharp (2012) with permission from John Wiley and Sons under
license number 5324540169446.

Nucleus Natural Spin Frequency† Relative NMR

Abundance [%] I [MHz/T] sensitivity‡

1H 99.89 1/2 42.5749 1.00000

2H 1.5×10−2 1 6.5357 0.06284

13C 1.108 1/2 10.7050 0.06322

14N 99.63 1 3.0756 0.01392

15N 0.37 1/2 4.3141 0.01026

17O 3.7×10−2 5/2 5.7719 0.21443

19F 100 1/2 40.0535 0.88506

23Na 100 3/2 11.2615 0.34983

31P 100 1/2 17.2348 0.03949

35Cl 75.53 3/2 4.1715 0.16387

37Cl 24.47 3/2 3.4724 0.04800

39K 93.10 3/2 1.9870 0.03326

41K 6.88 3/2 1.0903 0.01089

43Ca 0.145 7/2 2.8644 0.09506

57Fe 2.19 1/2 1.3756 0.00100

At B0 = 20 mT, only 6 protons in 100 million contributes to the signal. The relative

NMR sensitivity, defined as the ratio of the net magnetization relative to hydrogen,

for a various nuclei is calculated and listed in Table 2.1. The natural abundance for
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Figure 2.4: The time evolution of the net magnetization after application of a time
varying magnetic field, B1. (a) The net magnetization (M0) returns to equilibrium
along the z-axis (i.e. the direction of B0). (b) The longitudinal recovery and (c)
transverse decay of the net magnetization, according to Equation 2.11. Samples with
different relaxation times are shown.

each selected nucleus is also listed in Table 2.1. Select atomic species such as 1H, 31P

or 19F can be detected by NMR due to an unpaired nucleon (protons or neutrons),

contributing to a net nonzero spin [51, 52]. Other biologically relevant nuclear species,

such as 12C, have paired protons and neutrons, contributing to a zero net magnetic

moment, making them invisible in NMR. The hydrogen nucleus (i.e. the proton) is

more prevalent in the human body (i.e., from water) than other nuclei and is often

the subject of human NMR and MRI studies. Since sodium-23 and phosphorus-31

are a thousand times less abundant in the human body, NMR and MRI applied to

these nuclei becomes challenging because of the very low signal [47].

2.1.3 Bloch equations

In 1946, Felix Bloch described the NMR phenomenon with the following equation

[53]:

dM⃗

dt
= γM⃗ × B⃗ext +

1

T1

(M0 − Mz)ẑ −
1

T2

Mxy
⃗ (2.9)

where M⃗ is the net magnetization produced by an ensemble of spins, B⃗ext is the

total magnetic field applied to the spins, and T1 and T2 are the relaxation times.
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Equation 2.9 can be expanded into a set of differential equations [53]:

dMx

dt
= γ

(︂
MyB0 + MzB1 sin(ωt)

)︂
− Mx

T2

dMy

dt
= γ

(︂
MxB1 cos(ωt) − MxB0

)︂
− My

T2

dMz

dt
= −γ

(︂
MxB1 sin(ωt) − MyB1 cos(ωt)

)︂
− Mz − M0

T1

(2.10)

where ω is the frequency of the B1 field. Following a 90◦ pulse at time, t = 0, the

solutions to the Bloch equations for the simplest case (i.e. B⃗ext = B0ẑ) is [53]:

Mxy(t) = M0 exp(iω0t) exp
(︂−t

T2

)︂
Mz(t) = M0

[︂
1 − exp

(︂−t
T1

)︂]︂ (2.11)

The total magnetic field, B⃗ext, consists of the static polarizing magnetic field (B0)

and an applied magnetic field (B1). Following the applied B1 field, the spins lose

energy to their surroundings with the spin-lattice relaxation time (T1). The spins

also exchange energy by interacting with each other, causing coherence loss in the net

magnetization. This is termed the spin-spin relaxation time (T2). T1 and T2 describe

the time behaviour of the net magnetization in the longitudinal and transverse planes,

respectively (Figure 2.4b,c).

T∗
2 decay

The effective field seen by the spins can vary in time (irreversible) and be subject

to static B0 inhomogeneities (reversible) [47]. Therefore, the measured transverse

relaxation time (defined as T∗
2) is shorter than T2 due to the combination of reversible

and irreversible pathways of the signal decay. The transverse relaxation time, T∗
2, is

calculated according to:

1

T ∗
2

=
1

T2
+

1

T ′
2

(2.12)

where T′
2 is the relaxation contribution due to time-independent static B0 field in-

homogeneities. The spin-echo pulse sequence uses two or more pulses to remove the

impact of static B0 inhomogeneities on transverse NMR signal [54]. The example
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in Figure 2.5 shows a 90◦ pulse (flipping the net magnetization to the xy plane as

described in the details below) followed by a series of (‘refocusing’) 180 degree RF

pulses, each reversing the dephasing caused by the static inhomogeneities.

2.1.4 The B1 field

The perpendicular (to B0) and time-varying magnetic field (B1) perturbs the net

magnetization such that it can be detected (i.e. the NMR signal). The B1 frequency

has to be equal or near the Larmor frequency.

Radio-frequency (RF) transmission

The external field applied to the spins can be expressed as B⃗ext = B0 ẑ + B1 x′ where

the B1 (the RF field) is at rest in the reference frame that rotates in the same sense as

the spins (Figure 2.6a) and assumed to be pointing along the x’-axis, perpendicular

Figure 2.5: The multi-echo spin-echo pulse sequence is applied to refocus NMR signal
loss due to static field inhomogeneities [54], [47]. Figure was obtained from Brown
et al. (2014) [47] with permissions from John Wiley and Sons under license number
5324841201883.
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Figure 2.6: The action of the RF pulse in the rotating reference frame. (a) The
rotating reference frame (x’,y’,z’) circulates at the Larmor frequency (ω0) around the
z-axis (direction of the static B0) of the laboratory frame (x,y,z). (b) An RF field,
perpendicular to the static B0 field, applied to the spins at the frequency ω0 is static
in the rotating frame. As a result, spins only experience the B1 field and the net
magnetization flips into the transverse plane (x’,y’).

to B0 (Figure 2.6b) [50]. Neglecting the relaxation, the Bloch equation (Equation 2.9)

in the rotating frame is simplified [50, 53]:(︂dM⃗

dt

)︂
rot

=
(︂dM⃗

dt

)︂
lab

− ω⃗ × M⃗ (2.13)

= γM⃗ × Beff
⃗ (2.14)

Therefore, the effective field experienced by the spins in the rotating frame is [50]:

B⃗eff =
(︂

B⃗0 −
ω⃗

γ

)︂
ẑ + B1x̂

′ (2.15)

The Bloch equation shows that the magnetization experiences only the B1 field (B⃗eff

= B1 x̂′), hence it rotates around B1 and tilts from the z-direction into the transverse

(x’,y’) plane. The angle by which the net magnetization is tilted is proportional to

the amplitude (B1) and duration (τ) of the RF pulse, known as the flip angle (α):

α = γ

∫︂ τ

0

B1
⃗ dt (2.16)
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Signal reception

As a result of M0 tilting, the transverse component of M0 (i.e. Mxy) can be detected

by a receive RF coil. The component of the net magnetization, precessing in the

transverse plane, induces an electromotive force (ϵ) across the RF coil(s) terminals

according to Faraday’s law of induction [55], [56]:

ϵ = −dΦB

dt
(2.17)

where ΦB is the magnetic flux (in Wb) through the coil loop (Figure 2.7). The receive

coil (e.g. solenoid) must produce (or receive) the B1 field in the plane perpendicular to

B0 [55], [56]. Since the NMR signal is very weak (∼ µV), a low-noise pre-amplifier is

required during reception to enhance the signal for digitization and further processing

by the console [56], [55].

Signal-to-noise (SNR) and B0 field strength

Signal-to-noise ratio (SNR) in an MRI experiment depends on the external magnetic

field strength as well as many other factors, such as RF coil quality factor, its geom-

etry, electronic noise, etc. [56, 57]. Nevertheless, as seen from Equation 2.8, the net

magnetization is proportional to the external field strength (M0 ∝ B0). Since Φ ∝

M0e
−iω0t and dΦ / dt ∝ M0 · ω0, the signal voltage (Vs) induced in the coil is:

Vs ∝ B2
0 (2.18)

In addition, the thermal noise voltage (Vn) (i.e. Johnson-Nyquist Noise [58, 59]) is:

Vn =
√︁

4kBTR∆f (2.19)

where R is the resistance (Ω) across the terminals of the receiver coil and ∆f is the

receiver bandwidth. When coil losses dominate (R ∝ √
ω0) or sample losses dominate

(R ∝ ω2
0), the signal-to-noise (SNR) ratio (Vs / Vn) is [60, 61]:

SNR ∝

{︄
B

7/4
0 , if coil losses dominate

B0, if sample losses dominate
(2.20)
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Figure 2.7: Following the tipping of the M0 into the transverse plane, the RF coils
are then used to receive the NMR signal [55]. A precessing net magnetization in
a transverse plane (x,y) induces a voltage across terminals of the coils oriented in
different orthogonal positions. No signal is detected for a receive coil oriented along
the precession axis (i.e. the z-axis). Figure obtained from Gruber et al. (2018) [55]
with permission under the CC-BY-NC 4.0 license.

Because the coil losses typically dominate at low field (< 5 MHz), it introduces

additional signal reduction to the already low signal due to the low field strength.

Litz wire (stranded and twisted) has been used in coil construction to reduce noise,

improving the SNR at low fields [62]. SNR is also improved by increasing the number

of averages (i.e., SNR ∝
√︁

Nacq where Nacq is the number of acquisitions). Therefore,

increasing the number of acquisitions (i.e., increasing the scan time) in a low-field

system may produce sufficient SNR for MRI.

2.1.5 MR imaging

While NMR signal has been observed since Rabi et al. (1938), the first MR images

were collected by Lautebur et al. (1973) by spatially encoding spins using B0 field

gradients [49, 63].
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The NMR signal received by an RF coil from a volume V is given by [47, 64]:

S(t) =

∫︂
dV B⃗

−
1 (r⃗) · m⃗(r⃗, t) · e−i(k⃗(t)·r⃗+ω0t) (2.21)

where B⃗
−
1 is the receive coil field distribution; m⃗ is the precessing magnetization at

the position, r⃗; k⃗(t) is the phase accumulation due to the applied gradients:

k⃗(t) =
γ

2π

∫︂ τ

0

G⃗(t)dt (2.22)

where G⃗(t) is the gradient over the volume (V) and τ is the duration of the gradient

pulse. It is evident, from Equation 2.21, that the measured signal S(t) is the Fourier

Transform (FT) of B⃗
−
1 · m⃗ [47, 64]. Therefore, by application of the magnetic field

gradients (G⃗), the inverse FT of the signal, S(t), can be used to produce an image

of the spatial distribution of spins, m⃗(r⃗,t). The relationship between k-space (k⃗)

and the real image (m⃗) is shown in Figure 2.8 [65]. The low spatial frequencies are

located centrally in the k-space and contribute to image contrast. The high spatial

frequencies, located at the k-space periphery, contribute to the edges and details in

the reconstructed MR image [65, 66]. The finite extent to which all k-space data

is acquired in MRI always leads to some blurring in the images. Higher resolution

requires going further out in k-space.

An example of k-space acquisition

The echo-planar imaging (EPI) technique, as shown in Figure 2.9, is an example of a

fast MR imaging technique [67]. EPI can acquire the full k-space following a single RF

excitation pulse (single-shot EPI) due to application of the gradients of the magnetic

field to create so called gradient echoes. As shown in Figure 2.9, negative gradients

(-Gy and -Gx) are applied in two orthogonal directions to set the first point in k-space.

The +Gx (readout) gradient applied during the acquisition of the NMR signal creates

the first line in k-space (frequency encoding). During NMR acquisition, the NMR

signal is digitally sampled producing a series of points along the k-space line. At the

end of the first ky line, the +Gy (phase encode) gradient is applied (+∆ky), and the
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Figure 2.8: The raw data (k-space) and the corresponding image produced by 2D
Fourier transformation of the k-space data [65]. (top) The desired MR image produced
by the inverse Fourier Transform of the k-space data. (middle) The k-space data
filtered to contain only the centrally-located low frequency data providing only image
contrast; hence, the image blurring. (bottom) The k-space data filtered to contain
only the peripheral high frequency data corresponding to the reconstructed image
edges and details. Figures obtained and modified from Moratal et al. (2008) [65]
with permission under the CC-BY-SA license.

NMR data is sampled again with a -Gx gradient, along the kx axis. The frequency

and phase encoding are repeated until all k-space points are filled. In addition to the

EPI technique, hundreds of pulse sequences have been designed with various k-space

trajectories, such as spiral MRI [68].
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Figure 2.9: The Echo Planar Imaging (EPI) pulse sequence and k-space trajectory.
(a) The EPI sequence consists of an RF pulse, two orthogonal gradients, and the
NMR acquisition of the signal (ADC). (b) The k-space trajectory. Points in k-space
are obtained by digital sampling of the NMR signal during the ADC window. Both
figures were modified from Brown et al. (2014) [47] with permissions from John Wiley
and Sons under license number 5324841201883.

Spatial resolution and k-space

Since the MR image is related to k-space through FT (assuming a uniform Cartesian

sampling), the field-of-view (FOV) is associated with the k-space step (∆k) [47, 65,

69]:

∆k =
1

FOV
(2.23)

Therefore, the extent of the acquired k-space (kmax) is related to the image pixel

separation (∆x):

kmax =
1

2∆x
(2.24)

By obtaining more k-space data that is further from the k-space center, higher image

spatial resolution can be achieved.

Image contrast and B0 field strength

Since the 1960s, researchers have been measuring T1 and T2 relaxation times in

human tissue at a wide range of field strengths. They found that the relaxation times

(T1 and T2) vary among tissue at the same field strength, but they also depend on
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Figure 2.10: The T1 and T2 relaxation times of brain matter at different field
strengths. (A) T1 of white and grey matter and T1 contrast between the white
and grey matter of the human brain at different field strengths (green dotted line).
(B) T∗

2 of grey and white brain tissue (longer at lower field strengths) [8, 12, 70].
Figure (A) was obtained from Sarracanie et al. (2020) with permission under the
CC-BY license and Figure (B) was obtained from Pohmann et al. (2016) [70] with
permission from Johns and Sons Inc under license number 5324541307150.

the external magnetic field strength (B0). For example, T1 contrast between grey

and white brain matter tissue is relatively constant from 10 mT to 1.5 T (∼ 10%

deviation) and reaches a maximum at B0 of 0.5 T (Figure 2.10A) [12], [8, 13]. For

B0 = 3 to 7 T, the T1 contrast is gradually decreasing because the difference in T1

are getting smaller; hence, a reduction in contrast between grey and white matter.

Washburn-Campbell et al. (2021) noted higher T1 contrast at 0.55 T than at 1.5

T between air and tissue interfaces in the lungs as well as the gray and white brain

matter [71]. In addition, although lower magnetic fields produce lower SNR, the T∗
2

relaxation is longer at lower fields (Figure 2.10B) [8]. Therefore, more k-space points

could be collected following one excitation pulse [7, 70, 71], allowing techniques such

as 2D EPI diffusion weighted imaging at ultra low fields (50 mT) [72].

2.2 TRASE MRI

To obtain an MR image, an excitation pulse that tips the net magnetization (M0)

into the transverse plane (Mxy) is required (see section 2.1.4). It is followed by various
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spatial encoding methods utilizing the phase (ϕ) of the spins:

Mxy = M0e
iϕ(r⃗) (2.25)

Conventional MRI encoding is based on a B0 gradients that varying linearly in space

(B⃗ = B⃗0 + G⃗0 · r⃗). In conventional MRI encoding methods (see Equation 2.22), spins

experience a phase accumulation (∆ϕ) in the presence of a linear B0 gradient (G⃗0)

[40]:

∆ϕ = γG⃗0 · r⃗τ (2.26)

where r⃗ is the position of the net magnetization and τ is the duration of the gradient

pulse. Unlike standard encoding methods, the recently introduced encoding method

called TRASE uses the phase gradients of the RF field to spatial encode signal rather

than applying a switched B0 gradient [40, 73].

2.2.1 B1 phase gradient and k-space

In the TRASE method, a unique RF coil geometry produces a linear phase gradient

of the B1 field [40, 73]:

B⃗1 = |B⃗1|eiϕ1(r⃗) (2.27)

The phase (ϕ1) is defined in terms of the RF phase gradient (G⃗1) produced by the

coil:

ϕ1(r⃗) = G⃗1 · r⃗ = 2πk1⃗ · r⃗ (2.28)

where k1⃗ in the inherent phase variation of the RF field and is represented by an

offset point in k-space (see the ‘coil k-space origin’ in Figure 2.11a).

Excitation pulse

An excitation pulse (i.e. α = 90◦ in Equation 2.16) applied to a uniform B1 phase

coil (e.g. saddle), imparts zero phase dispersion to the spins; therefore, k1 = 0 in

Equation 2.28. However, using an RF coil with a B1 phase gradient (G⃗1 = 2πk⃗1)

immediately imparts phase accumulation to the spins following an excitation pulse,
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Figure 2.11: k-space representation in RF phase gradient fields [73]. (a) The RF
phase gradient is represented by a single point in k-space, defined by k1, the “coil k-
space origin”. (b) An excitation pulse (90◦) with a B1 phase gradient brings the spins
directly to the state S1 in k-space. (c) An arbitrary spin state (M−

xy) reflects sym-
metrically about the RF coil’s k-space origin when applying a refocusing pulse (180◦)
bringing the spin state to (M+

xy). (d) The transverse spins are reflected about the
local B1 field using a refocusing pulse. (e) Spin dephasing along the x-axis produced
by the RF pulse with the phase gradient. Figures a-c were obtained and modified
from Sharp et al. (2010) [73] with permission from John Wiley and Sons under license
number 5324550271241 and Figures d,e were obtained from Sharp et al. (2013) [40]
with permission from John Wiley and Sons under license number 5324550497045.

defined by the inherent phase of the RF coil, k1 ̸= 0 (see S1 in Figure 2.11b). The

phase accumulation due to the RF gradient excitation is equivalent to phase imparted

by a conventional B0 gradient in a finite time (see Equation 2.25).

Refocusing pulse

Following the excitation pulse, RF phase gradients impart spin phase accumulation

and then the raw k-space data is acquired (see Section 2.1.5). Assuming the excitation

pulse was already applied to the spins, let’s consider first the action of a refocusing

pulse (i.e. α = 180◦ in Equation 2.16) on the spins using a B1 phase gradient coil
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(G⃗
A

1 = 2πk1⃗

A
; where A is the coil label in a set of transmit coils). The phase change

of the spins at position, r⃗, due to the applied refocusing pulse is (Figure 2.11d):

θ2 − θ1 = 4πk⃗
A

1 · r⃗ − 2θ1 (2.29)

Under the action of a single 180◦ pulse, the net magnetization state experiences a

dephasing according to:

M+
xy = M−

xye
i(4πk⃗

A
1 ·r⃗−2θ1) = M−

xy e
i2·2πk⃗A1 ·r⃗⏞ ⏟⏟ ⏞

∗

e−i2θ1⏞ ⏟⏟ ⏞
∗∗

(2.30)

where M−
xy is the transverse magnetization before the pulse; M+

xy is the transverse

magnetization after the pulse; ** is the phase factor contributing to the reflection

about the origin; * is the phase factor contributing to the additional k-space phase

shift due to the B1 phase gradient. The reflection about the local B1 field is equivalent

to a refocusing pulse in standard MRI techniques using uniform RF coils (see dotted

black arrow in Figure 2.11c). However, using a B1 phase gradient coil, the refocusing

pulse produces an additional k-space shift of 2k1⃗

A
. Nevertheless, the total 180◦ pulse

action using a phase gradient coil is equivalent to a point reflection about the RF

coil’s k-space center (see green arrow in Figure 2.11c).

k-space traversal

A single RF phase gradient coil does not allow k-space traversal since the spin state

will only move from m1 to m2 or vice versa (Figure 2.11d,e). However, by applying

an additional refocusing pulse using a second RF coil with a different phase gradient,

say G⃗
B

1 = 2πk1⃗

B
, the cumulative phase change becomes:

∆ϕ = θ3 − (θ2 − θ1) = 2 · 2π(k1⃗

A
− k1⃗

B
) · r⃗ (2.31)

due to two reflection points about each coil k-space origin (Figure 2.12a). Therefore,

a translation in k-space (∆kBA) is achieved using multiple RF coils with different B1

phase gradients and refocusing pulses (Figure 2.12a):

∆kBA = 2(kB
1 − kA

1 ) (2.32)
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Figure 2.12: RF encoding using refocusing pulses and two B1 phase gradient coils
[40]. (a) A translation in k-space (∆kBA) is achieved using two B1 phase gradients

(k1⃗

A
, k1⃗

B
) and refocusing pulses. (b) B1 encoding is equivalent to applying a B0

gradient (G0). Figure (a) was modified from Sharp et al. (2010) [73] with permission
from John Wiley and Sons under license number 5324550271241 and Figure (b) was
modified from Sharp et al. (2013) [40] with permission from John Wiley and Sons
under license number 5324550497045.

The B1 encoding method applies two reflection points (k⃗
A

1 ,k⃗
B

1 ) in k-space using refo-

cusing pulses and is equivalent to applying a linear B0 gradient for a finite length of

time (see Figure 2.12b) [40].

2.2.2 The twisted-solenoid RF coil

Several RF coils sets were developed since the conception of TRASE, such as the dual

Maxwell-Helmholtz [40, 44], dual twisted-birdcage [73] and two twisted-solenoid RF

coils [42, 74]. The twisted-solenoid RF coil (Figure 2.13A) provides a relatively linear

transverse RF phase gradient (Figure 2.13C) with low B1 inhomogeneity over 65-75%

of the coil diameter [42, 74]. In this RF coil design, the phase gradient is achieved

by a single current path rather than larger Dual Maxwell-Helmholtz RF coils that

require high power phase shifters and fast switching circuits [40, 42, 44].

Sun et al. (2019) optimized the twisted solenoid to produce a phase gradient in

the same plane as the B0 field, for use in biplanar or Halbach permanent magnets

[74]. The authors showed that the cartesian B1 field components produced by the
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Figure 2.13: The twisted-solenoid RF coil and select B1 amplitude and phase plots
determined from the Biot-Savart Law calculations [42]. (A) The twisted-solenoid coil
geometry. (B) A B1 magnitude plot in a transverse plane (z = 0 cm). (C) A B1

phase plot at z = 0 cm. Figures A-C were modified from Sun et al. (2020) [42] with
permission.

twisted-solenoid RF coil are (in cylindrical coordinates (ρ,θ,z)) [74]:

Bx = −µ0
I

h

Aρ

a2
sin(θ + ψ) (2.33)

By = −µ0
I

h

Aρ

a2
cos(θ + ψ) (2.34)

Bz = µ0
I

h
(2.35)

where µ0 is the permeability of free space, I is the current, A is the twist which controls

the phase gradient strength, a is the radius of the coil and h is the pitch (turns per

meter) (Figure 2.13A,B). The winding shift (ψ) is the initial angular position of the

coil winding which is related to twice the coil former rotation [74]. Assuming a B0

direction along the x-axis, the Bx component becomes a concomitant RF field and

does not contribute to B1. Therefore, the magnitude and phase of the B1 field is [74]:

|B1| =
√︂

B2
y + B2

z (2.36)

ϕB = tan−1
(︂−By

Bz

)︂
(2.37)

Since the RF phase gradient is G1
⃗ = (∂ϕB

∂x
, ∂ϕB

∂y
), and for simplicity, assume that ψ = 0,

the RF phase gradient (Gx) is [74]:

Gx =
1

a2
A

1 +
(︂

A
a

)︂2(︂
x
A

)︂2 (2.38)
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and Gy = 0. Similarly to Sun et. al (2019), if ψ = π (i.e. a coil former rotation

of π/2), then the RF phase gradient direction is reversed (i.e. -Gx). Figure 2.13B,C

shows the B1 amplitude and phase distribution for a single twisted-solenoid RF coil

producing a phase gradient along the y-axis (i.e. ψ = π/2). Sun et al. (2020) used

two twisted solenoid coils rotated by 90◦ producing opposite phase gradients allowing

sub-millimeter resolution 1D TRASE since the k-space point separation was doubled

[42]. As one can conclude from the above, an advantage of a twisted solenoid coil

(or magnet) rotation produces a change of the RF phase gradient direction through

an object, which potentially allows 2D reconstruction from a set of 1D acquisitions

(see more details in Chapter 6). In addition, since high speed switching and high

decoupling between RF coils are requirements for TRASE, PIN diode switches and

geometric decoupling techniques are often used. Some additional advantages of using

two twisted-solenoid RF coils and geometric decoupling techniques are complete re-

moval of the PIN diode switches, less complex hardware, faster switching, scalability,

large usable imaging region, and overall compact cylindrical design [42, 74].

2.2.3 1D TRASE acquisition

Figure 2.14 shows the acquisition of a one-dimensional (1D) TRASE k-space trajec-

tory. As shown in Section 2.2.1, TRASE requires multiple RF transmit coils (Fig-

ure 2.15), each with different phase gradients that move the received signal further

out in k-space using refocusing pulses. The two-coil configuration allows 1D TRASE

consisting of a single 90◦ excitation RF pulse followed by sequential high-power 180◦

RF refocusing pulses applied to two B1 phase gradient coils [40, 44, 73]. The NMR

signal is acquired between each refocusing pulse producing points on a single line in

k-space. Figure 2.15 shows two possible RF coil configurations enabling 1D TRASE:

a twisted-solenoid/saddle coil set and two twisted solenoid RF coils [42]. The large

k-space step provided by two twisted solenoids producing opposite phase gradients

allows higher 1D TRASE spatial resolution compared to the solenoid and saddle
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Figure 2.14: Two-coil TRASE pulse sequence and the acquired NMR signal (echoes).
The RF excitation pulses are applied sequentially by two phase gradients coils (Tx(A),
Tx(B)). The NMR signal is acquired between the refocusing pulses.

Figure 2.15: Two different RF coil sets that allow 1D TRASE. (a) The twisted-
solenoid provides an RF phase-gradient (kt) and a uniform field is produced by the
saddle coil (ks = 0). (b) Two twisted-solenoid RF coils with opposite phase gradients
double the k-space jump producing high spatial resolution. Figures were obtained
from Sun et al. (2020) [42] with permission.

pair [42]. Both configurations require a single amplifier with switches, two separate

amplifiers, or a two-channel RF amplifier as discussed in Chapter 3.
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Figure 2.16: Acquisition of a two-dimensional TRASE MR image. (A) A table of 15
possible RF pulse trains to traverse 2D k-space. (B) The B1 pulses and acquisition
windows for the specific train # 9. (C) The k-space trajectory and the four B1 phase
gradient coil origins (+Y, -Y, +X, -X) are shown. The RF pulse trains in (A) allows
an 8 × 8 2D k-space coverage. Figures were obtained from Sharp et al. (2013) [40]
with permission from John Wiley and Sons under license number 5324550497045.

2.2.4 2D TRASE acquisition

Two-dimensional (2D) TRASE acquisition is more complex than 1D since three or

more B1 phase gradients are required; hence more RF coils [40]. The multiple RF coils

must be sufficiently decoupled to avoid image distortions [42, 75, 76]. An example of

2D cartesian k-space TRASE acquisition is shown in Figure 2.16 [40]. In this example,

four RF coils each with different B1 phase gradients are represented by offset points in

k-space (+X, -X, +Y, -Y in Figure 2.16). An example of the TRASE pulse sequence

and RF phase gradients is demonstrated for train # 9 (orange label, Figure 2.16B).

Similar to 1D TRASE, the RF refocusing pulses are switched sequentially between

each RF coil. After each refocusing pulse, the NMR signal is collected by sampling

the echo, filling a single k-space point in the 2D plane. The corresponding sampled
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Figure 2.17: First high-resolution in-vivo TRASE images of the human wrist. Thin-
phantom MR images using (A) conventional B0 encoding (spin echo, TE = 14 ms,
TR = 1 s) and (B) TRASE B1 encoding (echo spacing = 700 mus, TR = 500 ms,
pulse duration = 500 µs). (C) A 2D TRASE image of the human wrist (pixel size =
1.1 mm, number of echoes = 200, pulse spacing = 1.1 ms, pulse duration = 500 µs).
Figures were obtained from [40].

k-space points for train # 9 are shown in Figure 2.16C on the 8 × 8 k-space grid.

A zoomed picture of the coil k-space origins and the acquired k-space points after a

select number of refocusing pulses are shown for clarity. Once all the echo trains are

completed (Figure 2.16A), the 2D image is reconstructed using the inverse FT applied

to the 2D k-space data [40]. Sharp et al. (2013) obtained phantom images and high-

resolution 2D TRASE MR images of the wrist using a dual Maxwell-Helmholtz RF

coil set and a 0.2 T bi-planar permanent magnet MR system with a standard slice

selection method using a B0 gradient (Figure 2.17) [40].

2.2.5 TRASE spatial resolution

Since k-space data is equivalent for both TRASE and standard Fourier MR imaging,

the TRASE pixel size can be calculated as per Equations 2.23 - 2.24: ∆x = 1 / FOV

= 1 / (N ∆k) where N is the number of pixels along 1D of k-space. In TRASE, the

echo train length (ETL) equals the number of k-space reflections of size ∆k = ∆kBA
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Figure 2.18: The effect of T2 signal decay in long RF pulse trains using low or high
duty cycle RF pulses. A high pulse rate increases the number of achievable k-space
points (echos) before the NMR signal reaches the noise level, providing higher TRASE
spatial resolution than low duty cycle.

(see Figure 2.12); therefore, the TRASE pixel size is:

∆x =
1

∆kBA · ETL
(2.39)

However, T2 signal decay limits the ETL, reducing the number of collected k-space

points (hence, spatial resolution) before the NMR signal reaches the noise level. Qin

(2012) showed that the point spread function broadens due to T2 relaxation in long

echo trains, such as TRASE, causing image blurring [66]. Qin (2012) also determined

that the total echo train time (TET ) should be shorter than 1.2×T2 [66]:

TET = ETL · (Tp + Tacq) ≤ 1.2T2 (2.40)

where Tp is the RF pulse duration and Tacq is the duration of the NMR acquisi-

tion window. Sharp et. al. (2013) noted that in-vivo resolution (wrist images in

Figure 2.17) was hindered by the low duty cycle of the commercial RF amplifier

(∼10%). For the highest possible TRASE resolution, very short and very frequent

RF pulses are required (see Figure 2.18) to collect as many k-space data points during

the signal decay. This is particularly important for in-vivo tissues that exhibit short

T2 ∼ 50 ms.
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Chapter 3

A High Duty Cycle RF Amplifier
for TRASE MRI1

3.1 Basics of RF amplifier operation

The major component of RF amplifiers is the transistor. In addition, an RF amplifier

also usually comprises of a pre-amplifier, power supplies, filters and matching circuits.

3.1.1 Basics of the transistor

The basic principle of a transistor is to amplify or switch electrical signals. There are

many types of transistors for various applications such as broadcasting, cellphones and

mobile networks, computers, switches, audio and RF amplifiers for many industrial,

scientific and medical applications. Despite the wide range of transistors, there are

two prominent families of transistors used for these applications: (a) Bipolar junction

transistors (BJTs) and (b) field-effect transistors (FETs) [77]. There are three leads

of the BJT: collector, base and emitter (Figure 3.1A,B,D). BJTs commonly require

input current at the base to allow a large current to flow from the emitter to the

collector [77]. Similarly, the three major leads of the FET are the source, gate and

drain (Figure 3.1C,E). FETs require only a small voltage at the gate with little or no

gate current affecting the dynamics of the transistor (Figure 3.1C,E) [77]. FETs, in

general, are cheaper to manufacture and extremely small [77].

1A section of this chapter was published in A.R. Purchase et al. Magn Reson Mater Phy: 32,
679–692.
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Figure 3.1: An illustration of the BJT and FET. (A) The OFF state of the BJT. With
no voltage at the base, a depletion region prevents current flow. (B) The ON state
of the BJT. With a positive voltage (> 0.6 V) at the base, the depletion region is
eliminated allowing a current to flow through the transistor (emitter-to-collector). (C)
The ON state of the FET. VDS and VGS is the drain-to-source voltage and the gate-
to-source voltage, respectively. A positive voltage on the gate terminal controls the
current between the source and drain. The (D) BJT and (E) FET symbols. Figures
A,B were modified from Scherz (2000) [77] with permission from McGraw-Hill under
license number 1230468-1 and Figure C were modified from Electronics-Tutorials with
permission (https://www.electronics-tutorials.ws/transistor/tran 6.html).

Following the introduction of FETs and BJTs, a robust transistor, the laterally-

diffused metal-oxide-semiconductor (LDMOS), was developed in the 1970s [78–80].

It showed superiority in performance compared to other transistors. The LDMOS

transistors remain the dominant component of RF amplifiers operating at a frequency

between 1 MHz and 3.5 GHz, due to their high linearity, high efficiency, high gain,

and relatively lower costs than other transistors [78, 79].

The operation of transistors can be explained using the BJT theory as its principles

can be generalized to all transistors. Figure 3.1A shows the OFF state (no current

flow between collector and emitter) and Figure 3.1B shows the ON state of a BJT [77].

The BJT consists of three adjacent layers of n-doped and p-doped layers. The doped
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layers intentionally have impurities, such as phosphorus or boron, to modulate their

electrical properties. The n-type layer contains free electrons that move in the crystal;

p-doped layers readily accept electrons due to electrically conductive “holes”. In

BJTs, the n- and p-doped layers alternate (NPN or PNP), allowing control of current

flow through the transistor. For example, in the OFF state (0 V at the base) for an

NPN transistor, a depletion region forms between an n- and p-doped layer due to

free electrons in the n-type layer filling the holes in the adjacent p-type layer because

there is no potential difference between these layers. The depletion region prevents

the flow of electrons from the emitter to the collector (Figure 3.1A) [77]. However,

when a small bias voltage (> 0.6 V) is applied at the base, the depletion region

vanishes, allowing electrons to move through the transistor since the p-type layer

is thin. Furthermore, increasing the bias voltage increases the emitter-to-collector

current in proportion to the current gain (β) specific to the transistor (IC = βIB)

[77]. The large current is provided by the DC power supply unit (V+ in Figure 3.1)

[77]. In addition, if the NPN transistor is reverse biased (i.e. a negative voltage at the

base), the depletion region size increases, further preventing current flow. Since the

NPN base acts as a current “source” (assuming a conventional current), the voltage

and currents in PNP transistors are reversed, and the base serves as a current “sink.”

For the FET, the gate terminal is electrically isolated from a P-type substrate by a

metal oxide layer, preventing current flow in the gate (Figure 3.1C,E). However, when

a voltage is applied to the gate terminal, attracting the electrons in the substrate, an

N-type channel is formed allowing current between the source and drain. The gate

voltage determines the thickness of the channel, which in effect, controls the current

dynamics in the transistor. Furthermore, LDMOS transistors operate similarly to

standard FETs and with high output power capability; therefore, I used the LDMOS

as a basis for the TRASE RF amplifier design. The details, including materials and

engineering, of BJTs, FETs and LDMOS transistors are out of the scope of this thesis

and could be found in other publications, for example [78–81].
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Figure 3.2: Classification of RF amplifier operation. An example electronic schematics
and RF output response for (a) Class A, (b) Class B, and (c) Class AB amplifier
operation. (d) A classification summary comparing the conduction angle (determined
by the bias point Q) and the power efficiency of an amplifier. All figures modified
from Electronics-Tutorials [82] with permission.

3.1.2 Classification of RF amplifiers

Regardless of the transistor technology used in amplifiers, the operating performance

depends on the voltage provided at the base or gate (i.e. bias). Therefore, the

amplifiers are divided into classes (A, B, AB, C, D, etc) depending on the bias voltage

point (Q in Figure 3.2).

Class A

The bias of the class A amplifier is set at the voltage enabling best RF output linearity,

compared to all other classes (see Figure 3.2a) [77, 81]. Unfortunately, this operation

suffers power inefficiency (i.e. high heat generation) since the transistor conducts the

during entire RF input cycle [77], [81]. The conduction angle is a measure of the

portion the RF input cycle which the transistor generates RF output. For class A

operation, the conduction angle is 360◦.
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Class B

To improve power efficiency of the class A RF amplifiers, class B uses two back-to-

back transistors in the push-pull configuration (see Figure 3.2b). The back-to-back

transistors typically consists of a NPN and a PNP where NPN is on for a positive

gate voltage and PNP is on for a negative gate voltage. Class B improves the power

efficiency since each transistor conducts for only one-half of the RF input cycle; a

conduction angle ∼180◦ [77, 81]. Although class B improves power efficiency, the

design suffers distortion of the RF output waveform due to the “dead-band” of the

transistors. The dead band arises since both transistors are not conducting when

the RF input voltage is low (-0.6 < Vin < 0.6 V); therefore, the RF output voltage

immediately falls to zero [77, 81].

Class AB

The class AB operation is a trade-off between the RF output linearity produced by

class A and the power efficiency produced by class B. By application of a small DC

bias voltage, both the NPN and PNP bias voltages avoid the dead-band (Figure 3.2c)

[77, 81]. More specifically, the NPN and PNP bias stays above +0.6 V and below

−0.6 V, respectively, for the Class AB amplifier in Figure 3.2c [77, 81]. In effect,

the class AB RF amplifier maximizes both power efficiency and RF output linearity.

Since high RF power and pulse shape fidelity are required in NMR and MRI, class

AB is the most common type of RF amplifier used in these applications.

Class C and others

Since classes A, B, and AB amplifiers produce heat during operation, large heat sinks

and fans are required leading to bulky designs. Class C, D, and others operate with

a very short conduction angle (below 90◦). For class C or D, the goal is highest

possible power efficiency since it allows more compact and cheaper amplifiers. RF

output nonlinearities and distortions are inevitable but may be reduced or mitigated
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using other components such as filters [77, 81]. Although beyond the scope of this

thesis, class D amplifiers have been designed and used successfully as inexpensive,

compact and efficient devices for some portable NMR and MRI systems but often

with limited peak RF output power (< 150 W) [83].

3.2 RF pulses in TRASE

Although TRASE removes the costly B0 gradient system, it introduces new require-

ments for RF power amplifiers. TRASE requires the generation of multiple, short,

high-power RF pulses to collect as many k-space data points as possible within the

T2 decay window. Since commercial RF power amplifiers do not meet these require-

ments, TRASE spatial resolution is limited [40, 44].

Figure 3.3 shows a one-dimensional (1D) TRASE pulse sequence. Figure 3.4 shows

the corresponding 1D k-space trajectory. 1D TRASE consists of a single 90◦ excitation

RF pulse followed by two-channel (A and B) transmission of short, high-power 180◦

RF refocusing pulses applied to two independently driven RF coils. The signal is

acquired between each refocusing pulse to fill a single line of k-space. The total echo

train length is limited by T2 decay, restricting the spatial resolution, particularly in-

vivo due to short T2 relaxation times of tissues [40]. 2D or 3D TRASE requires more

RF pulses, hence more RF coils and more RF amplifiers (see Chapter 2) [35, 40, 44,

73].

3.3 RF amplifier requirements for TRASE

Since commercial amplifiers do not meet the requirements for TRASE, a new RF

amplifier design was needed. For maximal TRASE MR image resolution, high-power

RF output, high duty cycle, fast switching times and minimal blanking RF output

noise are essential (Table 3.1).
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Figure 3.3: Two-channel 1D TRASE pulse sequence. Echo data acquisition (purple)
occurs between the 180◦ RF pulses. The total acquisition time (train length) is limited
by the T2 decay (top blue line). Typical parameters of TRASE: echo train time (ET)
is 50 ms, 128 data points, and repetition time (TR) is 500 ms.

Figure 3.4: The 1D TRASE k-space trajectory.
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Table 3.1: Requirements for the RF power amplifier used in TRASE MRI

Specification 1D TRASE requirement

Peak RF power output ≥ 1 kW

Number of channels ≥ 2

RF duty cycle ≥ 50%

Blanked noise level (BNL) ≤ -171 dBm/Hz

Pulse-to-rising/falling edge (PRE, PFE) ≤ 10 µs

RF rise/fall transition time (RRT, RFT) ≤ 5 µs

Pulse duration ≤ 100 µs

Harmonics strength at 1 kW < - 12 dBc

Class AB

Total gain +60 dB

3.3.1 Duty cycle

The use of low field (< 1 T ∼ 42 MHz) commercial MRI RF amplifiers (Table 3.2) for

TRASE is limited for several reasons. They are placed in “fault mode” by a protection

circuit that prevents higher than ∼20% duty cycle, a certain pulse width or over peak

RF output power [91]. The reason for this protection is to reduce possible damage

to the RF amplifier due to overheating [91] and to limit potential overheating of the

patient (i.e. limit the specific absorption rate (SAR)) [92]. It should be however

noted, that because SAR increases proportionally to B2
0, higher duty cycle RF trains

can be applied at lower fields (< 0.5 T). Still, commercial RF amplifiers for low field

limit the duty cycle < 20% [92]. Although high duty cycle RF amplifiers do exist, for

example, for hydrogen decoupling [93], they operate at low RF output power (< 100

W) and high frequency (> 65 MHz); hence, they cannot be used for TRASE at low

fields. The Tomco BT01000-Delta is an example of such an amplifier (see Table 3.2).

Only a few commercial MRI amplifiers are manufactured to operate at low fre-

quency (e.g., Analogic, Tomco, CPC) but with low duty cycle (Table 3.2). Holland
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and Heysmond produced an RF amplifier for pulsed low field NMR capable of de-

livering 300 W continuous-wave (CW) or up to 800 W pulsed RF with a duty cycle

below 5% [94]. To my knowledge, currently, no commercial RF amplifier exists that

satisfies all the requirements for high-resolution TRASE MRI.

3.3.2 Noise blanking and timing

Disabling the RF power amplifier output stage (‘gating’) during signal acquisition

reduces electronic noise which is crucial in MRI to maximize SNR [91]. Long delays

between gating and the RF output pulse are an undesired consequence of the RF

amplifier switching especially at high duty cycle (≥ 50%) with short RF pulses (∼100

µs), leading to reduced RF output pulse fidelity for CW RF input.

The timing parameters pertinent to any RF amplifier performance are as follows

(Figure 3.5):

• Pulse-to-rising edge (PRE) time - the interval from the gate pulse “on” to the

beginning of the RF output pulse.

• RF rise transition (RRT) time - the delay from the beginning of the RF output

pulse to the 100% RF output amplitude.

• Pulse-to-falling edge (PFE) time - the delay from the gate pulse off to the

beginning of the RF output amplitude decay.

• RF fall transition (RFT) time - the delay from the beginning of the RF output

amplitude decay until the RF output reaches noise level.

For example, a rectangular gate input to the transistor bias control circuit may

become non-rectangular (due to RC integration) and shape the envelope of the RF

output [95]. A high duty cycle and short rectangular RF pulse train output is a

requirement of the RF amplifier to obtain high-resolution TRASE; therefore, mini-

mizing these delays is essential to maximize the total echo train length, hence the
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Figure 3.5: An illustration of the relationships of timing parameters between the gate
pulse (red) and RF output (purple) for a single pulse during RF amplifier operation:
pulse-to-rising edge (PRE) time, RF rise transition (RRT) time, pulse-to-falling edge
(PFE) time and RF fall transition (RFT) time.

spatial resolution. Any additional timing delay reduces pulse fidelity and total echo

train length. An increase of RRT or RFT leads to longer pulses necessary for RF

180◦ refocusing pulses, effectively reducing spatial resolution of TRASE. It should

be noted that long PRE and PFE times present in commercial MRI RF amplifiers

(e.g., Analogic or MKS S35) reduce the time available for data acquisition. This is

yet another drawback of the available commercial RF amplifiers.

3.3.3 Size and weight

Most commercial amplifiers are single channel, large and heavy. To meet the TRASE

requirement for a multi-channel amplifier, many single channel commercial amplifiers

could be combined, but it would lead to extremely expensive and bulky systems

which is definitely not suitable for a portable MRI. A significant reduction in total

amplifier size could be made using a common power supply unit for multiple pulsed

RF channels.
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3.4 Methods

3.4.1 Design aims

MRI RF power amplifiers amplify low power RF pulses (0–1 mW) generated by an

MR console to high power (order of kW). The console also provides gating pulses

(‘blanking’) to switch the amplifier on during RF transmission and off during data

acquisition to reduce amplifier noise. A transmission line feeds the RF output to an

RF coil matched to 50 Ω and tuned to the Larmor frequency.

Considering the TRASE applications of the amplifier, the aims of the design were

(Table 3.1):

• Design and construct a dual-channel RF amplifier system, achieving 1 kW peak

pulsed output per channel.

• Achieve a minimum total gain of + 60 dB per channel.

• Minimize blanking noise to a level comparable to commercial RF amplifiers.

• Minimize all timing delays (RRT, RFT, PRE and PFE).

• Use a common main power supply unit for both RF outputs (channels).

• Implement an efficient air-cooling system for heat dissipation for both channels.

3.4.2 Detailed design

To clarify the discussion on the RF amplifier design for TRASE, I define the following

parameters:

• Bias voltage refers to 2 V applied directly at the transistor gate.

• Blanking refers to a 0 V bias (i.e., switching a 5 V gating input to 0 V switches

the transistors off).

• Gating pulse means the 5 V pulse provided to switch the amplifier on.
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• Blanking noise power (BNP) is the average noise power (dBm) within 100 kHz

bandwidth centered at the operating (Larmor) frequency with no applied gating

signal and 50 Ω termination at RF input of the RF amplifier. A ∼0.22 T

permanent magnet was used in this work; therefore, the operating frequency of

the amplifier was 9.27 MHz.

• Blanking noise level (BNL) was introduced to remove the dependence of the

spectrum analyzer resolution bandwidth (RBW) noise and the window band-

width (BW) noise on the BNP measurement to estimate the noise level in a 1 Hz

window. Therefore, BNL(dBm/Hz) = BNP(dBm) - 10log(RBW) - 10log(BW).

Figure 3.6: A block diagram of the RF power amplifier. An RF input is amplified by
a pre-amplifier which provides input (0–1.5 W) to the main power amplifier deck (RF
PA). The 24 V power supply (PSU 2) provides power to both the gating controller
and the pre-amplifier. The power supply (PSU 1) provides a high DC power source
to multiple, main RF amplifier (RF PA) units. For dual-channel operation the design
is duplicated (‘× 2’). AC is a standard alternating current power source (120 VAC,
60 Hz)

Several modules using commercially available components were selected to satisfy
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the design aims. Figure 3.6 shows a block diagram of the two-stage RF amplifier with

a 5 V gating pulse, RF input, RF output and two 120 V AC power connections.

A two-stage amplifier design was selected to achieve a + 60 dB gain (Figure 3.6).

In the first stage, a pre-amplifier (ZHL 1–2 W + by Mini-Circuits, USA) was used to

amplify a 9.27 MHz RF input (0–1 mW) by + 33 dB. This particular pre-amplifier

was used for its reliability, small dimensions and consistent gain over a wideband of

operating frequencies [96]. This pre-amplifier operates in class-A mode with high RF

output linearity minimizing potential signal distortions [96]. A 2.1 A, 24 V power

supply (PWR-242-AE, Advantech Co. Ltd., Taiwan) was used for the pre-amplifier.

In the second amplification stage, an amplifier based on the BLF 188xr transistor

(NXP Semiconductors, The Netherlands) was selected for its high efficiency, excellent

thermal stability, + 25 dB gain, 1 kW RF output, broadband frequency of operation

(1.8–54 MHz) and excellent continuous wave (CW) performance [97, 98].

Figure 3.7: The main RF amplifier (second stage) circuit was modified from W6PQL
Amateur Radio Station [97]. The main RF amplifier consists of five circuits: RF
input (from pre-amplifier), bias network (dashed gray box), main power (50 V from
TDK-Lambda GEN50-30 for transistors), transistors (Q1, Q2) and RF output circuit
(all components are shown to the right of Q1 and Q2 transistors).
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Figure 3.8: An optically isolated gating controller circuit. A 5 V gating TTL input
signal from the console or Arduino controls 12 V, 30 mA DC output connected to the
12 V biasing network of the main amplifier (Figure 3.4). The 24 V input is connected,
along with the pre-amplifier, to the PWR-242-AE power supply (Advantech Co. Ltd.,
Taiwan)

As the basis for the circuit, a 1 kW RF amplifier commonly applied in amateur

radio broadcasting was used [97]. The circuit diagram for the second amplification

stage is shown in Figure 3.7. However, in radio communication, BLF188xr transistors

are commonly used in a continuous wave (CW) mode rather than the pulsed mode

required for MRI. Therefore, a gating controller (Figure 3.8) was constructed to gen-

erate 12 V gating pulses to drive the second amplification stage (Figure 3.7) from

a pulsed 5 V gating source. Fast switching of the bias (see dashed line Figure 3.7)

was accomplished through a simple circuit comprising resistors (R1–R8, R10, R12),

a Zener diode (DZ1), a potentiometer (VR1 200), and a capacitor (C8). Capacitors

that were parallel to the resistors (R7, R8) in the original W6PQL version [97] were

removed to reduce delays (PRE and PFE) caused by the RC integrating effect. How-

ever, although they slightly increased RF noise level (∼5%) during RF transmission,

there was a negligible change in the blanking noise level. The 24 V power supply

(PWR-242-AE, Advantech Co. Ltd., Taiwan) used for the pre-amplifier was also

used to power the gating controller. The optocoupler eliminated potential ground

noise originating from a 5 V TTL signal generated by the console.
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Gating operation

The gating controller (Figure 3.8) operates as follows. A 5 V gating pulse input

activates the optocoupler (6N138) and bias of bipolar junction transistors (BC 547)

such that the transistor (BC 557) applies 12 V to the BLF188xr power transistor bias

network (dashed line in Figure 3.7). The voltage regulators (LM 7805, LM 7812)

reduce 24 V DC to stable 5 V and 12 V DC levels for the gating controller circuit

(Figure 3.8). The variable resistor (R 100 k) provides fine adjustments around 1 V

across the light-emitting diode (LED) to match its sensitivity to the phototransistor.

These adjustments minimize delays (PRE, PFE) introduced by the gating controller.

The 12 V pulsed gating output (Figure 3.8) was connected to the 12 V input of the

main amplifying deck (Figure 3.7).

Power supply unit

The power supply (TDK Lambda GEN50-30, TDK-Lambda Americas Inc., USA) was

selected for the second amplifying stage due to its small vertical dimension occupying

minimal space in a rack as well as its low noise and low ripple (due to AC to DC

conversion) specifications [99]. The power supply unit maintains constant 50 V at

the RF transformer input (T2 in Figure 3.7) and delivers the required current (0–30

A). This power supply unit, in our design, is used for two RF output channels but

could be used for more RF output channels (i.e., to maintain 50 V and up to 30 A

total current for multiple BLF188xr units). Five 10 mF capacitors (C1–C5) per main

amplifying deck were added in parallel to the 50 V main power supply for pulsed

operation [100]. The capacitors are charged during the blanking period and discharge

fast during transmission ensuring continuous and stable power delivery in pulsed RF

conditions.
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3.4.3 Theory of operation

The designed and constructed TRASE amplifier operates in class-AB as a push–pull

design. Both Q1 and Q2 transistors (Figure 3.7) operate at different times depending

on the phase of the RF input at the transformer (T1). An unbalanced RF input is

applied at the T1 input. The T1 transformer splits the RF input and shifts the relative

phase of the RF inputs by 180◦ which are subsequently applied at the gates of Q1

and Q2, producing the required on-off cycle for push-pull operation. In addition, the

required gate DC voltage is applied to the output of T1 to balance the RF applied

to both gates. The small DC voltage is applied through a bias network which is

regulated and impermeable to RF interference due to the Zener diode and a series

of resistors. In addition, a thermistor is used to regulate the bias voltage due to

temperature fluctuations and the 510 Ω resistor prevents over correction.

The optimal operating conditions for the BLF188xr transistors provided by the

main power supply is a drain voltage of 50 V, which corresponds to a minimal power

dissipation when blanked (i.e. a minimal drain leakage current of 2.8 µA [98]). The

drain leakage current is the current flowing through the transistor even when switched

off. The gating controller (Figure 3.8) allows the RF output of the transistors to

switch off to the level of the drain leakage current; therefore, minimizing the blanking

noise level for MRI operation. The voltage directly applied by the bias network

(dashed gray line, Figure 3.7) is matched to the gate-source threshold voltage of

approximately 1.9 V [98]. The additional capacitors (C1–C5, Figure 3.7) on the

main power supply circuit decrease the transient response time of the power supply

during pulsed operation. The transient response time describes how quickly the power

supply can recover from a change in the load condition. The main power supply used

here has a transient response time of 20 ms [99], insufficient for high-power (1 kW)

and short (100 µs) RF pulses; therefore, capacitors were added to rectify this issue.

The capacitors act as a power source which may be charged during blanking and
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discharged at a faster rate than the main power supply during gating.

Furthermore, the RF output matching circuit (T3, T4, and balun) used here is

common for many push-pull LDMOS transistors devices, including those based on

the BLF188xr units, since 2013 (see CD-101-13, NXP Semiconductors, Netherlands)

[101]. More specifically, T3 and T4 are used to match the 12.5 Ω gate-to-drain

impedance of the transistors to the 50 Ω RF coaxial transmission line. Both output

transmission lines are highly balanced by this transformer configuration minimizing

the even harmonics in the amplified RF output waveform. In addition, the balun

allows a connection between the balanced transistor outputs to the unbalanced RF

coil, providing equal and opposite voltage on the output relative to ground. Therefore,

a maximum amount of power is transferred to the RF coils by using the matching

circuit.

3.4.4 Enclosure of the two-channel RF amplifier

The assembled two-channel amplifier is shown in Figure 3.9. Except for the main

power supply, all components were installed in an aluminum enclosure mounted in a

standard 19” rack. Internal components were secured to three aluminum heat sinks

and an aluminum base plate.

Figure 3.9: (a) Modules of the TRASE 2-channel RF power amplifier mounted inside
the aluminium enclosure and (b) placed in a rack for MRI operation with the power
supply visible at the bottom.
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3.4.5 Experimental setup

Figure 3.10: Testing setup for a single transmit channel of the RF amplifier on the
bench and with an MRI console. The RF output was measured at - 60 dB, 50 Ω
(CH1), reflected RF output at - 30 dB, 50 Ω (CH2) and the 5 V gating pulses (CH3)
at high impedance. Forward and reflected power was monitored on the oscilloscope
after attenuation.

Figure 3.10 shows the general setup for on-the-bench and with the MR console

testing. The following parameters of the amplifier were measured: forward and re-

flected RF power, timing relationships, harmonics and blanking noise level. Three

different setups were used for the performance testing:

• For on-the-bench testing, RF generation from a waveform generator (AFG 3022,

Tektronix, USA), gating pulses generated by a microcontroller (Arduino MEGA

2560, Ivrea, Italy), and a high-power broadband load (50 Ω, 200 W, Wenteq

Microwave Corporation, USA) were used. Continuous-wave (CW) RF input

was provided by the waveform generator and the RF output was switched using

the gating pulses alone. The broadband load minimized reflected power. The

RF input, gating pulses and RF output were monitored for a range of RF pulse

lengths (100-500 µs), duty cycles (10-50%) and RF output power levels (0-400

W; 400 W-1 kW using a maximum 20% duty cycle).
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• For testing with the MR electronics, we used an MR console (TMX, MRI-Tech,

Calgary, Canada) [102] to generate both pulsed RF and gating pulses, with RF

output driving the high-power broadband load.

• For TRASE testing, the same MR console was used and the RF coils (saddle and

twisted RF coils [74]) were used instead of the broadband load. Performance

was tested by acquiring a 1D TRASE projection of a two-bottle phantom with

CuSO4 + NaCl-doped water.

An operating frequency of 9.27 MHz RF input and 5 V gating pulses were used in

each setup. The forward RF power was monitored on an oscilloscope (MDO4054B-3,

Tektronix, USA) with 60 dB attenuation using a dual directional coupler (DDS-1,

PreciseRF, USA) and high-frequency sampler (HFS, PreciseRF, USA). The reflected

RF power was monitored with 30 dB attenuation using the dual directional coupler.

3.4.6 Performance testing

The amplifier performance was assessed, on-the-bench and with an MRI console, for

the RF output power, timing and delays, pulse stability and fidelity, blanking noise

level, RF waveform linearity and 1D TRASE capability.

RF output power

On-the-bench, the RF input voltage was varied using the waveform generator and

monitored using the setup shown in Figure 3.10. Direct peak-to-peak voltage mea-

surement from the oscilloscope was converted to RMS power assuming 50 Ω according

to:

Pm =
V2

rms

50
=

(︂
Vpp

2
√
2

)︂2

50
= V2/(4 × 108) (3.1)

where Pm is RMS power (W) and V is measured peak-to-peak voltage (mVpp).

The RF output power PT (W) is given by PT = Pm × 100.1|dB| , where Pm is the

measured RF power (W) at the scope and dB is the added attenuation. The RF
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power response curve for each channel was obtained.

Timing parameters

The main push-pull RF broadcasting amplifier was initially designed for CW, not for

pulsed operation. Therefore, investigations of delays between the gating circuit and

RF output were carried out on the bench. The RF output was switched using 5 V

gating pulses while holding a CW RF input. With the console testing, switching times

were measured using a pulsed RF input, 5 V gating pulses and high-power broadband

termination as a load. Additionally, the 12 V output of the gating controller circuit

was monitored. Timing parameters shown in Figure 3.5 were measured using the

setup shown in Figure 3.10.

Pulse stability and fidelity in long RF pulse trains

The purpose of this performance test was to monitor stability of the peak RF output

voltage and possible variations in timing parameters over long pulse trains. A CW

9.27 MHz RF input was used, with 5 V gating pulses generated by a pre-programmed

microprocessor (Arduino MEGA 2650, Ivrea, Italy). Duty cycle from 10 to 50%, 100

µs pulse length and a broadband load was used. The peak output voltage and timing

parameters (RRT, RFT, PRE and PFE) were measured for the first and the last pulse

in a 256 RF pulse train length (ETL) as needed for TRASE.

Blanking noise level

As mentioned, the RF noise output between RF pulses is critical for data acquisition

since maximizing SNR for TRASE MRI, and any MRI technique, is required. Unfor-

tunately, most commercial RF amplifier specifications do not describe how blanking

noise was measured. To compare the blanking noise of the TRASE RF amplifier

to commercial designs (Analogic AN8110 and Tomco BT00500), we performed noise

power measurements at a center frequency of 9.27 MHz, bandwidth (BW) of 100 kHz

and resolution bandwidth (RBW) of 83.0 Hz. First, the baseline noise introduced

59



by the oscilloscope was measured by terminating the RF port with 50 Ω. The noise

power (dBm) was measured in a 100 kHz bandwidth centered at 9.27 MHz. Next,

the amplifier RF output was connected directly to the RF port and the noise level of

the blanked RF amplifier output was measured. The blanking noise level (BNL) was

calculated as: dBm/ Hz (scope) = dBm - 10log10(RBW) - 10log10(BW) = dBm -

69.19 [103]. The noise output of the amplifiers was measured with each RF amplifier

input terminated to 50 Ω and no applied gating signal.

Power linearity and harmonics strength

To measure amplifier linearity, output harmonics using the fast Fourier transform

(FFT) mathematical function of the oscilloscope was used. As per Bowick [104],

harmonic distortion can be expressed as:

Vout = αVin + βV2
in + ... (3.2)

where α and β are coefficients [104]. To obtain the impact of each harmonic on the RF

output, voltages of each harmonic from the FFT of the RF output were used. Each

harmonic was recorded from the FFT of the RF output. The harmonic strength (dBc)

is defined as dBc = 20 log(Vh/Vc), where Vh is the peak voltage of the harmonic

(mV) and Vc is the peak voltage (mV) of the RF amplifier operating frequency. The

strength of the first six harmonics was monitored for RF output power from 0 to 1

kW.

One-dimensional (1D) TRASE

For 1D TRASE, a TMX MR console [102], 0.22 T permanent magnet (MRI-Tech,

Canada), TRASE RF amplifier, saddle and twisted solenoid RF coils were used [74].

The RF amplifier channel 1 was connected to the saddle coil via a transmit/receive

switch. The twisted solenoid coil was connected directly to the amplifier channel 2.

Two cylindrical phantoms (diameter × height = 3.4 cm × 5 cm and 3.8 cm × 7

cm) filled with 61.6 mM NaCl + 7.8 mM CuSO4 were aligned with their long axis
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along the phase gradient produced by the twisted solenoid RF coil. The RF input

to each amplifier channel was adjusted for maximum spin-echo amplitude. The pulse

sequence parameters used for TRASE acquisition were: 200 µs pulse length, 900

µs pulse separation, 11% duty cycle and 128 echo train length. Unfortunately, the

console limited the achievable duty cycle to 11% RF pulse trains; however, higher

duty cycle was achieved on-the-bench.

3.5 Results of performance testing

3.5.1 RF output power

Output linearity was measured according to the procedure described in Section 3.4.6.

The results of the power response are shown in Figure 3.11. The first six pulses of a

pulse train length of 128 operating at peak power (1 kW), 50% duty cycle and 100

µs pulse length are shown in Figure 3.12. The RF power response was stable for all

duty cycles.

3.5.2 Timing parameters

The delay between the 5 V input (100 µs) pulses and 12 V output (Figure 3.8)

during bench testing is shown in Fig. 3.13. A delay of 2.5 µs and 25 µs is visible

between the 5 V and 12 V rising and falling edges, respectively. The gating controller’s

(Figure 3.7) turn-off time changes, depending on the 5 V pulse length but does not

change when varying RF input power because it is an isolated drive for the 12 V bias

network. The delay is sensitive to the 5 V pulsed input signal amplitude and may be

minimized, to the above levels, by adjusting the variable resistor (R 100 k, Figure 3.8).

The results of timing performance tests with the console, as per Section 3.4.6, are

shown in Figure 3.14. The PRE and PFE between the 12 V pulsed and RF output

was measured to be 2 µs and 1 µs, respectively. The console was programmed to

introduce a 10 µs delay between the 5 V gating pulse and the RF input to minimize

pulse overshoot and RRT of the RF output (Figure 3.15). The PFE (15 µs) between
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Figure 3.11: Performance testing of the TRASE RF power amplifier output. The
total RF power output for channel one (black) and channel two (red) as a function
of RF input power. Deviations up to 2 dB between each channel are due to minor
differences in the construction of the transformer (T2, Figure 3.7).

the 12 V falling edge and the RF output can be minimized to 2 µs by switching off

the 5 V gating pulse at an earlier time.

3.5.3 Pulse stability and fidelity in long RF pulse trains

Measurements of RF output power and timing parameters were made as per Sec-

tion 3.4.6. Negligible differences (< 1%) were measured in pulse timing parameters,

pulse length and peak RF output voltage between the first and last pulse of the train.
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Figure 3.12: First 6 pulses in an RF pulse train of 128 with 50% duty cycle, 100
µs pulse length and 1 kW peak RF output (60 dBm) in channel one of the TRASE
amplifier. Channel 2 behaves identically (not shown). Signal amplitude (SA) is in
arbitrary units.

Figure 3.13: Simultaneous monitoring of the 5 V input gating pulses (from console)
and the 12 V output of the bias controller circuit (Figure 3.8). A 5 V input pulse
(pink) is shown. (a) A delay of 2.5 µs was measured between 50% signal amplitude
of the 5 V pulse rising edge and 50% signal amplitude of the 12 V pulse rising edge.
The rising edge delay did not change when the pulse length, RF input or duty cycle
was varied. (b) A delay of 25 µs was measured between 50% signal amplitude of the
5 V pulse falling edge and 50% signal amplitude of the 12 V pulse falling edge. The
falling edge changes depending on the 5 V pulse length. These delays are an effect
of the optocoupler sensitivity and may be compensated for during pulsed operation.
Signal amplitude (SA) is expressed in absolute voltage values.
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Figure 3.14: The operation of the TRASE amplifier with CW RF input (green) is
shown. (a) RF input and RF output at the pulse rising edge. (b) RF input and RF
output at the pulse falling edge. The PRE (12 V) is 2 µs, PFE (12 V) is 1 µs, RRT
is 2 µs and RFT is 1 µs. Signal amplitude (SA) is absolute voltage values for gating
pulses and arbitrary units for RF pulses

Figure 3.15: The operation of the TRASE amplifier is shown with pulsed RF input
(green), 5 V gating pulse (pink), 12 V pulses (blue), and RF output (yellow) to observe
the effect of the gating circuit delay during pulsed operation. The pulse rising edge
(a) and falling edge (b) of a single pulse is presented.

3.5.4 Blanking noise level

The blanking noise level (BNL) of the TRASE RF amplifier was similar to the com-

mercial RF amplifiers (AN8110 and Tomco BT00500). The BNL for all amplifiers
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was measured at - 172.2 ± 1.1 dBm/Hz.

3.5.5 Power linearity and harmonics strength

The third harmonic was the largest one but remained less than or equal to -10 dBc

for a range of RF output power (0-1 kW). The other harmonics consistently remained

negligible (less than - 30 dBc).

3.5.6 One-dimensional (1D) TRASE

The results of the 1D TRASE experiment with the constructed RF amplifier are

shown in Figure 3.16. Figure 3.16b shows the profile through a phantom obtained by

the Fourier Transform of the acquired echoes shown in Figure 3.16a. The phantoms

used are shown in Figure 3.16c.

Figure 3.16: One-dimensional (1D) TRASE using the TRASE RF amplifier. A
Fourier transform of the acquired k-space data (a) is shown in (b). The phantoms
(diameter × height = 3.4 cm × 5 cm and 3.8 cm × 7 cm) filled with 61.6 mM NaCl
+ 7.8 mM CuSO4 and separated by a 5 mm cork spacer were used. The parameters
used for TRASE are no slice selection, echo spacing = 900 µs, pulse length = 200
µs and 11% duty cycle per channel. The duty cycle was limited by the MRI console
during TRASE acquisition.
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3.6 Discussion

The designed TRASE RF power amplifier, adapted from amateur radio, for pulsed RF

output at high duty cycle (minimum of 50%) and 1 kW RF power output dedicated

for TRASE MRI was successfully constructed and tested. Blanking noise levels of the

amplifier were compared with commercial MRI RF amplifiers, showing results close

to 50 Ω thermal noise for all amplifiers.

Minor differences in RF power output between the channels of the TRASE RF

amplifier (approximately + 2 dB in channel 1 compared to channel 2) are due to

minor differences in construction. For example, wire-to-wire proximity may introduce

capacitance in the transformer (T2 in Figure 3.7), shifting the cutoff and attenuating

the operating frequency and harmonics of the RF output. Future designs will comprise

identical RF choke components. However, slight differences in gain for each channel

can be compensated when used for TRASE MRI as the amplitudes are independently

controlled because power demand is not equal for each channel (RF coils require

different power levels due to different quality factors and loading) [74].

The large third harmonic (− 10 dBc) remains a limitation of the current RF ampli-

fier at 9.28 MHz and should be addressed in future designs. As per the measurements,

up to 100 W at 27.81 MHz (third harmonic) may be reflected back to the amplifier

when operating at 1 kW with a narrowband tuned load. However, no damage is

expected to the LDMOS transistors, since they are extremely rugged (can withstand

mismatch of VSWR > 65) [98]. Reflected RF power may cause damage to output

circuitry. The transformer (T2 in Figure 3.7) also acts as passive power protection

to the high frequency-reflected power. Nevertheless, the significant third harmonic

has to be considered, particularly in clinical applications to meet the International

Electrotechnical Commission (IEC) regulations [105]. Harmonics strength were not

directly measured at an operating frequency of 2.8 MHz; however, the RF output

waveform showed negligible distortion compared to 9 MHz up to 800 W per channel.
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Performance tests verified pulse stability and fidelity under various conditions. At

both 3 MHz and 9.28 MHz operating frequency, no measurable differences were no-

ticed in timing performance when varying the duty cycle (between 10 and 50%), RF

output power (between 0 and 1 kW), pulse lengths (between 100 and 500 µs) and

pulse train lengths up to 256. The bias controller circuit (Figure 3.8) introduces a

delay between 5 V pulsed DC input and 12 V pulsed output. The 5 to 12 V switch-

ing off delay (PFE) remains a concern of the TRASE amplifier but is compensated

by decreasing the 5 V gating pulse length that a console can easily accommodate.

Although a 50% duty cycle is desirable for TRASE, the constructed amplifier can

operate at CW (100%) duty cycle per channel. However, the remaining timing delays

limit the duty cycle to about 90%.

One-dimensional TRASE was obtained to show that the amplifier is suitable for

TRASE MRI. A twisted solenoid and saddle RF coil array were used, with an ex-

pected pixel separation of 2.50 mm [74]. In our experiment, we evaluated the distance

between the middle of the two phantoms L = (34 mm + 38 mm)/2 + 5 mm = 41 mm,

which in theory corresponds to N = 41/25 = 16.4 pixels. The number of pixels agrees

with our measured 1D profile (see Figure 3.16b), where the middle of two cylindrical

phantoms appeared at pixel # 52 and # 68, respectively, hence N’ = 68 - 52 = 16.

Therefore, the measured profile verifies the expected k-space trajectory, indicating

the correct operation of the proposed RF amplifier. However, the profile shape is

impacted by the various magnetic field and phantom factors, such as nonlinear phase

gradient along the encoding direction, B1 inhomogeneities along the length of the

phantom and additional signal originating from the necks of the bottles.

3.7 Conclusions

In this work, a two-stage, class-AB, push-pull RF amplifier dedicated for TRASE

MRI was proposed. The RF amplifier, adapted from amateur radio communication,

was constructed and tested on the bench and with a 0.22 T MRI system. Such
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a design satisfied all requirements of TRASE (Table 3.1) except for the prominent

third harmonic strength. A specification summary for the TRASE amplifier based on

measurements with the MRI console is provided in Table 3.3. Improvements to the

RF coils and the TRASE technique are currently in progress to fully integrate the

RF amplifier with the MR system.

The TRASE RF power amplifier proved to be superior to commercial RF power

amplifiers needed for the TRASE technique. The amplifier is capable of up to 1 kW

RF output, 100 µs RF pulses, 50% RF duty cycle pulse trains with high pulse stability

and fidelity, required by TRASE. The amplifier rectifies major limitations of duty

cycle and timing present in commercial RF power amplifiers making possible future

sub-millimeter in vivo spatial resolution TRASE MRI. Future two-dimensional, high-

resolution TRASE MRI systems are envisioned to provide a four channel operation

and a single power supply unit.

The TRASE RF amplifier is also versatile. Although the amplifier was tested with

a single frequency (9.27 MHz), the main amplification stage was initially constructed

for wideband radio operation between 1.4 and 54 MHz [97]. Therefore, the amplifier

can be adapted for TRASE in MR fields between 33 mT and 1.27 T. The constructed

amplifier is now being used for TRASE on a 67 mT Halbach magnet (see Chapter 4).

If future designs of the amplifier should require a higher RF output power (> 1

kW), a reduction of harmonics (< 10 dBc) or a reduction in dimensions and weight,

some solutions already exist or need further development. For TRASE MRI requiring

power greater than 1 kW, high-power combiner circuits are currently available for the

W6PQL amplifier deck and may be integrated into the TRASE amplifier [97]. In

addition, the future RF amplifier could contain a dedicated diplexer, a device that

splits incoming signals depending on frequency, that would filter the RF output and

dump harmonic energy to a built-in load. Additionally, the size and weight may be

reduced by removing or reducing the size of the large heat sinks, allowing space MRI

systems that limit the peak RF power and duty cycle [106–108].
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Table 3.3: Tested parameters of the constructed TRASE RF power amplifier obtained
with the MRI console. aCapable of 100% duty cycle operation at 500 W per channel
using the specified 1500 W power supply unit. bPRE and PFE can be reduced to 2
µs by reducing 5 V gating pulse length. cParameter limited by console minimum RF
pulse length.

Parameter TRASE amplifier specification

Peak RF power output 1 kW

Number of channels 2

RF duty cycle 0-50%a

Blanked noise level (BNL) -171 ± 1.1 dBm/Hz

RF rise transition time (RRT) ≤ 2 µs

RF fall transition time (RFT) ≤ 1 µs

Pulse-to-rising edge (PRE) 7.5b µs

Pulse-to-falling edge (PFE) 15b µs

Pulse duration >60c µs

Third harmonic strength at 1 kW - 10 dBc

1,2,4-6 harmonic strength at 1 kW < - 30 dBc

Class AB

Total gain ∼ +60 dB
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Chapter 4

A Portable Halbach Magnet for
TRASE MRI1

4.1 Introduction

Costs, weight and size of standard clinical MRI systems are primarily associated with

the magnet (see Chapter 1) [17, 109]. Therefore, there is a trend to reduce the costs

and improve the portability of an MRI system by producing permanent MRI magnets

generating low fields (10 – 100 mT). While standard permanent MRI magnets produce

∼200 mT, lower field permanent magnets often do not require a large and heavy steel

yoke due to weaker forces and reduced extent of the stray field (e.g. biplanar C-shaped

magnet (∼68 mT) by Hyperfine Inc., USA [27]). Another type of permanent magnet

(the Halbach magnet) was invented by Klaus Halbach, in 1980, as an inexpensive

magnet alternative for particle accelerators [110]. The Halbach magnet consists of

ferromagnetic blocks oriented around a cylinder to produce a vertical magnetic field

(Figure 4.1). The geometry enables an efficient use of the permanent magnets, since

the magnetic field from each block is directed inward to a hollow cylinder and angled

correctly to superimpose, maximizing the inner field strength. In addition, Halbach

magnets produce a near zero-field outside the magnet, except at the open ends, usually

not requiring a yoke. The Halbach design is a lighter and cheaper low field MRI

1A section of this chapter was published in A. R. Purchase et. al. IEEE Access, vol. 9, pp.
95294-95303.
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Figure 4.1: The Halbach magnet. The Halbach geometry produces a vertical internal
field by rotating the magnetized blocks twice around the circumference. Figure was
obtained from Turek and Liszkowski (2014) [111] with permission from Elsevier under
license number 5324560502784.

magnet alternative (< 0.1 T) compared to other permanent magnet designs [36, 38].

Halbach magnets were not used in MRI for many years because they produce highly

inhomogeneous magnetic fields, which is unsuitable for standard MRI techniques.

However, recent advancements in MRI hardware and imaging techniques enabling

MRI in a less homogeneous field than standard MRI, showed that further reduction

of associated costs, weight, size and complexity of the MRI system is indeed possible

using a Halbach magnet [36–38, 112, 113]. For example, O’Reilly et al. (2021)

constructed a portable (∼105 kg), low-field (∼50 mT) MRI system, with a material

price below $20k, based on a new Halbach magnet optimization technique as well
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as hardware and software improvements intended for imaging of hydrocephalus in

children [37, 38]. 3D MR images of the knee and brain were obtained at 2 mm

isotropic resolution in less than 12 minutes using this system [38]. Cooley et al.

(2015) constructed a portable (∼122 kg), low-field (∼80 mT) adult brain MRI scanner

based on the novel rotational spatial encoding method (rSEM) [112, 113]. The group

used the frequency swept 3D rapid acquisition and relaxation enhancement (RARE)

pulse sequence in the inhomogeneous B0 field to avoid a conventional MRI readout

gradient and associated hardware [112]. Regardless of non-linearity present in the

Halbach magnet’s field, 3D MR in-vivo images of an adult brain were obtained in 16

minutes [36].

As seen above, the development of MRI technology have enabled new magnet

designs. The Halbach magnet is also suitable for TRASE using the twisted-solenoid

RF coils, since the magnet’s homogeneity requirement is relaxed (∼1000 ppm) [41, 42,

74, 114]. Yet, further reduction in size and weight of the magnet is desired to address

existing issues and to push the technology forward, allowing such applications as MRI

in remote areas and on the battlefield, in air and ground ambulances, in emergency

and operating rooms, and, possibly, on a space station. Therefore, we proposed a

new Halbach magnet and construction method that minimizes large inhomogeneities

produced by short lengths and imperfect material.

4.2 Basics of magnetism and permanent magnets

Magnetic fields are created by electric charges that are in motion. In a magnetic

material, the electron orbits the nucleus (orbital angular momentum) and spins about

its axis (spin angular momentum), producing a magnetic dipole moment (as seen

similarly in the nucleus in Chapter 2). However, when an external magnetic field is

applied to a material, there is a net alignment of magnetic dipole moments and the

media becomes polarized (i.e. magnetized).
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Figure 4.2: The magnetic field produced by a current loop (a) in the plane perpen-
dicular to the plane of the current loop (b). (c) The magnetic dipole produces a field
corresponding to an infinitesimally small current loop. All figures were modified from
J.M.D. Coey (2010) [115] with permission.

4.2.1 Magnetic dipole moment

The magnetic field produced by a dipole is calculated by assuming a small loop of

current (Figure 4.2a,b) (in spherical coordinates):

Br = 2
(︂µ0m

4πr3

)︂
cos θ; Bθ =

(︂µ0m

4πr3

)︂
sin θ; Bϕ = 0 (4.1)

where m is the magnetic dipole moment (m = I A, where A is the area enclosed by

the current, I, in the loop) and µ0 = 4π×10−7 [H/m] is the permeability of free space.

The resulting magnetic field of the magnetic dipole is shown in Figure 4.2c in a plane.

Generally, most materials are not magnetized because the magnetic dipole moments

are randomly oriented and cancel each other at room temperature, leading to a zero

net magnetization.

4.2.2 Classification of materials

Many materials produce a magnetic field at room temperature when placed in an

external magnetic field. Depending on their behaviour in the external field, they can

be divided into diamagnetic, paramagnetic and ferromagnetic materials (Figure 4.3).

Other classifications exist but are outside the scope of this thesis (see [115]).
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Figure 4.3: Classification of magnetic materials based on their magnetization in an
external magnetic field (H) [116]: (a) diamagnetism, (b) paramagnetism, and (c)
ferromagnetism.

Magnetic susceptibility

Magnetic susceptibility (χm) quantifies the strength of the internal field (M⃗) produced

within a material when placed in an external magnetic field (H⃗):

M⃗ = χmH⃗ (4.2)

Table 4.1 shows select materials and their magnetic susceptibilities. For diamagnetic

materials, χm < 0 and |χm| << 1; bismuth is one of the strongest diamagnetic

materials. For paramagnetic materials, χm > 0 and |χm| << 1; gadolinium is one of

the strongest paramagnetic materials, commonly used as contrast agents in MRI. For

ferromagnetic materials, χm >> 1.

Diamagnetism

Diamagnetic materials do not have a net magnetic moment at the atomic level because

all electrons are paired (Figure 4.3a). However, when a diamagnetic material is

placed in an external magnetic field, the electron orbital angular momentum changes

to oppose the direction of the external field. The change in the orbital angular

momentum is weak for diamagnetic materials, as shown by the very low (and negative)

magnetic susceptibilities (Table 4.1).
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Table 4.1: Magnetic susceptibilities of select magnetic materials [117].

Material Classification Magnetic Susceptibility (χm)

Bismuth Diamagnetic −1.7×10−4

Copper Diamagnetic −9.7×10−6

Water Diamagnetic −9.0×10−6

Oxygen Paramagnetic +1.7×10−6

Aluminium Paramagnetic +2.2×10−5

Gadolinium Paramagnetic +4.8×10−1

Cobalt Ferromagnetic +250

Carbon steel Ferromagnetic +100

Permalloy Ferromagnetic +8000

Paramagnetism

Paramagnetic materials have a net magnetic moment at the atomic level due to un-

paired electrons but are randomly oriented when not in an external magnetic field;

therefore, producing a zero magnetization (Figure 4.3b). Because the coupling be-

tween the magnetic dipole moments is weak, when placed in an external magnetic

field, the magnetic dipole moments experience a torque that aligns them to the di-

rection of the external magnetic field. Magnetic susceptibilities of paramagnetic ma-

terials are low but are positive since they magnetize with the external magnetic field

(Table 4.1). Paramagnetic materials lose their net magnetization when the external

magnetic field is removed due to thermal agitation dominating the spin coupling, ran-

domly orienting the magnetic moments. One application of paramagnetic materials

is their use as contrast agents in MRI (see Appendix A).
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Ferromagnetism

Ferromagnetic materials have a strong net magnetic moment due to strong coupling

between magnetic dipoles (Figure 4.3c). Hence, spontaneous alignment of the dipoles

occurs over macroscopic regions (domains). Therefore, the magnetization (M⃗) of the

ferromagnetic material can be viewed as a collection of individual domains:

M⃗ =

∑︁
i M⃗iVi∑︁
i Vi

(4.3)

where M⃗i is the magnetization of the “i-th” domain, Vi is the volume of the “i-th”

domain, and
∑︁

i Vi is the total material volume. Ferromagnetic materials have excep-

tionally high magnetic susceptibilities compared to diamagnetic and paramagnetic

materials; for example, the magnetic susceptibility of permalloy is more than five

orders of magnitude stronger than gadolinium (see Table 4.1).

An important quantity in magnetism is also the magnetic flux density or magnetic

field strength (B⃗), that is a measure of the total magnetic field:

B⃗ = µ0H⃗ + µ0M⃗ (4.4)

where H⃗ is the external magnetic field [A/m], M⃗ is the magnetization [A/m] defined

by Equations 4.2 and 4.3 and µ0 is the magnetic permeability of free space. Fig-

ure 4.4 illustrates the B⃗, H⃗ and M⃗ fields present inside and outside a magnetized

block. In Figure 4.4d, the magnetic flux density is calculated at an arbitrary point,

P, inside the block using Equation 4.4. However, in the space outside the block, the

magnetization is zero; therefore, B⃗ = µ0H⃗. Furthermore, all magnetized materials

also exhibits an internal magnetic field that opposes the magnetization, called the

“self-demagnetization” field (Hd in Figure 4.4a).

To analyze the behaviour of a ferromagnetic material, such as neodymium-iron-

boron (NdFeB), let’s consider an unmagnetized ferromagnetic block placed in an ex-

ternal auxiliary magnetic field, H⃗ (that could be produced, for example, by a solenoid).

Initially, the magnetization is zero (M = 0) at the starting point on the blue curve
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Figure 4.4: Visualization of the relationship between the auxiliary field (H⃗), mag-

netization (M⃗) and magnetic flux density (B⃗). The distribution of the (a) auxiliary

field and (c) magnetic flux density produced by the magnetized block (b) where B⃗

= µ0H⃗ + µ0M⃗ (d). The auxiliary field originates from the north and south surfaces
(blue) of the magnetized block (red). The magnetized block produces its own internal
field (Hd) which opposes the magnetization (‘self-demagnetization’). All figures were
modified from J.M.D. Coey (2009) [115] with permission.

in Figure 4.5. As the external field increases, the domains in the material start to

align with the external field, producing a magnetic field that is superimposed with

the external field. The material’s magnetization and magnetic flux density curves are

shown as the red and purple curves in Figure 4.5, respectively. Eventually, all the

domains align with the external magnetic field reaching the magnetization saturation

and any further increase in the magnetic flux density (B⃗) is solely provided by the

external magnetic field, as seen by a linear increase when M⃗ is saturated. Then, as

the external magnetic field decreases, the magnetic flux density decreases but does

not return to the same starting point when the external magnetic field is reduced to

zero. At this point, the ferromagnetic block maintains its own magnetic flux density,

namely the magnetic remenance that is proportional to the material’s magnetization
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Figure 4.5: A ferromagnetic hysteresis loop. The blue curve shows the initial magne-
tization of the material. The magnetization (red) and magnetic flux density (purple)

of a ferromagnetic material is shown as a function of the auxiliary field (H⃗). The

magnetic flux density (B⃗) is a measure of the auxiliary field (H⃗) and the materials

magnetization (M⃗). The hysteresis loop is sectioned into four quadrants (QI, QII,
QIII, QIV). Figure was modified from Sung et al. (2003) [118] with permission from
Elsevier under license number 5324570465338.

(Br = µ0Mr).

Suppose the external field now increases in the opposite direction until the point

where the magnetic flux density (B⃗) is reduced to zero (i.e. the coercive field Hcb).

The point at which the magnetic flux density is zero (Hcb on Figure 4.5) does not

always mean that M = 0. The intrinsic coercivity (Hci) is defined at the point when

the external field strength that deteriorates the magnetization which is different than
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Hcb where the external auxiliary magnet field cancels the magnetic flux density. Only

when H⃗ << M⃗ (i.e. soft magnets) that the magnetic flux density (Equation 4.4) can

be approximated as B⃗ ≈ µ0M⃗ and therefore Hci ≈ Hcb [118]. For most ferromagnets,

the intrinsic magnetization is still maintained even though the external magnetic flux

density is zero (B = 0 when H = -Hcb) and a much larger external magnetic field

must be applied to remove the magnetization (i.e. hard magnets); therefore, Hci >

Hcb. In ferromagnetic materials, the lag between the magnetic flux density and the

externally applied field is known as magnetic hysteresis (Figure 4.5).

4.3 Types of Halbach magnets

In this research, we focused on the design, construction and application of a Halbach

magnet for TRASE MRI. The Halbach magnet design is fundamentally a distribution

of magnetic dipoles around the circumference of a hollow cylinder (see blue regions in

Figure 4.6). Halbach’s original paper (1979) shows different possible configurations

of magnetic pieces comprising the magnets such as radial, dipole and quadrupole

geometries (see Figure 4.6). The number of magnetization rotations around the cir-

cumference, known as space cycles, defines the magnetization distribution and the

magnetic field strength produced inside the Halbach magnet. For example, the radial

Halbach magnet (Figure 4.6a) generates an axial magnetic field strength when the

magnetization rotates by one space cycle, which has been used to produce a longitudi-

nal B0 field for portable NMR and MRI (i.e. the “Inward-Outward Auger pair”) [119,

120]. A vertical uniform internal field (i.e. dipole in Figure 4.6b) is generated with

two space cycles which was applied in portable MRI with efficient solenoid RF coils

[37]. A vertical internal field gradient (i.e. quadrupole in Figure 4.6c) is generated

with three space cycles and was used as a rotational spatial encoding field (rSEM) for

mobile and low-cost MRI [112]. Since this Ph.D. work focused on application of the

efficient twisted-solenoid TRASE RF coils (see Chapter 2), the aim was to produce

the uniform and vertical field as generated by a dipole Halbach magnet (Figure 4.6b).
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Figure 4.6: Multipolar Halbach magnet designs and their internal fields: (a) radial,
(b) dipole, and (c) quadrupole. The magnetic fields are produced by rotating the
magnetization around the circumference of a cylinder by (a) one, (b) two, and (c)
three space cycles.

4.3.1 Magnetic field produced by an ideal dipole Halbach
magnet

The ideal Halbach magnet is infinitely long and has a continuous distribution of

magnetization (Figure 4.1). In the case of the ideal dipole Halbach magnet, the

magnetic dipole formula (Equation 4.1) is integrated to generate the magnetic field

strength (B⃗) produced by an infinitely long rod with transverse magnetization (see

Figure 4.7a). The magnetic field produced at any radial point from the rod is (in

cylindrical coordinates):

Bρ =
(︂ µ0λ

2πρ2

)︂
cosϕ; Bϕ =

(︂ µ0λ

2πρ2

)︂
sinϕ; Bz = 0 (4.5)

where m = λdz and λ is the number of magnetic dipoles per unit length. Therefore,

at any given radius (ρ) from the infinite rod’s axis, the magnitude of the magnetic

field is:

|B⃗| =
µ0λ

2πρ2
(4.6)
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Figure 4.7: Parameters used to calculate the magnetic field strength at the point P
produced by the ideal dipole Halbach magnet. (a) Magnetic field strength at a point,
P, produced by an infinitely-long rod [121]. The magnetized rod can be viewed as
an infinitely long line of magnetic dipoles. The spherical coordinates system is (r,θ,
ϕ), cylindrical coordinates is (ρ,θ,z) and the dipole orientations are red arrows. (b)
Integration of the field produced by the transverse-magnetized rod is used to calculate
the magnetic flux density inside the dipole Halbach magnet. General Halbach magnet
parameters are the inner radius (Ri), outer radius (Ro), the magnetized volumes
(black) and orientations (red), and the magnetic field (B0) is perpendicular to the
longitudinal axis.

Since the magnetization of the material is defined as the number of magnetic

dipoles per unit volume (as seen in Equation 4.3); m = M dV; λ = M da, where da =

ρ dρ dϕ is the infinitesimal cross-sectional area of magnetization (see black region in

Figure 4.7b). After integration over the magnetization volume (ϕ : 0 → 2π; ρ: Ri →

Ro), the magnetic field strength anywhere inside the bore of a dipole Halbach magnet

is:

B = µ0M ln
(︂Ro

Ri

)︂
(4.7)

where Ri and Ro in the inner and outer radii, respectively (see Figure 4.7b) [115, 122].

Equation 4.7 is plotted in Figure 4.8 for different ferromagnetic materials (i.e.
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Figure 4.8: The magnetic field strength (B⃗) produced inside a dipole Halbach magnet
with different sizes (ratio of outer to inner magnet radii) and material remanence
(Br). The field strength calculations used Equation 4.7 and Br of 1T, 1.1T, 1.2T,
1.3T and 1.4T which are comparable to measured values of ferromagnets. The cal-
culation assumed the magnet is infinitely long and has a continuous distribution of
magnetization.

different Br), indicating potential issues in producing a Halbach magnet with higher

field strengths (B > 0.5 T) for portable and low-cost MRI systems. The strongest

remanent field produced by a ferromagnetic material to date is Br ∼ 1.4 T, which

limits the maximum field strength (B < 0.5 T) achieved by a reasonably sized Halbach

magnet for MR imaging (inner bore diameter < 50 cm). For example, assuming a

magnetic remanence (Br) of 1.4 T, an inner bore diameter of 40 cm (for head MRI ∼

20 cm imaging region) and a magnet length that is twice the diameter (maximizing

homogeneity and patient accessibility), a magnetic flux of 60 mT in a Halbach magnet

requires an outer diameter (OD) of ∼42 cm; a 0.2 T requires an OD of 46.2 cm; a 0.5

T requires an OD of 57.2 cm; and 1.5 T requires an OD of ∼116.8 cm. The magnet

pieces alone weighs and costs greater than 1000 kg and $100k USD, respectively, for

a field strength above 0.5 T for a Halbach magnet based head MRI system. For some

MRI applications, such as the neonatal MRI, the smaller required imaging region
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allows higher field Halbach magnet’s with reasonable size and costs. Furthermore,

considering a whole-body adult-sized Halbach magnet (ID ∼ 100 cm) for MRI, a

magnetic flux of 60 mT requires an OD of 104 cm; a 0.2 T requires an OD of 120

cm; a 0.5 T requires an OD of 148 cm; and a 1.5 T requires an OD of 280 cm.

In the whole-body case, the 60 mT whole-body Halbach magnet would weigh and

cost similar to the head-sized Halbach magnet at 0.5 T. Field strength and magnet

compactness must be considered in the MRI system design, otherwise the Halbach

magnet is not viable for whole-body imaging.

As seen by this simple calculation, any further increase in the inner bore size or

magnetic field strength (above 0.5 T) would lead to a Halbach magnet (for head

imaging) with costs and size similar to standard MRI magnets due to the exponential

relationship between outer radius and magnetic field strength (Equation 4.7). The

only reasonable cost-effective approach is to reduce the inner bore radius to maintain a

high magnetic flux density. Unfortunately, this would limit clinical MRI applications

since a small sized bore can only accommodate smaller anatomy, in addition, to

the RF coils and gradient coils. A Halbach magnet with a reduced magnetic field

strength allows construction with no heavy and large steel yoke, a low total volume

of permanent magnets (low cost) and a compact size (large imaging region per small

outer diameter) [36–38, 112].

4.3.2 Magnetic field produced by a truncated and segmented
Halbach magnet

Since any constructed Halbach magnet must have a finite length and segmented

magnetization, its MRI applications are limited due to large magnetic field inho-

mogeneities. Ni Mhiochain et al. (1999) showed the magnetic flux density at the

geometric isocenter of a Halbach magnet due to truncation and segmentation is [123]:

Bc =
sin(2π

k
)

2π
k

Br

[︂
lnR0 − ln

(︂ l +
√︁
l2 +R2

0

l +
√
l2 + 1

)︂
− l√︁

l2 +R2
0

+
1√
l2 + 1

]︂
(4.8)
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where k is the number of segments (i.e. magnetic blocks), l is the aspect ratio (length

of the Halbach magnet to the inner diameter), and the outer magnet radius (Ro)

is normalized to the inner magnet radius (Ri). Note that as l → ∞ and k → ∞,

Equation 4.8 simplifies to Equation 4.7 (i.e. the ideal Halbach magnet). Expand-

ing on Ni Mhiochain et al.’s work, Turek and Liszkowski (2014) provided equations

that allow calculations of the magnetic flux density at any point within the entire

Halbach magnet’s bore [111]. An example is shown in Figure 4.9. Note that the

field non-uniformity shown in Figure 4.9c is caused by the magnet’s length trunca-

tion (Figure 4.9a) and segmented magnetization (Figure 4.9b). The magnetic field

homogeneity η [ppm] is:

η =
∆B

Bc

× 106 (4.9)

where ∆B is the difference between maximum and minimum magnetic field strength

in the diameter spherical volume (DSV), which should be equal to or larger than

the region of interest (ROI) for MR imaging. Bc is the magnetic flux density at the

geometric isocenter of the Halbach magnet. The homogeneity within the central plane

shown in Figure 4.9c is greater than 200,000 ppm due to strong perturbations at the

edges of the ROI [111].

For a standard dipolar Halbach magnet, analytical solutions to the magnetic field

equations provide some design insights. Analytical solutions showed that a 4:1 aspect

ratio provides a reasonable homogeneity over half the inner diameter (∼1000 ppm

before shimming). Yet, such a long magnet is heavy and claustrophobic, hence its

limited clinical applications [111]. A shorter magnet (aspect ratio ∼2:1) generates

an inhomogeneity of ∼10,000 ppm over half the inner diameter, requiring complex

design approaches and sophisticated shimming techniques allowing MRI [37, 38, 111,

124]. In Halbach magnets with aspect ratio <1.5:1, the produced inhomogeneity is

too large (>100,000 ppm) for standard MR imaging techniques [111, 123]. For these

reasons, the Halbach magnet has not been fully adapted for MRI using traditional

imaging techniques. However, several research groups have proposed new approaches

84



Figure 4.9: Visualization of the analytical solution of the magnetic field equations for
the dipolar Halbach magnet with the length truncation and segmentation [111]. (a)
The field perturbation due to length truncation. Bc is the magnetic flux density at the
geometric isocenter of the Halbach magnet for k = 32, Ro = 1.1, and l = 1. (b) The
field perturbation due to segmentation of the magnetization only. (c) The total field
perturbation (truncation + segmentation) within the plane is the superposition of (a)
and (b). Vertical axes on each plot show the magnitude of the magnetic flux density
|B| on the plane, normalized to the field at the geometric isocenter (Bc). Figure was
obtained from Turek and Liszkowski (2014) [111] with permission from Elsevier under
license number 5324560502784.

to improve the homogeneity of a short and segmented Halbach magnet, by optimizing

blocks size and shape [120, 125, 126], diameters of rings [37, 38], elliptical arrangement

of blocks [127], spacing between rings [128], magnetization directions of blocks [127,

129], or material remanence and coercivity [36, 112, 113, 130].

4.3.3 Numerical field solution of the Halbach magnet

Analytical solutions would be suitable for fast calculation of the magnetic field to

design and optimize a Halbach magnet for MRI. While analytical solutions do ex-

ist (shown above) they are prone to errors because they assume incorrectly that
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neighbouring ferromagnetic blocks of the magnet do not interact. Furthermore, they

also neglect essential material characteristics such as demagnetization/magnetization

effects (e.g. Hcb and Hci), leading to the constructed magnet’s homogeneity that sig-

nificantly deviate from the calculations. Since the numerical solutions using the finite

element method (FEM) have shown significantly higher accuracy (∼1 ppm) in simu-

lations than analytical methods, FEM was used in this work to design and optimize

the Halbach magnet. The main advantage of FEM over analytical methods of simu-

lating the magnetic flux density of Halbach magnets is that B(H) curves (see purple

curve in Figure 4.5) can be included in the magnetic field simulations. Magnetostat-

ics simulations of magnetic fields using FEM software, such as Opera3D (Dassault

Systeme, France), accept the accurate B(H) curve (Figure 4.11) for a specific material

and solves the Gauss’ magnetostatics law (∇⃗ · B⃗ = 0) directly. Since B⃗ = µH⃗ and the

divergence of a gradient is always zero, the auxiliary field strength can be expanded

in terms of a magnetic scalar potential (H⃗ = −∇ϕ), hence FEM can solve directly:

∇⃗ · µ∇⃗ϕ = 0 (4.10)

for any given geometry of magnetic blocks.

For the FEM calculations, the B(H) curves for the blocks, N52 and N40UH, were

measured by the manufacturer (Courtesy of Binic Magnet Co. Ltd., China). Fig-

ure 4.10 shows the B(H) curves for these two types of ferromagnetic material: (a) N52

(N = NdFeB; maximum energy product (maximum energy stored in the magnet) =

52 MGOe; coercivity ≥ 796 kA/m; remanence = 1.4 T) or (b) N40UH (N = NdFeB;

maximum energy product = 40 MGOe; coercivity ≥ 899 kA/m; remanence = 1.2 T).

A comparison of magnetostatic field solutions

Analytical and numerical methods may show significant differences in the results of

calculations of the magnetic field strength produced by Halbach magnets [36, 38,

112, 113, 119, 131]. Taking this into account, we used both methods to calculate the
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Figure 4.10: Accurate B(H) curves for two magnetic materials N52 and N40UH used
in finite element simulations. B(H) curves are measured specifically in QII (see QII
in Figure 4.5 for comparison) since the block is in its own magnetic field. Permission
granted by Binic Magnet Co. Ltd., China.

magnetic flux inside a fixed-size Halbach magnet for comparison (Figure 4.11a,b).

Using a remanent field (Br) of 1.4 T, which is a common value for N52, the analytical

method predicted a field strength at the geometric isocenter (Bc) of 0.30435 T and

a peak-to-peak homogeneity in a 9 cm diameter spherical volume (DSV) of 150 ppm

(Figure 4.11c).

The magnetic field strength of the same Halbach magnet was simulated using FEM

and the B(H) curves presented in Figure 4.10. The model of the Halbach magnet is

shown in Figure 4.11a. For blocks made of N52 material, the FEM predicts a mag-

netic field strength at the geometric isocenter (Bc) of 0.29657 T and a peak-to-peak
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Figure 4.11: A Halbach magnet geometry and the predicted field distribution obtained
using the analytical method. (a) The cross-sectional view of the Halbach magnet.
(b) An axial view of the Halbach magnet showing the segmented magnetization (red
arrows). (c) The plot of the magnitude of the magnetic flux density over a 9 cm
diameter spherical volume (DSV).

Figure 4.12: The same Halbach magnet as in Figure 4.12 and the predicted field dis-
tribution using the finite element method (FEM) for two types of magnetic material.
(a) The three-dimensional model used for field calculation by Opera3D magnetostat-
ics FEM simulation software. (b) The magnetic field distribution using the N52 B(H)
curve (black line Figure 4.11) in FEM simulation. (c) The magnetic field distribution
using the N40UH B(H) curve (blue line Figure 4.11) in FEM simulation.

homogeneity in a 9 cm DSV of 58,350 ppm (Figure 4.12b). For N40UH blocks, the

FEM predicts a field strength at the geometric isocenter (Bc) of 0.27400 T and a peak-

to-peak homogeneity in a 9 cm diameter spherical volume of 479 ppm (Figure 4.12c).

A comparison of the Halbach magnet parameters acquired by analytical and finite

element solutions is shown in Table 4.2.
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Table 4.2: A summary of the Halbach magnet parameters using analytical and finite
element solutions.

Field Ferromagnet Bc Bmax Bmin η

Analysis Properties [T] (DSV) [T] (DSV) [T] [ppm]

Analytical Br = 1.4 T 0.3060 0.30435 0.30420 150

FEM N52 (BINIC) 0.29657 0.306753 0.289448 58,350

Br = 1.4 T

Hcb = 796 kA/m

Hci = 876 kA/m

FEM N40UH (BINIC) 0.27400 0.274037 0.273906 479

Br = 1.2 T

Hcb = 899 kA/m

Hci = 1990 kA/m

Although analytical solutions can accurately predict the magnetic flux density at

the geometric isocenter of a Halbach magnet, they fail to approximate the magnet field

homogeneity [120, 131]. It is likely because analytical solutions assume the magnetic

material has an infinite coercivity and constant remanence (i.e. the ferromagnetic

pieces do not interact). An infinite coercivity means that no matter how strong the

external magnetic field is, the blocks maintain a magnetic flux density near Br. As

seen from FEM simulations (Figure 4.12), the field homogeneity can vary drastically

depending on the magnetic material used in the construction since coercivity is finite

and the B(H) curves are non-linear. For example, N52 type ferromagnets are among

the strongest permanent magnets due to their high remanent field (Br). For this

reason, N52 material is commonly used for MRI permanent magnets since the high-

est magnetic flux density can be achieved. Unfortunately, N52 has a lower coercive

field than other types of materials such as N40UH (see Figure 4.10). Therefore, pre-

liminary simulations suggest that magnetization/demagnetization effects impact the

homogeneity in the final design. Using the accurate B-H curve for N40UH material
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in calculations predicts a 150× improvement in the magnetic field homogeneity com-

pared to the accurate N52 due to its higher coercivity. Furthermore, since N40UH

has a lower remanent field, the Halbach magnet has a slightly lower magnetic field

strength (∼0.27 T) than using N52 (∼0.30 T). As seen from the above discussion,

selection of a suitable ferromagnetic material is critical for MRI magnet design.

4.4 Design and construction of a Halbach magnet

for TRASE

4.4.1 Introduction

So far, the homogeneity of superconducting and bi-planar permanent MRI magnets

has been optimized within a diameter spherical volume (DSV) [21]. This allows MRI

over a large region of interest (ROI) using gradients of the magnetic field with selec-

tive RF pulses. Unfortunately, optimization of homogeneity over the spherical volume

when used in the design of portable Halbach magnets prevents the construction of

magnets with low aspect ratio (<1.5:1) suitable for standard MRI techniques. To

deal with the inhomogeneities, RF pulses with a specific bandwidth (BW) can be

applied allowing excitation of the region with inhomogeneities corresponding to the

BW. For example, Perlo et al. (2004) achieved a set of 1 mm thick 2D MR images

using a highly-inhomogeneous single-sided permanent magnet by exploiting the mag-

net’s sensitive volumes [132]. Therefore, we proposed that a cylindrical ROI may be

considered for imaging rather than the entire DSV. The thin cylindrical region would

define a single selected “natural” slice for a two-dimensional Transmit Array Spatial

Encoding (TRASE) imaging scheme [40, 73, 108].

4.4.2 Methods

As a construction of a Halbach magnet for whole body MRI with a large spherical

ROI is not feasible at this point, we proposed to design a sparse Halbach magnet with

a low aspect ratio and a cylindrical ROI for TRASE MRI of human extremities. The
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sparse design uses cubical blocks of the same size and magnetization. Sparse Halbach

magnets are also less expensive due to a simple block manufacturing process and

construction compared to the segmented Halbach magnet (shown in Figure 4.11b).

For the first Halbach magnet design, a minimum imaging cross-section of 12.7 cm

diameter was set to accommodate 84% of human ankles [133]. Since the primary

application was ankle MRI on the International Space Station (ISS), its maximum

dimensions were specified by the Canadian Space Agency [134]. The target magnetic

flux density and homogeneity were selected based on other research that achieved

high quality MR images within a Halbach magnet [36, 135]. The weight and cost of

the magnet were arbitrarily set for this work.

Aims of the magnet design

1. Magnetic flux density between 50 and 70 mT.

2. ROI no smaller than 12.7 cm diameter and 1 cm long cylinder.

3. Homogeneity over ROI better than 12,000 ppm peak-to-peak. Based on prelim-

inary tests, the sparse Halbach magnet with 8 rings would have a high inhomo-

geneity (> 150,000 ppm) which could be improved by 10 × after optimization.

This homogeneity is also reasonably achievable considering Halbach magnet

designs presented in the literature [37, 113].

4. Magnet inner bore diameter no less than 20 cm.

5. A total magnet weight less than 30 kg.

6. An overall magnet size less than 45 cm × 45 cm × 45 cm.

7. Less than $3000 material costs.
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Detailed magnet design

For the simulations, we used 320 permanent magnet blocks of size 2.54 cm × 2.54 cm

× 1.27 cm magnetized along their short axis. The blocks were arranged in pairs with

a 3 mm spacing, with the blocks magnetization in the same direction, allowing secure

mounting (due to their self-attraction) to 3D printed formers [108], [136]. The ini-

tial geometry, before optimization, comprised of 16 block pairs per ring with centers

distributed on eight 32 cm diameter rings (Figure 4.13). Two of the eight rings were

nested, consisting of 32 block pairs each, to minimize the impact of field perturbation

produced by the finite length of the magnet (see Figure 4.9a) [111, 123, 137]. The

block pairs were evenly spaced by ∆θ = 22.50 (∆θ = θi+1 − θi where i = 1..16 is the

block number; θ is the angle of deviation from the x-axis) to allow enough space for

the block pairs radial movement throughout the optimization process (Figure 4.13).

The magnetization of each block pair was rotated by ϕi = 2700 + 2θi to generate a

dipolar internal magnetic flux density (black arrow in Figure 4.13A). Although non-

negligible fabrication inconsistency in the size, shape and magnetization of the blocks

have been noted by other researchers [33, 36, 37, 119], magnetic pieces with minimal

fabrication variability are commercially available. There are manufacturers that pro-

vide high quality magnetic blocks with very low variances in magnetization strength

and direction (< 1% and < 3◦, respectively) as well as very small size variation (<

0.1 mm) [138]. For the magnet construction, we used sintered neodymium magnetic

pieces type N40UH (as seen in Figure 4.10) with high coercivity (>1000 kA/m), high

remanent fields (< 1.2 T) and low costs ($4 USD/block) [138].

Optimization procedure

Achieving high homogeneity (< 1000 ppm) in a low aspect ratio (less than 1.5:1) Hal-

bach magnet is difficult. The magnet length truncation affects the field homogeneity

in an axial plane (see simulated B0 in Figure 4.13A). Since the finite length of the

magnet is the primary cause of inhomogeneities, we optimized the radial positions
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Figure 4.13: The initial geometry of the sparse Halbach magnet. (A) An axial view
of one ring showing sixteen block pairs (green) centered on a 32 cm diameter circle
(dashed grey). The blue arrows represent the block pair magnetization direction that
generates a vertical magnetic field (black arrow). A genetic algorithm was used to
find the optimal radial positions of the block pairs (orange arrows). A simulated B0

map in a central plane shows the low-order field variation in a 12.7 cm diameter area
(red dashed circle). (B) A sagittal view of the magnet showing eight coaxial rings 3
mm apart.

of the block pairs in the entire magnet (Figure 4.13A) because of a stronger effect

on the magnetic field variation compared to the remanence and magnetization direc-

tions (see Equations 4.5 and 4.6) [139]. As the initial configuration for optimization,

we used eight symmetrical rings placed along the z-axis (Figure 4.13B). Simulations

included the B(H) curve provided by a manufacturer for N40UH (blue curve in Fig-

ure 4.10). Calculations of the homogeneity based on the predicted field distribution

produced by magnetostatics FEM simulation (Opera3D, Cobham, UK) were used for

the optimization of the block pair positions.

Since the genetic algorithm (GA) was proven successful in Halbach magnet design

[113, 131], we chose to employ the GA optimization process in this work. C.Z. Cooley

et al. (2017) was first to use the genetic algorithm to optimized the ferromagnetic
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Figure 4.14: The data flow of the field simulation and optimization. The initial
geometry (red) is input into a genetic algorithm that generates 100 random magnet
configurations based on the user constraints. A controller of the data flow between
the genetic algorithm and finite element magnetostatics (FEM) simulation software
was written in Matlab. After a single geometry is simulated, the controller also
computes the B0 homogeneity based directly on the simulated field data and selects
configurations based on the most homogeneous fields.

material at fixed positions in Halbach magnet design, achieving impressive results.

As a result of their optimization approach, they achieved an average field strength of

127.5 mT and improved the simulated magnetic field homogeneity from 137,870 ppm

to 13,669 ppm over a 20 cm DSV (magnet length ∼ 46 cm; inner diameter ∼ 27 cm)

[113]. Unfortunately, the magnet based on this design was not constructed. However,

O’Reilly et al. (2019) used the GA to optimize diameters of the rings of a sparse

Halbach magnet achieving a simulated peak-to-peak homogeneity of 400 ppm over the

20 cm DSV (magnet length ∼ 51 cm; inner diameter ∼ 27 cm) [37]. In this case, the

Halbach magnet was constructed and the measured homogeneity was ∼13,000 ppm,

and the GA was used again to optimize an array of small ferromagnets to add the the

Halbach magnet, improving the homogeneity to ∼2,500 ppm. In our work, we used
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a GA optimization process in MATLAB (Global Optimization Toolbox, MATLAB,

MathWorks, USA) which mimics evolution by natural selection [113, 140]. The GA

uses genetic operators, such as mutation and crossover, on the magnet models and

selects designs with the best homogeneity and field strength [113]. Therefore, over

time, the GA selects the most homogeneous design. In our work, the GA was applied

to the sixteen variables of the magnet (positions of 4 block pairs per ring × 4 rings)

to minimize the difference between the maximum and minimum field (Equation 4.9)

within a 12.7 cm diameter and 1 cm thick ROI (Figure 4.14). The remaining block

pairs were symmetrically distributed and optimized; hence no need for simulations.

The radial position of each block pair was varied within -2 cm to +4 cm of a 32

cm diameter circle for each ring independently (orange arrows in Figure 4.13A). In

the nested rings, comprising an inner ring distributed at 23.8 cm and outer ring at

40.2 cm, the block pairs sharing a common radial axis were moved simultaneously

(Figure 4.13B). The GA was programmed to generate 100 magnet configurations per

generation and 350 generations in total. Regardless of the blocks optimal positions,

the magnet geometry maintains an internal diameter of 20 cm, providing sufficient

space for RF coils and the imaged object yet constraining the external size to less

than 45 cm × 45 cm × 45 cm.

Construction of the magnet

Once the optimal positions of the block pairs were determined, the models of each

ring were exported directly from Opera3D Modeler (Opera3D, Cobham, UK) to a

computer aided design (CAD) software (Autodesk Fusion 360, California, USA). CAD

software was used to generate eight ring formers with specific pockets for the block

pairs (Figure 4.15A). The block sizes were enlarged in the models by 0.18 mm in

all directions to compensate for the manufacturing errors of formers and to allow

tight fitting of the magnetic blocks. The block models were then subtracted from

the ring models to produce cavities for the block pairs. Finally, the former models
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Figure 4.15: Workflow of the design and construction for ring formers. (A) The
computer-aided design modelling of formers for the magnetic blocks. The optimized
magnet geometry is cut from the model formers creating pockets in the rings. (B)
The entire geometry consists of eight coaxial rings separated by 3 mm in a custom
stand. (C) Each ring is 3D printed.

were converted to a geometry code (i.e. the .gcode file) using slicer software (Cura,

Ultimaker, Netherlands) to prepare for 3D printing.

For 3D printing of the ring formers, polylactic acid (PLA) was used (Figure 4.15C

and Figure 4.15e-h) [108, 141]. Using the slicer software, we adjusted the settings

for the most robust yet lightweight ring formers (octet infill pattern, infill = 20%,

wall thickness = 2 mm) [142]. The block formers were then printed, one at a time,

using a 3D printer (Anycubic Chiron, Shenzhen, China) and eight spools of PLA

(1.75±0.05 mm, 1 kg spool, Overture3D, USA) in various colors (Figure 4.16e-h).

The total 3D printing time for all the formers was ∼652 hours. Using these settings,

the weight of each 3D printed ring was ∼0.4 kg and each nested ring ∼0.8 kg. After

each print, the ring thickness, block pair pocket spacing, and size were measured with

a caliper (Digital Caliper, Tacklife, USA) to ensure less than 0.2 mm deviations from

the original CAD models. Any remaining imperfections in the formers were sanded

using a multi-function rotary tool (Tacklife Rotary Toolkit, Tacklife, USA).

Before fitting blocks into formers, the magnetization direction of each block was

measured using a 3-axis Hall probe (THM1176, MetroLab, Switzerland) and marked
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Figure 4.16: Construction and assembly of the Halbach magnet. Photos of the four
(out of 8 total) designed (a-d) and manufactured (e-h) formers. The other four rings
(not shown) are identical. The 3D printed formers with N40UH magnetic blocks
fitted into pockets are shown. Eight cylindrical (6.35 mm diameter) cuts in the CAD
models allow throughput for brass rods, and the pegs/holes in formers minimize ring
shifting when compressed. (i-j) Flange brass nuts are tightened, compressing the rings
(blue arrows) into their optimized geometry.

before fitting blocks into the formers (Figure 4.16e-h). In addition, 3D printed plugs,

using PLA, were fitted into the remaining space of the former pockets to minimize

shifts during assembly and transportation. Beginning with the back-end ring (Fig-
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ure 4.16a,e), eight 6.35 mm diameter threaded brass rods were fed through each ring,

one at a time, allowing vertical suspension of the rings due to magnetic repulsion.

The rings were then compressed (blue arrows in Figure 4.16j) and tightened with

brass nuts in a symmetric fashion analogous to tuning a drum. Compression was

considered sufficient when a piece of paper did not slide through the ring gaps. The

weakly diamagnetic brass rods and nuts had a negligible impact on the field and with-

stands the repulsive forces between rings [36, 112]. The magnet construction allows

disassembling the structure for transportation and shipping.

Three-dimensional (3D) magnetic field mapping

Figure 4.17: The 3D magnetic field mapping data flow and apparatus. (a) An in-
house Python code was used to stream positional coordinates (g-code) to an Arduino-
gShield microcontroller by universal serial bus (USB 1). The g-code is interpreted by
the microcontroller and translated into linear motion of the Hall probe in all three
dimensions. (b) After a discrete movement, the Hall-probe is triggered to obtain
30,000 magnetic field measurements (B0). The average magnetic field value is sent
back to a computer by a second universal serial bus (USB-2).
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The magnetic field strength produced by the assembled magnet was measured using

a 3-axis Hall probe and computer numerical control (CNC) (Figure 4.17) [143, 144].

A holder with 3D positioning of the probe was made using commercially available 3D

printer hardware railing and a modified 3-axis CNC gantry (Shapeoko 2, Carbide 3D,

USA). The CNC gantry (Figure 4.17b) was precisely positioned by a programmable

Arduino-gShield (Synthetos, Adafruit, USA). The motors were supplied by a 24 VDC

power supply (LS150-24, TDK-Lambda Americas Inc., Japan). Although the stepper

motor accuracy was considered sufficient (∼1 mm), improved calibrations such as

micro-stepping could further increase positioning accuracy in future application [144].

The Hall probe was attached to the gantry head through a 9.5 mm aluminum tube.

The automation was achieved by combining and modifying open-source Application

Program Interfaces (APIs) that were built specifically for the THM1176 Hall probe

[145] and GRBL-based CNC controllers [146]. The cardinal axis of the Hall probe

was aligned with the field direction to maximize measurement accuracy (0.3 G).

Additionally, the Hall probe was triggered to obtain 30,000 averages per measured

point (6800 samples per second), increasing measurement precision to 0.02 G. The

field measurements and positioning of the probe were automated using an in-house

Python code (available at [147]) to map |B0| at 3 mm × 3 mm × 1 mm steps over

a 13.5 cm × 13.5 cm × 1 cm region centered at the magnet geometric isocenter.

A total of 22,275 points were collected to create the 3D map requiring about 30

hours. Other research groups have demonstrated more efficient and very accurate

(sub-millimeter) mapping systems with higher current external drivers [144]. Peak-

to-peak homogeneity was then calculated using Equation 4.9 based on the simulated

and measured B0 maps.
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4.4.3 Results

Final simulated magnetic field

The initial Halbach magnet simulation provided 93474 ppm homogeneity within the

ROI. The optimization of the positions of the block pairs using GA provided a signif-

icant improvement in the simulated homogeneity (11451 ppm). The simulated field

strength varies from 66.73 mT to 67.49 mT over the ROI in the optimized design

(Figure 4.18i, ii). The optimized positions of the block pairs in each ring relative to

the initial 32 cm diameter circle are listed in Figure 4.18iii and illustrated in Fig-

ures 4.18iv-vii. A positive value means that the block pair center is shifted outward

from the circle; a negative value means inward shift (i.e. closer to the magnets center

axis). The magnet is symmetric about the z-axis; therefore, blocks in -z mirror those

in the +z. In addition, the block pair positions are shown for quadrant I (QI) only

since movements in QII, QIII and QIV are symmetric.

Three-dimensional (3D) magnetic flux mapping

The longitudinal axis (z) of the constructed magnet was oriented vertically for B0

measurements (Figure 4.19a-c). To show minute differences between simulated and

measured fields, the simulated (Figure 4.20d) and measured (Figure 4.19e) B0 maps

were subtracted for eleven planes (z = -0.5, -0.4, -0.3, -0.2, -0.1, 0, +0.1, +0.2, +0.3,

+0.4, +0.5 cm). Error maps for the three axial planes (out of eleven total) over the

ROI are shown in Figure 4.19f. The error maps reveal that the measured field is

lower by 0.21 mT than the simulated field strength at the periphery of the cylindrical

ROI. This deviation is more apparent by comparing projections of the simulated and

measured fields along the cardinal axes of the Halbach magnet (Figure 4.20). The

measured field drops 0.21 mT at x = 6 cm (Figure 4.20a) and 0.17 mT at y = 4.5 cm

(Figure 4.20b).

The simulated and measured field was then compared to find the maximum peak-

to-peak field variation (∆B0 = Bmax−Bmin) within the cylindrical ROI. As seen from
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Figure 4.18: The final geometry of the sparse Halbach magnet. The block pairs
positions were varied in each ring separately to achieve maximum homogeneity in
a 12.7 cm diameter, 1 cm long inner cylindrical ROI using the genetic algorithm
optimization. (i) An axial view of the optimized magnet showing block pair positions
in all eight rings. (ii) A sagittal view of the optimized magnet. (iii) The optimum
positions of each block-pair from the initial 32 cm diameter circle. Shifts of the
block pair positions are shown only for blocks in the first quadrant (QI). (iv-vii) A
visualization of the final block pairs positions for each ring leading to the optimized
homogeneity (11451 ppm) within the cylindrical ROI.

Table 4.2, the measured B0 homogeneity corresponds to the simulated homogene-

ity (11451 ppm) within the limited accuracy and precision of the 3D field mapping

apparatus.

A summary of magnet specifications and costs

The simulated and constructed magnet specifications are summarized in Table 4.3.

The final constructed Halbach magnet has a field strength ∼66.7 mT and a measured

peak-to-peak homogeneity of 11152 ppm, while simulated homogeneity is 11451 ppm.

The constructed magnet has an aspect ratio ∼1:1, overall outer dimensions ∼43 cm

× 43 cm × 25 cm, and weight 25 kg (total blocks weight ∼19 kg, formers ∼4 kg,

brass rods + nuts ∼2 kg). The material cost is ∼$2,000 (320 magnets = $1,550, 8
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Figure 4.19: The apparatus and setup used for field mapping and the measurement
results within the ROI. (a) An axial view of the constructed optimized magnet showing
cross-section of the measured region. (b) A sagittal view of the assembled magnet and
the measurement volume. (c) The automatic system of B0 mapping. (d) Simulated
(e) measured and (f) error maps in the three axial planes over the measured region.

spools of PLA = $240, eight 6.35 mm diameter threaded brass rods = $112, sixteen

flange brass nuts = $16).
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Figure 4.20: The measured (dotted lines) and simulated (solid lines) field deviations
along the (a) x-axis, (b) y-axis, and (c) z-axis of the Halbach magnet. The measured
field deviations from the simulated fields are visible at x = 6 cm and y = 4.5 cm.

Table 4.3: Comparison of the simulated and measured field strength and homogeneity
in the cylindrical region of interest (ROI).

Parameter Simulated Measured

Bmax = Maximum field in ROI [mT] 67.4948 67.4335

Bmin = Minimum field in ROI [mT] 66.7303 66.6888

∆B = Bmax - Bmin [mT] 0.7645 0.7447

Bc = Magnetic field at isocenter [mT] 66.7621 66.7768

η = Homogeneity [ppm] 11451 11152

Magnet testing with the wrist

The Carr-Purcell-Meiboom-Gill (CPMG) [150] pulse sequence was used to detect T2

signal decay from the wrist using the constructed Halbach magnet. The custom-built

TRASE MRI hardware comprised: (1) the described above Halbach magnet [114], (2)

the TRASE amplifier system [41], (3) a 10 cm diameter solenoid RF coil, and (4) a

custom console [149]. The magnet, RF coil, and subject were housed inside a custom-

built Faraday cage. The preliminary data in Figure 4.21 shows that the magnet can

be used to provide sufficient signal for NMR and a possible 2D MRI experiment.

1D TRASE using a phantom

The next step was to test the magnet for use with TRASE. For this experiment, the

two twisted solenoid RF coils were oriented at 90◦ to each other to produce opposing
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RF phase gradients [148]. The 1D TRASE profile result is shown in Figure 4.22.

The shape of the projection is not exactly as expected due to the remaining field

inhomogeneities of the Halbach magnet.

4.4.4 Discussion of magnet results

The constructed Halbach magnet with an aspect ratio of ∼1:1 produces a 66.7 mT

magnetic field strength. This new design significantly reduces the weight and size of

the sparse Halbach magnets constructed so far [36, 38, 112, 131] by truncating the

magnet length and limiting the imaging volume. The magnet design and its accurate

realization removes the technology risk identified by the Canadian Space Agency for

magnet designs suitable for MRI on the ISS [106, 134, 151]. We envisioned the 12.7 cm

diameter 1 cm thick ROI disk would allow 2D TRASE imaging of a single slice through

an astronaut’s leg. Although reducing the sensitive volume is not desired, a multi

slice technique could be applied by moving the object or the magnet. The magnet

Figure 4.21: The signal decay (T2) from the wrist using custom-built TRASE hard-
ware [41, 114, 148, 149]. The CPMG pulse sequence with the following parameters
was used [150]: number of averages = 1, echo spacing = 1 ms, operating frequency
= 2.84 MHz, pulse duration = 90 us (both excitation and refocusing pulses), and
number of echoes = 64.
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Figure 4.22: A 1D TRASE projection using custom-built hardware [41, 114, 148,
149]. Number of averages = 16, echo spacing = 1 ms, operating frequency = 2.836
MHz, pulse duration = 200 µs (both excitation and refocusing pulses), and number
of echoes = 128.

parameters were achieved using permanent magnet blocks type N40UH, with small

size variability, and minimal differences in the magnetization direction and strength.

The small (de)magnetization of the N40UH material ensures minimal variations of the

magnetization within the magnetic blocks, and ultimately, decreases the discrepancy

between the simulated and measured homogeneity. Additionally, an accurate B(H)

curve of the N40UH material was used in simulations. The GA optimization method

of the block pairs positions to achieve maximum field homogeneity was used.

To ensure magnet durability, lightweight and mechanical strength, the block for-

mers were 3D printed. As visible in Figure 4.20, there is a small discrepancy (up

to 0.21 mT) between the simulated and measured values of the magnetic field. We

speculate that these field deviations are mostly due to the variations in block size,

magnetization strength and direction, and the rounded edges of magnets which are

not modelled in simulations. Asymmetries in x and y directions, visible in Figure 4.20,
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are likely caused by the differences of the magnetic fields (strength and direction) in

the proximity of the blocks due to imperfections in their production. In addition, in-

accuracy (∼0.3 mT) may further influence the field measurements when the magnetic

field direction deviates from a cardinal axis of the probe occurring close to the inner

bore surface. Further increase in the measurement accuracy near the inner bore could

be achieved by automating rotation of the Hall probe to align with the magnetic field.

Other factors, such as minute differences in tensions between the brass rods and nuts

around the circumference of the magnet, temperature instability of ferromagnets and

imperfections of the ring formers can also contribute to magnetic field inhomogeneity.

Furthermore, the alignment of the B0 mapping apparatus to the magnet and residual

stepper motor imperfections also contribute to systematic errors. Fortunately, the

minute decrease of the measured field in these regions has a negligible impact on

the actual magnetic field homogeneity despite the typical challenges such as block

fabrication errors and magnet former imperfections that disturb field homogeneity

in constructed permanent magnet arrays. The presented design could be modified

to meet the requirements of specific imaging techniques, such as rotational spatial

encoding method (rSEM) or MRI with linear field gradients.

Some MRI applications require higher homogeneity than the constructed Halbach

magnet. Fortunately, a five-fold improvement in homogeneity was achieved in other

sparse Halbach designs by using an array of small-sized permanent magnets for shim-

ming [37, 135]. These techniques may be adapted further to improve the field homo-

geneity of the constructed magnet without reducing bore space (see 5). In addition,

small deviations in the compression provided by each rod may impact the homogene-

ity. Although rings should be tight, adjustment of rod tensions may also provide

limited control of the magnetic field homogeneity (∼ ∆300 ppm based on preliminary

work using this method).
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4.4.5 Conclusions

In this work, we simulated the field of a sparse Halbach magnet and optimized the

positions of the blocks in the entire design to reduce dominant magnetic field inho-

mogeneities caused by the short length of the magnet. The low magnetic variability

between the ferromagnets (N40UH) and the high precision 3D printing of formers

allowed construction of a Halbach magnet with parameters matching simulated val-

ues. By limiting the imaging volume to a cylindrical region, the length and weight of

the magnet was reduced, relative to other approaches. The magnet meets Canadian

Space Agency specifications for an ankle MRI for the ISS and the design is suitable

for many other low-field portable MRI applications.
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Chapter 5

Shimming of the Halbach Magnet
for Slice-selective 2D TRASE

5.1 Introduction

The constructed high-duty cycle RF amplifier (Chapter 3) allowed high-resolution

1D TRASE when used with the twisted-solenoid RF coils [41, 42, 74]. As seen in

Figure 5.1, the RF phase gradients (G1 and G2) produced by the twisted solenoid

coils are in the same plane as the B0 field [42, 74]. Unfortunately, with this type of

RF coil, there is no available method to encode spins along the magnet’s longitudi-

nal axis, other than the axial distribution of the B0 field. Although the magnetic

field in the constructed magnet was optimized for maximum B0 homogeneity in a

cylindrical region of interest (ROI), the remaining B0 inhomogeneity and axial B0

field distribution prevent the use of the Halbach magnet for high-quality in-vivo 2D

TRASE MR imaging. The B0 distribution causes complicated aliasing of NMR signal

along the longitudinal axis of the magnet, deteriorating the MR image. Therefore,

the appropriate field adjustments in the constructed magnet are required.
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Figure 5.1: Hardware used for 1D TRASE MRI: (a) console, (b) RF amplifiers, (c)
coordinate system, (d) twisted-solenoid coils and (e) a Halbach magnet. The vertical
B0 field in the dipolar Halbach magnet allows the application of the efficient twisted-
solenoid RF coil(s) that can generate a longitudinal B1 field with perpendicular phase
gradients (G1, G2) [41, 42, 74]. For 2D TRASE MRI, a third RF coil (uniform or
phase gradient) or magnet/RF coil rotation is required (not shown) and both phase
gradients need to be oriented at 90◦ to each other. Figure (d) was obtained from Sun
et al. (2020) [42] with permission from John Wiley and Sons under license number
5324570909616.

5.1.1 Conventional MRI slice selection

In conventional MRI, an object is placed in a uniform B0 magnetic field (Figure 5.2).

The specific slice (∆z) is selected using simultaneously a linear magnetic field gradient

gradient (Gz) and a selective radiofrequency (RF) B1 field (B1 ∝ |B1
⃗ |sinc(ω0t)), with

center frequency (fc) and bandwidth (∆f), corresponding to the Larmor frequency

of the selected spins (light gray in Figure 5.2) [47]. Following the slice selection,

the frequency and phase encoding gradients are applied and 2D k-space is acquired

(Chapter 2). Furthermore, a different volume of spins may be selected by changing

the center of the RF frequency to match the spin frequencies in the desired volume,

for example, within the brain rather than the leg. In a standard MRI exam, however,

the imaged body part is usually moved to the geometric isocenter of the main magnet

before imaging to maximize B0 homogeneity and gradient linearity over the object.
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Figure 5.2: A basic illustration of a conventional MRI slice selection method. In
standard MRI encoding, a linear gradient of the magnetic field (Gz) is switched on
and the slice-selective RF pulse, with specified center frequency and bandwidth, is
applied to excite spins in a selected region (∆z). Frequency and phase encoding is
carried out within the slice following an excitation pulse. The leg MR image was
modified from Zhou et al. (2019) [152] with permission granted under CC-BY 4.0
license.

The applied gradient(s) creates an intentional B0 inhomogeneity required for slice

selection followed by standard MR frequency and phase encoding (Figure 5.2) [47].

5.1.2 B0 field adjustments (shimming)

Although the constructed Halbach magnet was optimized to produce the most homo-

geneous B0 field, it was still not sufficient for 2D TRASE imaging. In theory, since a

traditional gradient and selective RF pulse excites a distribution of frequencies, the

non-selective (hard) RF pulses used in TRASE with an inhomogeneous B0 field se-

lects a specific volume of spin frequencies corresponding to the BW of the RF pulses.

Since the TRASE uses ∼100 µs RF pulses, an approximate range of spin frequencies

of ∼3 kHz is selected, corresponding to approximately 0.07 mT range in the Halbach

magnet’s field. The applied single 100 µs hard pulses (20 kHz BW) refocus spins

within 3 kHz in a long RF pulse train, corresponding to flip angles between 160◦ to
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Figure 5.3: The magnetic field produced by the bare Halbach magnet and the volume
selection using field inhomogeneities. (a,b) The CAD model of the bare Halbach
magnet. (c) The selected sub-volume of a cylindrical phantom (12.7 cm diameter
and 18 cm long) assuming a perfect rectangular RF frequency (f = 2.838 ± 0.0015
MHz). (d) A 2D image based on the B0 inhomogeneity assuming perfect xy-plane
encoding (3 kHz BW). (e) A larger RF transmit bandwidth (36 kHz) excites the
entire inhomogeneous ROI (∆B0 = 0.74 mT). (f) The 3D view of the selected volume
for various transmitting frequencies. Volumes outside the ROI (red arrows) are also
excited.
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200◦ [74]. Therefore, the 3 kHz RF BW is used to illustrate the volumes selected

in the inhomogeneous bare Halbach magnet (Figure 5.3) contributing to the image.

Assuming a uniform phantom (12.7 cm diameter and 18 cm long) placed in the bare

(unshimmed) Halbach magnet, the volume selected with a 3 kHz BW is shown in

Figure 5.3. In these conditions, the simulated 2D MR images (‘z-integral image’)

have artifacts caused by the axial B0 distribution of the Halbach magnet, shown for

two RF bandwidths of 3 kHz (Figure 5.3d) and 36 kHz (Figure 5.3e). The simulated

images clearly contain signals from volume selection outside the ROI (red arrows

in Figure 5.3f) which alias back into the ROI creating the artifacts (yellow rings in

Figure 5.3e). A standard method to overcome B0 inhomogeneity is to apply active

shimming (a wire carrying current distributed on a cylindrical former) that generates

a B0 distribution opposite to the B0 inhomogeneity [153]. With an active shimming

approach, the Larmor frequency would be outside of the BW on both sides (along

the z-axis) of the ROI removing signal aliasing. Although this method could also

provide flexibility with adjusting the field due to drifting caused by the temperature

instability of the NdFeB magnets, it requires an additional coil and power supply, re-

ducing bore space, increasing hardware costs, and possibly increasing electromagnetic

interference (EMI).

Several groups have improved the field homogeneity or the built-in gradient linear-

ity in a constructed Halbach magnet by adding an array of small-sized ferromagnets

(i.e. a shim array) [36, 37, 112, 135]. O’Reilly et al. (2019-2020) used a genetic

algorithm to optimize the size and magnetization orientations of each block in the

shim array to improve B0 homogeneity of a constructed Halbach magnet [37, 135].

The homogeneity was improved from ∼13,000 ppm to ∼2,500 ppm, which was suf-

ficient to obtain high-resolution knee and brain MR images [37, 135]. McDaniel et

al. (2019) used an interior-point optimization strategy for the shim array to reduce

the root mean square residual error of the built-in B0 gradient linearity (from 0.27

mT to 0.13 mT) in the Halbach magnet [36, 112, 154]. Cooley et al. (2020) obtained
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Figure 5.4: An illustration of a two-loop receive coil set to disentangle two axial
excited volumes [155]. Each receive coil (C1, C2) collects signal from both excited
volumes (V1 and V2). The sensitivity (B−

1 ) of the coils is different for each coil for
the corresponding volumes. The receive coils could unwrap V1 from V2 volumes into
viable 2D TRASE images.

high-resolution 3D adult brain images on the portable MR scanner by adding the

shim array to the Halbach magnet [36].

In our work, we aimed to shape the B0 field in the existing Halbach magnet to

create a linear, built-in axial B0 gradient using an array of small permanent magnets

to enable slice-selection (single or multi-slice) 2D TRASE. However, any built-in B0

gradient always contains some non-linearity, producing unwanted excited volumes

outside the cylindrical ROI. One method to address this problem is to develop a

multi-channel receive chain to exploit parallel imaging techniques such as sensitivity

encoding (SENSE) [10]. For example, Figure 5.4 shows two excited volumes (V1 and

V2) with two nearby receive loop coils (C1 and C2). Each receive coil contains signal

from both excited volumes (V1 and V2), causing aliasing in 2D TRASE images. Since
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the receive coils fields drop off along the z-axis (i.e. B−
1 ∝ 1

z3
), each coil’s sensitivity

for a specific slice is different. Therefore, a sensitivity encoding matrix could be

used to disentangle both axial slices, V1 and V2 [155]. Any further discussion of

the mathematical proofs and resulting simulations of disentanglement of axial slices

applicable to TRASE MRI can be found in the work by Dr. Gordon Sarty (2022)

[155].

5.2 Methods of shimming the Halbach magnet

5.2.1 Design of an axial B0 gradient

A method commonly used to adjust the field of a Halbach magnet is an additional

shim array consisting of ferromagnets fixed in place within the bore or external to

the magnet. Therefore, to maintain the small external size of the Halbach magnet,

we optimized blocks inside the bore. For example, two asymmetric dipole rings (two

rings oriented at 180◦ to each other) may be added to a Halbach magnet to produce

an axial B0 gradient. In Equation 4.1, we assume that each block in the rings is a

dipole which is a good first order approximation but neglects effects such as the block

shape and demagnetization and their impact on the total magnetic field. The total

magnetic field is a superposition of field produced by all the dipoles. By the dipole

approximation (ring radius = 16 cm and Br = 1.2 T for N40UH), the magnetic field

strength at the geometric isocenter (Bcenter) was determined as 9.43 mT (Figure 5.5a)

by superposition. This was confirmed to be Bcenter = 9.63 mT by finite element

simulation using the N40UH B-H curve in Chapter 4. The differences between the

field calculations using the dipole approximation and finite element methods are that

the analytical approach neglects important ferromagnetic properties such as the shape

of the block or demagnetization effects (see Chapter 4). Furthermore, the magnetic

field strength reduces by ∼ Bcenter / d3 along the central axis (Figure 5.5b) and

may be oriented with a second ring to produce an axial gradient (Figure 5.5c). For
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both rings separated by 22 cm, the axial gradient strength is estimated at 62 mT/m

(dipole approximation) and 70 mT/m (finite element method) over a 1 cm thick

region between them. As can be seen from this approach the gradient strength may

be adjusted in accordance with changes in the block sizes, locations (ring spacing

and diameters) and magnetization orientations. The dipole approximation can be

extended to large arrays of small-sized ferromagnets used in the shim array to also

improve the homogeneity or axial gradient linearity in a Halbach magnet [37, 113].

Figure 5.5: An axial gradient is induced in the magnetic field of a Halbach magnet
using two asymmetric rings. (a) The transverse view of a dipole Halbach ring con-
sisting of 16 block-pairs with an inner radius of ∼ Ri and outer radius of ∼ Ro. (b)
The magnetic field at the center of the ring reduces by ∼1/d3 (Baxis) where d is the
distance from the center of the ring. (c) Two dipole rings oriented at 180◦ to each
other induces an axial B0 gradient (blue and red curves).

5.2.2 Shimming proposal

To make the constructed magnet suitable for 2D TRASE, simulations and optimiza-

tions of a shim array should:

1. Maximize the B0 homogeneity (< 1000 ppm; this number is based on prelimi-

nary simulations involving the twisted-solenoid RF coil [74]) in the ROI of 12.7

cm diameter and 1 cm long cylinder and removing volume selection outside the

ROI, or
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2. Introduce a linear axial B0 gradient, enabling single (or multi) slice 2D TRASE

imaging.

Figure 5.6: The top row shows the simulated magnetic field for the bare Halbach
magnet at select xy-planes along the z-axis (z = -5, 0, +5 mm). The center row
shows the desired B0 field at each axial position to generate a perfectly linear axial
gradient of 7 mT/m (i.e. a slice thickness of 10 mm for a 3 kHz BW). A homogeneous
ROI target aim is also used in some simulations that follow. The target field produced
by the shim array (bottom row) is the desired B0 minus the bare Halbach magnet’s
field. It shows the field required from a shim array to produce a perfectly linear B0

gradient over the cylindrical ROI in the bare Halbach magnet.

Reduction of the B0 inhomogeneity (of the bare magnet) can be accomplished

by increasing the length of the magnet array, and in addition, introduction of the

axial B0 gradient is necessary to enable slice-selection for 2D TRASE. We chose

to place blocks inside the Halbach magnet’s bore since constraints on external size

are currently required for the ISS application. Figure 5.5 (top row) shows the bare

Halbach magnet’s field in select xy-planes over the entire ROI along the z-axis (z =

-5 mm, 0 mm, +5 mm). Initially, we aimed at a perfect axial gradient of 7 mT/m
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(middle row in Figure 5.5) as this would provide a single ∼10 mm thick axial slice,

assuming sufficient signal for 2D TRASE imaging and 3 kHz BW pulse. However,

the choice of axial gradient strength should be part of the optimization process to

provide flexibility at targeting out-of-ROI excitation issues and allowing multi-slice

imaging over the ROI. A summary is shown below (Table 5.1) of six methods that may

improve B0 homogeneity (two methods) or the axial gradient strength and linearity

(four methods).

5.2.3 Initial shim geometry

Figure 5.7: The initial shim geometry used as input to the optimization process (note:
the bare Halbach magnet is not shown; the shim array presented here is inside the
magnet). The shim array consists of small ferromagnetic blocks (3 mm cube) at fixed
locations on a cylindrical grid (green). The blocks size and magnetization orientations
are optimized to produce either a homogeneous B0 or a linear axial B0 gradient inside
the bare Halbach magnet. Two additional dipolar Halbach rings rotated 180◦ to each
other (blue blocks), are added to induce an axial B0 gradient. The block sizes and
axial position of the gradient rings impact the induced axial gradient strength and
the B0 distribution over the ROI. The GA chooses from four possible sizes and two
possible magnetization orientations to maximize the B0 homogeneity or axial gradient
strength and linearity.

The initial shimming geometry, before optimization, is shown in Figure 5.7 and

shown in other research to be an effective approach to improving the homogeneity in
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Table 5.1: Summary of the B0 shimming designs used for the Halbach magnet.

Number Objective Description

Design #1 B0 homogeneity 8 rings

10.5 cm long

60 block locations per ring

optimized blocks sizes and orientations

Design #2 B0 homogeneity 14 rings

19.5 cm long

60 block locations per ring

optimized blocks sizes and orientations

Design #3 Axial B0 gradient strength rotated end-ring

of bare Halbach magnet

Design #4 Axial B0 gradient strength two asymmetric dipole rings

60 blocks per ring

8 cm spacing

optimized block sizes

Design #5 Axial B0 gradient strength 14 rings

19.5 cm long

60 block locations per ring

optimized blocks sizes and orientations

Design #6 Axial B0 gradient strength and linearity two asymmetric rings (for gradient strength)

14 rings on 20 cm sleeve (for gradient linearity)

60 block locations per ring

sleeve: block size and orientation

asym. rings: size only
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various Halbach magnets [37, 156]. A cylindrical grid fills the unused bore space of

the constructed Halbach magnet (> 19 cm inner diameter) with small ferromagnetic

blocks. There are 840 possible block locations in the shim sleeve (for B0 homogeneity

or axial gradient linearity) and 120 possible locations for two asymmetric dipolar

Halbach gradient rings (for axial gradient strength). Similar to O’Reilly et al.’s (2019)

shim sleeve design, we used a diameter of 20 cm for the shim sleeve (green blocks in

Figure 5.7), and its length varies from 10.5 cm to 19.5 cm depending on the design

approach [37]. Each ring in the shim sleeve consists of 60 blocks, axially spaced by 1.5

cm [37]. For shimming designs containing dual asymmetric gradient rings, the blocks

(blue blocks in Figure 5.7) are distributed on two 24 cm diameter rings, separated by

8 cm, and comprise 60 block locations per ring. The dimensions of the gradient rings

were chosen based on preliminary field simulations.

5.2.4 Optimization parameters

The blocks sizes and orientations were optimized using a discrete genetic algorithm.

At each grid location (Figure 5.7), the optimization process chooses from four possible

block sizes (size #0 = empty, size #1 = 3 mm × 3 mm × 3 mm, size #2 = 3 mm × 3

mm × 6 mm, or size #3 = 6 mm × 6 mm × 6 mm). If the optimal block is determined

to be size #2, it is assumed to be magnetized along its long axis (i.e. the 6 mm axis).

Since smaller than 3 mm × 3 mm × 3 mm neodymium ferromagnets cannot be easily

fabricated and their price is low when purchased in bulk (∼ $150USD for 1000 N40UH

blocks [138]), the optimization process considered an array of smallest-sized blocks.

Block of larger sizes may be constructed by gluing blocks together or their custom-

sizes manufactured for an additional ∼$100USD. In addition, if a block location is

determined as non-empty, the optimization process selects an upright (Orientation

#1) or inverted (Orientation #2) dipole contribution to the array (Figure 5.7). Recent

research has found this choice of the magnetization orientation allowed more than

5-fold improvements in B0 homogeneity in a constructed Halbach magnet [37, 135].
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Considering the option of the application of gradient rings, one ring is rotated by 1800

in relation to the other; therefore, we did not optimize the individual magnetization

directions for these blocks but their sizes only.

5.2.5 Optimization procedure

The optimization method is based on the same technique that was used to design the

bare Halbach magnet (Figure 4.21 in Chapter 4) with the following major differences.

Generally, a database was generated using the finite element method (FEM) prior

to optimization to contain field maps over the ROI of all individual blocks sizes,

locations and orientations. Based on any possible request by the genetic algorithm

(GA), the database is quickly called to generate the simulated field map for the full

array of blocks by superposition. In addition, we expand the penalty function, used

previously in the Halbach magnet design, to consider a linear axial B0 gradient over

the ROI.

1. Unlike in the magnet design, the initial configuration input into the opti-

mization flow depends on whether a homogeneous or axial gradient target field

in the ROI is desired. Therefore, the initial configuration consists of a shim

sleeve, dual asymmetric rings or a combination of both to achieve the desired

target field.

2. The fitness/penalty function (Fmin) used in the GA optimization has two

possible configurations depending on the optimization of the B0 homogeneity

or the axial gradient strength and linearity:

• Type 1: B0 homogeneity is maximized by minimizing the peak-to-peak B0

over the ROI.

Fmin = ∆B = BROI
max −BROI

min (5.1)

where BROI
max and BROI

min are the maximum and minimum simulated field

strength, respectively, within the ROI.
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• Type 2: An axial gradient strength with maximum linearity is achieved by

using the penalty function:

Fmin = ∆B−0.5cm + ∆B0cm + ∆B+0.5cm + α
⃓⃓⃓
|Giso

z | −Gaim

⃓⃓⃓
+ βϵ (5.2)

where ∆B−0.5cm, ∆B0cm, and ∆B+0.5cm [G] are peak-to-peak homogeneities

calculated within three axial planes of the ROI (i.e., z = -0.5 cm, 0 cm,

+0.5 cm) consisting of the superposition of fields from the shim array and

the bare Halbach magnet; Giso
z is the calculated axial gradient using 100

simulated field points along the z-axis from -0.5 cm to +0.5 cm; Gaim is

the desired axial gradient strength (0.7 or 2.0 used in this work) [G/cm];

ϵ is the standard fitting error of the Giso
z calculation; and, α and β are

weighting factors (10 and 100, respectively) so each term in Equation 5.2

begins with an equal contribution to Fmin. The weighting factors were

determined from the penalty function evaluated using the bare Halbach

magnet’s field with no shim array.

3. The FEM was used to simulate the field in each xy-plane (i.e. for z = -0.5

cm, 0 cm, +0.5 cm) for all individual block locations, sizes and orientations.

The simulated fields for every block configuration was stored in a database

(.mat file) and called upon during the optimization process rather than solving

the full model by FEM for each fitness/penalty function evaluation which is

time-consuming. FEM was also used to generate field maps produced by the

bare Halbach magnet in each xy-plane. This approach significantly improves

optimization time (350× faster than using FEM directly) and requires low data

storage (∼ 370MB per database) [113]. For each block orientation, size, and

location, each xy-plane map contains 10,000 simulated magnetic field points

(polar plots consisting of 100 angular divisions × 100 radial segmentations over

a 12.7 cm diameter area). After the optimization process is finished, the best

performing shim array and the bare Halbach magnet were simulated together
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as a single model using the FEM prior to analysis of the magnetic fields.

4. The GA parameters were modified. Similarly to others [37, 113], we have

found that generating enough individuals per generation leads to a higher ge-

netic diversity and highest performance designs yet an increase number of in-

dividuals per generation slows down optimization. Based similarly on other

shim arrays, optimized by the GA, we used 1000 individuals per generation and

350 generations for each run of the GA optimization. These numbers provide

a compromise between the slow process of generating enough individuals per

generation to produce high genetic diversity yet fast enough to finish optimiza-

tion within one day using a Titan S522 Intel Xeon 4210 2.2 GHz (3.2 Turbo)

computer. The GA was also programmed to stop if 50 successive generations oc-

curred without any individuals with fitness improvement (‘stall generations’).

The GA creates ‘children’ by combining the genes of ‘parents’ by crossover

(combines vector entries of a pair of parents) or mutation (random changes to a

single parent). All individuals within each population are evaluated for fitness

and selected for ‘reproduction’ based on their fitness value. The children then

form the next generation and the process repeats. There are also ‘elite’ individ-

uals which have the highest fitness values and survive to the next generation.

For shim array optimizations demonstrated here, it was found that the best

performing results occurred using the following in the GA optimization process:

(a) A uniform creation function where the initial population is created ran-

domly with a uniform distribution.

(b) A scattered crossover function where the crossover occurs at scattered lo-

cation(s) in the parent genes.

(c) A stochastic uniform selection process where parent fitness values are

scaled and distributed along a line with size proportional to the scaled

fitness values. The parents are selected at uniform spacing along the line,
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and

(d) A Gaussian mutation function where a random number is generated from

a Gaussian distribution (with mean = 0) and added to each entry of the

parent vector.

These functions are built into the GA package in Matlab.

5.3 Results

Since the shim array approach was shown highly effective to adjust the B0 field

in Halbach magnet’s [38, 154], we applied this shim array method to improve B0

homogeneity and, separately, to implement a linear axial gradient in the constructed

Halbach magnet (see Figure 5.7).

5.3.1 Homogeneity improvement

As a first approach to B0 shimming, we investigated the relationship between the

shim sleeve length and the B0 homogeneity within the ROI. The peak-to-peak B0

homogeneity in the ROI was calculated as per Equation 5.1. We have considered

both a short sleeve (Design #1) and a long sleeve (Design #2).

Design 1: short shim sleeve

The result of a GA optimization for a short-length shim sleeve is presented in Fig-

ure 5.8a-c. The initial shim sleeve consists of 480 block locations (8 rings × 60 blocks

per ring), and each ring is separated by 1.5 cm. The best performing shim geometry,

determined by GA, consists of 140 empty locations, 128 blocks of 3 mm × 3 mm × 3

mm (size #1), 108 blocks of 3 mm × 3 mm × 6 mm (size #2), and 104 blocks of size

3 mm × 3 mm × 3 mm (size #3). The final array contains 228 blocks in the upright

orientations; 252 blocks in the inverted orientation.

Based on simulations, when the optimized short-length shim array was placed

inside the bare Halbach magnet, the peak-to-peak B0 homogeneity is improved by
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Figure 5.8: Design #1: A first approach to improve B0 homogeneity within the ROI.
The bare magnet (a) and the optimized shim array (b,c) were simulated simultane-
ously using the finite element method. (d) A selected 3D sub-volume, split into 2D
planes at z = - 10 mm, -5 mm, 0 mm, +5 mm, and +10 mm, of a cylindrical phan-
tom of 12.7 cm diameter and 18 cm length using a perfectly selective RF pulse with
a frequency f = 2.7860 ± 0.0015 MHz. A simulated 2D image produced by a BW of
(e) 3 kHz and (f) 28.2 kHz RF pulse. (g) The 3D excitation volume using a 28.2 kHz
RF bandwidth pulse. Excited volume outside the ROI is still present (red arrows).
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Figure 5.9: Design #2: A longer shim sleeve compared to Design #1. (a) The bare
magnet model. A longer shim sleeve (b,c) was optimized in the field of the bare
magnet for maximum field homogeneity. (d) A selected 3D sub-volume, split into
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phantom of 12.7 cm diameter and 18 cm length using a perfectly selective RF pulse
with a frequency f = 2.7480 ± 0.0015 MHz. A simulated 2D image produced by a
BW of (e) 3 kHz and (f) 10.4 kHz RF pulse. (g) The 3D excitation volume using a
10.4 kHz RF bandwidth pulse. Excited volume outside the ROI is still present (red
arrows).
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∼20% (∆B0 = 0.74 mT → 0.58 mT), leading to broader excitation regions in a 3 kHz

BW (Figure 5.8d). The field homogeneity improvement provides an opportunity to

excite the entire ROI with a slightly smaller RF bandwidth (28.2 kHz) compared to

the bare Halbach magnet (36 kHz) (Figure 5.3e-f). Although the B0 homogeneity was

improved, the excited volumes outside the ROI are still similar to the bare Halbach

magnet (see red arrows in Figure 5.8g).

Design 2: long shim sleeve

The short length (aspect ratio ∼ 1:2) of the shim sleeve provided by Design #1

(Figure 5.8) is insufficient to significantly improve the strong inhomogeneity produced

by the bare Halbach magnet. Therefore, we doubled the length (aspect ratio ∼ 1:1)

of the shim array and re-optimized the shim using the GA. The optimized long shim

sleeve is shown in Figure 5.9a-c. The initial shim geometry now consists of 14 rings,

each separated by 1.5 cm (total length is 19.5 cm). The final shim array, determined

by GA, consists of 160 empty locations, 208 blocks (size #1), 184 blocks (size #2) and

288 blocks (size #3). The final array contains 376 blocks in the upright orientation;

464 blocks in the inverted direction.

When the shim array is placed inside the bare Halbach magnet, the B0 homogeneity

is improved by ∼64% (∆B0 = 0.74 mT → 0.27 mT) leading to larger excited volumes

using a 3 kHz BW RF pulse (Figure 5.9d,e). An RF pulse BW of 10.5 kHz would

be required to excite the entire ROI (Figure 5.9f,g), which is much smaller than the

short shim array (21 kHz for Design # 1 in Figure 5.8) and the bare Halbach magnet

(36 kHz in Figure 5.3). Nevertheless, excited volumes are still present outside the

ROI for the 10.5 kHz BW (see red arrows in Figure 5.9g).

5.3.2 Introduction of an axial B0 gradient to the bare Hal-
bach magnet

As explained earlier, the B0 field produced by the bare Halbach magnet is impractical

for TRASE MRI mostly due to the axial distribution of the field. Furthermore,
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targeting the B0 homogeneity alone was found insufficient in simulations for slice-

selective 2D TRASE, as shown by the sleeve designs in Section 5.3.1, since volume is

also selected outside the ROI. Therefore, an axial field asymmetry could reduce the

effect of out-of-ROI volume excitation and allow multi-slice 2D TRASE MRI. Thus,

an axial B0 gradient was added using various methods such as reconfiguring the bare

Halbach magnet (Design #3), adding two asymmetric dipole rings (Design #4), using

a shim sleeve to generate the axial gradient (Design #5) and a combination of a shim

sleeve with two asymmetric rings (Design #6).

Design 3: rotated end ring

An axial gradient may be introduced by rotating the end ring of the bare Halbach

magnet. The resulting field is shown in Figure 5.10. Implementing an axial B0

gradient using this method makes the excited volumes inside the ROI more uniform,

even for smaller RF pulse bandwidths (Figure 5.10c,d). In this configuration, the

signal spreads out more uniformly over a central xy-plane (z = 0) than in the previous

designs (Figure 5.9c,d). Unfortunately, a strong axial gradient is induced (∼ 70

mT/m) at the geometric isocenter, severely reducing the slice thickness (∆z ∼ 1 mm

for a 3 kHz RF BW). Furthermore, the slice thickness is very thin near the ROI

periphery (∼0.5 mm), and therefore, total NMR signal is expected to be low for a 3

kHz BW.

Design 4: additional asymmetric dipole rings

The strong axial gradient presented in Design #3 (Figure 5.10) selects thin slices.

Therefore, two weaker asymmetric dipole rings were added to the bare Halbach mag-

net (Figure 5.11). The two rings were optimized solely for block size with fixed

separation (8 cm). The best performing GA-optimized configuration consists of 0.6

cm × 0.6 cm × 0.6 cm blocks, achieving an axial gradient of 20 mT/m (∼3 mm slice

thickness for 3 kHz BW) at the geometric isocenter. Axial gradient non-linearity is
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Figure 5.10: Design #3: Rotation of the end ring in the bare Halbach magnet. (a) An
axial B0 gradient is produced by rotation of the original Halbach magnet’s end-ring
by 180◦. (b) A selected 3D sub-volume, split into 2D planes at z = - 10 mm, -5 mm,
0 mm, +5 mm, and +100 mm, of a cylindrical phantom of 12.7 cm diameter and 18
cm length using a perfectly selective RF pulse with a frequency f = 2.5800 ± 0.0015
MHz. A simulated 2D image produced by a BW of (c) 3 kHz and (d) 36 kHz RF
pulse. (g) The 3D excitation volume using a 36 kHz RF bandwidth pulse. For a 3
kHz BW, slice thickness at the geometric isocenter is ∼0.98±0.01 mm and is reduced
to ∼0.5 mm near the ROI periphery (in y-direction). Excited volume outside the
ROI is still present (red arrows).
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pulse. Excited volume outside the ROI is still present (red arrows).
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Halbach magnet. (a) The bare magnet model and the (b,c) optimized shim sleeve.
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3D excitation volume using a 23 kHz RF bandwidth pulse. Excited volume outside
the ROI is still present (red arrows).
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apparent due to the shape of the central excited volumes at higher RF center fre-

quencies (Figure 5.11e-g) which, as a consequence, reduces the slice thickness to ∼1.5

mm near the edges of the ROI. Nevertheless, axial asymmetry in the B0 field volume

selection was achieved.

Design 5: weak axial gradient produced by a shim sleeve

The shim sleeve was optimized using GA to adjust the field of the bare Halbach

magnet’s field aiming at a linear axial B0 gradient of 7 mT/m (Figure 5.12). The

same geometry of the shim sleeve as in Design #2 (Figure 5.9) was used in this design,

except the axial (z-axis) symmetry was removed during the GA optimization process.

The shim sleeve consists of 840 block locations (14 rings × 60 blocks per ring), and

each ring is separated by 1.5 cm. The best performing shim geometry, determined by

GA, consists of 228 empty locations, 208 blocks of size #1, 252 blocks of size #2 and

152 blocks of size #3. The final array contains 404 blocks in the upright orientation;

436 blocks in the inverted direction (Figure 5.12a-c) and achieves a 7 mT/m axial

gradient at the geometric isocenter of the Halbach magnet. Unfortunately, due to the

nonlinearity of the axial gradient, a large RF bandwidth (∼36 kHz) is required for the

ROI volume selection and, unfortunately, out-of-volume excitation remains present.

Design 6: mid-strength axial gradient

Since the long shim sleeve produced an improvement in B0 homogeneity and the dual

asymmetric rings produced an axial gradient, we decided to combine both into a sin-

gle shim array to improve the axial gradient linearity and strength (Figure 5.13b,c).

The optimization process used the same fixed block locations as the previous asym-

metric rings (Figure 5.11) and shim sleeve (Figure 5.9). The shim sleeve blocks were

optimized for block size and orientation; however, the asymmetric rings were opti-

mized only for block size with no empty option. The shim array consists of 840

block locations (14 rings × 60 blocks per ring), and each ring is separated by 1.5
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Figure 5.13: Design #6: An optimized shim sleeve and dual asymmetric rings. (a)
The bare magnet model and the (b,c) optimized shim sleeve and asymmetric rings.
(d) A selected 3D sub-volume, split into 2D planes at z = - 10 mm, -5 mm, 0 mm, +5
mm, and +15 mm, of a cylindrical phantom of 12.7 cm diameter and 18 cm length
using a perfectly selective RF pulse with a frequency f = 2.7480 ± 0.0015 MHz. A
simulated 2D image produced by a BW of (e) 3 kHz and (f) 10.5 kHz RF pulse. (g)
The 3D excitation volume using a 10.5 kHz RF bandwidth pulse. Excited volume
outside the ROI is still present, but separated (red arrows).
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cm. The best performing shim geometry, determined by GA, consists of 216 empty

locations, 256 blocks of size #1, 204 blocks of size #2 and 164 blocks of size #3

(Figure 5.13b,c). The final array contains 384 blocks in the upright orientation; 456

blocks in the inverted direction. The final gradient rings consist of 6 mm × 6 mm ×

6 mm blocks.

The final shim design based on the GA optimization is shown in Figure 5.13b,c.

Based on a uniform phantom as per previous designs (Designs # 1-5), selection vol-

umes in 3 kHz and 10.5 kHz BW pulses are also shown (Figure 5.13d-f). Compared

to Design # 3 (Figure 5.10), thicker slices are achieved (∼3 mm for 3 kHz RF pulse

BW) since we aimed for a weaker axial gradient (20 mT/m). In addition, increased

uniformity of selected sub-regions over the ROI is shown (Figure 5.12g) compared to

the previous weaker axial gradient designs (Figure 5.12). Interestingly, the excited

volumes outside the ROI are physically separated from the ROI for a range of RF

frequencies.

5.4 Discussion

We presented six potential methods to adjust the magnetic field of the constructed

Halbach magnet (Chapter 4) for improved homogeneity (Table 5.2) or axial encoding

(Table 5.3). Each shim array design would be simple and cheap (<$400 CAD for

magnets+PLA) to produce using custom 3D printing of formers. Nevertheless, the

preliminary simulation and optimization results found that the shim array length

and B0 axial gradient strength will impact the field with various advantages and

disadvantages using the TRASE MRI technique.

Initially, we investigated the impact of the shim sleeve length on B0 inhomogeneity

in the ROI of 12.7 cm diameter and 1 cm long. By extending the shim array length

to 19.5 cm (14 rings instead of 8 rings), we found that the peak-to-peak B0 inhomo-

geneity of the magnetic field within the ROI had improved by 64% (see Design #2

in Figure 5.9) when compared to the bare Halbach magnet instead of only 20% in
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Table 5.2: Summary of the results for B0 homogeneity improvement. All specifications
calculated within the 12.7 cm diameter and 1 cm thick ROI. Volume is excited outside
of the ROI in all designs.

Number Specification Advantages Disadvantages

Bare Halbach Magnet Homogeneity = 11,151 ppm (36 kHz) N/A N/A

Design #1 8740 ppm (20% improvement) reduced excitation BW (28 kHz) minor improvement

out-of-ROI selection

Design #2 4069 ppm (64% improvement) only 10.4 kHz RF bandwidth needed out-of-ROI selection

Table 5.3: Summary of the results for a shim array producing an axial B0 gradient.
All specifications calculated within the 12.7 cm diameter and 1 cm thick ROI. Volume
is excited outside of the ROI for all shim array designs but they are disconnected when
introducing an axial gradient (>20 mT/m).

Number Aim Advantages Disadvantages

Design #3 70 mT/m uniform volume selection (3 kHz) 1 mm thin slices (3 kHz)

out-of-ROI selection separated from ROI ∼30 kHz selection for entire ROI

no construction required out-of-ROI selection

Design #4 20 mT/m 3.5 mm slice selection (3 kHz) out-of-ROI volume selection

∼20 kHz selection for entire ROI

Design #5 7 mT/m thick slice selection highly non-uniform slice selection (3 kHz)

out-of-ROI selection

36 kHz selection for entire ROI

Design #6 20 mT/m & highest linearity 3 mm slice selection (3 kHz) non-uniform slice selection (3 kHz)

out-of-ROI selection separated from ROI ∼20 kHz selection for entire ROI

Design #1 (Figure 5.1). This approach would reduce the required bandwidth of the

transmit RF pulse needed to excite all spins within the ROI. Unfortunately, in the

current TRASE MRI technique, there is no ability to encode along the longitudinal

direction of the magnet other than using the natural axial B0 variation of the bare

Halbach magnet. As shown above, the shim sleeve designs that are based on B0 ho-

mogeneity improvements alone are ineffective for use with TRASE because they do

not remove the volume of spins excited outside of the ROI or the symmetric axial

distribution of the field.

Since the B0 homogeneity improvements alone are not effective for TRASE, we have

used the shim array concept to introduce an axial B0 gradient to produce asymmetry

of the axial field profile allowing a slice selection 2D TRASE MRI scheme. Figure 5.10

shows that rotating one of the end rings of the bare Halbach magnet induces an
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axial B0 gradient. The advantage of this configuration requires no extra components,

eliminating construction time and costs. However, this design requires disassembling

and reconfiguring of the constructed magnet, taking approximately 1 hour. Although

this approach showed uniform sub-volume selection (Design #3 in Figure 5.10), the

strong gradient (∼70 mT/m) produced thin (1 mm) slices in a 3 kHz RF pulse

bandwidth. The strong axial gradient and associated narrow slice selection window

is a particularly difficult for in-vivo TRASE imaging at ∼66.7 mT, due to already

low SNR compared to higher field strengths.

Since a shim sleeve or reconfiguration of the bare Halbach magnet was deemed

ineffective to produce a linear axial B0 gradient, we introduced two additional asym-

metric rings, one rotated 180◦ to the other (see Design #4 in Figure 5.11). Although

the axial gradient, in this case, was weaker compared to Design #3 (Figure 5.10),

leading to thicker (∼ 3 mm) slices for a 3 kHz BW RF pulse and hence more signal,

the selection volumes within the ROI become less uniform. The non-uniformity could

be overcome because a series of 2D TRASE images could be stacked, and the data

could be rearranged to produce an image of spins within a cylindrically-shaped slice.

Unfortunately, although the longitudinal B0 distribution is asymmetric, the overlap

of volumes outside and inside the ROI occurs at certain frequencies which brings the

need of unwrapping.

As found above, the shim array itself could be used to generate a linear axial B0

gradient; therefore, the shim sleeve was optimized again using GA (Figure 5.12). The

results showed that generating an axial gradient with two asymmetric rings or a shim

sleeve provides no advantage except that the two rings occupy less space and use less

magnetic material than the shim sleeve. Although the shim array with a weak axial

gradient (∼7 mT/m) could provide the needed axial gradient at the isocenter, a shim

sleeve alone could not improve the gradient linearity to acceptable levels for TRASE

MRI due to the complex field distribution over the ROI. Ideally, for 2D TRASE, the

out-of-ROI excitation volumes should be separated from the ROI, then phased array
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receive techniques may be effective for anti-aliasing of NMR signal along the z-axis

(see Figure 5.4). Nevertheless, we have assumed that consideration of the points

inside the ROI would be sufficient for the B0 adjustments. Future shim array designs

may be further improved if the optimization process considers points throughout the

entire bore of the bare Halbach magnet rather than only inside the ROI.

As a final approach to the shim array, we combined the shim sleeve with the

asymmetric rings (Figure 5.13). The asymmetric rings provided the axial gradient

while the shim sleeve was introduced for axial gradient linearization. As a result

of these simulation studies, we have found that targeting an axial gradient of 20

mT/m could physically isolate the selected volumes for the range of BWs of the

RF pulses (Figure 5.13) which again could be exploited using phased array receive

techniques. For this shim array, the out-of-ROI volume selections are separated for

a range of frequencies over the ROI. The significant advantage of this approach is

also the reasonable slice thickness of each sub-ROI volume selection (∼3 mm thick

slices assuming a 3 kHz BW RF transmit pulse) compared to stronger axial gradients

designs (such as Design #3 in Figure 5.10). The thicker slices would provide higher

signal than other shim sleeve designs (shown above), and the central excited volumes

could be used for a multi-slice 2D TRASE acquisition by shifting the RF center

frequency.

Besides the investigated above approaches, further improvement of the B0 field

distribution is possible in the constructed Halbach magnet. First, we have not in-

vestigated optimization of the complete parameter list (ring spacing, etc.) due to

increased demands for computational power and optimization time. For example,

in Design #6 (Figure 5.13), excited volumes in the ROI are cone-shaped near the

center of the ROI, and thinner and increasingly non-linear near the ROI periphery.

We expect that filling more of the unused bore space and expanding the range of

block sizes and magnetization orientations used in the optimization process, could

further improve the axial gradient strength and linearity. In addition, adjusting the
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axial positions of each individual block in the two asymmetric rings could be a simple

first approach to improve the gradient linearity over the ROI. In any case, providing

the GA with more flexibility of optimizing magnetization directions and sizes of the

blocks would have impact on the distribution of the B0 (i.e. the homogeneity and ax-

ial gradient); however, this optimization approach needs development and is expected

to be slower.

The measured B0 field of the constructed Halbach magnet should be used in de-

signing a shim array rather than using the simulated fields. Although a high accuracy

was achieved between the simulated and measured fields of the constructed Halbach

magnet, the measured field was shown to deviate from the simulated field by up

to 0.2 mT in certain regions within the ROI (see Chapter 4). The simulated and

measured field differences in the field strength and distribution are due to remaining

magnetic blocks fabrication errors, block positioning differences and measurement un-

certainties. Despite that, the shim arrays presented here can adjust the peak-to-peak

B0 up to 1.8 mT over the ROI and easily customized to the measured field of the

Halbach magnet.

5.5 Conclusions

B0 shimming of the Halbach magnet is a critical next phase for producing an mobile

TRASE MRI system with high-quality MR imaging capability [157]. Based on the

preliminary B0 simulations, this work shows that field improvements for TRASE are

possible using an array of small permanent magnets with optimized sizes and orienta-

tions. We investigated various shim sleeves and methods to improve B0 homogeneity

or to introduce a linear axial B0 gradient for longitudinal slice encoding in a Halbach

magnet. In all designs, exciting volumes outside of the ROI require sufficient ax-

ial decoding ability before high-quality in-vivo TRASE images can be achieved. This

simulation study showed that a shim sleeve with two additional asymmetric rings pro-

ducing a 20 mT/m axial gradient may be strong enough to separate the out-of-ROI
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volume selection from the desired ROI, yet sufficiently weak to select thick enough

slices (higher signal) for adequate SNR (Design # 6 in Figure 5.13). Nevertheless, a

multi-channel receive coil would likely provide a way to unwrap the aliasing volumes

along the z-axis but it requires further development such as additional RF receive

hardware.

138



Chapter 6

A Magnet Rotation System for
Simplified 2D TRASE MRI

Since the TRASE method requires 3 or 4 transmit RF coils to acquire a 2D MR image,

significant issues were identified due to insufficient RF coil decoupling leading to poor

2D image quality [42, 74, 76, 158]. As a result, new developments regarding active

decoupling (switches) strategies [159], a parallel transmit console [149] and new image

reconstruction methods (modified Fourier transform [158]) have been introduced. Yet

so far, there is no demonstration of high quality 2D TRASE using 3 transmit RF coils.

However, a 2D TRASE image could be obtained by rotating the Halbach magnet or

the RF coils, leading to a simpler imaging technique.

6.1 Introduction

Paul Lauterbur (1973) presented the first MR imaging method by subjecting spins to

a magnetic field gradient (Figure 6.1) [49]. Lautebur showed that the signal is inte-

grated along planes perpendicular to the gradient direction forming a 1D projection of

a water phantom (Figure 6.1a). By rotating the magnetic field gradient direction (or

object), a series of 1D radial projections were used to generate the first 2D MR image

of a dual-compartment water phantom (Figure 6.1b). Originally called “NMR zeug-

matography,” the technique became the conventional MR projection reconstruction

imaging method.
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Figure 6.1: The original illustration of the NMR zeugmatography technique from
Paul Lautebur’s 1973 paper [49]. (a) A series of 1D NMR projections of two water
phantoms obtained by changing the direction of the magnetic field gradient in the XZ-
plane relative to the object. The NMR signal is integrated along planes perpendicular
to the gradient direction (black arrows). (b) The 2D image was reconstructed from
a set of four 1D projections. Both figures obtained from Lautebur (1973) [49] with
permission from Springer Nature under license number 5324571452985.

Based on a similar idea, Cooley et al. (2015) demonstrated 2D MRI using a

portable and rotating Halbach magnet with a built-in magnetic field gradient [33].

By rotating the linear B0 gradient, the MR projection technique was used reducing

the number of switched gradient axes from three to two [33]. The novel MR imaging

method was called the “rotational spatial encoding method” (rSEM) and was the first

to demonstrate high-quality in-vitro MR imaging using a portable Halbach magnet

[33].

While rSEM is a step toward a portable MRI system, nonlinearity in the spatial

encoding field distorts images [112]. The rSEM MRI system also relies on standard

MRI hardware such as switching B0 gradients (coils and amplifiers) in two orthogonal

planes. Unlike rSEM, TRASE eliminates the entire gradient sub-system and eases

the homogeneity requirement of the main magnet, allowing even lighter and cheaper

magnets to be used, yet it requires multiple transmit RF coils bringing complications.

Rotating the RF coils or the magnet reduces the number of required RF channels for

2D TRASE, decreasing costs associated with hardware and simplifying data acqui-
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sition and image reconstruction. Therefore, a simple mechanical rotation system for

the Halbach magnet was the next aim of this research.

6.1.1 2D TRASE by rotating coils

Sun et al (2019) showed analytically that physical rotation of the twisted-solenoid RF

coil former by +β◦ will result in an RF phase gradient rotation by −2β◦ (Figure 6.2a)

[74]. In further work by Sun et al (2020), two twisted solenoid RF coils were physically

rotated by 90◦ from one another generating two opposing phase gradients, resulting

in a doubling of the step size in k-space, ultimately increasing the TRASE spatial

resolution compared to the uniform coil with a single twisted solenoid (see section 2.2.2

of Chapter 2) [42]. In principle, two opposing RF phase gradients can be rotated in

the same direction in steps within ±45◦ to collect a series of radial 1D TRASE profiles

of the object. Similar to the rSEM technique, the series of 1D TRASE profiles can

be used to generate a 2D TRASE MR image by various reconstruction methods (e.g.,

filtered back-projection, inverse Radon transform, etc). Since sufficient decoupling of

two twisted solenoids was already demonstrated for high-resolution 1D TRASE [74],

[42], rotating the dual twisted-solenoid RF coils is much simpler mechanically than

controlling the timing and switching of more RF coils [159]. Nevertheless, the RF

coil’s sensitivity to motion and coupling may require matching and tuning at each

projection angle, increasing image acquisition time. In addition, the pulse sequence

and image reconstruction for 1D TRASE are simpler and contains fewer artifacts than

2D TRASE (see Chapter 2).

6.1.2 2D TRASE by rotating the Halbach magnet

Although the RF phase gradient changes direction when the twisted-solenoid rotates,

it will also change direction if the Halbach magnet rotates while the coil is fixed

(Figure 6.2b). In Chapter 2, the B0 direction was assumed stationary along the x-

axis and Equations 2.33 and 2.34 was used to calculate the RF phase gradient for
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Figure 6.2: The concept of the rotating RF coil or Halbach magnet effect on the RF
phase gradient. (a) Rotation of the twisted-solenoid RF coil by +β produces a change
in the RF phase gradient direction by −2β [74]. (b) Rotating the dipolar Halbach
magnet by +β produces a change in the RF phase gradient direction by −β.

any coil former rotation. However, if the B0 rotates by +β about the z-axis, the

components of B1 contributing to the NMR B1 field transforms by:⎡⎣B′
x

B′
y

⎤⎦ = Cρ

⎡⎣cos β − sin β

sin β cos β

⎤⎦⎡⎣sin(θ + ψ)

cos(θ + ψ)

⎤⎦ (6.1)

where C (= −µ0
I
h

A
a2

) is a constant due to the static RF coil geometry factors and

(ρ,θ,z) is the cylindrical coordinates. Since rotation occurs about the z-axis, the Bz

component of the B1 does not change with rotation; hence, Bz is not used in the

calculation. After substitution of Equations 2.33 and 2.34 into Equation 6.1 and

simplifying using trigonometric identities, the B1 components are:

B′
x = Cρ sin(θ + ψ − β) (6.2)

B′
y = Cρ cos(θ + ψ − β) (6.3)

where B′
y is the relevant perpendicular component of the B1 field. Furthermore, for

any +β rotation of the B0 field, the coil winding shift ψ = −2β and Equations 6.2
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and 6.3 simplify:

B′
x = Cρ sin(θ − 3β) (6.4)

B′
y = Cρ cos(θ − 3β) (6.5)

For example, for a B0 rotation of β = π
2
, the RF phase gradient is -Gy (using Equa-

tion 2.36). An illustration of the RF phase gradient direction change in consequence

of the magnet rotation is illustrated in Figure 6.2b. Clearly, the RF phase gradient

rotates by an angle equal to the angle of the magnet but in the opposite direction.

The main advantage of rotating the magnet rather than rotating RF coils is the simple

mechanical motion with no sensitive RF coil connections. Nevertheless, rotating the

magnet also requires twice the angular rotation than the RF coils (6.2). While mov-

ing the magnet is simpler than rotating the RF coils, the major problem with magnet

rotation is that B0 inhomogeneities are rotated with the magnet. A straightforward

solution may be a B0 shimming system (see Chapter 5) that, when added to the

Halbach magnet, targets a cylindrically-symmetric field pattern; therefore, selecting

the same volume of spins at each magnet angle.

6.2 Rotation system for the Halbach magnet

Since the constructed Halbach magnet (Chapter 4) is much lighter (25 kg) than other

portable Halbach magnets (more than 100 kg) [33], an inexpensive type of electrical

motor called a stepper motor and a driver system commonly used for computer nu-

merical control (CNC) routers was used. Furthermore, the stepper motor functions

and their driver electronics to modify them for magnet rotation was investigated. As

noticed by Srinivas et al (2020), the NMR signal degraded in the presence of step-

per motors; therefore, electromagnetic interference (EMI) mitigation techniques are

required such as active external detectors [160, 161]. In their work, an external coil

samples the local EMI. The data from the external coil and the MR receive coil are

used to update, dynamically, a system transfer function which is then used to modu-
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late the acquired k-space data before each frequency encoding step. In addition, Liu

et al. (2021) used ten external coils embedded around a portable MR scanner and a

deep learning neural network scheme to obtain (almost) noise-free brain images on a

portable MR scanner [72]. In this work, we used a simple EMI shield made of alu-

minum to isolate the EMI generated by the rotation system from the RF receive coil.

Furthermore, the motor was placed at distance of ∼50 cm to minimize any motor

and magnet interactions that could impact B0 homogeneity and the motor operation.

Nevertheless, it is expected that the motor will operate with negligible impact on B0

homogeneity when placed close to the magnet yet away from the open ends because

Halbach magnets are self-shielded (i.e., the 5 gauss line is within 1-2 centimeters of

the outer magnet’s circumference).

The requirements of the magnet rotation system were:

• Adjustable settings for magnet angular steps between 0.5◦ and 3◦ increments.

• Rotation angular precision < 0.1◦.

• Rotation rate ∼6◦/s.

6.2.1 Principles of electric motors action

Electric motors convert electrical power to mechanical rotation (Figure 6.3) [77].

Many types of electric motors exist on the market, such as DC motors, servos, or

stepper motors. Depending on the application, they have different specifications; for

example, they may have high revolutions (rpm), high torque or both. Their appli-

cations include robotic manufacturing, 3D printing or computer numerical control

(CNC) routers [77]. Typical electric motors contain a series of fixed electromagnets

called phases (connected to the stator) which generate a magnetic field when a cur-

rent is passing through them (Figure 6.3b,c). The shaft is connected to an internal

rotor with alternating magnetic poles (Figure 6.3c). Depending on the polarity of the

electromagnet’s current, the magnetic field generated at the stator will attract the
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teeth of the rotor causing the shaft to rotate at a fixed angle specified by the number

of teeth (Figure 6.3c).

Figure 6.3: The internal hardware of the stepper motor. (a) The view of the enclosed
motor; an electrical voltage at the input (white connectors at the bottom) produces
a step rotation of the shaft. (b) The view of the open motor; the phases (electro-
magnets) in the stator and teeth on the permanent magnet rotor. (c) An expanded
illustration of the teeth on each phase and rotor. When a electrical current flows
through a phase, generating a magnetic field, hence a strong force is produced be-
tween the phase and the permanent magnet teeth in the rotor. The rotor and the
shaft rotate at the angle defined by the number of teeth.

Figure 6.4: (a) An illustration of the Halbach magnet with the rotation system. (b)
The relative diameters of the magnet and the roller is used to calculate the number
of pulses needed for the motor to rotate the magnet by one complete revolution.
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6.2.2 Torque estimate

The drive mechanism required to rotate the constructed 25 kg magnet is illustrated in

Figure 6.4. The diameter of the magnet, DM, was estimated using the average of ten

diameter measurements using a ruler (DM = 421.06 ± 0.84 mm). The roller diameter

was estimated similarly to be Dm = 38.1 ± 0.5 mm. The angular rotation of the motor

and magnet are different due to their different diameters (Figure 6.4). The gear ratio

(GR) is the magnet diameter divided by the roller diameter. Including fundamental

error analysis, the gear ratio in our case is GR = 11.051 ± 0.002. Therefore, the roller

rotates ∼ 11 times to complete a single magnet rotation (Figure 6.4). In addition,

assuming the moment of inertia for a hollow cylinder (inner radius = 31 cm, outer

radius = 43 cm) with uniform distribution of 25 kg mass throughout, the motor must

provide a torque of ∼0.37 Nm to rotate the magnet in 1 sec by 6◦ from rest (since

torque = moment of inertia × angular acceleration). Despite the expected error in

this calculation since the mass is not uniformly distributed, a stepper motor capable

of 4 Nm was used in this work (see below). A motor with a higher torque capability

allows higher rotational speed and, ultimately, faster scan times.

6.2.3 Rotation system hardware and setup

While many types of motors could be used, we selected the bipolar stepper motor

that activates two phases at a time producing the high torque needed to rotate MRI

magnets and maintain a very high precision at low costs (<$200 CAD). The bipolar

stepper requires a translator to produce the sequence of pulses needed to operate

the motor (Figure 6.5). Due to lack of available circuit diagrams for the hardware

used in this work, Figure 6.5 shows a simple example for operating a stepper motor.

In Figure 6.5, for example, a 555 timer is used to generate the ∼5 V rectangular

pulse waveform for the translator. The 555 timer requires a +5 V power supply

and a potentiometer (R1) to control the pulse length output. The speed of the

motor is controlled with pulse width modulation (PWM). The rotation direction is
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adjusted using a separate 5 V switch. In our work, we used an Arduino MEGA 2560

microcontroller to control the pulse length using simple C-language programming.

Figure 6.5: A controller and a translator are required to operate a stepper motor. (top
row) Example electronic schematics of a controller, translator and motor circuitry.
The schematics here do not reflect the true driver circuitry for the hardware used
in this work; hence, they are illustrated here to aid understanding. (bottom row)
The hardware used to control the Halbach magnet rotation. A single 5 V pulse
programmed with the Arduino rotates the motor’s shaft by 1 step. The step size can
be adjusted using the switches on the translator (HSS60). Top circuit schematics was
modified from Scherz [77] with permission from McGraw-Hill under license number
1230489-1, Arduino MEGA 2560 photo is my own, and driver and stepper motor
pictures were obtained from the Rattm Motor datasheet [162].

A translator circuit produces a sequence of pulses to drive the motor (Figure 6.6).

When the translator signal is applied at the input (pin 11 CLK), another input

(DPDT) controls the firing sequence direction (i.e. the direction of the motor). In

response to a single clock pulse, the translator sets a series of outputs high (Q0, Q1,

Q2, Q3) in proper order for the motor. Another feature of the translator is counting,

so the pulse sequence can continue when the controller provides the next input pulse.
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Figure 6.6: A diagram of the rotation system connections and shielding. The motor
box is housed inside a Faraday cage used for RF shielding. The controller (con-
sole/Arduino) and power supply are placed outside the Faraday cage. The required
control lines (ROTATE, DIRECTION) and power lines (24 V and 5 V) are shielded
with a 15 pin D-Sub cable and placed inside the Faraday cage.

In modern stepper motor drivers, step resolution is not defined by the number of

teeth but by a simultaneous activation of phases (i.e. micro-stepping). More details

regarding microstepping to achieve angular steps per pulse < 0.007◦ can be found in

various sources [163].

In our work, we tested a single 2-phase hybrid stepper-servo driver (HSS60, Rattm

Motor Co. Ltd., Changzhou, China) [162] and a single NEMA 24 hybrid stepper mo-

tor (24HS39-3008D, Stepper Online Motors and Electronics, Nicosia, 1090, Cyprus)

[164] (Figure 6.5). This motor and driver are capable of high torque (4 Nm), meeting

the torque requirement for Halbach magnet rotation (see Section 6.2.2) [162]. The

driver can provide a wide range of stepping resolutions (400 – 51200 pulses per rev-

olution) by setting Dual In-line Package (DIP) switches. However, the default used

in this work is 400 steps (i.e. pulses) per motor revolution. An adjustable switching

power supply was used to power the driver (MySweety, 480 W Adjustable DC Power

Voltage Converter, China). According to the specification sheet of the motor, with
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this setup, the angular motor steps of 0.900±0.045◦ can be achieved [162, 164].

Since the magnetic blocks protrude from the top of the constructed magnet, 3D

printed pads were attached (with glue) to the outer circumference to allow for rotation

(as shown in grey in Figure 6.4). In addition, we used four 1-1/2” diameter and 1-

1/4” long abrasion-resistant urethane drive rollers with a non-magnetic aluminum

hub (35A, McMaster-Carr, USA) as a support for the Halbach magnet. The rollers

were attached to two 1/2” outer diameter aluminum pipes (Metal Supermarkets,

Edmonton, Alberta, Canada). The aluminum pipes were attached to two 3D printed

plates that fitted four dry-running sleeve flange bearings (McMaster-Carr, USA). Two

1/4” diameter threaded brass rods were placed through the aluminum pipes to fix the

rods to the bearings. Brass bolts fixed the rods to the dry-running bearings. Four

extra brass rods, nuts and washers were used to stabilize the 3D printed plates.

Since the rotation system electronics cause noise higher than the NMR signal, the

motor and driver were housed inside an aluminum Faraday box (7”×7”×7”) and

placed inside a larger Faraday cage that houses the magnet (Figures 6.6 and 6.8a).

Both the power supply and microcontroller was placed outside the Faraday cage. All

pulse control lines (ROTATION, DIRECTION) and power transmission lines (+24

V) feeds the driver from outside to inside the Faraday cage using a shielded 15 pin D-

Sub cable (3272-CS-DSDMDB15MM-025-ND, Amphenol Cables, Digi-Key, Canada)

and connectors (FCC17A15AD280-ND, Amphenol ISS, Digi-Key, Canada) (Figure

6.6).

6.2.4 TRASE and rotation control pulse sequence

The magnet rotation was controlled using two of five connections of the D-Sub cable

(Figure 6.6). The power supply was grounded to the filter panel on the front of

the Faraday cage and the 24 V line was transmitted to the driver. In this work,

we did not use the D-Sub filters since they are expected to change the Arduino

operating pulse widths (∼250 µs) and affect motor accuracy. Nevertheless, D-Sub
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Figure 6.7: The diagram of the magnet rotation control pulses with the 1D TRASE
pulse sequence. The 5 V pin (DIR) is first activated for clockwise or not activated (0
V) for counter-clockwise rotation of the magnet. A series of 5 V pulses are used during
the DIR pulse to step the motor by fixed angular orientation. Many pulses (4420)
on the PUL line are required for one full magnet rotation. Once a specific angular
rotation is complete, the 1D TRASE projection is acquired. The experiment is then
repeated (TR) at a different magnet orientation and TR ∼ 1 s in current experiments.
Time for each module is not the same and depends on the specific experiment (for
example, fast rotation and long 1D TRASE echo trains).

filters should be used for noise mitigation in future work. The pulse sequence provided

by a console or microcontroller is shown in Figure 6.7. A clockwise rotation is achieved

using a +5 V on the direction (DIR) line (Figure 6.7) provided by the controller;

otherwise, the magnet rotates counter-clockwise (0 V). When the DIR line is active,

a series of rectangular pulses follow through the cable and aluminum motor box to

the driver along the rotation line (ROT in Figure 6.7). Since the driver is preset to

400 pulses per revolution, the motor rotates 0.9◦ for each input pulse (PUL). The

total angular position is determined by the default stepper settings and the number

of pulses. The frequency of the input pulse and the available torque determines

the maximum rotation speed. Following the motor and magnet rotation, the one-

dimensional TRASE projections were obtained, and the pulse sequence is repeated
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for the next angle in a repetition time (TR).

6.3 Testing of the rotation system

6.3.1 Constructed rotation system

The on-the-bench testing setup for the magnet rotation system is shown in Fig-

ure 6.8a,b and the setup for 1D TRASE in Figure 6.8c. The angular accuracy, speed,

and impact of noise on the NMR signal was measured. A series of 1D TRASE pro-

jections was obtained.

Figure 6.8: The magnet rotation system hardware and experimental setup. (a) The
motor and driver are housed in an aluminum box. A transfer rod allows rotation
of the Halbach magnet in response to a pulses controlling the stepper motor. (b) A
laser pointer attached to the inner diameter surface of a 3D printed bore tube to test
angular accuracy. (c) The experimental setup for 1D TRASE consists of the rotation
system, Halbach magnet, twisted solenoid RF coils (TS1, TS2) and the T/R switch.
All are placed inside the Faraday cage.

6.3.2 Angular accuracy

A laser was attached to a bore tube to test the angular accuracy (Figure 6.8b). A

negligible difference was measured (< 0.5 mm arc length or < 0.01◦ angular deviation)

between the initial and final laser markings for one full magnet rotation.
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6.3.3 Controlling rotation speed and direction

The magnet rotation system was tested for speed and direction control. Using a

+5 V rectangular waveform (500 µs, 50% duty cycle), one full magnet rotation was

complete in 70 seconds (i.e. ∼5.1◦/s) (no TRASE acquisition used). Furthermore,

the pulse length was reduced to 300 µs and it took 5 seconds to complete one full

magnet rotation with no observed slippage (i.e. ∼72◦/s). Although the driver can

handle 2 µs pulses at 50% duty cycle, the rotation system could not handle pulses

shorter than 260 µs because of the high torque demand. There was no difference in

performance using counterclockwise and clockwise magnet rotation.

6.3.4 Noise mitigation

The noise testing showed a four times higher blanked analog-to-digital converter

(ADC) level with the rotation system on (Figure 6.9). We found that the D-Sub cable

inside the Faraday cage (shielded cable in Figure 6.6) was not effectively shielded for

this MRI application. The noise was mitigated by running this D-Sub cable outside of

the Faraday cage through a small opening closest to the aluminium box connection.

6.3.5 2D TRASE reconstruction

A series of 1D TRASE radial k-space acquisition was obtained using the above setup

allowing a 2D TRASE reconstruction. A cylindrical phantom (diameter × height

= 3.4 cm × 5 cm) filled with 61.6 mM NaCl + 7.8 mM CuSO4 with its long axis

oriented perpendicular to the RF phase gradients was used (see Figure 6.10a). 1D

TRASE acquisition consisted of: number of averages = 16, ETL = 64, number of

projections = 18, 2× zero-filling, 200 µs hard pulses, ∼10% duty cycle, TR = 1 s (per

step) + 4 s (per 1D TRASE projection) and total scan time ∼ 20 min (19.2 min total

for TRASE and 30 s total for rotation). Due to a large presence of artifacts in each

projection, they were first truncated (all at the same array locations) to a 30 pixels

range surrounding the known location of the phantom. After acquiring eighteen 1D
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Figure 6.9: An investigation of EMI noise produced by the rotation system. (a) The
NMR peak signal provides a basis for the signal and the blanked analog-to-digital
(ADC) noise without the rotation system. (b) The noise produced by the rotation
system was greater than the NMR signal (original cable setup). The noise level on
the blanked ADC was four times higher with the rotation system compared to the
baseline. After cable re-routing, motor noise was not an issue.

TRASE projections (‘sinogram’) through the phantom (Figure 6.10b), the sinogram

data was reconstructed into 2D (Figure 6.10c) using the inverse Radon transform with

a ‘hamming’ filter (scikit-image, Python 3.9, Python Software Foundation, Nether-

lands). The inverse Radon transform function first applies the Fourier transform to

the spatial 1D TRASE projections and then filtered. All filtered 1D spatial frequency

lines are then arranged as diameters on a circle given their known angle of projection

over 180◦ and regridded from polar to Cartesian coordinates. The 2D slice is then

reconstructed by 2D Fourier transform of the the k-space data.
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Figure 6.10: 2D TRASE testing using the magnet rotation. (a) The phase gradient
projections through a small NaCl + CuSO4 phantom. (b) A set of 18 1D TRASE
projections (‘sinogram’). (c) The 2D TRASE produced by radial reconstruction.

6.4 Discussion

This chapter presents a possible improvement and simplification of the low-cost and

mobile TRASE technology by introducing a rotating magnet; hence, reducing the

number of required RF coils. A high precision and inexpensive rotation system for

the constructed 25 kg Halbach magnet is presented. The new application of an

electronically controlled motor allows a simple 2D TRASE MRI system to be con-

structed, requiring only two twisted-solenoid RF coils, a two channel RF amplifier

and a parallel-transmit console.

Noise mitigation was the main challenge in the implementation of the rotation

system. We found that EMI produced by the “off-the-shelf” motor, driver and power

cables and connectors deteriorates the NMR signal. Rather than complex EMI miti-

gation techniques requiring more hardware such as external detectors [160], we placed

the motor and driver in a custom aluminium box (working as a Faraday cage) and

ran transmission lines through shielded cables. Filtered connectors were not used;

therefore, a high level of EMI within the Faraday cage was observed. To remedy this

issue, we ran the transmission cable outside the main Faraday cage and through a
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small opening at the back, allowing a reduction of cable length exposed inside the

Faraday cage by 20×. Under this new setup, the NMR signal and noise level appeared

unaffected to all operational modes of the magnet rotation system.

The high angular accuracy of the magnet was measured using large motor step sizes

(∆θ = 0.9◦). The deviation between the initial and final position of a laser on a 20 cm

diameter tube was measured with a ruler and found to be < 0.5 mm. In the future,

even higher stepper motor angular resolution (0.007◦ = 0.9◦/128) is achievable using

the DIP switches provided on the driver. Therefore, the magnet can rotate by angular

steps of 6.3×10−4 ◦ if needed, simply by setting the driver switches, allowing an

increase in the number of radial 1D TRASE projections. Although this would increase

imaging time by the factor given by the number of angular projections, the simple 2D

TRASE MRI system has a potential for high-resolution imaging. Furthermore, faster

2D TRASE imaging is possible using the rotation system using shorter pulses. Rather

than 70 seconds to complete one full magnet rotation (using the above preliminary

test settings), the magnet can achieve one full rotation in 5 seconds. Therefore, 2D

TRASE acquisition time will not be limited by the rotation system; however, it will

be determined by the 1D TRASE acquisition speed. A disadvantage of increasing the

magnet rotation speed is the increased vibration which is stronger using the discrete

step-and-acquire pulse sequence (Figure 6.7). One method to reduce this potential

issue is pulse-width modulation (PWM) to control angular acceleration which would

smooth the transition of the magnet steps in faster rotation scans.

As seen above, B0 rotation testing suggests that the MR radial reconstruction

technique is a plausible method for simplified 2D TRASE MRI. Although 2D TRASE

‘images’ can be obtained, the artifacts and distortions in the images are expected

mostly due to the B0 inhomogeneities; therefore, further investigation is required

such as novel shimming approaches (see Chapter 5). For example, a shim array that

targets a cylindrically-symmetric B0 field may allow viable 2D TRASE imaging based

on the projection reconstruction method. In addition to shimming, improvements in
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the spatial resolution (e.g., increasing the number of projections, higher RF duty

cycle and longer pulse trains, etc) and reduction of artifacts other than B0 will also

be required (e.g., Fourier transform of the echoes, etc). These directions may support

viable 2D TRASE MR images based on magnet rotation using the radial 1D TRASE

acquisition method.

6.5 Conclusions

A TRASE MRI system using magnet rotation potentially has a very low cost (< $5k

CAD total) and a simple operation using the two twisted-solenoid RF coils, custom

RF amplifiers, and a lightweight Halbach magnet. B0 magnet rotation provides an

opportunity to reduce the number of RF transmit coils required for 2D TRASE by

application of a radial acquisition and reconstruction technique.
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Chapter 7

Conclusions and Future Directions
of the RF Amplifier and Halbach
Magnet for TRASE MRI

Since the invention of MRI, gradients of the B0 field have been used to obtain high

quality diagnostic images of human pathologies. In the last five years, research and

industry have found high value and diagnostic capability of low field strengths (0.06 -

0.5 T), allowing more mobile, compact and cheaper MRI systems, although at reduced

SNR per unit of time. Companies such as Hyperfine or Promaxo are already producing

low-cost, low-field, and portable MRI systems for various environments such as point-

of-care MRI in Canada’s remote communities [26] or in-office prostate screening and

biopsy [31]. Unlike these systems, TRASE uses RF gradients to spatially encode spins

rather than a standard B0 gradient system, relaxing the homogeneity requirement

of the main magnet, hence, potentially increasing the compactness, lowering costs,

and improving mobility of MRI systems. The hardware and techniques presented in

this thesis are a step forward for TRASE, allowing improved spatial resolution and

increased mobility with a novel RF amplifier and a new magnet design.

Although the hardware presented in this thesis provides some solutions for portable

TRASE MRI, some limitations remain. The RF amplifier(s) delay between the gate

pulse and the RF pulse limits the highest achievable duty cycle and reduces the

available time for receiving the signal. Although faster switches such as transistor-
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transistor logic (TTL) may reduce unwanted delays between the RF output pulses

and blanking pulses, however, noise may also increase. Additionally, the gating circuit

currently produces a “step-up” voltage conversion (5 V to 12 V) required by the bias

network’s standard operating voltage. Future designs could bypass the bias network

using a voltage divider, eliminating the power supply connection and optocoupler,

reducing the primary source of EMI within the gating circuit. Nevertheless, EMI

mitigation and stability of the bias network voltage remains important for high power

RF output stability and long term use of the amplifier. The main limitation of

the constructed RF amplifier is relatively high costs (∼$4000 for main PSU and

∼$2000 per RF channel) and size. Cheaper (∼$30 CAD) and more compact PSUs

are available; however, they limit the peak RF output power and duty cycle depending

on the maximum current rating. Depending on peak RF power and duty cycle needs,

future amplifier designs can be more compact by removing large heat sinks or using

novel high power, compact, and high-efficient Gallium Nitride (GaN) transistors.

However, Class D RF amplifiers may be more suitable for portable MRI with high

efficiency requirements [83]. A rather large 3rd harmonic (-10 dBc) is still present

in the constructed RF amplifier, which could be destructive (for the amplifier and

coil) in high power applications. The development of a new RF choke assembly and

a diplexer could reduce the strength of the harmonics but needs further work. In

addition, the constructed RF amplifier does not have a dedicated protection circuit

for overdrive or high voltage standing wave ratio (VSWR). Therefore, a protection

circuit is required for the constructed RF amplifier which in the future provide clinical

TRASE application to meet regulations.

The weight of the constructed Halbach magnet and aspect ratio was significantly

reduced compared to other designs by reducing the imaging volume. The reduction

of the imaging volume is not a limiting factor for imaging since it may be used for

slice-selection. Nevertheless, 2D TRASE imaging will be constrained to transverse

slices. In this work, the radial position of the magnetic blocks was the only parameter
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optimized to improve the B0 homogeneity (8.5-fold). Unfortunately, an inhomogene-

ity of ∼11,154 ppm remained in the target imaging volume. Future designs should

consider more parameters during optimization, such as magnetization direction, block

spacing and multiple ringed layers. In addition, we showed that it is possible to im-

prove the magnetic field homogeneity or implement an axial gradient into the bare

Halbach magnet using an array of small permanent magnet pieces. In this work,

improvements were shown using shim arrays that did not completely fill the unused

and valuable bore space inside the Halbach magnet. Future shim designs should

consider all unused bore space, and external to the magnet, as potential shimming

block positions leading to improved designs. Adding possible block locations to the

optimization process will maximize the shim array diversity provided to the genetic

algorithm, allowing higher performance shim designs to be generated. In addition,

field drifts of the NdFeB magnets due to temperature instability are an expected is-

sue. Therefore, future designs should consider inexpensive Hall-effect sensors (such as

MLX9036, Melexis Technology, NV, USA) built into the Halbach magnet formers at

specific locations enabling the RF frequency adjustment to compensate for the field

drifts during TRASE MRI acquisition. Some alternative solutions are thermal insu-

lation of the magnet blocks or replacing blocks with SmCo since their temperature

coefficient is ∼1/10 of the NdFeB material although at a higher cost [72, 165].

2D TRASE imaging by magnet rotation is also limited due to the remaining B0

inhomogeneities. Rotating the magnet around the patient allows 1D projections, but

inhomogeneities also rotate. Therefore, a different volume of spins is selected at each

magnet orientation. Further work considering magnet rotation could also target a

cylindrically-symmetric magnetic field (Chapter 5) or, as discussed previously, adjust

the transmit RF center frequency and bandwidth at each B0 orientation to select

the correct volume. A more elegant approach would possibly be the rotation of the

RF coils to rotate the RF phase gradients, therefore, fixing the B0 inhomogeneity

orientation to the object and selecting the same spins for each 1D projection. In
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addition, only one-half the coil rotation range is required compared to B0 rotation,

potentially reducing the imaging time. One possible limitation of rotating coils is

matching and tuning changes at each step, which would likely increase the 2D TRASE

imaging time. The current magnet rotation hardware could be reconfigured to rotate

the RF coils.

Using the hardware and techniques developed in this thesis, a portable and low-cost

TRASE MRI system is feasible. MRI systems based on this technique may be installed

in emergency rooms and medical clinics providing soft-tissue contrast imaging without

using non-ionizing radiation. Furthermore, astronauts on the International Space

Station may also benefit as their muscle and bone deterioration could be monitored

during space missions. The portable TRASE MRI system also provides new teaching

and research opportunities and commercial opportunities in Canada.
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Appendix A: Contrast Agents

A.1 Contrast enhancement using magnetic mate-

rials

Paramagnetic (see Chapter 4) particles such as gadolinium (Gd3+) or manganese

(Mn2+) are used as contrast agents in MRI since they reduce the T1 relaxation time

causing increased contrast in T1-weighted images [166]. Although Gd3+ and Mn2+-

based contrast agents are predominantly used in clinical MRI, they are toxic at high

does, and in some cases, they were found to be toxic at normal doses [167]. To re-

duce toxicity and enable multi-modality, including MRI and fluorescence imaging,

paramagnetic nanoparticles (NPs) composed of paramagnetic manganese have been

developed. I coauthored a paper [43] showing that pyrrolidin-2-one-capped man-

ganese oxide NPs (MnOpyrr) enable MRI and fluorescence microscopy to act as ef-

ficient bifunctional bio-nanoprobes. The method of synthesis of 10 nm MnO NPs

was proposed. The r1 relaxivity and r2/r1 ratio indicate that these NPs are poten-

tial T1 MRI contrast agents at clinical (3 T) and ultrahigh (9.4 T) magnetic fields.

The constructed NPs are also photoluminescent. The luminescence is ascribed to

the modification of the pyrrolidin-2-one during the thermal treatment. MnOpyrr NPs

were successfully used to enable fluorescence microscopy of HeLa cells, demonstrat-

ing bifunctional imaging capabilities. A low cytotoxic response in two distinct cell

types (HeLa, HepG2) supports the suitability of MnOpyrr NPs for biological imaging

applications [168].

My main contribution to the MnO contrast agents research were measurements and
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calculations of the relaxation rates and relaxivities using a clinical 3 T MRI system.

Relaxivities (r1 and r2) were determined from relaxation times measured at different

concentrations using the following equation:

1

Ti

=
1

T0,i

+ riC (A.1)

where Ti is the observed relaxation time in the presence of the diluted MnOpyrr solu-

tion, T0,i is the relaxation of de-gasified and purified water, and C is the concentration

of magnetic Mn2+ ions. To evaluate their potential as MRI contrast agents, MnOpyrr

particles were dispersed in water, the solution pH was adjusted to 7.4 (the approx-

imate pH of plasma in the blood) by the addition of a few drops of dilute sodium

hydroxide solution, and the T1 and T2 relaxation times were measured at 3.0 T and

9.4 T (Figure A.1).

MnOpyrr can be used as T1 MRI contrast agents because of their high r1 values and

low r2/r1 ratio [169, 170]. This ratio is low at 3 T showing high efficacy as contrast

agents at 3 T but less at 9.4 T [171, 172]. The r1 is also slightly lower for MnOpyrr

contrast agents compared to commercially available Gd-based contrast agents such

Figure A.1: Relaxivities of nanoparticles (MnO) suitable for MRI contrast agents at
3 T and 9.4 T [43]. (a) Measured relaxation rates fit: r1 = 2.9 ± 0.3 mM−1, r2 = 15.6
± 2.3 mM−1, r2/r1 = 5.4. (b) Measured relaxation rates fit: r1 = 2.2 ± 0.1 mM−1, r2
= 19 ± 3 mM−1, r2/r1 = 9.

177



as Magnevist, ProHance, Dotarem, and Gadobutrol (with r1 values in the 3.6-5.2

mM−1 s−1 range) [173]. In addition to their MRI contrast enhancement capabilities,

MnOpyrr was shown to exhibit photoluminescence and have lower cytotoxicity than

commercial Gd3+-based contrast agents, which may harness multiple complementary

imaging protocols for fast and accurate diagnosis and prognosis of disease [43].
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