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calculated and all Such task proflles are then used to

¥ . +Abstract

3

A technlque,'fot characterlzlng an MTS productlon
workload at .the UnlverSLty of Alberta,_ls developJ@,that can

be used to prov1de a\detalled'workload model. The vorkldad

. !
model is de51gned to be used as 1nput to a general purpose

system model In addltlon it can be used to generate a . w
\ o v
synthetic jobstreanm.

4

? .

The “workload model expands'uponlpreviousvstudies done

in the area of modelling workloads; A_general methodologyvis
developed fbr‘the measuring, characterizing, and modelling

of a one to three {our production workload. The measurement
is accomplished via a seg}es of,systemqsnapshots whicﬁ are
grouped into a number of segments composing the measurement *
period. The data collected is fullypvalidated before the

characterization phase begins. Within each segmeut every

task's consumptlon rate of each hardware resource is

H

'vdetermlne task grouylngs or clusters of these proflles; THe

resource consumption rates of each profile clustér are the

. L4 . . “
averages of all the resource consumption rates of the member

“tasks.

The\ﬁinal'model _built from the above‘characterization,

specifies the characterbstlcs of each task group wlthln each

segment, as well as- specxflcs on the arrival and departure

of each task within the group. . 2

1
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1. Introduction R
/ .

o

Computer systems_today'are an integrel part of the day
ta‘day activities of our society; Es oﬁr dependence‘upon
them increases, and the funds ailocated to‘them alspr ]
increase, the overall perferﬁanée of these systens becemes
more critical. Not only is it crucial that the system be
capable of megeting the demamds requested of it, but there is
an increased awareness that llke any‘other organizational
function it is a cost centre in its own right and all
‘de0151ons regardlng ‘acquisitions must be juStlfled. It is
from these needs that‘the_study of computer systen
performance grows. ‘ ‘ ‘

A comruter system,'usually referred te ag just
'sﬁstem', is‘composéd of a numbef of hardwdme and software
resodrces; The aree of systeﬁ-perfofmance is concerned witﬁ
how these resources respond to the demands orArequests
placed upon them by the uee:s'ef the system. anning a large
computer system is an expensive pfopositibnland many
critical activities nmay depend'upon its.reliability and
performance. It is not only important that a computef system
be available during specified‘production hours but
additionally that a user'cah rely on é_certain,leﬁel of
service during these hours. How this service can be provided
at the most reasonable cost is still a pertinent- question
today.

System performance itself is not a well defined term.

Its intended' meaning must usually be taken from the context

EN
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in which ‘it appears. Svobodova (SVOB76) breaks systenm
recrformance into tvo components:

1. the effectiveness of the system; and,

2. the efficiency of the systen.

The degree to which the syctem meets the expectations of its
users is its effectiveness while the efficiency of the
system is how well egquipped the system is internally to
handle user requests in the most efficient manner. This
breakdown by no means covers all system performance
definitions that appear in the literature. For example, one
very different definition of system perforuance is simply
the ability of the system to perform <orrectly. The tern
system performance henceférth will be used only in
connection with effectivencss‘and efficiency as described
above.

Neither the effectiveness nor the efficienty of a
system can be studied without carefully considering thé
actnal demardis hping‘placed upon the system- The term systen
performan- ¢ then relates to the a%ilfty of the computer
system to respond officiently and effectively tc a given set
nf user reguests.

System performance studies generally involve studying
the effect of changes to the hardware or software resources,
vhef@ system performance measurements can be obtained either
on a real computer system or on a modelled computer systen.
A modelled computer system is a simulated or mathematical

nmodel of the resl systep. In either na=e, experiumental



CFesults must be reproducible if comparisons of perfbrmance
ére to be made. Input to the system, real or modelled,
necessarily must include the workload the sSystem is to
pfocess. The validity of the experimental results depends
directly on the input integrity, including the workload
,characteriza£ion. If an experiment is to measure production
performance then the workload representation must reflect
fhe production workload. Therefore in order to reproduce the
experiment the production workload must be reproducible.
Without such a fa;ility System performance measurements are
reduced to only monitoring the system at a given time during
production and cannqt provide a measure of‘the performance
changes due to hardiare and software resource changes.
Hence, measurements of a real live workload, namely the
resource demands, must be grouped according to specific
demand characteristics, ‘characterization 56 workload:',
which then can be used as parameters in 'workload models*'. 2
validated workload model representing the actual workload
can then be considered to drive a real or modelled computer
System just as the production workload drives a real systen.
The complexity of deriving a validated wvorkload model
of the actual system is not to he underestimated. Early
workload studies were done at a very general level. AS the
requirement for more defﬁiled workload representations
developed the difficulty of this task started to be
understood more. A paraphrased quote uiﬁ\given by Ferrari

(FFRR72) in a paper of this latter period. It was



'Blessed is he who found his computer's workload. Let

him ask no other blessedness.‘
The seéerity of the problem is reflected by the frequent
inclusion of Ferrari's quotation in many workload papers
preséntedntoday. Not only does the original problem remain a
difficult one, but the coméﬂter systems involved are
becoming increasingly complex thus increasing the difficulty
ig characterizing the workload.'virtuallmemory systems and
terminal oriented systems are ﬁwo such enhancements. These

extensions alone greatly expand the ‘complexity of modelling

. .

»

representative workloads.

The reseérch reported here is a study in produfing such
a validated workload model. The initial design is based
largely on the work of Bard (BARD76a, BARD76Lt, BARD77,
BARD78), who develops a workload characterization for VM/370
and uses a corresponding workload model as input to a systen
podel. The system model accepts the workload model and
hardware confiquration parameters as input and produces
per{ormance measures as output.

The workload model derived in this thesis is intended
'as input to a similar model, built for the Michigan Terminal
System. The model envisaged is somewhat more general than
that used by Bard, and hence several extensions have been
applied to his workload characterization technique. These
extensions provide a more useful workload characterization,
retaining more information while not significantly

increasing the comrlexity of the model.



An overview of the types of workload models encéuntgred
in the literature is presented in Chapter 2, which in turn
depends on the information in the annotated Bibliography.
Background information on the particular computer systen
studied is outlined in Cgapter 3. The motivation and design
of the workload model, the design for collecting workload
data, and the validation of the .data are presented in detail
in Chapters 4, 5, and 6 respectively. In Chapter 7 the
workload data is characterized and the model parameters

presented. A brief summary of results and quidelines for

future research constitute the last chapter.
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2. An Overview of Workload Models

The concept of a workload model e;cbﬁpasses a vast and*
vanying range of models. The range is’h\reflection on the
many purposes and situations for which workload models are
essential. |

The following review and analysis of workload models is
based directly on tﬁe annotated Bibliography. The text is
meant to be read in conjunction with the Bibliography as
details of individual references have not bLeen éuplicatéd
and some references in the Bibliography are not mentioned in

9
the text. -

2

-@( Y

o
|—

Design Decision

_ Sty v

A worklogﬁ model is designed in conjunction with its
intended purpose. Somé workload models are complete byv
themselves while others are designed specifically as inéut
to a system model. A.workload model is usually designed to
aid in making decisions about the hardware ana software

resource changes of a system. This includes studies such as:

1. selecting a/nev computer 'system; ..~

2. éhanges to the current software and hardware resources
/' . ‘,

that will‘improve currentxperformance; and,

3. defermining the performaqge of the computer system under
somé projected future workload.
Ferrari (FERR78) listg‘the characteristic’® of wofkload

models as representativeness, reproducibility, flexibility,



simplicity of construction, compactness,%§$age;costs, system

independence, and compatibility. The aspects of these

)
)

characteristics as they relate to workload moded s follow.

Representativenesé:

If there is no ;equireﬁent for the uorkLOad nodel
to be representative of some natural workload t;e task
is simple. However the desire is usually to prodﬁce a

, e

G 5}
) [NTPR
wvorkload model of the current production workload or a

r )

variant thereof. Hence representativeness is oftenmthe
most critical characteristic. o #
Reproducibility:

Any type of comparative study requires the ability®
?o reproddice the experiment. Note that ell‘the typieal

studies suggested involve such comparisons.
4

/Fleicib_ilty:

The workload at most ineﬁallations remainsﬂeonstant
over an extremely short period, if in fact at all.
Hence,\e flexible model is desired that can be used to
express ;\bonstantly changing workload.
Simplicity of construction:

The ease and cost of collecting the workload déta
and formulating the assoeiated model are facets of the
construction.
~)Compac’cness: f

The volume of éata representing the workload

demands of the total user population is often immense.

Hence, 1in modelling the workload demands some fora of



reduction is required to make ;he model parameters more
compacr and thus more useful.
. Usage costs:
The cost of using a workload model is dependent
upon rhe use for which the workload model is intended.

2

For example, a benchmark stream requiring stand-alone
time on severai machines will probably be costlier tran
a software mddel using.a workload model as input to a
System nodel.

. System independence:

If the study is to involve different hardware or
software configurations the need for systen independence
rust be emphasized.

. Compatibilty:

A workload model must be compatible with the
purpose for which it was intended. For example a
jobstream used to runm a benchJark would be of no use to
a simulation model driven on resource allocation events.

These characteristics must‘often be considered as
compromises. A model that is simple to'construct and
inexpensive to use is probably a model that is more compact.

wUnfortgnately this may mean the exclusion of detailed 9
cl\Q:».\\Jf_,ar;tors\)that have a very significant effect on system
iperformaﬁCe.

An a&stlonal characteristic that clearly dlstlngulshes
vorkload models is their frame of reference. This can vary

-

from the machine 1nstruction‘leve1 (KNIG66), torthe per u;g;

R Rt
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Aresource demand level per transaction (BARD76a, BARD76b), or
to the number of user written programs executed (AGRATT).
Closely related to the frame of reference is the systen
independence of the workload. The frame of reference is omne
of the foremost issues in the study of workload
characterization today. As the frame of reference becomes
broader, or less dependent upon the hardware and software in
use, the Qorkload dependence on the syster decreases. If
user%§ervice requests are considered rather than actual
resource requests a dJreater degree\of independence can be
pmaintained. Bard (BARD77) builds features into an otherwise
system dependent model to make it portable between varying
hardware configurations with the same IBM operating system.
It appears however that a truly system independent workload
may have to take on a form very different from those in
current use. Attempts to do this iﬁclude the study by
Rozwadpwski (EOZW73) who  proposes that workload be equated
to-mecﬁanical work, and the study by Hellerman (HELL72) who
proposes that any workload be convertéd to the memory
requirements for its table look-up implémentation.
Calibration and validation of a workload model is a
non—frivial task: A'wo:kload model produéing the same
results on the real system, OLC a suitable system model, as
the real workload produces on i;e\pndduction system is no
assurance that the workloads coincide. At best the
conditional statement can be made that given the//;rrent

hardware, software, and system parameters the wvorkloads

fou
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coincide. A small change in the system parameters may make
systeglperformance very dependent upon a workload |
characteristic that is overlooked, og considered in
insufficient defail, in the workloaq'model.

Thelgreat variety of vorkload models described in the

¢

recent literature, and their varying characterlstlcs do not .

lend themselves to any obvious classification schene.
However, ferrari's (FERR78) scheme surpasses others. In the
;cheme gﬁe‘primary level of distinction is a natural
workloadumodel'versus an artificial workload model,lwhere a
natural model is composed of Jjobs taken from the production
workload and any other form of model is referred to as an

»

artificial hodel.

2.2 Natural Models .

A natural workload, as mentioned above, 1s a nodel
composed oﬂ:a Series of actual jobs extracted from the
production workload. Undoubtedly its greatest virtue is that
of being representative, given that an accurate
cross-section of jobs are extracted. Natural workload podels
are usually based on a seléction of jobs taken from the
production jobstreanm verbatim. The entire jobstream for a
given time interval may be selected or thereﬁmay be an
attempt to choose a representative subset (SHOP?O). In most
installations it is impossible to extract jobs completely as
this implies, for example, that all user files can be

returned to the state that they were in before the job was

’
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;un during producﬁion.

Often natural workload models are a subset of the
workload modeis labelled as 'benchmarks'. A benchmark 'is 5
series of jobs thai represent‘the real worklcad and can be
run on a specified machine. If the benchmark consists of

jobs extracted from the production workload it is a natural

workload.

The cohstruction of a synthetic or artificial model is
based upon some measurement of the natural workload.
However, the workload model cénstructed is not a subset of
trhe production jopstream.

A workload model can consist of a stream of jobs that
can be executed on a real system OFf a'description of the
workload that is not capable of/being run on the system. A
model that can be executed by the system is an executable

.

nodel. Note that natural models are executable by

~

definition. ‘ f&
Ferrari (FERR78) continues his classification by
separating those models which consist of a series of jobs
from those that represent the workload in some other form.

These types of models are referred to as executable and

non-executable, respectively.
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2.3.1 Executable

The usefulness of an executable, synthetic jobstrean
jies in the representativeness of the synthetic job. At the
base lies a highly pafameterized synthetic job that can be
made to consume:any combination of system resources. Most
synthetic Jjobs continue to be based upon that proposed by
Bucholz (BUCH69). The calibration of thevsynihetic jobstream
is critical. A well designed calibration épproach'is
discussed by Sreenivasan (SREET7H). Where it is relatively
simple to create a synthetic jobétream representative of a
batch environment, the extérnai factors involvednin
duplicating a terminal jobstream makes calibrgéion much more
difficult. The frame of reference updn which the job is
bésed is still a critical question when the portability of
the jobstream is of concérn (MORG73) . |

This type oﬁ model is often referréd to as a benchmark,
as explained earlier. The more CORRON term attached to an
artificialé»executable model is a synthetic benchmark.

To run a benchﬁark jobstieam on a system, particularly
in the case of an interactive load, a facility is required
to take the supplied jobstream and recreate it as if it was
the production jobstreanm. Such a facility is called a
driver. The driver is used to represent the user's:
interactive load by simulating typical think times and 9
processing the supplied jobstream in some well definéd

fashion. Drivers can be constructed at the hardware (SALT70)

or the software level (FOGET72). A software driver must be

n
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used with caution as the load it,itself imposes on the
system may distort an otherwise valid workload description.
A natural executable model also requires.the use of a driver
to recreateAthe environment that originally generated the

natural jobstreanm.

2.3.2 Non-Executable

A non-executable model is usually intended as input to
a larger model, which canvbé anything ranging from a very
complicated analyiib model kBARD77, EUZE78) to a manual
ipterpretation used in conjunction with internal timings
supplied by the manufacturer (KNIG66).

Artificial, non-executable models are used primarily as
input to mathematical and simulated system models. The
workload models can be of a variety of formats. Most
workload modeis of this type can be best classified as omne
of the folloving:

] Instructlon Mix: -

An 1nstruct10n mix is a set of machlnb level
instructions such that the frequency of various
instructions equals the observed or measured use during
alp:oduction run. It is generally-uséd in conjunction
with internal timings. As long as the fregquency tables
truly reflect the actual workload this technique can be
used to compare the relative perférmance of two
machines, for.aﬁgiven workload. A set of standardized

benchmarks can be decomposed in this fashion to obtain
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the relative performance of a machine (HILL66, BUCK69).
The acceptance of this techniquénhas decreased in receﬁt
.years as the complexity of operating systems has grown
ana introduced many factors ‘'in addition to internal
timings that affect overall performance.

Probabilistic: | d

A probabilistic model takes the resourée demands as
random variables and.attempts to describe systen
performance in térms‘of these variables. Al£hough this
has been done using regression (ANDE72, WALD73) the
independence of the resouarce aemand variables cannot be
relied upon and while a regression model may perforn
well  for the-majdritf of jdbs it may be incapable of
describing any outliers (GOMAT6). The application of a
timé series mgael and a Magﬁovian model are considered
by Agrawala (AGRA76) who treats the workload as a 
stochastic.process.
Trace: *

Data collected fron thé»system, recording the
precise order of low levél events, is referred to as
trace data. The literature abounds with trace driven
system simulators (MEAD78, SCHA75, SHER72). The method
can be very goqd in conjunction with a simulated systen
model, for the trace itself retains informatioﬁ on the
decisions made by the system as to wvhich Jjob sﬁould
receive what service. This greatly simplifies the

internal requirements for the simulated system model.

"

S
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Trace data tends to be voluminoaus aﬁd sheds very little
light on the overall Characteristics oé the wockloéd.
Its detailed nature makes it useful for other
purposés. For example trace data is useéd by Winder
(WIND73) to gain insight into program behaviour to
assist in architecturai design.
ﬁesource Reéuest:
Workload models~u§ed in conjunction with analytic
. nodels are often based on the resource demands of the
users (BARD77).JIn=some.uayé this type-of nodel may be
considered to be a trace model. However, the literature

is quite clearly sprit between those models that are

based heavily upbn the order of the requests versus

©

simply a summary of the fequests; Resource réquest

models are those fitting the latter description. .
Within the category of resource request models the

measured resource demands'can be further reduced by

'cayegériz' »the users according to their demandS{lThis
tmaymbe done in a manner dependent upon the system at
han;\as“by Bard (BARD76a, BARD76b) where they are
grouped acebyding to the response of the séhedulerkto
their ﬂemani/. Alternativgly Chanson (CHAN77) appears to
‘g;oup users aqcording to their functions. A more
scien&ific.approach ismtakeq by Agrawala (AGERA76) and
Fangméyer (FANG76) where automatic clustering techniques

are employed.

‘The .selection of resources to be included within a

>
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résource request model is the other important aspect of
data reduction. Two different ways of doing this are
described by Agrawala (AGRA77b) and Mamrak (MAMR77).

The model designed and implemented in this thesis is a
resource request model which specifiés the deqénds that
groups of users make upon each hardware resouréé“over time.
The model retains time specif}c information by considering
the rate of resource demands with regard to the periods over
which these rates were in effect. In so doing the model
attains a degree of preciseness usually only attached to

trace models, while not having to deal with the massive

amounts of data associated with a trace.



3. Environment

The particular system under consideration is the system
operated by Computing Services at the University of Alberta.
It is the main installation for reasearch and teaching, the
administrafive computing is performed on a separafe system.
The main CPU is an AMDAHL 470 V/7 and the operating system
used is the Michigan Terminal System, more commonly called
MTS. Tt is a virtual memory, time-sharing operating systen

that offers both batch and terminal facilities.

As in many installations Computing SerQices is
‘experiencing rapid grovth in the demands being placed upon
the computing facilities. Due to this growth the hardware 1is
constantly being replaced, upgraded, and-supplemented;
Hence, changes occur freguently.

The AMDAHL 470 v/7 mainframe has eiqht megabytes of
main memory and sixteén channels. Attached to the channels
is a great variety of equipment iﬁci&dihé:“
*ﬁ “jmagqé£i¢5t§p§;dfivesf,;

"o disk drives;

. paging drums and a paging fixed head file;
. card réadets: |

. line printers;

e " terminals; and,

e 'minicomputers that operate as front end communication
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processors.

The precise configuration of the devices on channels 0
through 7 is given in Figqure 1, and én channels 8 through 15
is given in Figure 2. While the purpose and use of most of
the hardware components is self-explanatory the disk drives
and minicomputers require further explanation.

The two types of disk drives, IBM 3330's and IBHM
3350's, are used for several purposes. The IBM 3350 devices
are used to support the file sfétem provided by MIS. Here
reside all usersand system files as well as all of the file
catalogue information. The IBM 3330 devices ére used.for two
system operations. The spooling system uses two of the
drives for spooling packs, and a third drive is used for a
paging pack which is .used to migrate pages to when the
primary paging devices are full. |

The 'frbht end communication processors', called the
FECP'Ss, provide several serviéeé. Primarily they control
tefminal access for all terminals other‘than=the'IBM-3270'
type devices. The FECP's operate in conjunqtibn ;ith\tﬁe
‘private automatic»cbmputef exchange?', moréisimpiyireférreé
to as the PACX. The PACX is an electronic terminal exchange
£ﬁ;t’§§ﬁne¢t§_incﬁﬁihg calls to the FECP's and passes data
betveen the terminal and the FECP's. Facilities also exist
for direct lines into £he FECP's, that do not pass through
the PACX, as well as support for_dia;fgp linés. The fEC?fs
themselves Control the transferring of dat;«betvegnu

terminals and the main system. ¥n addition the FECP
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equipment allows access of a variety of peripheral
™y

equipment. These peripheral devices include: .

] two paper tape readers and one paper tape punch;
. three remote batch terminals; and,
. a Varian electrostatic printer plotter.

A connection to the DATAPAC network is also supported Ly the
FECP's allowing access to and from remote sites. An
additional facility, supported by the FECP's, is ghat of
RAD'S (remote attached devices). A RAD is a non-interactive
I/0 device that can be mounted, for example such devices
include cassette recorders and printers o% the DEC LA180
type.

At the present time, MTS at the University of Alberta
supports in excess of 500 interactive terminals. The number

of terminals is increasing continually.

3.2 Software

MTS was originally developed by the University of
Michigan to rﬁn on an IBM 360/67. It now runs on both'tﬁe
IBM 360 and IBM 370 product lines as well as compatible
‘mainframes such as the AMDAHL 470. MTS is run at eight
installations in four countries; U.S.A., Canada, England,
and Brazil.

Although eqch installation runs with specific
modificétions to meet their unigue needs tthsysiemris
continually expanding. due to Eﬂé'devélobmént%éﬁféytjft
contributed by all imstallations. . -

. ™
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As the nanme 1mp11es, MTS is de51gned prlmarlly for

access via - lnteractlve termlnals, however the same computlng

““facilities are also available to batch users<

B

o of BTS in. great detaxl‘ However, 1f the workload

TS is an extremely fusable' systea‘tgar proviaes_a
wlde range of - serv1ces for every le;el of'dser;'Amohg tﬂe
general system facilities . there ex1st.;'

. a general file system,supported by a file editor, that
allows for detalled perm1551on access of each file to-
speclflc users or programs- .M"g"“','g“V ‘f T

. a powerful, kut easy to use;.commandllanguage through
uhicﬁ all system requests are made;

. a symbolic debugging system; and,

. a variety of language processors covering procedure

oriented languages, assemblers, interactive languages,

'llst and string processing languages, simulation

languages, application packages, and graphlcs.

, Each potential user of the system must register to
X

acquire a Computing Services id (CSid). Access to the systenm
is gained only through a registered CsSid. Associated with
each CSid is a secret password. A session beglns only after

a valid CSid and its assoc1ated password have been given.

3.2.2 System Structure

el

It is not the 1ntent to descrlbe the 1nternal structure:;;“
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characterization is to be fully understood a oertaim/degree
< :

At the core of the system is UMMPS (the University of

of background is required.

Michigan multiprogramming system) more commonly referred to
as the supervisor. Its purpose is tvofoid:
1. .to provide an interface between MTS and the hardware;
_and,
2. to allocate system resources such‘asil/ot CPU time,'and
memory to the tasks.
For. the purpose of this discussion the supervisor executes

1n system state whlle all. other executlon occurs in problem,

'A~}state. Superv1sor state is that state in whlch all

”lDStructhDS are valld “including privileged instructions
that are not avallableArm problem state. |

Above the supervisor seﬁeral tasks are running at any
one time. Each task, or job, is of a particular type
depending upon which job program it is running. The internal
system structure is given in Figure 3. A1l usercs rum}the HTS_
job program and hence are‘referred to as MTS tasks. The
other job programs provide a variety of system servioes. One
job program is themPDP (Qaging drum grocessor) which
performs the actual reading and writing of pages to the
paging devices (the supervisor decides which pages are to be
read or written). Another job program is HASP (the goustom
automatic spoolimg Eriority system) revised to run under
HTS, uhlch prOV1des the spool;ng functlons. Whereas several

'MTS tasks can “be. actlve at any tlme, oaly “one PDP or HASP
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task is active at a—time-

| One further joh prodram toobe.considered 1s SSRTN (the
System status routlne). It malntalns a vector of values
descrlblug the. load on-the system. These load ualues are
used for various functions, as for example'to‘determine
whether or not the number of:hatch streans allowed to run
simultaneouSly should be modified. By use of thkis .technique,
SSRTN somewhat controls the external scheduling, ~the batch
jobs that are allowed 1nto the system. SSRIN . alsoccontrols
'the modlflcatlon of .2 nhumber of system parameters that

~

»control the internal CcPU scheduliug{performed_by the
Jsu;ervisor. ‘ |
| Although there are several other job. programs the above .
will sufflce for the current explanatlon. Figure 3 also
indicates which of these tasks run in absolute address space
and which are relocatable. |
Furthermore, the DSR's (device support Loutines),
:aSSOC1ated with MTS tasks are also 1llustrated in Figure 3.
~1For each MTS I/O dev1ce there ex1sts a DSE. Ihe»DSR
constructs the actual I/0 reguests uhlch are eventually
processed by . the supervisor. and the spec1f1c I/0 device. The
actual structure of the DSR is dependernt upon the device.
Each task, regardless of type, has a job table
allocated to it by the supervisor. The supervisor maintains
a fixed number of these job tables and allocates a free one
to each new task. Each job table is a fixed length area ‘

where variable information pertaining to the job'is'stored,_
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£

For example the taek's registers are stored in the job table
wvhen the ‘task is not 1in execution.

To understand someuportions of this study it is
\_ﬁecéseary to take a look at%thetCEU SChedﬁling ifi a broad

- sense. There is a 51ngle main CPU queue which- may contain

~-1_task57that are in various process1ng.stages. Yhenever the

C?U0 is releaSed the'first dispatchable task closest to‘thel

top of the CPU gqueue is.pe:mitted to use the CPU. The

evarious‘ppoeessing stages of a task are:ﬁ

1.;'rdnhihg, being prSEessed bf the CPU;

2.-.ready, it could use the processor if'itrvere made
available to. the task;

3. waiting on some event, until some interrupt occure or
until some bit in memory is reset; or

4., in page wait. . .

The main CPU gqueue contains:

1. all tasks that are ready; and

Vé.‘!all tasks that are vaiting for eome event of Uthh they
wlll not be automatlcally notified.

:Amtask is- removed from the main CPU queue when'.

A
“operation or a._ pAge read;

1. a walt is 1n1t1ated by the superv1sor for either an I/0

2. a wait is initiated on a bit in memory that the user
will be notified of} or |

3. the task requests to be removed.

When a task is returned to the CPd queue it is_plaCed at the”

top, such that it is next in line for the processor. This



‘&'ngbvides quick service for interrupts and tasks that have

\
"just had a page read in. To overcome the problem of several

large jobs monopollzlng “the top of the CPU queue and
'cpeatlngva thrashlng-51§uatxon a"pr1v1leged' jOb mechanlsm
Seiiefs.

When a. task is initially added to the CPU queue it is
allocated a time slice (an amohnt of_CPU time) and a paging
1s}ice'(a_number of pageﬁ:ea@s) apd”then1pecqme§.qegtrql.vAs
the task is processed, it is moved off of the CPU gueue ‘and
.beck onto the CPU gqueue, its time and paging slice being
decFemented as they are used. Each time it is returned to
the CPU queue it is placed at the top of the gqueue but dees
not get a‘new paging or time slice. Eventually, i} the task

is not completely processed it will:

7 Q\

1,inexceed 1ts_time,slige§1“;i W'\ﬁ» e
é., exceed 1its gaglng slléej/or ¢

3. tequest a new sflce.

- This event ‘will be referqed 'to as slice end, fegardless
whlch Of»(T)f (2), or (3) occcurs.'At thlS time %he task ism
allocated a new tlme sllce and new paglng sllce and is
'placed at the bottom of the CPU queue.'”

The sgpervisor calculates an estimate of the number of
real pages the jok requires, or its werking set size. The.
sgpervisor's estimate of the workiﬁg-set size is calculated.
at\slice end as follows. If slice end is caused by case (1)

or (3) then the working set ‘size estimate is set to the

 numbervof real pages it had in real memory. Otherwise, if’
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caused by (2), the new estimate is the number of real pages

it had plus one half of the number of virtual pages that it

dufrently owns which were not in real memorg.‘This estimated
yofking set size is subject to four additional constraints:

1. The estimated value cannot exceed more than the current

- number of real pages pius a constant.

2. The estimated value cannot exceed pore than the number
of virtual pages owned by the task.

3. The estimated value cannot'ékceed more than an internal
limit cet within‘the‘syétem.

4. If slice end was caused by case (2) then the estimated
value cannot be less tham the previous estimate of the
working set size.

Whenever a task is dispa;ched the estimated working set
size*i§_gheqked against -a-‘threshold value for a 'big job'. A-
big job which is dispatchable is called a 'privilége@éjtask
while one vh;chtig not di;patphaplé is called a T |
'n;n;privilegeﬁ‘ task. The term ﬁri?ileged is a bit of a
' miéhbmer4é§ in‘po way does a privileged task gain rights
that other tasks maf noglhave. All it dbes obtaih is an 
ektendéd timé aﬁd paging slice. If_the working set size of
this task plusﬁall other privileged jobs is less than a
certain threshold then the task becomes privileged, &
otherwise it becomes non-privileged. When a privileged task -
reaching the end of its slice has more pages than thé pig

job threshold or exceeds its allotted page reads, it becomes

—_

g

noﬁ-privileged othervise it becomes neutral. In either case
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it is réturne§ to the bottom of the CPU queune. Its removal
from the set of‘privileged jots reduces the number- of pages
allocated‘to privileged tasks and the scheduler locates a
non-privileged £ask whose working set size will not causé
the number of pages in use by privileged tasks to exceed the
maximur limit. This task then becomes privileged. Some of

these threshold values are dynamically modified by SSRIN

based on the load on the Systen.

3.3 Usage of MIS at the University of Albert

The users of the system are 5b?posed of the University
compunity, staff and students, as weii/;g a number of
external clients who afe clasgifiéd according to
educational,. non-profit, and commercial. The bulk of the
load,comes from‘the:Univers}ty users.

All resources tohsumedvare charged for othhe basis of
a sliding scale where Univérsity Users pay the least and
commercial users the most. Costs are lower dﬁring evenings
and weekends. At the termination of each MTS session the
user is.notified of the resources consumed aﬁd the total.
cost. This data is additionally-fecorded in a statistics
record for ﬁhat session. At month end all statistics records
generated are processed and-the actual billing performed.
The reSources charged for and heﬁce recorded are:
* CPU time;
. virtual memdory . used integrated over CPU tinme used;

i

. magnetic tape connect;



. paper tape connect;

) paper tape punched;

. cards punched; 4 -

. cards read;

e pages and lines printed on line printer;
] disk file space;

. plotting paper and time;

. electrostatic printer plotter paper and time;

. network time and data transferred; and,
. terminal connect time.

There are in fact three types of MTS tasks:
1. terminal;
2. batch; and,
3. systenm.
Two tyées of‘system tasks exist. The first is a task that
started up by the operator and has the script for its
sessinon prepared in a file. The second is an MI< task run
from the operator console. Althnugh they ~-n be
distinguished, for tﬂe purposes here it ic adeguatre tn
consider theﬁ?toqe*her.

The ragnitude of the loed on the system 1is highly

dependent upon the period of time in which i' is measured.

This fact in addition to the rapid growth in demand

30

is

experien~ed in recent years is illustrated in Figure 4. Each

“t

‘ran', in the Figure, is either a batch, terminal, or .

S
a R

segsion as recorded by the creation 6f one statistics

record. where a session is the use of an NTS task by one

b . r
° -7 E }Wﬁ 4‘“.;«_',,

4

?é£ém
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dser:

Terminal access accounts for the majority of sessions
and all indications point to more terminal usage and less
bafch activity. Even the demand on the traditional student
batcb fac1llty, where students are assured quick turn around
on small jOb~, is deprea51ng as the 1ncreased avallablllty
of terminals makes it possible for courses to depend upon
terminal access.

During a tusy afternoon, in excess of 200 terminals
will be connected and about 5 batch streaas will be
operational.

The everchanging demands of the\users and the hardware
modifications being made in response make the creation of a
workload model fixed over 4 long time period inappropriate.
Rather a workload model must be created which can accept
time dependent worklocad characterifation parameters and will

reflect the actual change in demand.
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4. Design and Application of the Workload Nodel

System models can be used to aid in software and
hardware resource decisions. A very v;luable tool would be a
system model that could be used to:

) ‘turde the cur-ent softwidre resources to improve .
performance;

. study the effect that the change in a particular
hardware or Softwaré resource would have or system
performance; and,

e« . determine the performance of the current syétem with a
projected workload. '

oThe long term goal is to produce a system model of MTS that

would allow these types of studies to be done.

A worklcad model is required to supply input to such a
system model. In this study such a workload model is
designed and constructed. Since the workload model, its
structure and variables, is dependent on the type of queries
which are to be answered about the system it is necessary to
at least conceptually describe the system model, as
presenged in Section #4.1. As mentionéd in éhapter~2, Ferrari
(FERR78) also emphasizes the close link of the workload
design and its ultimate application. An analysis of the type
of yorkload model required is presented in Section 4.3.
Furthermore, in designing the présent workload model it
became evident that it also would lend itself to the-

construction of a synthetic jobstream, a brief description

of which is given in Section 4.2. The existence of such a

33
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jobstfeéﬁ c§n bé'&sed for tuning the éufreﬁf'éofféare"
resources. However, it is emphasized again that the present
study co%centrates on the workload model and that detailed
studies of ‘a synthet}ﬁ_ﬁobstream and system mb@el are beyond

-

the scope of this thesis. . ). . ... ..

> oo

‘Tﬁééé two applications are presented and then followed

by an analysis of the type of workload model required.

4.1 System Model

-2

A system model that éan be used for all software and

hardware resource decisions is an extremely powerful and

complex tool. It must be’precise and specific so that it can

"be used to study a change in any area. Additionally, due to

the continu;l change in the hardware and software resources
in gquestion, it must be designéd to be flexikle ard easilx
nodified. As mentioned earlier a model similar to thisiis
presented by Bard éBARD76a, BARD76b, BARD77( BARD78). His
model allows for hardware parameters and a workload nodel as
input to determiﬁe the effectiveness of VM/37dAgiven the
supplied hardware configuratioﬁ*and workload demands. The
System model propose&lfor MTS is somewhat more gemneral,
allowing for studies of software resource changes as well.
With the above concerns in mind, the implementation is
envisaged as a modular model. Each module would be
identifiable as modelling a certain software resource. Such

a structure ensures that a well defined change to the real

system could be quickly identified and implemented within
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the system model. The model would be hybrld, composed of .
mathematlcal as well as 51mulated modules, as discussed by
Svobodova (SVOB76) A partlcular appllcatlon of this type is

descrlbed in the paper by Gomaa (uOMA76) who employs

“J‘¢Slmulat10n and regre551on. In the current study the

& o 3 e N
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mathematical modules are env1saged as’ u51ng “queuning-
techniques, such as used by Bard, and the model would ‘resort
to simunlation techniques in areas where mathematical
techniques are found to be unsatlsfactory.

Ssoftware, hardware, and workload: parameters would form
the'lnput to the model.~As-little . as pos51ble software
dependent 1nformat1on, as uell as hardware resource
dependent data, would be built into the actual system model.
» The basic’software: structure, such as that 1llustrated in
Figure 3, would be built into the model in such a fashioh
that each system function could be clearly identified for
modlflcatlon. . number of the software resource parameters
would be supplied as 1nput but the -basic software resourceﬁ
structure would be built into the system model itself. As

mentioned before a model of this complexity 1is highly.

dependent upon valid workload model parameters.

4.2 Synthetic Benchmark Jobstreagm

The type of workload model that drives a system model,
such as that described above, also lends itself to the
creation of a synthetic jobstream. It is, however, a much

less complex and not nearly as powerful application as the

P
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‘systeuvuodei but nevertheless 1s a- useful fac111ty.

The resource consumptlon data that is: regulred “to. drlve
the systenm model_can also be used to*derive a synthetlc
jobstream that‘will make~£he saue resburce demands on‘the
’computer.system. This ablllty to recreate a productlon

.jobstream is useful for tunlng as uell as’ for benchmarklng.‘

The basic requirement of the workload model is to

v

account for all cdnsumptiou ef the hardware resources. Such
a bread requi£ement can be approached in'many different
wvays. The actuad reehnique¢ehosen nust be developed in
conjunetion with tle required features of the worquad‘
model. Included .in these featureés are: the resources to be
' méasured; the frame of reference of the resource |
measurements; detail of fhe data within the worklocad model;
the real time period that the uorkload model represents; the
time frame which each measurement represents; and, the
consideration of overhead activities.
. The resources to be measured:
The‘model should represent all hardware resource '
consumption that occurred. The workload characpéfiggg;;}
by Bard, as well as the study presentedehere try to
accomplish this. |
‘s . The frame of reference of*the reséurce measurements:

The frame of reference, or units of resource requests,

for the workload model is crltlcal For example, when a
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,user.issues_ég ﬁTE commdnd,. it wili’éléafiy‘ﬁékéiaéﬁands“ -
on‘éevérai hardvaré fégduEQGs,iahd:iswsﬁbééQthfiy; ij 
"procéSSéd ddwn-thrduéh numerous pfocessing stages of the
voperating systenm termiﬁaéinésiﬁ hardware dehand$f A£
which s£age should the request be recorded? The workload
‘model itself is to form input to a systen mbdel Fhat'
regonstructs the softvare resources of the systemn. ®
.Therefore resource requesté cahﬁo@;be donéide;éd\at‘xhe
ﬁardvare or-maéhine«level ﬁor“it is the‘pu;pqse&qf ppe
syster model to accebt tﬁe requeét.dhd'procéss‘iﬁ‘doﬁh4
‘"tquthisvlowest level. Alternatively too high a‘
procéssingwétage'makes it imgossible to collect
sufficiently detailed fesource request data. Ah example
is the use of disk files. Collected at the command level
the information retrieved may simply be the number of
times a user copied one‘file to another. However, thisg
would not include information on the amount‘of'data'
actually copied. At the other extreme the information
collected could be the number of start I/0 instructions
iséuea to the disks. This however, is dependent upon the
" file system software and would make it very difficult to
test the performance of a new file system, the input
data being dependent on the old file system. Elaborating
on this suppose that a request to read one given line
from a particular file is subsequently accomplished by
one or more start I/O's tp‘the disks as generated by the

file system. The number of lines read from énd'urittén
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_to the file routines, im.addiiiondfo rheJmumber_offiimes

a file-waS“omened glves a -specific. measure of fllQ
system act1v1ty vlthout dependeuee on the structure of
the flle system. If the file system module of the model
vere to be changed these values, number of lines, would
Stlll be meaningful as input since the I/0 activity lS
measured above the file routines. However‘these 1/0
measures would not be vaLid.if'the entire command
‘§iructure-of MTS changed simce it.is the conrand
strucrure rhat is creating the individual reads"dhd

writes. Therefore it is the number of initializations of

“ the dev1ce, in addition to the number of llnes read from

and vritten to it that are measured.

This is a different-approach from that used by
Bard, who studied the louest level hardware reguests
available. For his study the software resources are
consideéred as fixed so that suéh a frame of reference
for the resource units is valid. .

The detail of the data within the workload model :

The detail of the data is Closely related to the
volume of dafa. If and how the data can be reduced is en
important question, for exapmple whether or mot eech task
should ke considered individuelly in the finalized
wvorkload model. This may result in a workload‘model that
‘includes several hundred workload profiles. Any benefits

gained fronm considering such a detailed desigm would

prbably'not compensafe for the complexity and overhead
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'ilnvolved in a system model constructed to handle such a
uorkload model. Addltlonally, generatlng a\synthetlczh
'"jobstream from such a workload model would be -
1mp0551ble. Therefore the approach is to reduce the
hundreds of task proflles to a smaller number of well
defined task groups. Each member of such a task group‘
will have a similar workload profile, based on the
average resource consumption of all tasks in the group.
While both Bard's study as well as the current
study impose such a classification on the profiles,
‘manual cla551f1cat10n is used by bBad whereas autonatic
clustering techniques are used in the current study to
let the profiles .group mnaturally. ‘This technique ensures
a more general facility in classifying large numbers of
tasks. ‘
The real time period that the workload model represents:
A workload model can represent the consumption over a
few minutes, a N hours, or even a number of days. When
de51gned for use Hlth a system model the perlod chosen
must be‘short enou;h to allow the system model to
process the workload in a reasonable time but long
enough to provide‘a representative workload with
Aadequate time to aliow the systemn to react to the load
placed upon it. Because averages are being used to
represent a_given user class, too long a period may tend

to lose significant distribution information within the

data.. For example a very heavy load in one half hour

v
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period followed'by a very low load in thé‘subseQﬁeht
half hour is not adequately represented by stipulating

aniaverage load for an hour's duréiioh. For this reason
the present study considers a total period of one to (
phreé'hours'éontaining sutperiods, called segments, to
vhich the averaging techniques are confined.

Bard considers the same total Length of period but
averages the résults across the total time period. s
Hence, the current study proviaes a "better
’repreéentation of the variation in the load over the
total period. . o
The time frame of each measurement:

Thé model is built'hpon Lesource coﬁsumption rates
rather than the more usual technigue of considering
aEﬁual resource consumption. A simple example shows the
importance of this approach. Suppose each of two jobs
conéumes M units of resource R in a given period. Llet
job 1 be a task that was observed to consume this
Lesource over a period of t minutes, and let job 2 be a

task ;hat was obsérved to generate the same total
request but over a period of 10(t) minutes. Job 1 placed
heavier demands on the system resource R over a shorter
period of time while job 2 placed lesser demands over a

longer period. Their impact on the system over any

chosen interval is quite different. In terms of .

. .

consumption rates, the two jobs have very different

resource consumption data and hence would belong to
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hiffgrént,task éroups vhiéh in turn more clearly

describe the instantaneous lo;d_thgfipléce on thé

system. Using the measure of téfal resource consunption
the jobs would both belong to the same task group, which
in essence dfscards the information about the

distribution of the resource demands. That workload

nodel would tﬁen have to be eguippéd with the ability to ,
distribute these total requests over given time periods.
In fact it would be attempting to rebuildAdistribution
information that had reen thrown away.

Both Ba;d and the cufrent study use rates in
attempts to overcom§ the information loss incurred by
the total resqurce'demand approach. Bérd's consumption
rates are per transaction where a task éan consist of
hundreds of transactions. A transaction, typed as
tfivial or nontrivial, is Ehe unit of work paésed to the
scheduler. Users are grouped on thg basis of their
_fransaction types. The current study bases its'rates on
usage per user over real time. The largest real time
period is a segment; however igﬂfhe task's lifetime is
less than a segment then the iifetimé period is used.
The consideration of overhead activities:

While a user requests specific resources directly of the

computer system the operating system software may

o

allocate additional resources. For example in a paging

system the user simply requests main memory space, yet
- 4

in being allocated this memory space the user is

r
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éddiiionaily ai}ocated Space on a paging ‘device as well
as the resources necessaﬁ§ to move the pages to ané from
the external paging device. Although these additionél
resources can be defined as overhead due to the software
behaviour, the actual resources allocated are completely
dependent upon the external demands being placed upon
the system_at the time the original request is made. If
a workload model is constructed that is'déed'in
conjunction with a real or simulated System and succeeds

in reproducing the requirements of Frimary resources yet

fails in reproducing the overhead resources then the

model has failed. The ability to include and exclude
pérticular tasks from the workload mddel must therefore
be kept flexible such that the direct user requests and
thé corresponding overhead demands can be dealt with ?
independently once the system model is fully designed
and impIemgnted. -

These aspects of worquad“modelling cover a wide

Spectrum of cptions and modelling techniques. The actual

I

choices made were not all obvious from the onset but

developed through experimentétion and subsequent analysis.

Although Bard provided fhe initial design Dany aspects were

—

expanded to provide a more usable model as noted above. In

summary the rajor generalizations are:

1.

2.

breaking the required observation interval into Segments
to prevent loss of peak data;

using consumption rates over Sequential time periods
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rather than basing the rates on internal scheduler

characteristics;

measuring the resource consumption in such a way that

enough detail is availthé‘for a system model intended

" to study changes to the software resources in addition

to changes to the hardware resources; and,

réplacing manual grouping of tasks by an automatic

»

technique.



5. Expetiment to Collect Workload Data

The development of the tools to allow a valid set of
workload data to be collected was an involved process. The
tools to monitor the worklogd evolved:in conjunction wifﬁ
tﬂe installation of data colle;tiod points within-the,system
that provided necessary data. fhe required data collection
points and the desirable progefcies of the monitor becémé
clear Q}et a series Of éxperimeﬁts. The final result.is

presented first and followed bty the history of its

Aev' lopment .,

s,
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The data collection mechanism consists of an MTS task
that is set to take 'snapshots' of system activity at
predetermined times and intervals, a snapshot records the
current sfatus of the resource consumption of all active
tasks. This MTS task is referred fb as the workload monitor,
ér simply the mopitor. One invocation éf the workload
mcnitor provides a collection session, constituted of 640
snapshots. Upcn completion of each snapshot the monitor goaé
into a % second real time wAaitr and then commences the next
snapshot. The 640 snapshots are grouped into 20 segments of
32 snapshots each.

The monitor operates on a per task basis. All active
‘tasks are found by scanning for all active job t ble

entriess. Ea~h artive task encountered by tt~ 1 aitor during

L - b

=4
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a segment causes a data record to be set up to retain the
data collected about it. The data record for a task contains
detailed infcrmation on the resources it consumed during any
of the segments for which it was active. The data records
are maintained in virtual memory. A data record consists of
a header section and from one to twenty data sections. When
a new task is found a header section is set up for it, and
its current consumption of all resources is recorded as
origin values along with the task, 6 identification
information. A data section for the current segment is also
established and linked to the header section cf the record.
Oon all subsequent snapshots, during .this segment, the
current consumption of all resources of this task are
recorded in the data section. At segment end an additional
data section i$ linked onto the data record of each active
task and is used to retain consumption data for the next
segment.

Oon each snapshot the job table list is scanned, all
inactive table entries being ignored. An active task causes
the active list of records in virtual memory to ke searched
for a match on task number and in the case of MTS tasks om
the Céid as well. If a match is found the current.data is
updated to current status. If no such record exists a new
record is constructed and joined into the active list. The
initial data and identification are set to the current
status.-

Fach data record is written out to a disk file when
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either the task is completed and is no longer active or when
the 640th snapshot is completed, whichever occurs first. The
structuré of this collection mechanism is shown in FigureIS.
For the purpose of analysis a definite split between the end
of one segment and the beginning of the next segment must be
determined. The first segment ends at the start of snapshot
32, and the second segmenf begins there. Similiarly the
second segment terminates at the beginning of snapshot 64
and the third segment begins there. The entire session,
composed of thHe—640 snapshots,~ is called the collection
interval or session.

5-1.1 Conversion Software

The_data used for collection and validation comes from
three sources:

1. For each active task £he system retains within its
-internal data structures speéifics of the resources it
is consuming. Some of these values are maintained for
accounting purposes, some for the system scheduler, and
others simply for the use of monitoring activities. This
data can only be captured by\means of a separate task
collecting and storing it. The collected data comes from
two data structures., The first is the job table which
exists for all tasks regardless of type. The sécond is
the MTS system area which exists only for MTS tasks. The

data found in the second category is data relating to

I/0 activity and response times.
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The device support routines, DSR's,‘for terminals and
the DATAP#C network can be directed to record
information on the number of input and outﬁztlpperations
and the total length of the da}a involved. This

recording only occurs when a system switch has been set.

Once set, data is recorded and written out to the

~general systenm collection facility when either the task

terminateé or the switch is reset, whichever occurs
first. The general systen collection facility is used
throughout the system tgbstore required data records.
All data records deposited are of prespecified types and
are eventually'rétained on magnetic tape for later
retrieval. | ’

During ncrmal production the load information retained

by SSRIN is recorded every twenty seconds. This gives

-

the accumulated load placed on various resources over

the last twenty seconds. These records are referred to
as loa&levei records. This loadlevel data is used
entirely for validat;on of the workload data obtained
from sources (1) and (2). The loadlevel records are
recorded via the general system collection facility and
hence are available for processsing at a later time.
From the loadlevel records the accumulated idie time and

accumulated number of page I/0O's are used in conjunction

with the times the measurements were made to calculate

the actual CPU time used and the number of page I/0O's

performed. .

\ ‘
I
’
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The variaﬁles collected from the internal data
structures are classified as st%ge I and stage 1I, where the
stage I data was available from the beginning while the
stage II variables became available only after systen

nodifications were made. The variables observed are:

. task identdfication -~ (stage I- from job table):
task number =
task type (i.e. MTS, PDP, ‘or HASP) ] ,

for MTS type tasks the CSid and the MTS job type (i.e.
termin%l, batch, or ;ystem); |

° ‘supervisor state CPU - (stage I - from job table);

° problem state CPU - (stage I - from job table) ;

. page I/0's - (stage I - from job table) ;

. printer pageS‘printed - (stage I°- from MTS Systenm
area) ;

. virtual memory size ~ (stage I - from job table) ; .

] supervisor's estimate of working set size - (stage I -

from job table);

. unit record activity - (stage II - from MTS system
area) ;

- magnetic tape ACtivity —'(stage I1 - from MTS systen
area) ; l

. disk file éctivity -'(stage II - from MTS system area) ;

. terminal activity - (stage II - from MTS systen area)

(also available as stage I from DSR system area but

improved at stage II) ;
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.

o electrostatic printer plotter activity - (stage II -

from MTS system area);

. paper tape activity - (stage II - from MTS system area);
. RAD activity - (stage II - from MTS system area); and,
. network activity - (stage I1 - from MTS system area) .

The last 8 variables compose the MTS I/0 counts, measures of
the I/0 activity of MTS tasks -to these detices. The activity
data includes the number of initializations of the device,
the number of inputs with the total length of data from all
inputs, and the number of outputs with the total length of
data from all outputs. The precise meaning Qf
initiaLLzations is device dependént, for éxample for
magnetic tape it is the number of tape mounts.while for the
file system it is‘the nunter of times a file was operned.

The data from the DSE collection facility was used to

correct values monitored at the MTS level. Both network

04
users and. terminal users have available to thenm a variety of

device commands that con€rol the behaviour of-the device and
allow special fqpctions. These device commands are not
processed by Mfs.but rather by'fhe DSB a;pne. These requests
can causeqadditional I/0 to be done. Becaﬁse thé DSR aione;
sees and carries out the fequest, MTS does not add the I,/0
caused by these requests into the totals main?ained in the
“MTS system area. The terminal and network DSR's therefore
additionally count the I/0 completed, the I/O visible to HIS

and the other.'

Some resource consumption that non-MIS tasks are doing
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is lost. 1In partiéulaﬁri/o-activitj that does not éass
through the MIS job program:is-not recorded. This is not a
critical prcblem for in moét cases the non-MTS tasks
represent system overhead wvhich will be rempved f;om teg
wcrkload representation since that is part of the operating
system activity to be incorporated into the system model.
The workload monitor is activated based on an internal
table of timeswahd dates. The table is established such thét
data‘for nearly every day and hour"combination will ke
obtained over a series. of weeks, yet the monitor will go
'inacpive for at least 2 hours between any two collection

sessions.

5.1.3.Moni§gg Software

The monitor facilify is composed of two assembler
programs,. a driver and a data cdllectof; The 41 ér program
is stértéd as part‘of the‘IPL (initial Erogfém load)
process. It has*an internal table which_gives the times that
the collector job should ke started. Once sfarted, the
driver finds the current date- in the table‘and tken the next
time at which a collectibn should be started. It.then goes
into wait state until that time. -

At the end of the wait a file ié created‘with a name of
the form QQmddhh, where m is the last digit of the current
montﬁ, dd is the current day, and‘hh is the start up time
based on a 24 hour clock. These files are referred to as QQ ..

files. The collector program is then called and generates a
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collection interval during which the observeé data, as’
desribed anove, are writren to the QQ file. Hhen the
collector terminat?s, control returns to the driver which
Bohé%@mofé cafﬁ%ﬁgtesgawreal time wait to extend to the next
collection interval. Furthermore, the driver, before calling

the collector program;”sets»a system switch which triggers

the terminal and"ne oTk D{g's to start generating records@

v \

This sw1tch is reset at therend of the collector programr.'

If the last collection 1ntervai of the day terminates
prior to midnight then the driver program starts up another»
MTS task to clean up the data files. all Qwaiies are copied
to two tapes‘and then Bestroyed. In addiriggfthe fileito
which thé DSR statistics are deposited is copied to tape and
'emptied.

Theﬁcollector program performs all data collsction as
descrikted above. Each task obkserved has'avrecord in the QQ
file. The record consists of the initial data'as well as
identification. For each task there also appear up to 20
data sections, one for each segment during which the task

~

was active. The record is written out when the task 1is first
observed to te miSSing/Er on termination of the last
snapshot. The data retained is given in Figure 6.

At the end of the snapshot all tasks uhose records were
not updated on the current scan are written to the .QQ fiie.
At the end of the segment each active record is extended to
include a data section for the subsequent segment.

One additional record written to the QQ file giving the

P
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*¥xkxxxxxk Jdentification and Origin Values **¥*¥xkk*x*

All accumulated values are up to time of first snapshot on
which task is observed.

. UMMPS "task number. :

. Task type (i.e. PDP, HASP, MTS, etc.).

. If MTS task then CSid and type. terminal, batch, or
systen. :

° Snapshot first observed and time of observation.

. Snapshot first observed missing and time of observation.

e . Accunulated problem state CPU time.

L Accumulated supervisor state CPU time.

e '~ Accumulated page I/O's.

. Accunulated pages printed.

° Acéunulated MTS I/0 ccunts.

. Accumulated number of responses and total response tine.

L ]

Accumulated number of think periods and total think
tine.
*******************************************************

¥
-
e e ok ok o ok Ak ok ok ok ok ok ok oKk KK ok % o ok ok Kok kR ook ok dokok kR kR ko ok K R Kk
*%* Data section that is retained for each segment **x*
211 accumulated values are up to time of last snapshot of
segment on which the task is observed.

Accumulated problem state CPU time.
Accumulated supervisor state CPU tinme.
Accumulated page I/O's.
Accumulated pages printed.
Accumulated MTS I/0 counts.
Accunmulated number of responses and total response time.
Accumulated number of think periods and total think
time.”
. Virtual memory size summed over .observed values from
each snapshot in this segment.
. Supervisor estimate of the working set size summed over

observed values from each snapshot imn this segment.
**********##**t***************************************k

2
Y .‘"."_
Ay

«

FIGORE 6 - Format of a Workload Record
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time at the start and the end of the job table scan for each

snapshot.

5.2 égg;ggggg of the Workload Model Data Collection
' Thg”proc;sé‘of determining what aspects of the workload -
needed to be captured and how this could be accomplished was
extensive. The final design evolved from a number of planned
(3
experiments in addition to attempts to correct
unsatis%actory resulits.

)

5.2.1 Pilot Studizl Petermination of workload Variables

13

Pilot study I was significantly different from the,
. ‘ o

final experiment in both structure and intent. Thirty two
observation periods established at various times of the day
and week over a period bf one month composed the basis for
the study. | <o K\\/"‘

The workload monitor use® ran for 60 snapshots with a
30 second real time wait betueen"énapshots- The entire 90
snapshots composed one segment. ThiS provided a minimunm
observation period of one half hour. “

At this tiﬁe none of the étage'II Qariahles noted abové
were available;fFor the stage 1 variagles the mean of
Cesource c¢Nnsumfption across all‘observed tasks was

calculated. Hence, the data was reduced to one set

representinc an taverage' task. The average number of tasks

_active at & y time was also calculated in order tp validate

~ the set of resources considered, a regression model was
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constructed with the resource consumptions as the

independent variables. Tﬁe conceptﬁwas that if all relev&nt

variables had been considered the system perfdfmance,vowld

be well defined by the resource requests. The set of

significant resources could then

be reduced via stepwise

regression, removing variables which explained little of the

variation.

The dependent performance variables taken from the

loadlevel records wvere:

. average percent CPU idle;

. « 5r§ge page I/0's per second to all paging devices;

. average disk I1/0's per second;

o avgrage.channel activity per second; ®

. average number of tasks on main CPU gqueue;

. average class 1 load ‘(a weighted sum of CPU utilization
and number of tasks on main CPU queue);

. averge class 2 load (a weighted sum of page I1/0's to

‘// primary and secondary paging

i average class 3 lpad (number

° averagé class U load (number
channel) ;

o’ average class 5 load.(number

primary paging device);

devices) ;
of disk operations);

of 1/0 operations per

of pages available on

. pumber of pages a job must have to be considered a big

job; amnd,

o maximum pages allocated to privileged job§///~dp\\

I
.
S—
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The various class loads»are the values ﬁsed to
determine external scheduiing chahges as expléined in
Chapter 3.

A number of problems became evident. Demands for
different resources were highly correlated. Thére was Do one
variable available that could be considered a .true measure
of system performance. Altho;gh various load factors were
available in the loadlevel data, none wege sufficient for
the purpose. In particular there was no measure avatilable
for regponse time, which provides a measurement-of
throughput on an inte;active systen.

The other concern was that in the regression the
variables that were often fodga“;67be highly significant
were resource variables that in reality ;houid have very
little effec£ due to very 1ow consumpti&ﬁEEates. It appeared
as if random values pxpléined-the deviations more closely
than the majcr resource consumption. It also became obvious
that critical resource demands were missing, particularly

P

I/0 requests. e

L3

From this it was determined that system modifications
would be required for any reasonable study and that

regression was note@an appropriate technique.
‘,"a;,j;h a >
2 ,;3, ‘%.

B,
5.2.2 System Modifications
The problems encountered indicateg.thqgfa meaningful
2
study was impossible until measurement modifications could

be made td‘provide the necessary data. Particular examples

O
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&

make the protlem more éiear. The only aﬁailable meaéure of
disk 1/0 was a system counter that recorded the total number
of d&isk I/0's done by all tasks. fet one of the more obvious
performance problems being encountered was a situation
vheréby several dsers would que&e for a particular disk
drive. If a éystgm nodel was ever td)be able to ;elp solve
or.explain the problem.then detailed data on the i/O-per
tash to the disks woculd be required.

N

5.2.2.1 Changes to the MIS Jol Program

LN

Two areas .needing improvement were:
. I/0 measurements; and,

. response and think tife measurements.

Changes were made to capture a recora of all I/0 dgpe
iby MTS tasks. Space within the MTé system area is allocated
to hold this data. Each device type, as defined Ey MIS, is
allocated its Quh_subéféa within_the larqger area, and
updating is performed by acces%ing the area based on the

device type;index. All devices attached to-Mis are

classified according to one of the following types:

e - unit record;
. magnetic tape;’
. terminal;

. disk file;
. paper tape;
. electrostatic printer plotter;

. remote attached device; or

s
”~
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. network.

The-only multipurpose t§pe are the unit record devices which
include card readers,'line printers; card punches, and
submission of a batch task fron anothér Hig‘task. |

For each device type five values were retained:

1. number of initializations;

2. nubmber of input operations;

3. total length of data involved ip all input operations;
4. number of output operations; and,

5 total length of data involved in all output operations.

The updating of items (2) thfough (5) is ipplemented at
the MIS-DSR interface. Whenever a line ié written or fead
the‘appropriate values are updated. Item (1) is the nunmber
of times the device has been mounted or opeped, depending
upoﬁ the device in question, and is updated elsewhere.

The decision to collect the requests at the MTS-DSk
interface was based upon the disc;ssion of résource units in
Chapter 4. Thus the requests could be measured to accurately
incorporate the I/0 performed without measuring at a system
level whereby a simple read or write is converted into a
complex string of_operations as performed by a lower level
system component.

The motivation for recording the fesponse and think
times was somewhat different. If a system model is ever to
be verified then it is pecessary that a definite measure be

available fcr comparing its performance to that of the real

system. For an interactive sy%tem response time so far is

-
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still the best moasure available. Think time measures are
necessary if the system, OrC modelled system, is to be driven
in the sanme fashion as the production system. The collection
of these values is 1mplegented at the MTS-DSE interface..
Response time is the time interval between the user enterlng
a line and the system responding by either prompting for
another line or Ly genorating an output line. Think time is
the time interval betveen the systenm fequesting a line to be
.entered and reading the line the user has entered, where

typing time is included in think time.

5.2.2.2 Changes to Ierminal angd Network DSEs

The DSR's were extended such that each terminal or
network session active dufing the monitoring period causes
the creation of a terminal or network data record. This
record retains information on the precise number of I1/0's
executed by the terminal or network DSR and the accumulated
lengths, for both inputs and outputs separately. The
necessity for this DSR extension is explained in section
5.1.2.

The DSR modifications to generate these records were
irplemented by R. Engley to whom I am gratefnl for his ?

assistance.

'U’\

22

|LAJ

Pilot Study I1I =

Determination of Data Collection

‘H

nterval

Once the required system ‘modifications vere
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incorporated a decision oﬁ an appropriate observation
interval was required. {
Thepzhformation retained on eaéh task and'}ts resource
consumption is the total amount of the resource consumed
"during the ihte;v;l vhen it is first observed and when ipg:;
last observed. Clearly, the longer the interval the more Ak\
detailed information is being lost on the distribution of
the requests by each task. Alternatively, too short «an
interval provides insufficient time for the system to react
or for a representative workload to be observed. 1In
particular, the observation interval needs to be
sufficiently long to allow a large number of tasks to go
from initiation to termination. |
Three one hour intervals were chosen; two during
afternoon peaks and ome in the earl} eﬁening. Each hour was
spanned by 24 monitor tasks as folfows:
. 12 vorkload monitor tasks lasting for 10 snapshots (5
minutes real time vait)vstarted at O, 5, 10, 15, 20, 25,
30, 35; 40, 45, 50, and 55 minutes after the hour.
»
i 6 workload monitor tasks lasting for 20 snapshots (10
minutes of real time wait) starting at 0, 10, 20, 30,
40, and 50 minutes after the hour.
- 3 workload monitor tasks lasting for 40 snapshots (20
minutes of real timé wait) starting af 0, 2O,Aand 40
minutes after the hour.

s A}
. 2 workload monitor tasks lasting for 60 snapshots (30

minutes of real time wait) starting at 0 and 30 minutes
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after the hour.
. 1 workload monitor task lasting for 120 snapshots (690
minutes of}peal time wait) starting at 0 minutes after"
the hour..
The number of jobs observed 1in their entirety for g

different interval length wvere:

° 2% to 18% in a 5 minute inf&rval;

) 3% to 16% in a 10 minute interval; %
. 18% to 30% in a 20 minute interval;

L 25% to 40% in a 30 mindie interval-; and,

. 4U6% to 60% in a 690 hinute interval.

A full hour run was required to provide half of the
joks in their;entirety. The more tasks that a?e observed in
their entirety, the more closely the data illustrates a
typical workload. 1f the majority of tasks are to be ) ‘

measured in their entirety then a collection session of at

least one hour is required.

1I - Determination of Intersnapshot Hait

1

A changé vas made to the snapshot\&echnique. It was
felt that any collection session under one hour prqvidéd
insufficient detail on entire -tasks. Thefefore a large
nunmber of snmapshots would be required. However, a longer
collec£ion session would only provide cOgsumption values at

the beginning of the session or the task and at the end.. A

45 minute task/begun and completed within the observation
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interval would have but one set of values. Tremendous

amounts of data would be lost regarding the way in which

these rgsources wéte’consumed. The user mai have made all

the demands during a 5 minute period and simply left»the i
terminal unattendgd for the other 40 minutes. Pilot studf IT

" had shown that and collection session should be at least one

hour in length yel the data loss-would be great, pro&iding

averages only, with critical fpeaks smoothed out.

It was necessary to create segments within the
collection.session so that resource consumption in éach
'segmgn£ could be chéckbointed- This extension increased the
c&st_éf the monitor but provided superior .data.

The monitor, extendedvto hqndle segments, operated in a
fashion similar to the original monitor. Each tenth ﬁﬁ
snapshot, representing 5 minutes of real }ime wait, as
measured from t;; start~up of the workload monitor, caused
an additional data section to be appended to the workload
record.

The length of the observatién'interval was established
at 200 snapshots or one hour and forty nindtes of real tinme
waits. The actual length of the collection session is
dependent on the time it takes the system to perform 200
snapshots. The more users on the system, the more measuring
‘to be done and hence a longer session.
| A driver program was urittén to activate the moﬁitdri
based on an internal table.’ Two week cycles were established

such that data for nearly every day and hour combination
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would ke obtained.

The énalysis techniques exélained in the next chapter
vere applied to this data. It became clear that a 30 second
wait interval between snapshots caused the loss of too much
Qata. In any given segment the workload monitor measuréd
about 10 percent less CPU usage than the loadlevel records
reflected. This value peaked tq as.high as 22 percent dufing
one afternoon collection session. A peak period could také'
about 120 minutes to complete. In this casg each segment was
taking about € minhtes. Eth Segment represents 10 snapshots
SO0 th~ “ime was being allocated as 5 minutes of real time
waits and 1 minute of processing time. Therefore the time
between the subsequent measurement of a given task was abouat
36 seconds. A series 6f small batch jobs consumipg a
1_ relatively larée amount of resources could e;sily come and
go within this intervél aﬁd miss being measured altogether.

The measurement method used in this pilct study had
been originally inteﬂded as the final study, not a pilot
study. However the results invalidated the measurement
method. This was unfortunate as it -had measured workload
during the spring peak (see Figure 4). While the final
technigue is valid under any load conditions, pérformance
studies are generally concerned with peak conditions. For
this reason the loss of valid spring term measurements is
regrettable.

The changes made to the monitor included the reduction -

- ' 1
of the real time wait to 5 seconds. The number of snapshots
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was increased to 640, 32 pef segment. In this way each
segment was construc}ed of 1690 (32*5) secoqu of real time
vait which added to thé expected processing time of 192
seconds (32*6) would produce a runm requiring 352 secénds or
just 8 seconds short of 6 minutes. The variation on the
~actual proceésing interval was now greater as there‘were a

much larger nunber of snapshots. Given a slack period when

processing time was hegligible it would now be completed in

-
’

Close to 50 minutes versus the previous case of requiring
100 minutes. The amount of processing to be done had been
increased from 200 snapshots to 640 snapshots. The overhead
was modifiea therefore as well by a factor over three.
Although in slack periods the monitor could now complete in
close to 50 minuteg the amounf of overhead added during a
peak pe:icdicould é{}gnd the collection interval

considerably.



6. Conversion and Validation of Workload Data

The initial phase of analysis performs the validation
of the resource consumption measured and the conversion of
the total resourée consumption values to rates of resource
consumption. .

The “data collected is validated by comparing the values
neasured by the monitor to the ialues recordedlby the SSRTN
task in the loadlevel records. , N

Since the times that each task was first and last
observed by the mcnitor snapshots cannot be expecte& to
coincide with the actual start-up and termination of the
task, estimates of the actual arrival énd departure times
must be analyzed carefully, consi@ering extra. resource
consumption during unmeasured inter#als (see Section 6.3.2

for details).

J

6.1 Observed Workload Data.

although the collection of data was carefully )
controlled some unforeseen events did occur. As mentioned ;h
Section 5.2.4 the plan wés tq/run the experimePt during the
spring term, a peak period of computing activity. As this
pe;iod represents the heaviest usage‘period of the year the ~
intent uaé to collect the desired data during that time and
perform the analysis on it. However, as indicated'in Chapter
5 this data did not meet the validation standards set and

4

hence was discarded. The monitor procedures were modified as

65
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described in Section 5.1 and subsequently installed in early
May; well after the spring term peak.

A further totally uncontrollable event was the upgrade
of the AMDAHL V/6 mainframe to the current“AMDAHL 470 v/17.
Not only was the CPU upgraded, but two additional megabyﬁgs
of memory were added bringing the total configuration to
eight meg§§§tes of memory. The increase in speed of the V/7

CPU over the CPU of the V/6 is usually considered to be

“about 1.4, but it does vary depending on the particular

-

applicatioﬁ. Clearly for ongoing work, amd as a present
useful application the workload on the current configuration
should be emphasized. To assure a rigorous break-in period

Computing Services offered CPU time and virtual memory at no

- charge for the first four days following the upgrade

installation. No monitoring was performed during this period

as the usage in no way reflected regular production

~worklosad.

As implied earlier, throughout the designing stage of
the experiment and for theffinal experiment layout many sets

2

of data observed over the specified collection periods have
been analyzed and interpreted at varioﬁs levels of detail.
For succinctness and clarity of this p:esentation sik
representative sets of colleéted‘dafa are reportéd in‘detail
and referred to explicitly throughout the following
analysis. The aséociated times and dates of data collection

during the six periods are necessary for understanding the

results and interpretations. The periods, in chronological
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drder, consist of two sessions of relatively high computer
usage prior to the installation of the ®/7, and four |
sessions subsequent to the installation of the V/7. The
session dates and start-up times are:
] Thursday May 24 at 10‘a.m.;
. Thursday June 7 at 2 p.n.;
o Friday June 22 at noon;
. Wednesday June 27 at 1 a.n.;:
. Wednesday June 27 at- 2 p- m., ang,
. Thé;sday June 28 at 8 p.m..
The post midnight session and evening session were chosen
specifically to ensure that the analysis techniques were
equally valid during periodé of extremely %ow usage. -

The experiment start-up times, as deScribed in Chapter
5, had originally been designed to provide a comprehensive
set of sessions covering various times or the day and week
in a regulated fashion. This provided for a variety of
sessions, measuring varioqs levels of activity. Originally,’
it was intended to compare the activities over various
sessions across different times of the day and the week.
However, such a'etudy is not only curtailed by the
volatility of the hardware but also by the periodicity of
the natural workload induced primarily by the academlc ternm.
This per10d1c1ty of system resource demands could be studied
by time series aethods; however, that would require a much
longer timeframe than was feasible for this study.

During the specified measurement periods the hardware
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resources varied from day to day due to the failure of

s
specific hardware. Hardware problems similar to this are
bound to occur on any systen runﬁin# such a_large number and
variety of devices. Therefore the chances of sufficient
factors remaining constant over a period of time long enough
to allow rigorcus session to sessiég comparisons are
extremely low, and the results of studies which igpore such
changes must . .be treated with céutionf

The resource consumption data consists of all non-MTS

- tasks and all MTS’tasks, including the monijtor itself.
Althoudh the data analysis includes all the tasks, they

could te separated out depending on the different

specifications of the workload model.

With respect to the actual execution of the workload
monitor the overhead imposed upon the system by the monitor
and the duration of the collection sessions must be

discussed in more detail.

6.2.1 Overhead of Workload ModPror '

>

‘As might be expected the more agcurate\the data
collected by a monitor, the more work the monifor is
requifed to do; and, hence,hihe effect Of the monitor on the
system increases. As the intersnapshot interval was reduced
from 30 seconds to}S seconds and .the number of snapshots

increased from 200 to 640, in order to conserve the same



69

iength of collection session, the overhead of the workload
monitor on the system increased by a factor of three.
Clearly these two changes in monitoring procedures not only
increased the total aemands of thevmonitbr but also the rate

of its demands. As unfortunaté as this may be the data “%
observed prior to these monitor'changes was not accurate
enough to build a valid workload model aﬁd hence the
increased monitor demands on the sfgtem were a necessity.
The main problem with the earlier 30 second intersnapshot |
interval was.that a batch task could easily start and
éomplete withir such an inter?al, thus being totally
invisible to the monitor. The error per observed segment,
expressed as the_percent'of total resoufce consumption
measured by the workload ﬁohiior, was found to be as high as
22 pefcent during dne peak period and as high as 17 percent
durigﬁgslouer periods, which was considered to be much too
great to be used as input for building a valid workload
model. |

The general nature of the collection mechanisn is that
the higher the load on the system,lihe higher the demands c¢t,
the collectiopn mechanism. For iﬁstance, the more ﬁsers on
the systeﬁ, the more virtual memory is required tq retain
information on the users which in tufn increases the paging

at .

demands of the monitor program, as its working set size
increases. The more users, the greater the difficulty in
obtaining this service; yet this is when the monitor

requires maximal service. In particular during peak periods

-

¥
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ﬁﬁe snapshot exposure time is not negligible with respect to
/the intersnapshot wait time. Inlqther words the snapshot
eexposure times increases with loéd. One experimental run
allowed for 640 snapshots representing a total of abou£ 53
minutes of intersnapshot wait time: The actual real time of
execution ranged from less than 60 minutes to over 150
minutes (2.5 hours).

It may seem that better, more comparable, results could
have been obtained if the real time wait had been associated
with a real time interval between comnsecutive start-up's of
snapshot exposures. Upon consideration this was rejected for
a numkter of reasons. If a 5 second start-up to start-up
interval had been established, the previous snapshot
exposure would often not have been completéd by the time the

' next one was scheduled for commencement. This situation
could have been corrected by delaying the next srapshot
until the previous one had reached completion. However,
irregular observation intervals would again have been the
result. Alternatively the intersnapshot interval could have
been extended but the information‘iOSS'due to such a move
has already been:shoun\to be excessive.

One of the most importaﬁt reasons for constant
intersnapshot interva;s is the concern of minimizing the
effecL cf the monitor upon users. By assuring a 5 second
real time wait the monitor goes dormant at regular
intervals, paking no demands on the system. This is critical

especially during afternoon peak periods when systen



Lesponse is already degraded. Perh)%s the cleanest method
would be a driver task £hat initiates snapshot tasks on
regular five Second intervals regardless of the completlon
of previous tasks but the degradation would have become
intolerable. .
As describeé above the amount of work the monitor must
.‘perform is entirely dependent -upon the system load. The '
‘actﬁal'consumption figures are'gifen in Table 1. The numbers
~illustrate the complexity of the factors that @etermine the
length of the session and the resources consuéed by the
monitor.'For example the June 7th sessLOn-goqk longef to
complete yet the monitor Consumed less CPU time than tge May.
24th session. The much‘heavier paging load: as illustrated
by the larger‘number of page I/0's done by all task;)'ebuld
easily account foq this. For the same amount of psqdnéiive
CPU utlllzatlon it could take longer real time, since more
paglng I/0 must be done to bring in the required working
set. .The monitor consumes less than 6 percent of the CPU
time available and during slack periods this value drops to
below 1 percent. When the monitor itself accounts for a
relatively large portion of the wvork, a~ in the June 27th
session, it is due‘to a general lack ~f work on the System.
In studying these values it must he remembered that the

V/71 is faster than the V/6, and that the "pPgraded system hasg

additional main memory.



. June 27,

Collection
Session C

May 24, 10 a.n.

eby monitor

sby all tasks
emonitor % of total

June 7, 2 p.m.

eby monitor

eby all tasks
emonitor % of total

June 22, noon

eby monitor

eby all tasks
emonitor % cof total

June 27, 1 a.nm.

eby momitor '
eby all tasks .
emonitor % cf total

2 p.mn.

eby monitor

eby all tasks
emonitor % of total.

June 28, B8 p.m.

eby monitor

eby all tasks
emonitor % of total

TABLE 1

Page
Reads
Done

14818
341270
4. 34

23506
613761

3.34

203
8907
2.217

2

21

.52

1186
67487
1.75

8
191
4,18

CPU
Time
{sec)

327.15
4847.02
6.74

318.63
6534.20
4.87

109.05
869.08
12.54

~ .
23 \
\,

25. 32\
97.61

25.93

192.93:
1532.66
12.58

35.36
494.87
. 7-95

RKun % Used of
Time Total CPU
(min) Time in
’ Run Time
105 5.19
76.93
152 3.49
71.64
56 3.24
25.86
5y ) .78
s 3.01
\ /
Y
\ -
60 5.35
42.57
sS4 1.21
15.27

Workload Monitor Overhead
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2 Analysis of Snapshot Exposure Times

The actual elapsed run time session lenggh is directly
related to the actual duration or exposure time of each
snapshot. Except fo; the two V/6 data sets the session
length (see Table 1.) exceeded the total real time waits by
7 minutes or less, thus leaving less than about .75 seconds
for each snapshot, a relatively insignificant amount
compared to the real wait time. Therefore exposure plus vait
times give an interval of less than 6 seconds betveen ' ;4\
consecutive observations of each fask. This, however, is not
the case with the V/6 data. The June 7th session had
snapshot exposure times ranging from 0 to 46 seconds with a
mean of over S seconFs. In this case the snapshot exposure
time is no longer insignificant. Assuming that a given task
is measured at the same point in each snapshot then there
are now 14 seconds between updates. This assunmption is
reasonable since the job table is always scanned in the>same
direction starting at the same location. However, it is not
‘a precise analysis as the duration of each snapshot varies
considerably about the average. .A task could, therefore, be
measured on a particular shapshot, continue to consume
Eesou}ces for .u< next 13 seconds and terminate prior to
being measured on the subsequent snapshot leaving all
consumption during the final 13 seconds unmeasured. To

S
pminimize this potential error the intersnapshot interval

needed to be reduced as much as possible and hence the 5

N

second value. Further error adjustments are described in

-
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Section 6.3.1.

Apother point is worthy of discu§s%on. No changes were
pade to the collection technique with the installation of
the V/7. Recall that the number of snapshots to be taken was
based upon a'desired collection interval of 120 minutes
wﬁuring low peak periods. This was establi;hed from the
q;esults of pilot study III. During these periods it was
determined .that each snapshot would take about 6 seconds of
real time. This value, as mentioned eaflier, ié load |
dependent anq'alsohnecessarily machine dependent. A'period
of peak usag; on the V/7 would be required to decide 1f tae
new pachine significantly reduces this value, raking monitor
modifications neccesary. Ihe data available is inconclusive
as it doés not include peak periods'during,the'regular
academic tern. Although the V/7 is more poverful it is mdfe
than likely that the ever increasing user load will be
sufficient by fall to retain the exposure time at about that
measured on the V/6 during the previous spring ‘term. This
poses no real problens but is merely a considération to be
kept in mind with regard to changing workload level and

<
machine capability.

The data conversion stage has a primary purpose of
converting the total resource consumption- data to resource
consumption rate data. Since a rate is merely the total

consumption per unit time, these rates can only be
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calculated once the lifetime of the task ﬁas been
established and the error alluded to above has been
incorporéted. Once the lifetimes and actual resource
consumption rates have been determined,for each task, the
total consumption figures'can be attained for the subsequent
data validation. The actual lifetime of a task in a segment
starts when either the task is initialized by the
supervisor, referred to as the arrival of the task, or the
start of the first snapshot, whichever occurs last. The
actual lifetime ends at either task termination; referted to
as the departure of the task, or the end of the wait
interval pricr to the snapshot tbat marks the eﬂd of the
segment, whichever occurs first. This is the actual lifetime
as opposedito the obserVed lifetime. The observed lifetime
MBI

is the 1nterval from~
ve:;-w

a snapshot to the last time it is measured by a snapshot.

_#e tﬁe.task is first measured by
The adjustment for the dlfference in the observed and actual
lifetimes is discussed in Section 6.3.1.

The actual resource consumption rates as generated by
the data conversion’analysis are listed in Figure 7. Since
all values are retained internally as integerIs some of tﬁe
values are multiples of 1000 to retain the significaht
digits. The resource consumption rates are deﬁoted as

CR(i,j) - the consumption rate of task i of resource j
calculated as the adjusted actual consumption divided by
the adjusted actual lifetime of the task.

This data is generated for each task during every segment in
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AR AR AR AOR R R KR KRR K koK Kk KoK Kk Kk ok e ok ok ok ok ko
FRAkkAAREXRRRAXx Tdentification *kkkkkkkkkdokkk ks kkkkk kkx
. UMMPS task number. : ‘
. Task type (i.e. PDP, HASP, MTS, etc.). _
. If MTS task then CSid and type: terminal, batch, or
systen. :

o e ok Kok Ok ok ARk kK K ok Kk ok koK KK ok R kR ok kR Aok ok R Aok ok kK ok ok ok

****x***Data Section that is'retained‘for €ach segment**x*x*

. Starting snapshot (O<snapshot<32). ’

®~» Ending snapshot (32 implies it continued into next
segment). : . _
Average number of pages of virtual memory per snapshot.
Average of the supervisor's estimate of the working set

r
4

size per snapshot. S o

. Average problem state CPU consumed per second in 1000ths
of a microsecand.

®-, Average supervisor state CPU consumed per second in

1000ths of a microsecond. ,

Average number of page I/0's done per second times 1000.
Average number of HASP pages pg}nted per second times
1000.

For each of unit record devices, magnetic tape drives,
terminals, disk files, paper tape, electrostatic printer
plotter, remote attached devices, and network devices
the following 5 fields appear:

. Average number of initialiiations rer second timés 1000.

® . RAverage number of input operations per second tinmes
1000. . I

. Average total data length .involved with irput operations

- per second times 1000. . o :

¢ _ Average number of output operations per second time
1000. ' :

. Average total data length involved with output

The total time due to think times in the segment
measured in 1/122nds of a second.

. The total number of response wimes measured %n the
segment. ‘ .
L] The total time due to response times measured in the

segment measured in 1/122nds of.a second. -

Ed

'FIGURE 7 - Format of Resource Consumption Rate Vector

v
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vhich the task was a;ti#e. The first segment extends from
the beginning of the first snapshot, snapshot 0, through to
the beginning of snapshot 32. This period includes 32
snapshots and 32 intersnap§hot rgal time wait periods,.see
Figure 5. The second segment extends from the start ofé
snapéhot 32 through to the start of snapshot 64. As the
analysis progresses éequentially a segment at a tinme, tg;

snapshots within each segment will be referred to as

snapshots 0 through 31 for any segment.

=
~—
&«

The ertor due to taking discrete measurements via
snapshots uas'intrQﬁuced above. It can occur as foilows:
1. When a task arrives between snapshot i and snapshot«141,
its«consumption from arr}val to snapshof‘i+1 cannot be
' measured. . N .
Qi; When a task dgparts between’snagfhot Jj and snapshot Jj+1,

its consumption from snapshot j until departure cannot
y ' :

be measured. . , ) . >

3. When a task arrives and departs between snapshot i and
¥ 3 X ’

LY

. ) ?
snapshot i+1, it is not visible to fhe momnitor.

Two different types of tasks ‘'exist and mastlﬂﬁ handled
differently. Recall that a task, as far as the monitor'is'
concerned, is a mafch on the task nupber and, in: the caié 3f
MTS tasks, an adaitionq} matéh on tﬁe-CS{dl'In the case of

non-MTS tasks and batch MTS tasks a clean job, table is

obtained for each new task or user session as viewed b§ the

)
s -
1 ! .
, i} |
- P
"
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monitor. In this case each new task to the monitor is also a
new task to the supervisor. This will be referred to as é
£>Pe Y task.

On terminal devices however, it is possible that a
nunber of different users may use the séme terminal in such
a way that the MTS task number remains the‘same, the sane
job table remains in use qnd the values for CPU and page I/O‘
usage-§$mp1y get accumulated throughgut the day. For example
if a terminal is usef for a session by a particular user and

»

t hen ano:jer user uses the same terminal, the monitor
wo tasks, while the supervisor treats it merely as

records
a continuation of the original task. and hence the job tatkle

values are not initialized. This type of MIS task will be

y

called a type Z task.

For type Z tasks,. no values are available for total ~

_consumption from arrival until the first snapshot

measurement is made by the momnitor. With-type‘Y tasks the

accumulated values.stored within thgxinternal system

,Structure can be entirely attribuyted to this task.

-

Therefore, if'itAis‘fiﬁst qbsefved on snapshot i consumption
to this point is kgoun prec1sely and error (1) is.
ellmlnateaE?For type Z tasks however the consumptlon to the
first observation snapshot must be estimated, as shown in
the analysis below. Because all terminals havé the ability

%

to support type Z tasks, and it is impossible to determine

whether or no£~they actually were Z tasks,sall MTS- terminal

.

1

tasks are assumed to be:tyPe Z, and all other tasks are
, oz ‘ . _
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taken to be type Y. .

Another variant of the collection mechanisa was tried
whereby rather than matching on UHM?S job number and CSigqg,
only the jcb number was coneidered in an effort to remove

all type 7 tasks. Additiona;ly, rather thaa considering only

active tasks, tasks inactive but attached to terminal lines

were included. Under this mechanism a task attached to a

®

terminal would be fecorded as one task by the monitor as
long.as the supervisor regards it as one task also. This
SCheme made all tasks type Y and hence eliminated error (1).
In theory it was a cleaner‘system, in practice‘it failed. At
any one time there can be in the order of 150 of these
inactive terminal taSEEB greatly increasihg the'load on”the
monitor and its virtual memnory requirements. Although these
tasks are doing no work the monitor updates and processes
then in the sanme fasmlon as the active taeks. The overhead
increased greatly, for example one session run in this '

fashion, during a period when the other monitqr would have

completed in two hours, required over four hours to run!

In general terms the-collectioh mechanisnm took S+1
snapshots, numbeted 0 through S, of tke system during each
segment where S is 31 and S+1, 32, is snapshot 0 of the ne;t
segment All times are given in seconds measured from an
initial date and time reference.

Detailed ternm definitions’ are required in describing

4 . “ ; ~
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with reépect'to times and intervals, the last 4 with respect

to resources and all refer to any one segment.

T(j) for 0<j<S+1
The snapshbt exposure time of smnapshot j;

N(j) 0<j<S+1

The number of unique tasks observed durihg snapshot j.

|

‘The total number of unigque tasks observed during all

>

snapshots, 0 through s+T.
t(i,]j) for 0<j<s+1, 1<i<WN (3J)
The time at which task i was processed during snapshot

t
napshot

j. This valﬁe is only available for the fir-ﬁh“
during which the task was observed. e
THIN(j) for 0<j<S+1
Thé pipimum time over all t(i,J) for 1<is<N (7).
The time at which'the job table scan started for
snapshot j. - )

‘ |
TMAX (j) for 0Sj<s+1 T s
The maximum time ‘over all t(i,j) for 1<i<N(j).
The time‘at which the job table scan was completed. for
snapshot j. . .
THID (§) for 1<5<5+1 |
The midpoint of TMIN(j)_aﬁd THAX () - -
IMiD(j,j+1) fof 15jss |
Thé midpoint 5f TMID(Jj) and TMID(j+1).

oo
A(i) 1<i<H
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The tfme at which task i arrived, the beginning of its
actuai lifetime. Note that. this time is not available.

. D(i) 1gisM’ ‘
The time at which task i departed, the end of its actual
lifétkme. Note that D(i)2A(i). This time is also not
available. - - |

e . X

\

The number of unique hardware resources.

e ~ R(i,j,x) for 1<i<¥, 0<j<s+1, 1<xsX

. The amcunt of resoarce X con;umed by task i up to

t{i,3)-

e C(i,x) for 1<is¥, T1Sx=X
The amcunt of resource x consumed by task i lLetween
THIN(O)‘and THIN(S+1), its actual lifetime consumptidn
in the segment.

e CF ' - .

" The ratio of the actual lifetime of the task-to its
observed lifetime. The actuar-lifetimé is the time from
A(i) to D(i). The observed lifetime is from t(i,h) where
task i is observed during T(h) but not during T (h-1)
hnti% t(i,q) where it is observed during T(g) but not
during T (g+1).

The reallléfetime of each task in each segment can he’
qategofized'as one of the following five types:.

Y .
1. A(i)<t(i,0), D(i)2t(i,s+1) )

2. A(i)St(i,0), D(i)<t (i,S+1)

P £ (i, 0) <A (i)St(i,S+1), D(i)2t(i,S+1)

*]
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u, A(ii)t(i,O), D)<t (1,5+1)

5. A(i)>t(i,J), D(i)<t(i,j+1) for some j such that 1<3sS.
Thess will Le salled the lifetime categorizations. These
categorizations are illustrated-in Figure 8.

All resource consumptions between TMIN(0) and TMIN(S+1)
are to be measured. Given task i this means measuring the
resource consumg;ion from the later of TMIN(O0) or A(i) to‘
the earlier of ;MIN(S+1) or D (1i).

Because A (i) ;nd D(i) dc not coincide uith any of the
t{(i,J) for 0<j<£32 its is necessary to extrapblate the
measured resource consumptisn to the interval_not observed.
Fife basic assumptions are used to aid in ésfimating these
measurement holes.

1. If a task was last observed during T(j) and then
observed missing dhring T(j+1) it in fact departed at
IMiD(j,j+1). Similiarly if a task is first observed
during T (j+1), then it arrived at IMID(j,j+1). In type Y
tasks consunption is known from A (i) tofT(jPT) to ke the
gccgmulated values observed at T(j+1). For type i-tasks
only the data observed fron T(j+?) on is-.usable.

2. If a task i existed at time‘t(i,O) it existed at

TMIN (0).

[§

3. If a task existed outside of the time interval for which

measurements are %vailable, it consuned resougzés at the

same consumption rate outside as during the observed

hy

lifetime in the segment. ’ : X

"4. Because t(i,J). is bnly retained for the first snapshot -
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- furing which task i 'is observed, .an eétimated t (i, j) may
be required. If t(i,S+1}, t(i,0), dr t(i,j) are required
and not available use

t(i,S+1)=TMID (S+1)
t (i,0)=THID(0)
t (1, J)=IMID(J)

‘Now.each of the five‘Iifetime categorizations can be
considered. The analysis is ﬁerformed a segment at a tinme,
and therefore, a task for example could easily be of
categorization (3) during the first segment, categorization
(1) during'the second, and\éqtegorization (2) during the

"third.” The behaviour of the task ig categorized fog‘each
segmenf, énd not over ihe entire collection session.

In categbrizatioﬁ (1) C(i,x) is the total consumption
from t(i,0) until TMIN(S) plus a compensétion factor for the
consumptién from TMIN(O) until t(i,0) anddminus a
compensation for the consumption from TMIN(S+1f unfil
t(i,S+1). . .

C(5ox) =[ B (4,€ (1, 5+1) , %) =R (i, (1,0) , ) T#{ 14CF]

where

[t (i,0) —THIN (0) o[t (i,5+1)-TMIN(S+1) ]

CF =
t(i,s+1)-t(1i,0) h)

1In categorization (2) the task is last observed at

A;t(i,j).yetfhaswdeparted before t(i,j+1). Therefore the

resource consumption used is that" from t(i,0) until-t(i;ﬁ) -

plus compensation factors for TMIN(0) until t(1i,0) and
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t(i,j) until D(i).
. C(ivk) =[R(irt(iij) +X)-R (ilt(ilo)lx)‘]*[ 1+CF]

vhere

[t(i,0)-TMIN(0) J+#{ IMID (], 3+1) -t (i, ) ]

t(i, j)-t(i,9)

v

It is possibie that such a categorization (2) task departed

[

betweenisnaphot 6 and snapshot 1, then for the interval
THIN(ﬂf'to IMID(0,1) tHekresource,qonsumption rates are
assumed equal to the respective values in the last segment.
In categorization (3) the task“is first observed at
t(i,j), wyére t(i,3-1) <A(i)St(i,j)- In this case type Y and
tyre 2 task% must te heﬁdled differently. For'type Z tasks

the extra adjustments requlred include tke consumptlon from

P

A(i) to t(i,Jj) and to exclule the consumptlon from TAIN(S+1)

to t(i,S+1).

-3

¥ l ‘ | Vtu{}
ATt (1, 9) - IMID(] T, 9) 1-[t (4, S+1) ~THIN(S+1) ]

tPi,s¢1)-t (1, 7) . :
a (e .
\

For type Y tasks the extra adjustment regu1red is to exclude

the consumptlon from TuIN(§k1) to t(i,s+1). A1) xs

estimated to be IH;D(j 1,3) but the related resource

.

consumption is known.

Sl

-
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"where

C (ilx)_—-[B(i't (ir S+1) ’ X) -R (ila(i) ,X) ]*[ 1+CF]
but R(i,A (1) ,x) is zero by definition there%fre

C(i,x)=R}i,t(i,S41),x)*[1+CF]

~[t(i,S+1)-THIN(S+1) ]

\ . LN

t(i,S+1)-IMID(3-1,3)

It is poésible that the task is first observed or snapshot
S+1. For type Y tasks this'poses no difficulties. Fof type
tasks it means no data is available oni the consumption.
during the se@meni in which A(i) éccurred.*The solution ié
B

that processing coptinues in the next segment and the

resources consumed in it can te applied to the previous

' segment as mentionkd in assumption 3. above.

/\
In categorization (4) for type 7 tasks both A(i) and

D(i) must be approximated by midinterval values, and for

type Y tasks only D(i) needs to be apﬁﬁoximated. Suppose

»

that for task i

N
t(i,3)<A(1)<t(i,j+1)

and "

% (i,m)<D (i) <t(i,f+1) where 0<j<m<S+1 ™~
then for type 7 tasks
C(i,x)=[R{i,t(i,m),x)-R(i,t(i,j+1),x) J*[1+CF]

where

CF

[t(i,j+1)-IMID(J, J+1) #[INID(m,m¢1)-t(i,m) ]

t(i,m)-t (ilj+1)
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estimated to be IMID(j,j+1) and

C(i,X)=R (it (i,m),x)*[ 1+CF

where

n

IMID (m,n+1)-t(i,m)
CF =

t (i, m) -IMID(],+1)

s .
«

The invisibility of categorization (5) tasks poses

difficulties as mentioned earlier.

2 -
There is a special case of categories (2), (3), and (4)

that is treated quite different}y for type Y and type 2
tasks. Considér task 1 first‘observedhon snapshot j and then
observed missinngn snébshot j+1. For type Y tasks the
consumption from A(i) to.t(i,j) is known and can be used to
estimate‘coﬁsumption from-t(i,j) to D(i). However for a type

~

7 task no information is available and its consumption is
lost. Batch'taéks which areﬂmost likely to fall within this
cateqgory are type Y tasks by definition and hence at%
accounted for:s The fact that the meaz&re  3ata can be

\ -
validated shows that very few tasks are escaping measurement

4 p
altogether.
Thus this detailed procedure‘'of accounting for all

possible resource.consumption error ensures the validity of

the data (see Section 6.4.2).

\ - _ \'
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6.3.3 Software Tools

Before the actual conversion to consumption rategysan

~ » i

be donikthe terminal and: network DSR adjustments musﬁf.u;
\ ’ . > ' R
‘made. The two programs involved in this are discussed Lelow.

' 9
6.3.3.1 DSk Record Reduction . 4

. \
A}
R v . \ . L
The preliminary step involves correcting the terminal

and network I/0 as measured py thekmonitor.

A bSR record is created in the DSRSTAT file for all
terminal or network connections during a-period fb; which )
the systém switch 1is set (recall Section 5.2.2.2)1 Thege are
fhe resources for which it is possiblé to genefate usage
which is not visible to ¥TS..

Thesévrecords\are writteq out when the terminal task
terminates, the network call completes, or wher terminal or

network I/0 is attempted and the switch has been reset.

Clearly DSR records ddgpot necessarily appear in the sanme

,quer within the DSRSTATﬁfile as thé associated monitor

.

records in the QQ. file.
An assembler’program was written to extract the
reéuired information from the DSRSfAT\file and prodice an
ontput fi;e with pew compensation reeords ordeted according
to the kfder of appearance in the QQ file.
The input to the program consists of:
1. QQ file '

2. DSRSTAT file

11
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\

. ’ ,/) : , ' ' 3§

;

The output fronm pLe program consists of:
! . . . \\;, S

- 1. file to which DSﬁ/COmpensaxion records are written

The data fetaigfd in the output filé from this program

. ‘ " - ‘ &, ‘ s~ .
is: N : |
\ L) R

e task number; ‘ ' . _ o e

| N

N

e time at which DSR started collecting statistics for this

- task; .V .*a . »
- ' ’ R ! v .
. time at which DSR stopped collecting statistiés for this
' ' - . 0
task; _ Lo P
~N » . !

«  type (3270, FECP, Network): and,
. compensation factors for - S ' -
- total irputs

- total input length / ﬁj

total outputs _ ’ g
- total output lengths
where the compensation factoré are calc;iated as |
(total measured by DSR/ total measured in QQ file) *
13930. .

The program operates by scanning through thg QQ{fiig
for each consumption vector that recorded terminal-or
network activity. The DSRSTKT file is searchedffaﬁsé
matching DSR record,, and tben the compensation factogs‘éré

4
calculated and written in the compensation record.

The workload conversion program is also written in

assembler. As input'it takes the QQ file and the output fron
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A4

v L 4 i
the DSR rednption prOgram and generates. information on the
. M y - M ‘ -

total resources,consnmed during each ‘segment and the

S . - o N
Lesource consumptions rates for/each segmentgw

The input to*thelprogram-consists of:
. A T . . o \

L/ 8

'Lf;wthe 00 file; and, - . o - , )

"detaiX in Section« 6. 3.

2.° the\outpﬂt.file 1. from the DSR record re&uction,

wd
I v

The outﬁht frométheuproﬁram consists of: 2

-

1. Aa rate of resource consumption vector for each-task in
each segment; ‘ oo

2. TMIN(O), TMIN(S+1), and total adjusteunPU&and nage}l/o
usage for éach segment~as measured by'the wcrkload

monitor after applying“the errorfconrectiongtechniques;
T N - \ %4 .
and, %

3. start and end times for each segment as well as the

breakdown on the duration of the tasks over the entire
&

collection interval divided into 'MTS and non- TS tasks.

Ihe calculations performed are those described Ain-

.
5

L[4

It is gssential that all resources consumed be

PU usage and ‘paging activy

,rezorded, hence;'a check on the above procedure is performed
CP

fo Y- ?ﬁe total’system wide

.

consumption'from thE loadlevel secords is comparedlto the

>

total resource consumpticn calcuwlated by the workload
conversion rontine. Each segment individually, and the

entire collection’interval are all verified.
gy
gl
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Minor adjuStments geed be made to the loadlevel'recofds
to obtain the overall.systeﬁ Aemaqu betwaken THIN(O){andE
THIN(§+1), as chances are that the loadlevel records were'
not generated at pfeeisely TMIN(O0) and TﬂIN(S+1)A Recall
that they are generated once every 20 seconds..The algorlnhm)
to adjust for this proceeds as follows. Let, for exah@l@
‘time y be the time stamp on the’first loadlevel record
_gene:afedlu;th a time stamp value of greater than TﬂIN(O)
and let time 2z be the time stamp value on the”lasf;&ggﬂlevel
record generated before‘EMiN(S+1); Resource cdnsumption from-
the loadlevel records is initially calculated as the ‘ .
accumulated us%ge to z minuas the accumulated usage to.y.
Because y and TMIN(O), apd z and TMIN (S+1) do not c01nc1de
the loadlevel value is multiplied by“

\

{y-TMIN(O) ] + {TMIN(S+1)-2z] -

z-y . LA

to ad just the actual consumption in (TMIN(O),TMIN(S+1)). .

Becaﬁie y-THMIN(0) and TMIN(S) -z are both necessar:iy less
than 20 seconds, the total lengthof time involved in the
estimafion is?smalkq and hence so is any error introducedi

.

6.4.1 Verlflcatlon Software * y

_2l2 .l SEx===xl

The “verifier program, for the above procedure is

written in assembler. The system loadlevel records for a

~

period which includes the interval from TMIN(0) to, TMAX(640)

TN '

/



are colleoted‘as:di

' The input to thé.
g Pl !

1.

the loadlevél'recokds- and

2. the output file 2

o

R
i !f‘
v, . ,‘ . ; EY
sz;;sediln e

ﬁrom the

ction 5.1.1.

program’consists of:

e

4

wvorkload conversion run.

I

Ihe output from the program consxsts of‘

1.° Detailed data for“each seg
the entlre colleotgon 1nte

actual start and end’ tlmes

. ,tlmes'of the closest 1oad eveLsrecords,

.
v

ent 1n addltlon to that of

rval. The-data 1ncludes the

of the Segments versus the

the values for:

CPU. and page 1I,/0 usage from the two sources and the

pe;centage error.

|

The num er of jObS in each llfetlme

categorization are also %ive e

© 6. 4.2 Valldatl%h Results /”
) The error is conSLSten ly
segments for .both CPU tim%.and

error dgenerally indicate

less than 5 percent for all

_?age I/O's; Although the
’ . v

-

the monitor has missed

? that
consumption which the error-analysis techniques have not

3

entirely accounted for,xoccasionally the direction of the:
'S N

error.is reversed (not

n any. of the given cases).

The

results of the chosen ciollection sessions are-gi%en in Table

|

.?2} Where the error excdeds 5 percent the system is

~

error represents less absolute

‘relatively inactive; a#d, in fact the larger percentage

errors

f

The first section‘of Table 3 indicates the number of

I 4

tasks that were in each lifetime categorization. The numbers

in each category are the va%ues in each category summed over

-
all segments.

For example a single task that was category
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)
June 7

Collection May 24
Session 10+a.m. 2 p.m.
Actual 341270, 613767

Page I/0's

Measured 334976 605687 .
Page I/0's .

-/ :
% Error 1.84 1.31

Page I/O'é

Actual 4847.02 6534,20
CPU (sec) : .
Measured U652.26 6219.4Q
CPU0 (sec) '
% Errcor
CPU

\

June 22 June 27 Jdyne 27

noon

85907

8157

869.08.
824.41

3.06 .

-1 a.m. 2 p.n.
21 67487

»
18 65391
Tu.28° 3.10

97.61. 1532.66

90.77 1480.21

TABLE 2 - Collection Error Results

AN
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- ¢
Jane 28
8 p.m.
191

u7v

75.39

494.87

-

"
488.93

1.29
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June 22 June 27 June 27 June 28

Collection May 24 June 7
Session 10 a.m. 2 p.n. noon
) 4
# Tasks! in 2700 2685 2196
Lifetinme )
_Category (1) ]
#. Tasks! ‘in 391 542 156
Lifetime . "
Category (2)
# Tasks! in 421 477 119
Lifetime
Category (3)
# Tasks! in 154 2176 52
Lifetine
Category (4)
# Tasks 753 96¢ 322
Observed in :
Collection
Session
# Tasks 494 712 134
Observed in
Entirety
% Observed  65.7 73.17 41.6
in Entirety :
N
1 - summed over all segmentsﬁ
‘ J
TABLE 3 - Lifet

d.D.

893

22

20

88

37

42.0

2 p-m.

3172

o

228

89

515

266

8 p.m.

O

1172
37
-39

11

114

34

29.8

J

e Categorization Results
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*

(3) in segment 1, categofy (1) \in segments 2 through 19, and

category (4) in segment 20, would account fonﬂ1 of each of ¥
the'category (2) and category (3) qpunt, and 18 of the

<

category (1) count. Theasecond section of Table;B gives the
number of unique tasks ;bserved éver-the entire collection
Csess1on, vhere a single task observed across several
segments counts as one task, and the nnumber of these that
arrived after the first smnapshot of the initial segment and
yrior to the final =napshot of the last segment are

-

& cbserved in their entlrety. As desribed 1in

departeg.,

Sectiom

’

.2.3 a high percentage of tasks observed from

»
arrival to departure assures a representative measure of
true systen workload. During heavy periods, when,kthe monitor

N . ..

ran for at least one hour, at least oﬁe half of the tasks
observed are of this type. During low petiods however, very
few users .are arriving and departing, compared to the number
of system tasks running,-so the pencentage falls. Systenm
tasks are those‘tasks that run as a gelleral operations
procedure and consi%; of all non~MTé tasks in additiomn to
the syst~m MTS tasks as described in Section 3.3. The low
percentage on the June 22hd noomn hour run, reflects that tew'
users actually begin and end session over.the‘lunch break.
Therefore during heavier’periods, when the monitor takes
over one hour to complete, at Léést 50 percent of the tasks

O
are observed in their entirety. Y

With the construction of segments within the collection

session, the collection session is therefore lorg enough to

«
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observe most tasks through from arrival to departure, while
in any given segment the majority of tasks are category (1).

This reduces the méasuremeﬁt error since,‘generally_
speaking, the period of time to whigh the e’rror adjustments
‘ ’ : ; ‘4/
must be arplied is less for category (1) tasks than any
* N

other category. For ‘pxample the time from the middle of a
snapshot, to the start or end of «it, versus the time from the
middle of the intersnapshot interwal_.to the middle of the

. >

S

snapshot.

The andlysis to this point provides for each segment:
1. the consumption rate, CR(i,j), of each task i of every .
Eesburce j, 1<j<X; and,
2. the time period (the arrival and debarture times) over
which each task consumed the resources at these rates.
The consumption rate for each task is‘the'ébserved
consumption divided by the observed lifetime, which ié equal
to the adjusted consumption divided by the adjusted
lifetine. ' |
" As séction 6.2.3 shows the analysis is performed sucq
that there are only S+3 time points when a task can arrive
or depart within a given segment. Thes contiguous time
iﬁtervals, called 'model intervals', built on these 5;3 time
points are the ones that would be supplied to the system

model which would schedule various activities during those

intervals. The S+3 time points at which modelled arrivals

\
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o ‘ﬂyﬂi )
\§¥a deggrtunes can occur ares:,
(1) THIN(O) S | e
(2) IXID(,1) V ' | A
(3) inID(1,é)

(S+2) IMID(S, S+1)

A(S+3) TﬂIN(s+1). ¢
Therefore each segment is composed of the following S+2
model intervals: - | ' .

(1) [THIN(0),INID(0,1) ]

(2) [IAID(1,2),IMID(2,3)]

.

(5+1) [IMID(S-1 s), IMID(S S+1) ]

(5+2) LIﬂID(s S+1),TWIN(S+1)] : -

The lifetime of any task observed in a segment can. be
denoted py the series of model 1ntecvals during which it was
active.

The gubsequent step in the anaiysie is to determine

 Classes of tasks within each segment such that the workload
nodel need only supply paraﬁeter5aon a small set of classes
of tasks, and details on‘tmgihumber of active t4sks in'each'

class during any model interval. : s

4
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- 7. Construction of Workld¥d Model

The analysis described in Chapter -6 provides for each

A . s ' Al

sSegment the résource‘conoumption raoes for oagh task and the
madel intérvals during which it used the ooprespondiné
resources. The anﬁiiois ioithis chapter characterizes theﬂ
active tasks in each segmeént as classes of tasks; or tésk~4'
groupsg Wthh form thé ba51s of the actual worklpad model.
| Each such group is then typified by the average resource
consumption rates of its constituent members. During any
model interval the number o& members in each task group'can
be established from fhe,number of active tasks in that
interval. These task group sizes acé fug£her paraﬁéters used

in the worklcad model. | : s

A .

The specific resoqzoe'consomption data that is
collecoed,“vhéle precise, fénds;to be too VOlpminous. The
reouirement to condense this data, in some meaningful way,
Lfesults in attempting’to-group the tasks acco;ding to
specific characteristicsl Hence, specific tosk groupé are
crystallized out of the total :data and then only the

specific paramters of the task groups need to be considered

in the workload model. .
' )
Previous workload characterization studies have tended
to produce olassifications via manual techniqués. The .

classification of user types for Vd/370 by Bard (BARL76a,



99

BARD76b) is done manuallyvand relied aupon the particular
scheduling mechanism employed by VM/370. Ié‘his paper ;>td
suggests that should the number of users to be claséified
approach 100, automatic techniques would need to be used. He
represents each user class by the mix of trivial and
nontrivial transactions with the average resource
consumption rates calculated over all transactions of that
type over all constituent users.

While the intent here is to produce a similar tjperof
Classification based on resource consumption rates the/
number of»tasks involved well exceeds the suggested vaiue of
.130. Thus a systematic grouping procedure is recessary and
cluster anélysis iséa useful tool. The use of cluster
analysis to determine user g;oups was first rresented by
Hunt (HUNT71), although actual rigorous application of
cluster analysis in this area did not éppear until the
initial work by.Agrawaia et al._(AGﬁA76)‘and that of
Fangméyér (FASG76). The work of Fangmeyer ad@s little to the
original approach takenaby Hunt and makes no attempt to
characteriie the workload as a whole, but rather useé it as
a tool to study the respective usage of, say, two resources.

Agrawala, however, develops a much more detailed

technique designed specifically for the workload kﬁ

characterization application. The technique employed here isé

—

a slightly modified adaption of Agrawala's approach. The
intent of Agrawvala's work is somewhat different but, with

some modifications, the techniques are applicable in the

- .
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present study. The goal, in Agravala's study, is an overall

| classification of the types of users running on the UNIVAC

\ 1108 EXEC & system at the University of Maryland over a one

N _
\ﬁo three day period. As Agravala mentions, the concern

underlying the use of the clustering-technique i;(ZZEX(

~
although the degree of variation in the whole user \\\\\ '

population is large, well defined user subclasses exist
within it. A very complicated probability distribution

representing the demands of the total user population can

' thus, be replaced by several simpler distributions. Because

it is difficult, if not impossible, to ascertain the actual

conditional distritution describing the total user
population, the technigque used is based on no a priori
knowledge of that distribution. The Agrawala clhstering
study is based on the total resource demands~of jobs
measured over a selected period, the intended purpose being
to reconstruct a representative test work(pad. Clusters are‘
found to exist in their study'buf, similar to all

educational institutions, are found to be highly variable

with the time of year.

The current application is different in that a more
precise model is determined. The computer systeﬁ involved 1in
the curfent study is considerably more complex, and although
Agrawala attempts clustering by different methods, including
total resource'consumptibn and number of runs, reéource
consumption rates are never considered. The difference in

the application is best brought cut by considering a change

/

dors
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that is required with regard to the clustering algorithm
(AGRA76) . In their case if a user group or cluster has less
than 5 users, the data for these users is removed from the
original data set and the aléorithm continues with the
reduced d;ta set. However, these S usefs could represent 99
percent of the work onathe system, and yet because‘they form
a small grou; are discarded. Such a technique is entirely
contrary to the current purpose.

The analysis by Bard results in 3 basic task or user
groups where-if any single user group represents too wide a
varieﬁy‘of usaée t hen it‘can be increased to 2 or more
groups. Although 3 groups are prokbably too fef natural
groupings to be expected to characterize~a workload it
indicates the type of ciassification desired. The
\requirement i1s to condense the data as much as possitle
while retaining as much information as possible. For
exanple, it is of minimal use if the classification scheme
reduces<100.users to 50 task groups. A broader
classificétion of at most 10 task groups would be more
useful for the intended application.

» The use of clustering techniques allows natural task
qroupings to evolve. Ihput parameters to the clustering
algorithm require.experimentation to determine the most
useful constraints and coefficients for the current

T
application. For example these values could be set in such a

way as to force all tasks into the same task group or to

allow each task to form its own task group, quite contrary
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to the objective. -

1.1.1 Clustering A;gggithm

The clustering technique is a simple process based on
the k-means algorzthm (ANDE73), vhere each of k resources is
Cepresented by an axis in a k-dimensional space. A nymb of
claster centroids are initially selected. Each data EANnt\is
subsequently assigned1to the cluster that pinimizes the
distance measure Letween it and the centroid. Subsequent
passes, or iterations, through the data points are used .to
determlne if clusters should be split or joined and to which
Cluster each point should be moved. ,

The distance function is a weightea Euclideén distance._
The weighting factors are initially'set to a corstant tut on
subsequent iterations will change derending on the variance
of a given variable within a specific cluster. A variable
that well describes the membership of a cluster will have a
small within cluster variance. The weight igsigned to the
axis }or this variable for that specific cluster is related
to the inverse of the variance of this variable. Therefore,
once an axis of a varlable vith small varlan\? has emerged
as a good determining cluster factor other potential cluster
‘members will necessariby have to be close to tgé cluster
centroid along that axis. The opposite applies\to those
variables that have a large within cluster variancé.

In order to describe this particular clustering

technique and illustrate its applicabilty in classifying
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user or task groups several definitions and notations, ‘in

f

addition to those given in Chapter 6, must be specified:

X' is the number of resources to be used in Qetermining
the task groups uhere X'<X. For ease of use, the_
original X resources are reordered so that the first X'
resources are those to be used in clustering. .
CM(k,x) is the mean of thg k'£h cluster with respect to
resource x, 1<x<X'.

CY(k,*) is the an vector of the‘k'th cluster, which is
the cluster c¢entroid.

W(k,x) is the| weighting factor to be associated with
resource x in the k'th cluster, 1=<x<X'. . )

W(k,*) is the weighting vector of the k'th cluster.

WC is a small constant to be used in calculating the
)

L]

W(k,x).

. - .
VR(k,x) is the estimated value of the variance of:

4

resource x within cluster k, 1<Sx<X'.

CR(i,3j) is the consumrption rate (menfioned in Chapter 6)
of task i of resgu&ce j calculated as the adjusted
actual conquption divided bf the adjusted actual
lifefime of the task. These are the values already
calculated for all j such that 1<j<X. all supseguent
analysis is only applied’to the resources included in X!
ana x . is used rather than j as the variable index. ’

CRL(i,x) is the natural log of [CR(i,x)+10], 1<x<X', the

additive constant being required because CR (i,x) can be
b

~

0. .
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e CRS({i,x) is CRL (i, x)' scaled. %%é,

. CRS(i,*) is the vector of scaledtresgurce'cbnsumption
rates for task i. This constituteéﬂg;aata poigt im X'
dimensional spacé.

;5
o D(CH(k,*),CRS(i,*)) is the dissimilarity measure of task

i from cluster k where task i

consumption rate

vector CRS(i,*) and cluster k ls‘located at the centroid

X,
ATY

CH (K, *) - %“‘i,\\'\,_'

° NC is the current number of clusters. N <
K (k) is the number of data points in cluster k gcluster

»
members).

ﬁ(k,x) is the current sum of the scaled resourcgs S ~

consumption rates of resource x over all members of”

]
LN

cluster k, 1<x<X'. . ‘ .
S -

For meaningful results all X' resources nust be
measured in. similar units and on the sane scale. A simple
N
way to do this is to divide each observed value for resource

X by thellgrgest value observed for resource x, placing all
.

values in the range of G to 1. The probleﬁ with this methyd
N .

is that a single large value, widely separated from/%ie est

L

of the otheg values, gill greatly distort the other valu

after scaling. The scéling(}echnique used here is similar t

the atove but does allow for outliers, by ex&luding them in ’

scaling the rest of the valués. | ’ \\\\\\\ﬂ
The values to b@Aclustered, the CR (i, x) for 15&5X', are

converted to logs, 1ln[CR (i, x)+10], in order to reduce the

o}
spread of these values. The scaling proceeds further by
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determining H such fhat'97.5i~of the CRL(i,x), taken over
all tasks 1§ism for a given resource x, are less than
CRL(H,x) and L such that 97.5% of the CRL(i,x), taken ovef
1<i<M, are greater than CRL(L,x),where the interval
[CRL(L,x),CRL(H,x) ] contains 95 percent of the log resource
consumbtion rates for a given reso&rce X. A new scaled

CRL(i,x), called CRS(i,x), 1is calculated as

P

10* (CRL (1{', %) ~CRL (L, X) )
CRS (i, %) =

CRL(H\.@-CRL (L, x) ] i
\ ‘ {/‘"Q\/‘

-

which for any given resource x are valdés between 0 and 10.

These CES(1,x)'s frcm now on are refer;g@ to as[the values

: / .
of varlabfb x, the (scaled) resodrce (x) consumption rates.

-

Hence, most of these values lie within a hypercube situated

<y
at the origin with sides of length ten.

’

Initial cluster centroids‘fortm clusters are chosen by
any of a number of techniques. The more common techniques

are to choose m data -points from the actual data or,
) 4

alternatively, to establish m points that span the entire
\ ‘

range. The actual technigues used are descriked in Section

7.1.2.
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The dissimilarityﬁmeasure between the data point for
task 1 and thekcenttoid of cluster k, based 'on simple

Euclidean distance, is

\

V4

p[cMik, =), CRS(i,*)] :\[ §1 CM(kox )= CRS L1 x )’
. Xz

q

3

T -
The extension to this measure is to weight each tern

[CM(k,x)-CRS (i,x) ]2, corresponding to task i, by the inverse.

of the within cluster k variance along the axis associated

with the resource x in question. This inverse varidheq\value'

is normalized by the sum of-the weights. Due to this
normalization the dissimilarity measures between a given

data point and any two clusters with very different within

~

cluster variances can then be compared.

o

Hence
-
o
LY xl b 2
, 2. Wik,x) *[cMik.x) - CRS(i, x)]
- D[CMk,#) CRs(i, )] = X1

!

X
' Z:MHKx)
x=1

A}



-

107

» Initially the weighting factors for all variable axes

4

for all clusters are set to

W ‘k, X) = L : [/;‘ P

WC
v ' o,

The clusters created are hyperellipsoidal. They shrink

: . \ ,
along the axis assocjated with a resource that well defines

‘cluster membership and hence has a small within clnéter

variance and grow along an axis associated with a variable

Q

having large within cluster variance and hence poorly
defines cluster membersﬁip.

Fach iteration attempts to reassign the data points to

12

a cluster such that the dissimilarity measure associated

with it and-the cluster is minimized. This measure is highly

_the directiqn,in which the cluster is headed. This midpass o

dependent upon the evaluation of the cluster centroids.

Typical algog}thms update the cluster centroids at the'qnd
ofgéach‘iteration. Thé.aigorithm used here urpdates the

centroid of any cluster upon the addition or removal of a

. data'poiht; unless the number of cluster members is pelow a

certain threshold, S¥IN. In addition the centroids are

recalculated at the termination of each iteration. The SMIN

threshold ensures that thére are enough memlers to establish

recalculation tends to speed convergence.

Before the initial data pass the K (k) and S(k,x) values

are set to zero. Each data point, CRS(i,*), is processed and

if it is assigned to cluster z then.
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S(z,x) <- S(z,x)+C§S(;,x), 1Sx§X'
k(z) <- K(z) +1 : ’
C¥¢z,x) <= CM(z,x) if K(z)<SMIN
CM(z,x) <- S(z,x)/K{(z) if K(z)>SMIN . ‘ .
At the end of the pass each CH¥(k,x) ;s recalculated.
If during a pass a data point is moved to cluster z
from cluster y the‘following calculations aré made:
K(z) <- K(z)+1 _ j
K(y) <- K(y)-1; if K(y) =0 then mark clustet‘y as empty,
set NC.<— NC-1 and relabel all‘the clusters
S{z,x) <= S(z,x)+CRS (i, x), 1<xsX!
. S{y,x) <= S(y,x)-CRS (i, x)
CA(z,x) <- cn(z,k) if K(z)<SMIN
CM(z,x) <- S(z,x)/xkz) if K(z)>SMIN

CM(y,x) <- CM(y,x) if K(y)<SHMIN

CH(y %) <= S(y,x)/K(Y) Af K(y)osyIN

-~

The cluster relabelling procese is such that if there were Q

&

clusters and cluster J is to ke removed then cluster %ﬁg is

novw called cluster J and so on through to cluster Q wh¥ch is

|
-~

now called cluster 0=.l.
Any decision to merge clusters is made at iteratiohn
completion. Clusters p and g are merged if
D(CA(p,*),CH(g,*))<DMUIN |
If during a data pass a data point is processed such that
D(CM (k,*),CRS (i, *))>DMAX for all k; 1<k<NC .,
then-a new cluster is created with that datg point,

. . . . . o
CRS5(1,*), as the centroid. The weight vectcr for it is &et

/

T

)4

ty
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to 1/WC as for the initial pass. DMIN and DMAX are thus the *ﬁ\w/

clustering parameters. that control the actual formation of

\

clusters. . N

At the end of/gﬁeh"

<

jon the W(k,X) 's are

g

~

calculated as

HC +VR (k, x)

where VR (k,x) is calculated as

K(k) e .
2 [CRS(f(i)x) = CcMiKk,x)]
VR(k,x) = =1

Kik)=1 N
' Aﬁ\\\\

and f(1)‘is the first vélue of i for which CRS(i,*j'is in

cluster k, £(2) is the next value of i jand so on up to

£(K(k)). ‘
The algorithm terminates when an iteration results in

no data points being moved,

At this time all the values are 'unscaled' and returned

to their original values, including the cluster centroids.
The scaling is essential in the clustering and ln
the values required for the actual workload model are the

original unscaled values.
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As already mentioned, the algorithm above, except for a
few changes, ié basically that proposed by Agrawéla. Where
~their scaling nechanism includes no compensation. for low
outliers, only for high outliers, the algorithm was e#tended
"to consider both ends. A somewhaf more significant change is
‘ decessary i; dealiné with small clusters. Their algofithm
specificies that, should a cluster exist for 3 iterations
with less than S‘members, it 1is to be dQStEOYed and thé
associated data péints are to be removed from the data

space. This is entirely unsatisfactory for a workload study

and the algorithm was adjusted to retain all data points.

For eacb task over 50 different résodtce consumption
rates are available. In certain cases each of these
resqurce7 become important, hpwever,'attempting to clhster
the data based omn all 50 variabies has minima%,meaning and
would be extremely expensive. This variable c;unt consists
of the resource consumption rates including 2 additional
oﬁes for each MTS I/0 device: tﬁe sum of the input and
'"oﬁtput rateé, and the data tranﬁferred rates. These are
additional CRS (i,x) to more generally describe the activity
on a given MTS I)O device.

During the collection sessions studied, a number of

resources were used by less than 5 percent of the tasks

observed. These resources include unit record equipment,
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magnetic tape, paper tape, electrostatic printer plotter,

remote attached devices, %?d the network. A\Ithouq{E their
consunfption must be considered Ulthln the final workload
model their values are not used to affect clustering.

Four major resources are left to be'ccnsidered;‘

1. CPU time;
- problem state CPU time
- suapervisor state CPU0 time
. “ )
2. Memory usage;“jf
- virtual memory;size
- working set size
- pege f/O's
3. terminal I/O; and,
4, disk fi}evl/o.

The two CPO times;mﬁst no\\ie pooled as the,probleﬁ
state CPJU tlme is a requested resource while the supervisor
state CPU time is an overhead resource which ;s allocated to
fulfill resource requests. ' . | | ¥

The 3 variables‘indicat;ve of memory consumption are;
virtual memory size, working set size (as measured by the
supervisor), and page I/é rate. Clustering was attempted
using various combinations of these 3 variables and the
final decision was to retain all 3. Working set size and
virtual memory size are each measures of reqguested resources
while the fpaging i/O rate is an overhead function th <

describes the response of the system to the request.af

information to be transferred from virtual memory to the
N



working set. The intricate way in which these 3 variables
interact means that the only way in which a true uogkload
desc;iptio; of their usage can be obtained is tc consider
all 3 as essential variables

For terpinal and file systéh disk activity 7 variables“
‘are availabie: number of initializations, number of input

operations, total length of data t apsferred by all dinput

operations, number of qutpuf operatidns, total length of
data tranéferred by all output 6pera;ions, total number of
inéut and output operations, and total length of data '
transferred. Oncesmore,dremembering thaf’thé desired resqlt

L\ ’
is a small number of broad clusters, it is more logical to

con51der t he 1nput and output operations together. The

s . <
2

actual number of I/O operations initiated is a good measure
of the activity. Hence, the variable chosen to describe

A . . :
terminal and file system activity is the rate of input and

5.
<

~

output ope{giiins’for each of these devices.
Fhus, out™aef all X varlables avallable 7 are sel@ctkd

as the host 1mportant ones in characterlzlng task demands,
hence X 1§\l< Clearly the values of the other variakbles
Stlll exist for\all tasks but are not used in the

I

clusterlng-.

7.1.2.2 Choice of Initjal Cluster Centroids

To start the clustering process a certain number of
clusters and theirs centroid values need to be specified.

This préblem of the ihitial number and their locations has

- .
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to be solved. For example, starting with a single clgster
involves many iterations in which the naturally existing
task groups are separated out into new clusters, whereas
s@arting with a very large number of clusters again involves

many iterations to merge the -artificially indpced,gcoups. .

Test runs indicated that 5 distinct clusters émerge and for
this reason 'S5 initial tlusters are used. To determine which
centroid§ these‘initial clusters should have, two approaches
were tested. One approach used 5 randomly selected data |
points and the other approach used 5 points which spanned
the 7 dimensional hypercube. It should be noted that the
choice of 5 randon points'may result in all 5-of them
ultimatély belonging to one cluster and hence defeating the
initial choice of 5 clusters, increasing the number of
iterations. Eoth{techniques Qere apélied to a rumber of
segments. This is a good test to ensure that natural
clusters do exist, since they will evolve from the daté
regardlesé of the initial cluster number and their
centrolids. Altﬁough the cluster centroids moved somewhat,
and the mewmbers in each clgster adjusted slightly the sanme
basic 5 cluster structure%é;isted for both cases. The
approach finally used is a set of 5 equally spaced;ée;troiéé
spanniﬁg the hypercube diagonal. This provides faster

~ convergence since, reqardless of how the initial centroids
are chosen, the resultant clusters generélly span the

hypercube.



7.1;2;§ Clustering Software

Two‘programs are used to perform thévclustering -
analysis. The first program, the segment extractor, written
in assembler, converts the task by task resource consumption.
rate data to a segqent by segment format. For each segment,
the identification aaté and resource consumption rate data
is extracted from all workload data records that measure
activity during that segment. The values are also converted
from their internal representation to.a character fofmal
readatle by the clustering program. The two additional MTS
lI/O counts of total inputs and outputs, and total length of
data transferred are also inserted.

As the workload model is built upon the resource
consumption rates of each cluster type in association with
the number of cluster memters present during any model
iﬁterQal, thé ééfhal times of the model intervals must also
N . N
"be prepared fér inpﬁt to tﬁe clustering prcgram which will
ultimatelyiproduce the workload model. Hénce, the time
associated with the end of each model interval is also
recprded. While processing'fﬁésé‘fimés;ithié p:ogtaﬁ:'

_N<fh£the£méféjﬁegfgrm§ltbemanalysis-of the snapshot exposures

2w st
4

_for”khevcollection séésion pfoducingﬂthé ﬁinimum}‘maximqm,
méaﬁ, and standard deviation of exposure time,-as pfeseﬁ£éd'
in Chappér 6. o \ |

The input to the progg§mnconsists of:
1. the output file 1. from the workload conversion prograa

- providing the resource consumption rates for each g



task; and ‘
2. the QQ file - providing the data.to‘calculate the model
imterval.

ng output from the pfogram consists af:
1a thg resource consumption rate data split and reordered

segment by segment and the model interval timeé; and,
2. .the analysis of the snapshot exposure times.

The second program, written in ALGOLW, uses the segment
by segment data frcm thesoutput of the first program in the
clustering analysis algorith described in all of Section
f.1 abomg. This progcam.allows the user to specify which of
the 50 or so X variables should be used to defermine the
clusters, whether or not non-M¥TS tasks should be included in
the clustering, and finally the clustering pa:ameterg!»The
final output is the worklocad model giving for”each ségment:
the number of clusters within the segment and specifics of
each cluster, including arrivals and departures. For.éach.
resource conSumptlon varlable the mlnlmum, maximum, mean,
and standard dev1atlon within the cluster are élven
- regardless of whether or .not the varlable was. lnvolved 1n
determining the clusters. All these values are in terms of
“the unscalea'valueSQCR(i,x), as once the clusters are
astablished the values are converted back to their original
unscaled form.

The input to the program qpnsis;ﬂof:”

1. ~a—specificatiqnfgfith@‘clmaterindﬂparameterst SMIN, HC, -

DMIN, and DMAX, as well as the variables defining the



cluster space; and,

N3

2., the output file 1. from éhe Segment extractor.
The output from fhe rrogram consists of:

1. detailed data on the formation of the clusters along
with the final result giving the clustering variables in
both their unscaled and scaled format as well as the
non-clustering variables - supplying min}mum, maximum,
mean, and standard deviation for all variables; and,

2. the worklcad model as desribed in Section 7.2.

The clustering is used to determine task groups .within
each segment. However, the anélysis showed that a consistent
set of 5 clusters exists across all segments of all
collection sessions. Ocanionally an exceptional task will
cause an additional cluster to be formed for it alone, and
fin éq}etgpépgcds'one'Of_ﬁhéICLUSters.might be-missing
aitogetﬁer.~ -

‘The clustening dlgofithm wag attempﬁédlwith a variety
of cluster va:i;bles and cluster bérametérs. The choice of
the final set of variables is explained above. The values of
"the cluster parameters were determined by analyzing various
test runs. The effect of various values of WC and SMIN were
found to be minimal and hence were set to the values used by
Agrawala, .1 and 5, respectively. DMIN and DMAX are much
more impoftanf-bThéy‘ate"set‘to .5 and 3, respectively. When

a value of less than'3 is used for DMAX then at least an



additional 5 clusters appeér, each with a single member.
This destroys the ggkgral broad.classification required.
Hence, the lowest value of DHAX,'3, which generates a broad
set of clusters was decided to be the optimum value.

The convergence of the algorithm is rapid, generally
converging in less than 10 iterations, and always converging
in less than 20 iterations.

As mentioned ébove, 5 general clusters evogged from
within the data. A series of Kiviat graphs are pgovidéﬁ in
Appendix B which illustrate these clqstérs;"A series of
segments are illustrated for the JO,a.ﬁ.\Eun from May 24th
followed by the first segment of e?ch of Epe subsequent
rans. The first of these figures is rgproduced as Figure 9
for eaéy reference. Each figure illustrates the 5 clusters
formed during the segmént, with each Kiviat graph
repreSentihg one of the clusters. The clusters A through E
appear in the same order as the algorithm generated them
pased on the initial 5 seed centroids. The values plotted
are the scaled values for the centroids (bcld line) and the
within cluster standard deviation (light line) for each

_ o
clustering variable. As these are scaled values each
variable axis runs from 0 to 10. A low standard deﬁiation ph
a given resource axis implies that that resource \
distinguished well between members of that cluster vdésus
non-members. Therefofe the standafd deviations canﬂbe used

to recognize the resources that determined a given cluster.

For any segment, 5 basic clusters exist. Two of the

o
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clusters, whic@ include all of the non-dT3 tasks, show
‘little or no'uEage of disk-files or terminals, cne of these
two clusters often"Shows no activity at all. The lack of use

N of’terminalsrand‘diskhﬁileﬁéare the factor?/that‘best\:

determlne membershlp within these two, clusters, the ‘standard? .© -

dev1at10ns on the other axes belng relatlvely rge. These

tvo clusterc are clusters A and B 1n Flgure 9.

The remalnlng three clusters generally group the other

~ tasks primarily on thelr C?U consumptlon. Generally speaking
as_the consumptlon ‘of CPU tlme lncreases across these E R
'remalnlng clusters so do the other varlables. DlSk flle,>'
I/0's often do not follow thlS general pr1nc1ple and show a
higher usage in the wmiddle cluster of this group. The tasks
that consume very large amounts of CPU time per unit ©
interval are necessarily performing less I/0. Eence, the
observed reducticn in T/0.
In some segments, an additional 1 to 3 clusters
sometimes appear. Each of these additional clusters has but
., one member and generally represents eftreme usage in one or
more of the variables (i.e. a scaled value of > 11). It is
critical however, that these exceptional clusters be
included in the final vorkload model. for example, this -
occurred for the first segment of the June 7th, 2 p.m. run.
This cluster, containing one

Imember, is not illustrated. It

was unusual in that its. scaled VM 51ze was, over 19 and both

,~—x, _,& ;

,r<:1ts superv1¢or State- CPU tlme and and page<1/0's exceeded

" ~ 4 g
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.Extreme(slov periods such as thoseAillustraﬁed‘bytrhe 8.
p.m. run nn June 2éth, and the 1 a.m. run on June 27th are
basically the‘same with minor differences. During both of
these sessions very little paging aas‘done. In_noth'Figures ;>
18 and 20 clusters E and A correspond to the first two
clusters discussed above. Clusters C and D correspond.to the'
second set ofvclusterS'descrihed above. Often in periods of
low activity this'grcup ofbusers formed eniy,two;clusters

rather than the 3 observed elsewhere, which is surely due to

" the general lack of act1v1ty at these tlmes. One addltlonal

*cluster Uhluh does not fall lnto the general pattern
desr;bed:abpve also appears in each of Flgure 18 and 29, the
ciusrer labelled é. Only a small porr;On of the jobs
required.anyﬂpaging:duéing these periods, and rne amount of .
paging they ‘requested das small. However, becauseyfhey
requested any at all the scaling meehanism indicated they
required the most paging. Because their small anount of
paging was converted'to a large scaled value these tasks.
formed tbe;r cwn cluster. Hence, the general clusters still
occur within periods of lower usage, with occasional
exceptions. ' .
Included at the end of Appendlx B are sif tables which
supplement Figures 11 through 20.,Table 4 gr;es tne number

of tasks in each cluster and the pertentage they form of all
N :

?the tasks observed. Tables 5 and 6 give the minimum; %

;maxlmum, and average number of tasks actlve during any model

1nterval fdr each of the segments lllustrated. The values .
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are given for MTS and non-MTS tasks. Tables 7, 8, and 9
supply the actual unscalederesource consumnption rates ﬁor
the variables forming .the axes of the Kiviat graphs. The
'values show how widely spread the actual values can be for~
two different segments vith very similiar scaled clusters.

F example, cluster E in Flgures 11 and 12 indicate

approx1mately the small scaled value of CPU. problem state

- tlme, however ‘the -actual values as glven in Table 7, show -

that the actual consumption rate .was over .twice as- hlgh ‘in”

the second segment. I N

The workload model Sultable as 1nput to a eystem model
" can now be formulated. The uorkload model specxfles the
workload oharacterlzatlon for each segment. The segment
fcrmat consists of a set of K reSouroe oonéumptlom rate
vectors where K Clusters have been determined wiﬁhin the
‘segment. éuoh_aPSégmentﬁformafﬁis'giVen ih.?igure lb} The'
vector consists basically of t he resource consumptlon rate
vector with the addition of the two MTS I/O rates. The final
workload model therefore consists of a series of worklcad
models for each segment of the collection session.

As discussed in Chapter 4 this model includes several
features and teohniques heretofore not considered in other
- studies. These ohanges produce a worklcad model that has not

© .significantly increased in complexity yet 4s more powerful.
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k)

" e The endpoints of each of the S+2 model intervals
T®IN (0), INID(0,1), ... IMID(S,S+1), THIN(S+1)
. The numper - of clusters.in the segment.

*********#*****************#***************!************
*******Data Section that is retained for each cluster®*xxx
e The number of MTS and pon-MTS tasks in this cluster

. active durlng each of thhe S+2 model ‘intetvals. .
For each of the following tNe values given areé the mlnlmum,
maxlmum, average, and standard deviation of that resource
‘across all tasks in the cluster. - .

. Virtual memory size. . "
¥Yorking set size. '

. ® Problem state CPU consumed per- second in 1000ths of a

, - mpicrosecond.

e . Supervisor'state cPu consumed per second in 1000ths of a

microsecond.

) Page I/0's done per second times 1000.

. HASP pages printed per second times- 1000. . ,
For each of unit record devices, magnetic tape drlves,
terminals, disk files, paper tape, electrostatic printer
plotter, remote attached devices, and network dev1ces
~the followlng 7 fields appear, where each one is
retained 1nternally as times 1000:

‘Initializations per second.
Input operations per second.
Total data length involved with input operations per
‘second. )
. Output operations per second.
Total data length involved with output operatlons per
second.
~Sam Of input. and output operatlons per second.
. Total data. length” involved in all 1nput and output'
.operations per second.- -

. 'The total number of think times measured in the segment.
o The total time due to think timeés in the segment
' measured in 1/122nds of -a second. :

® The total number of response txmes measured in the
Segment.
. The total time due to response times measured in the

segment measured in 1/122nds of a second.

FIGURE 10 - Wockload Model - Segment Format
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‘8. Summary, Conclusions, and Future Reseanch

The workloadrmodelAdesigned aﬁd;implemented'i
fﬁard's appreach'(BARD76a; BARD76D, EXRD77; BaRD78 to the
(AGRA76

fproblem-and'uses‘Agrawala's clUsterimg'techBQ?u

WAGRA77a, AuRA77b AGRA78) to determiné natural grouplngs of

task demands. The fimal'model is considered 5 be superior~
to those on which it is based because-the wolrkload models
retaiDSxmuch more information (see Sectlon 4, 3}\\dthout;

51gn1f1cantly 1ncrea81ng the 51ze or complex1ty ofNit.

The model as it stands is suitable to form the rkload

input to-a-system model which is designed to deal wit

hardware and scftware resource changes (see Section u4}1).
;- - X X S . .’ -L ) . »

With further analysis it 1s also suitable to generate Ja

synthetic jobstream. ‘ - -

1 Workload Model

The hlghllghts and lmprovements lncorporated in the

present wcrkload model were mentloned in general terms in

B

Chapter ‘4; the spec1flc 901nts are summarlzed below.

e As in preyiqus,stmdies it waS“determined_that“the_volume-p.

of data to be processed requires reduction. However,

this reduction must kring out the inherent

sharacferistiés of the real workload- instead of hiding
then. Hence, task groups are determined-from within
data where each group is parameterlzed by the avera e of

"its members. Instead of manual cla551f1catlon a gen ral

123 . }

'basedrque“



.4 one to three hour measurement session was found to be
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clustering algorithm is emfployed.

N ,
hecessary. Previous studies reduced-the data from each
sessiog to one set of values, averaging out all peaks in

the data. The current study retained peak and valley

- ) L .

-information by defining segments within the total

perlod.

The general technlque of" measurlng*total resource
oonsumptlon is replaced by the use of rates and precise
measurement of rhe arrival and departure of each task.

The change here is much more than simply replacing

totals by rates, it is a detailed analysis of the

lifetime of the task in conjunction with its //[//\\J

oonsumptlon. Although such an analy51s compllcates the .g("‘,”_,“

-flnal workload model” very 11ttle 1t retalns an" Lo G

1ncred1ble amount of addltlonal 1nformat10n.

. Flnally by measurlng consumptlon from above the lowest

LS

'ilsoftware level the Horkload model can be used ‘as_input.

to a system model de51gned to study hardware resource

-~ changes - and manyvsoftware,resourcé~¢hanges;~“

- Ferrari's (FERR78)'general characteristics‘of"korkload"

models stated in Chapter” 2 are now discussed in terms of the

present worklcad model.

!
Reﬁresentativeness:
The worklcad model is bUllt from observed workload data
whlch ;s valldated and the resultant task groups are

alloved to form naturally. The.inclusion of segments,in
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the entire collection session ensures the retention of °
peak and .valley information. All of these feétures
ensure a representative workload model.
Reproducibility:
Once constructed the workload model will always
represent the same distribution of resource demands.
Flexibility:
The workload model is corpleteily flexibie given the
current command structﬁre of MTS and the current
hardware resources. as additional hardware resourceé aré
added to the system, modifications to the software tools
would Lke required to include them. Additionally a
workload model can be built for any requested tinme
period.
Simplicity of construction: N

A
The software tools dévelopedvmake the éreationgéf(zg
'QOfklOéé’mgdel éxfremély‘éimple'aﬁd Completélyv‘
'aﬁtométic.'ﬂoﬁever; the deveLoéﬁeﬁt effort énd cost of
the detailed monitofing and‘analfsié must ndtkbe‘
‘overiookeé in the‘construction of the resultant compact
model. ” | | ”
Compactness: § . &
The techniques employed reduce massive amounts of daga
io a very compact model which is primarily intended as
input to a detailed system model. As it stands)it is

sei{l too detailed to be used directly to generate a

synthetic jobstream but further analysis can reduce it
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to the level reguireé.
. USQge Costs:
The costs of dsing it are the éagts of running the
sysfem’model or the synthetic jobstreanm.
. Systen indgpeﬂdencé:
It is entirely dependent on HTSlbut is built to be
unaffected 'by various low level éhanges in the MTS
softvare, as‘for example chénges due to a new file
system or a new spooling sfstem. Additionally, some
hardware changes do not affect the construction of the
workload model at all, for exam?%e the upgrade to the
AMDAHL V/7 required no changes. G;hézélly changes would
ke required fof the addition of new hardware but not for
» upgrades. The superviso; CPU time is dependent upon the
structure 6f the.supervisor and may require adjustment,
if it is used as i;put to a system mogel H!%ed on a new
supervisor. Hoﬁevér, supervisor CPU time is likely to be
a resoufce built into the systen nodel rather than
acdepted as a wﬁrkload inpuat parameter.
e Compatibility: X
It.is’compatible directly for the system model
applica;ion and with modification can be used to
generate a sjnﬁhetic jobstream. ,
Such a model allows for very detailed studies of 4TS.
In contrast a system such as that described by Buzen

(BUZE78) appears very useful, and mych less specialized, but

once the specifics of a partichlar application are-

—

&
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considered it beccmes doubtful if such a general purpose
tool could ever perform well. Buzen's workload model is
‘constructed ofvvarious user types, such as batch and
terminal, with the number of milliseconds of servicing
reéuired from each device each time a member of that user
type is given the processor. Such a vorkload model is
difficult to build in addition to being somewhat
unreélistip. The cu éhtdstudy proposes a more specialized
workload-system mogdel, but one that is accurate for its

intended purpose.

8.2 Future Applications

The two intended applications provide a very powerful
set of performance tools for MTS. Each application is a

significant further research Sthdy.g

The system model has been described inm Section G. 1. It

is a general fpurpose tool that could be used to study the

L™

effectfpf almost any change to the hardware or software
resources on the performance of the systenm.

The workload:model inter faces with the system model by
the segment by segment data composed of ‘details on each

cluster in the segment as shown in Chapter 7. The'system

s

P

e
1 )

. , e
nodel would process the workload data, a model L@keryal at a
' ~ 5 ‘ .
time. Each model interval copntains the numkter of members for

each type of c%d%tgr present. If the number changes from one

@ e 3’ »‘pu, ﬁ : Zd o

»
P
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ﬁ;dei inéefvailto the next, the difference is proqe;séd as
eithér the arrivai or the departure of tasks. Each segment
6f wbrklo#d data specifies a new set of clusfers; hence, at
seghént“ehd the task profile associated with a given cluster
changes, allitasks from the: previous segment. depart, and all -
‘“néw tasks arrive.ﬂAlthough the means can be used, the
standard deviations,wminimum; and maximum of each rate for
each task group is also given, so a dis@tibution'based“on
this data could replace the mean for an even more accurate
representation.

‘Careful consideration would be required with regard to

which non-MTS tasks to include and which to exclude for the

wcrkload model.

The workload model available is sufficient to be usedf7N
in the construction of a synthetic jobstream. However it
requires reduction before it canm be used to generate such a

synthetic jobstreanm.

(Y]

Although detailed methods exist for calibrating

synthetic jotstreams the actual success of a synthetic

~

jobstream lies in the representativeness of the synthetic
job or script used. It is not a precise methodology, but
rather an attempt to define a task that will consume

.resources at a specified rate, or preferably to construct a .

<

program which will generate the job or script according to

o

specified rates. N
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Once the stream of jobs is defined a driver is used to
run the system as if this was a production stream. Such a
driver already exists for MTS. ,

Therefore the steps required to derive such a synthetic
jobstream, which is but another type of workload model are
twofold. F;rstly, the data prov1ded in the curredt workload
model must te reduced. The set of task group definitions at
each segment must be replaced by a set that can be used to
Fepresent activity for the entire session. This reduction
must be performed carefully, with close attentior to
workload peaks. A detailed study of this portion alone could
be extensive. Secondly, a synthetic job generatcr would have
to he developed. The specifications for each task group
would be supplied to tne generator and a scrlpt would be

produced. The number of these scripts started would ke equal

to the number of tasks in the task group.

In the area of the workload model itself, additional
significant studies could be done based on the wvork
presented here. Now that the software tools have been
developed, the process of building a workload model for any
required period is straightforward, allowing any of a number
of studies to be ﬁndertaken.

The structure and flexibility of the workload model is
suited to studies as basic as ttat of studying the effect of

different charging schemes on Auser demands. Comparisons
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could be made on the demands thé users make as the cosﬁs of
thé various resources change. This ‘would be a:long term
study as changes in the short run would forcé all users to
do all their wcrk during the period with the lowest charges.
The clusters lend themselves to a detailed time series
analysis. This would ‘involve determining way5»ofiapp1yin§g .
time series analysis to clusters. Such a technique could be

used to calculate projected workload on which hardware

planning could be based.
/

.

An additionél study-could centre more closely‘on the
clustering parameters and the relationship between sets of
clusters created from the same data but using different
Elustering rarameters. A detailed analysis of the actual

\v

data loss incurred by reducing to a given number of clusters

.~ "could follcw.

The idea of true systém independence has not been
accomplished in this study, but perhaps similiar techniques
could ke applied to the truly.system independent,heasures |
mentioned in Chapter 2 such as the virtual memory required
for a table look-up implementation. )
A number of the standard problemsbyith uérkload
" modelling have been overcomeé in this study. Further work and
extensions based on similiar techniques may succeed in

overcoming additional protlenms.
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Analysts can monitor the system in real time or
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Chanson, S.T., Bishop, C.G., ™sSimulation Study of
Adaptive Scheduling Policies on Interactive
Computer Studies", ACM SIGMETRICS Performance
Evaluation Review, Vol. 6, No. 3, Summer 1977, pp.
33-39.

, -The- paper discusses a simulation model used
to test various scheduling algorithms. The model
is a simplified version of MTS at the University
of British Columbia. The workload is initially
divided into six user classes and then jobs for
each user class are constructed. The input from
these jobs to the simulator is in thé form of an
I/0 request with specifics supplied, or a terminal
request with the CPU usage supplied. It is not °

~clear how the user groups were determired.

«

Cheng, P.S., "Trace Driven System Modeling", iBM

Systems Journal, Vol. 8, No. 4, 1969, pp. 280-289.

The paper desribes a simulation model driven
by a resource allocation trace derived from data
collected while running a series of controlled
jobs on the system. The author proposes this as a
way to ease the task of producing a system model
as the trace data itself provides detailed
information such that the simulator itself need
not be as extensive.

Fangmeyer, H’, Gloden, K., Larisse, J., "An
Automatic Clustering Technique Aprplied to Workload
Analysis and System Tuning", Modelling and
Performance of Computer Systems, Ed. H. Beilner

~and E. Gelenke, North-Holland, Amsterdam, October

1976, pp. 427-433.

Basic clustering technigues are applied to
two accounting variables from a month's accounting
data from an IBM 370/165 0OS system. The authors
are interested in clustering only a small number
of variables at a time, using the results to
determine the relationship between the usage of
the chosen variables.

 Ferrari, D., "Workload Characterization and

Selection in Computer Performance Measurement",
Computer, July/August 1972, pp.18-24.
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The author addresses a number of alternatives
to the workload characterization problem and

"discusses the costs and. tradeoffs involved. A.

particular concern is deriving a characterization
that is representative of the real workloap.

- Ferrari, D., Computer Systemns Performance

Evaluation, Prentice-Hall, Englewood Cliffs, New

This book is an in-depth study in the entire
area of performance evaluation. The author
sigulation, and analytic tools available, in d
conjunction with their appropriate applicationms.

- Workload modelling is presented along with each of

these techniques. In addition, an entire chapter
is devoted to workload modelling. Many ideas are
presented in detail while significgnt current
literature is at least touched upon.

"Flynn, ﬁ.J., "Trends and Problems in Computer

Organizations", Information Processing 74 {Proc.
IFIP Congress 74), North Holland, Amsterdam,
dugust 1974, pp. 3-10.

The author is concerned with current and
future architectures and-the need of the designers
to be familiar with the use and efficiency of the
software and of the hardware. The paper looks at
the efficiency of the IBM 7090 and 360
architectures in conjunction with the Gibson mix,
described in (GIBS70), and with the data tollected
ty Winder (WIND73).

Fogel, M., Winograd, J., "EINSTEIN: An Intermal .
Driver in a Time-Sharing Environment?, ACM SIGOPS

Operating Systems Review, October 1972, pp. 6-14.

The paper desribes a program written to allow
a reproducible load to be run on a UNIVAC Series

- 70, under VMOS. The load can be a mixture of batch

and time sharing applications and a task is
presented as either a terminal script or as a
specified series of resource demands.

Gibson, J.C., "The Gibson Mix", IBM Technical
Report No. 00.2043, June 1970. -
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A particular instruction miX 1is defined. The

raper was unavailable but is used as a base

reference in other publications such as those by
Ferrari (FERR78) and Svobodova (SVOB76).

Gomaa H., "A Modelling Approach to the Evaluation
of Computer System Performance", Modelling and
Performance of Computer Systenms, Ed. H. Beilner
and E. Gelenkbe, North-Holland, @msterdam, October
1976, pp. 171-199.

A system model for the CDC 6000 Kronos systen
is described. The system model employs simulation
and regression techniques and accepts as input a
regression workload model. The workload model
expresses the elapsed time of batch jobs in terms
of the job's resource demands. The workload model
is ccmposed only of those jobs that perform yell
under the regression workload model constructed,

the remainder teing discarded.

v

Hartigan, J.A., Clustering Algorithms, John Wiley
& Sons, New York, 1975. ‘ '

A detailed theoretical study of clustering,
with some applications inserted.
M)

Hellerman, L., "A Measure of Computational Work",
IEEE Trans. on Computers, Vol. 21, No. 5, May
1972, pp. 439-4usb.

The author is concerned with a measure of the
computational work required by a given data
process that is independent of a particular
machine and the associated instruction set. A data
process 1is defined as a set ot inputs, a set of
outputs, and an assignment of a unique output for
each input. The proposed notion of computational

work is based upon this definition and measured in

terms of the information that must be stored in

‘memory for its table lookup implementation.

Hillegass, J.R., "Standardized Benchmark Problens
Measure Computer Performance', Computers and
Automation, Vol. 15, No. 1, January 1966, pp.
16-19. :

«“' .
The paper discusses a system of standardized

‘benchmarks used to compare systems. Given the

manufacturers' timings the performance of the

Oy
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system on this application is calculated allowing
fcr comparisons. THis calculation produces a
result very near to that produced when the
benchmark stream is actually run. :

Hunt, E., Diehr, G., Garnatz, De, "Who are the
Users? - An Analysis of Computer Use in a °
University Computer Center", AFIPS Proc. SJC¢C,
1971, pp. 231-238.

A description of the methods by which a
categorization of the users of a -€DC 6400 systen
at the University of Washington was attempted is
presented. For resource usage on a per task basis,
the authors investigate the statistical properties
of the variables, including the correlations
between measures. Cluster analysis succeeds 'in
defining the user groups in terms of their

- resource demands. , -

Joslin, E.O., Aiken, J.J., "The Validity of Basing
Computer Selection on Benchmark Results", :

Conmputers and Automation, Vol. 15, No. 1, January

1966, pp. 22-23. R

The use of benchmarks in Selecting co%puter
Systems is considered valid given that the
benchmarks have been constructed properly.
Lifferent machines perform better on different ]
Fortions of. the workload. It-is imprortant to know
the relative weights of these functions in the
real workload.-

Kernighan, B.W., Hawmilton, P.A;,_"Synthetically
Gen€rated Performance Test Loals for Operating

Systemns'", Proc. First Annual SIGME Symposium on
Measurement and Evaluation, February 1973, pPp.

121-126.

Ty
b

The paper describes the development of a
synthetic benchmark tool used to study a dual
processor HoneyYwell 6070 running SECOS III. A
generator converts accounting information into. a
synthetic jobstream by use of a parameterized
synthetic job. They find that relatively little
detail is required and that the system performance
heasures are insensitive to the internal structure

of the jobs composing the workload. .

Klein, R., "Software Tools to Construct Synthetic
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‘Benchmark Jobstreams", Share Inc. Computer o

¥

Measurement and Evaluation Selected Papers fronm
the Share Pr_ject Vol.~3, 1975, pp. 294-300.

The paper discussed the software tools
developed at Bell Telephone Laboratories to
construct a representative synthetic batch
jobstream based on resource utilization. The tools
include a synthetic job program, calibration
programs, and a Jjob generator to turn usage
statistics into a runnable synthetic jobstreanm.
The synthetic job is based upon that described by
Bucholz (BUCH69) with extensions to the I/0 area.
This is"a cofpanion paper to the paper by Ritacco
(RITATS) .

¢

Knight, K.E., "Changes in Compiler Performance - A
Historical Review", Datamation, Vol. 12, No. G,
September 1366, pp. 40-54.

]

The author discusses the performance changes
encountered during the ‘industry's first 20 years.
He studied workload by analyzing the frequency of
1nstructlon types in several programs. He then
derived a formula for the performance of a
computer for scientific and commercial
applications based on the study. For 225 machines,
their performance was calculated using their
internal timings and the derived formula.

Kumar, L.5b., Davidson,. E.Sy, "Performance
Evaluation &f Highly Concurrent Computers by
Deterministic Simulation", Communications of t
ACM, Vol. 2%, No. 11, November 1978, pp.904-9
. “

A studyﬁto investigate the performance of
alternative hardware configurations of the
CP2U-memory subsystem of the IBM 360/91 is

the
13.

'ﬂdlccusséd ‘A deterministic simulator is used. The

».to drive the simulator is referred. to as
j‘qs&ream and is generated in one of two .
% :y one program is copsidered at a time and
the ﬁqﬁpﬁél stream is either based upon
1nstr¢6tx@& frequency data or trace data collected
wvhile runnlng the program.

“

Landewehr, C.E., "Usage Statistics for MTS", ACH

SIGMETRICS Performance Evaluation Review, Vol. 4,
No. 2, April 1975, pp. 13-23.

& s

1
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The author discusses usage statistics for MTS
at the University of Michigan collected during
November 1973, while running on an IBM 360/67.
Also included is information from October 1974
showing the increased load. Included are the
number of batch jobs and terminal_ jobs by hour of
the day, CPU utilization, and batch jobs awaiting
execution. Consideration is given to the resources
consumed by the overhead tasks.

)

Lasseter, @.L., Lo, T., Chandy, K.M., Browne,
J.C., "Statistical and Pattern Based Models for
CPU Burst Prediction", Proc. Computer Science and
Statistics: 7th Annual Symposium on the Interface,
October 1973, pp. 123-129,.

Concerned with analyzing and predicting CP2U
burst patterns, a Markov process is,used to model
CPU burst generation. CPU burst patterns for 400
jobs are taken from trace tapes produced on the
UT-2D operating system for the CDC 6600 and
analyzed to prgduce'the mode l. The conclusion is
that a schedul@® that can simply recognize whether
a current burst is long or short'is 90 percent as
effective, performance wise, as a scheduler that
can actually predict CPU bursts in advance.

Lucas, H.C. Jr.,%Performance Evaluaticn and
Monitoring", Computing Surveys, Vol. 3, No. 3,
September 1971, pp.79-85.

This is an overview paper that considers the
purposes of performance evaluation to be
selection, evaluation, and projection. The methods
considered as tools are internal timings, .
instruction mixes, benchmarks, synthetic progranms,
simulation, and analytic models. In addition, a
kernel program is considered as a tyre of
benchmark that utilizes only the CPU, and not I/O,
and allows for comparisons of manufacturers!
timings with the actual timings.

Mamrak, S.A., Amer, P.D., "A Feature Selection
Tool for Workload Characteriztion™, Proc. of
SIGHETRICS/CHG VIII Conference on Compute.

Performance: Modelling, Measurement, and
Management, November 1977, pp. 1 *-139.

The paper addresses the p: olem of selecting
a subset of the total worklo .1 variables. The
variables used are resource request vectors.The
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algorithm works with the clustering techniques
described by Agrawala (AGRA76, AGRA77a, AGRA77b,
AGRA78) . One subset of variables is considered
nore effective than another in determining cluster
membership if. the estimated probability of error
in describing cluster membership is less for the
first. The final subset ultimately depends on the
function of the subset and how closely it
describes the actual workload. If the generated
workload is to be used to study a particular area
of the system, then the variables directly related’
to the area under study should be included.

~

MEAD78 Mead, R.L., Schwetman, H.D., "Job Scripts - a
Workload Description Based on Event Data"™, AFIPS
Proc. NCC, 1978, pp. 457-u464. : ‘

The generation of the job scripts used as

input to the trace driven simulation model of the
CDC 6500 at Purdue University is discussed. A

- monitor collects event data while the system is
running. This data is thken manipulated to remove
load dependent activity. The method is considered
complete and as requiring few overriding -
assumptions. It is, however, expensive and bulky.
The volume of data can wake it difficult tc fornm
any overall conclusions.

MORG73 Morgan, D.E., Campbell, J.A., "An Answer to a
User's Plea?", Proc. First Annual SIGME Symposium
. on Measurement and Evaluation, February 1973, pp.
112-120. '

The proposal given is that synthetic
jotstreams are the most cost-effective technique
for choosing the best system or service bureau.
Synthetic jobs tuilt at the resource demand level
and the service demand level are considered, with
the latter being the more portable.

OLIV74 Oliver, P., Baud, G., Cook, M., Jdohnson, A., Hoyt,
P., "An Experiment in the Use of Synthetic
Programs for System Benchmarks'", AFIPS Proc. NCC,
1974, pp. U431-438.

The paper describes an experiment in using
synthetic programs to attempt to overcome the
limitations imposed by standard benchmark
techniques. The authors find that a small number
of synthetic jobs can be used to represent a
varied workload, via parameterization. Individual
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modules prove useful for isolating particular
Lesource usage. ’

Y

-

Orchard, BR.A., "A New Methodology for Computer
System Data Gathering'", ACM SIGMETKICS Performance
Evaluation BReview, Vol. 6, No. 4, Fall 1977, pp.
27-41.

The author propdses that unbiased sampling
techniques may produce better data at lower cost
than the more common data gathering technigques
currently in use. All sampling is done in a
strictly boolean fashion and is collected via
random sampling. Given a desired confidence
interval, the number of sanmples requlred can be
calculated.

Raichelson, E., Colllns, G., "A Method for
Comparing the Internal Operating Speeds of
Computers", Communication of the ACM, Vol. 7, No.
5, May 1964, pp.309-310.

The paper discusses using weighted
instruction timings to derive overall machine
timings flgures that can be used- for meaningful
comparisons. Rather than just comparing memory-
access time or .the time required for an add
instruction, the real operation frequencies should
te determined. The value used should be the
weighted average based on the actual irstruction
timing and its relativé frequency. N

Ritacco, J., "Evolution of a Synthetic Jobstrean
Model", Share Inc. Computer Measurement and
Evaluation - Selected Papers from the Share

Project, Vol. 3, 1975, pp. 294-300.

This paper describes the evolution and the
use Of the tools as described by Klein (KLEI75). &
batch jobstream has been modelled successfully
such that the ‘demands of the batch jobstrean
differ from the demands of the production
jobstream, on which it was based, by about 10
percent. Particular problems experienced and the
corresponding solutions are presented.

Rozwadowski, R.T., "A Measure for the Quantity of
Computation”, Proc. First Annual SIGME Symposium

on Measurement and.Evaluation, February 1973, pp.
100-111.
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Workload is defined in tebms of the
mechanical work. If enerqgy, or?;Q§§/ﬂis applied to
some data, order is attained by t data. fThe
energy is absorted and traded for less -disorder.

Saltzer, J.H.,Gintell, J.W., "The Instrumentation
of MULTICS", Communications of the ACN, Vol. 13,

‘No. 8, August 1970, PP. 495-500.

The collection of tools to aid in measuring
MULTICS is discussed. Among these tools are two
types of benchmarking facilities. One is a program
for a PDP-8 which, via telephone lines to the main
System, simulates between one ,and twelve terminal
users executing a given terminal script. There
also exists an 'internal user' benchmark facility
where the users are defined internally to the

System with minor overating System modifications.

Schatzoff, 4., Tillman, C.C., "Design of
Experiments in Simulator Validation™, IBM Journal

of Research and Development, Vol. 19, No. 3, May

1975, pp. 252-262.

The simulator studied was designed for
testing new software algorithms for CP-67. Trace
data is reduced and provided as input to the
simulator. Experimental design considerations fronm
the statistics point of view are discussed and
used in the calibration and validation of the
simulator.

Schwemm, R.E., "Experience Gained in the
Development and Use of 1SS", AFIPS Proc. SJcCC,
1972, pp. 559-569. ,
- :

The experiences with TSS from 196¢ through
1972 are presented..In particular, the experience
gained with regard to System structure, system
performance analysis, software development tools,
and the management of software development are
discussed. In the area of system performance,
external tools, such as benchmarks, and internal
tools, such as measurement tools, are discussed.

Sherman, S., Baskett, F. III, Browne, J.q., "Trace
driven Modelling and Analysis of CPU Scheduling in
a Multiprogramming Systen", Compunications of the
ACM, Vol. 15, No. 12, December 1972, pp.

1063-1069. ’
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A study done on the performance of various
scheduling algorithms is discussed. A simulation
model, drivem by trace data collected by an event
driven software probe, is used. The use of trace
data as input, in addition to being low level,
allows the use of actual data.

- N
Shetler, A.C., "Controlled Testing- for Computer
Performance Evaluation"™, AFIP Proc. NCC, 1974, pp.
€S3-699.

The author is concerned that performance
studies must be done in a controlled environment
for maximum effectiveness. In particular, the
inputs and operating conditions must be controlled
to assist in verifying execution characteristics.
Ye conside®™s batch jobstreams selected from the
real workload in addition to synthetic Lbatch
streams and terminal scpipis.

‘Shope, ¥W.L., Kashmarack, K.L., Inghfam, J.W.,

Decket, W.F., "System Performance Study", Proc.
SHARE XXXIV, Vol. 1, March 1970, pp. 439-530.

The paper desribes a study undertaken at the
University of Iowa to determine how they could
test-service their users. Benchmarkirng and systen
perfcrmance measurement are used. The benchmark
stream is selected at random from the real
workload. '

Sreenivasan, K., Kleiman, A.J., "On the
Construction of a Representative Synthetic :
workload"™, Communications of the ACM, Vol. 17, No.
3, March 1974, pp. 127-133. ’ '

The paper is concerned with constructing a
synthetic jobstream which is representative of the
real workload statistics for some period. The
statistics are collected in the form of resource
demands. The synthetic job is based on that
presented by Bucholz (BUCH69). The joint
probability density of the drive wvorkload is made
to match that of the real workload. Calibration
‘experiments are used to determine the relationship
between the parameters of the synthetic progranm
and the workload characteristics.

Strauss, J.C., "A Benchma;k Study", AFIPS Proc.
rJCC, 1972, pp. 1225-1233. ’
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A study done at the University of Washington . ,
.to aid in a purchase decision is presented. The
concern was to develop a fairly representative
workload that would run on a wide variety of
machines. This workload is used to determine the
throughput of similarly priced machines. The
primarily batch workload is composed of Fortran,
Cokol, and Watfiv jobs.

A -
SVOB76 Svobodova, L., Computer Performance Measurement
' and Evaluation Methods: Analvsis and Applications,
Elsevier, New York, 1976. ’

The book’ presents comprehensive information
on the current state of performance evaluation and
measurement. Simulation and analytic modeling
tools are discussed as well as workload modelling.
There is also considerable material on measurement
Rardware and software. It has a comprehensive
bibliography. :

SY¥S74 Syms, G.H., "Benchmarked Comparisons of Terminal
Support Systems for IBM 360 Computers', ACH
SIGMETRICS Performance Evaluation Eeview, Vol. 2
No. 3, September 1974, pp. 6-34. '

4

o The paper describes a study ,using the IBM

+.360/67, to evaluate the performance of. MTS,
1Ss/360, and C?/67 as time sharing systems, and
IS5, ¥TS, and O0S/MVT as batch systems. The systenms
are tested under varying loads with concern for
the external performance, as seen by the user, as
well as the internal performance. The loads are
imposed via batch and terminal benchmarks using
typical jobs, and via synthetic. jobs developed to
test performance under controlled resource
demands.

TOTAG67 Totaro, J.B., "Real Time Processing Power: A
Standardized Evaluation", Computers and
Automation, Vol. 17, No. 4, April 1967, .pp. 16-19.

The selection of random access storage
devices is considered by means of a benchmark
v performing a typical application of an online
inverntory control application.

WALD73 Waldbaum, G., "Evaluating Computing System Changes
Ly Means of Regression Models", Proc. First Annual
SIGHE Symposium on Measurement and Evalupation,
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¥ebruary 1973, pp. 308-320.

The evolution of a regression model is used
to study the effects of system modifications.
Running APL on an IBX 360/91 under OS/MVT, he
consider system response time as the dependent
variable and usage of system resources and various
system parameters as the independent variables.
The cumulative density function of the dependent
variable is ccnsidered rather than a simple value.
A simple linear regression is proposed and then a
quadratic regression. Stepwise regression is used
to reduce the number-of terms.

Winder, R.0., "A Data Base for Conmputer

- Performance Evaluation", Computer, Vol. 6, No. 3,

March 1973, pp. 25-29.

A technique used at R.C.A. to.aid in the’
design of cache memories is described. A trace
program collects information on, the instructions
teing executed and an analysis program produces

data on program behaviour.

Wood, D.C., Forman, E.H., "Throughput Measurements
U51ng a Synthetic Job Stream" AFIPS Proc. FJCC,
1@1} pp.51-55. :

v

Experience gained in describing the 27
ckaracteristics of a workload and generating a
synthetic job stream based on these
characteristics .is discussed. Specifications of
the individual jobs are determined so that they
match the workload. Synthetic jobs are then :
generated with these specifications. The synthetic
jok is based on that described by Bucholz
(BUCH69) . Comparable results occur from theactual
Jjobstream and corresponding synthetic strean. '
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Appendix A - Experiment Schedule

) ~ N

Study I - March and April, 1978 =
Study II - January, 1979

Study III - March and April, 1979
Study - May and June, 1979



149

g

Appendix B - Clustering Results Data_

The subsequent Figures and Tables are used as a
reference in Section 7.1.3. A complete description of the

Figures cam be found there.

IR
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. CPU (PROBLEM STRTE)

. CPU (SUPERVISOR. STRTE) 4
. VIRTUAL MEMORY

. WORKING SET SIZE

. PAGE 1/0°S

. TERMINAL 1/0°S

. DISK FILE 1/0°S

<4 O A s W N

FIGIRE 11 - Task Groups - May 24, 10 a.m. - Segment 1
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1. CPU (PROBLEM STATE)
© 2. CPU (SUPERVISOR STATE)
3. VIRTUAL MEMORY
4. WORKING SET SIZE
3 5. PAGE 1/0°'s
6. TERMINAL 1/0°S
7. DISK FILE 1/0°'S

FL JRE 12 --Task Groups ~ May 24, 10 a.m. - Segment 2

>
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. CPU (PROBLEM STATE)

. CPU (SUPERVISOR STATE)

. VIRTUAL MEMORY

. WORKING SET SIZE

. PAGE 1/0°S o
. TERMINAL 1/0°S |

. DISK FILE 1/0°S

e

v

N e WN

FIGURE 13 - Task Groups - May 24, 10 a.n. - Segment 3
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. CPU (PROBLEM STATE)} . -
. CPU (SUPERVISOR STATE)
. VIRTURAL MEMORY

. WORKING SET SIZE

. PAGE 1/0°S ,

. TERMINAL 1/0°S

. DISK FILE I¢b's

- 'PIGURE 14 - Task Groups - May 24, 10 a.m. - Segment 19
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. CPU (PROBLEM STATE)

. CPU (SUPERVISOR STATE)
. VIRTUAL MEMORY

. WORKING SET SIZE

. PAGE '1/0°'S

. TERMINAL 1/0°S

. DISK FILE 1/0°S

w
N Y T J2 B SR &% B \N |

PIGUORE 15 - Task Groups - May 24, 10 a.m. - Segment 20

S



1. CPU (PROBLEM $TATE)
2. CPU (SUPERVISOR STATE)
3. VIRTUAL MEMORY
4. WORKING SET SIZE
5. PACE 1/0°S

6. TERMINAL 1/0°S
7. DISK FILE 1/0°S

FIGURE 16 - Task Groups - June 7, 2 p-m. - Segment 1
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. CPU (PROBLEM STRTE)

- CPU (SUPERVISOR STATE)
- VIRTUAL MEMORY

. WORKING SET SIZE

. PAGE 1/0°S

. TERMINAL 1/0°S

. DISK FILE 1/0°S

N DN e W

Task Groups - June 22, noon - Segment 1
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1. CPU (PROBLEM STATE;
2. CPU (SUPERVISOR STATE)
3. VIRTUAL MEMORY
4. WORKING SET SIZE

3 §. PRGE 1/0°S
6. TERMINAL 1/0°S
7. DISK FILE 1/0°S

/s :

FIGUORE 18 - Task Sroups - June 27, 1 a.m. = Segment 1
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f. CPU (PROBLEM STATE)

2. CPU (SUPERVISOR STRTE)
3. VIRTUAL MEMORY

4. WORKING SET SIZE -

5. PAGE 1/0°S

6. TERMINAL 1/0°S

7. DISK FILE 1/0°S

FIGURE 19.- Task Groups - June 27, 2 p.m. - Segment 1

-
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FIGURE 20 - Task Groupé - June 28, 8 p.m. - Segpent 1
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CPU {PROBLEM STATE}
CPU ‘{SUPERVISOR STATE)

VIRTURL MEMORY
HORKING SET SIZE
PRGE 1/0°'S
TERMINAL 1/0°S
DISK FILE 1/0°S



Cluster

May 24, 10 a.nm.
Segment 1
Number of Tasks
% of Tasks
Segment 2
Number of Tasks
% of Tasks
‘Segment 3
Number of Tasks

R % of Tasks

Segment 10
' Number of Tasks
. % of Tasks
Segment 20
Number of Tasks
% of Tasks

June 07, 2 p.m.
Segment 1
Number of Tasks
% of Tasks

jéne 22, noon
egment 1
) Number of Tasks
" % of Tasks

June 27, 1 a.m.
Segment 1
Number of Tasks
"% of Tasks

1

&Q,“\qune 27, 2 p.n.
Segment 1
Number of Tasks
% of Tasks

June 28, 8 p.nm.
Segment 1
Number.of Tasks
% of Tasks

TABLE U4 - Total

12
7.8

10
5.9

12
24.4

3

) 0
35.0.°

12
18.7

45
29.0

46
30.6

48
31.5

56

\*f3.1
490

17.3

61
24.3

€2
S 41.3

15
" 30.6

39

19.5

18
28.1

C D
68 24
43.8 15.4
43 a1
28.6 27.3,
46 32 .
30.2 21.0
37 41
T 21.8 24.2
74 73
32.1 31.7
50 107

19.9 Y 42.6

48 .32
32.0 21.3
11 6
22.4 12.2
€6 15
33.0 7.5
12 16

18.7  25.0.

A Y
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11
7.0

15
10.0

14

9.2

25
14.7

36
15.6

24
9.5

10.2

10
5.0

9.3

Number of Tasks by Segment and Cluster
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Cluster’ L A - B . C D . E

(all values are

. MTS - non-ATS)

‘May 24, 10 a.m.

Segment 1 . ‘ M/V/\

32-12 53-0 13-0 - °

Minimum g -1 8-0
Yaximam 0-7 33-12 £9-9 19-0 10-0
Average ' 0-17 33-12 55-0 15-0 9-0

- Segment, 2
Minimunm 0-5 32-14 40-0 27-Q 8-90
Maximum 0-5 32-14 43-0 - 34-90 14=0
Average 0-5 32-14 42-0 30-0 12-0

Segment 3
Ainimum - 0-7 26-0 9-90
Maximunm wr 1-7 28-0 . 12-0
Average - 0-7 34-12 42-0 27-0 10-0

Segment 10 ‘ : \

Minimum : 0-8 =10 33-0 31-0 21-0
Maximum 1-8 43-19 35-0  36-0  24-0
Average 0-8

'u2-1§> 34-0 - 34-0 23-0

Segment 20 .

- Minimum - 0-5 21-14 56=~0 45-0 ZO;p

Maximum’ . 1-5 26-14 62-0 61-0 26-0
0-5

‘Average 22-14 60‘Q\\/ 58-0 22-0

9

)

X

TABLE 5 - Active Tasks by Segment Cluster - Part I
v T
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P
B 4

L e
~

Cluster | A B C D

]
(All valfues are
MTS - ' non-MTS)

3 \
June 07, 2 p.n.

Segment 1
‘ Minimum 0-3 42-1s 28-0 76-0- 13-0
Maximum 1-3 44-16 35-0 86-0 35-0
Average 0-3 43-15 28-0 80-0 14-0
/_\‘
June 22, noon
Segment 1 _ )
Minimum , 0-3 47-14 41«0 26-0 4-0
Maximum - 0-3 48=14- 46-0 30-0 4-90
Average 0-3 47-14 45-0 27-0 4-0
June 27, 1 a.m. ) -
Segment 1
Minimum 0-10 15-0. 11-0 6-0 0-5
Maximum ' 0-11 15-0 11-0 €-0 0-5
Average . - 0-1 15-0 11-0 6-0 3-5
June 27, 2 p.nm.
Segment 1 N
Minimum 48-18 38-0 7 54-0 12-0 ' 3-0
Maximum ~ 50-18 39-0 58-0 1u4-9 '5-0
Average 49-18 39-0 . 55-0 13-0 4-0
June 28, 8 p.m. .
Segment 1 : _
Minimum 0-12 18-0 10-0 14=-0 0-6
Maximum o 0=12 18-0 11-0 15-0 | 0-6
0-6

Average ‘ 0-12 18-0 11-0 15-0

TABLE 6 - Active Tasks by Segment and Cluster - Part IT



Cluster A : B C D

May 24, 10 a.m. - Segment 1

CPU (problem)? 0 0 3.8
CPU (supervisor)! 0 -1 -4 2.7
Virtual Memory? -7 10.4 16.5 18.8
Working Set Size2 .5 6.0 9.3 15.2
Page I/0's3 0 13.6 131.5 107.9
Tegminal I/0's3 0 0 160.9 328.7
Di#R File I/0%s3 0 .6

83.3 3372.5

May 24, 10 a.m. - Segment 2

CPU (problem)1? 0 0 .1 1.6
CPU (supervisor)! 0 .1 .3 1.4
Virtual Memory? -5 9.9 17.2 23.9
Working Set Size?2 «3 5.5 8.4 13.4
Page I/0's3 0 5.8 130.4 210.4
Terminal I/0's3 0 0 103.3 473.9
Disk File I/0t's3 0 0 95.3 795.8

May 24, 10 a.m. - Segment 3

CPU0 (problem)! 0 3 .1 2.4
CPU (supervisor)t 0 .1 .2 1.9
Virtual Memory? . -4 10.3 18.6 19.0.
Working Set Size? -3 .4 8.2 12.1
Page I/0's3’ 0 15.5 125.2 192.4
Terminal I/0's3 0 .1 95.7 , 421.6
Disk File I/0*s3 0 .U 79.3 1104.3

Yay 24, 10 a.m. - Segment 10

CPU0 (problenm)? A .1 1.2
cpU’ (supervisor)t®* = . .2 1.2
Virtual Memory? L. 13. 18.2 14.8
Working Set Size2 .

Page I/0's3
Terminal I/0's3
Disk F;le I/0t's3

105.4  112.1
88.5 271.5
43.4 1566.5

oo oWNhNOO

J

1
3.9
6.9~ 10.1 11. 4
2.8

J

5
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E F
7.2 . N/A
3.0 N/A

100.0 N/A
42.4 N/A
674.4 N/A
418.4 N/A

2205.3 N/A
19.5 N/A
9.0 N/A

70.7 N/A
39.5 N/A
431.8 N/A
202.5 N/A

9951.5 N/A
8.8 ‘N/A
.5  N/A

75.1 N/A
39.0 N/A
720.1 N/A
291.2 N/A

3658.1 , N/A
3.2 N/A
2.0 N/A

44.2 N/

17.9 N/A
316.9 N/A
580.1 N/A
1047.9 N/A

! in [ (seconds of CPU time) /(second of real time) * 1000 ]

2 in pages
3 in { (I/0's)/(second of real time) * 1000]

TABLE 7 - Actual Unscaled Consumption Rates - Part I



Cluster

May 24, 10 a.m. -
CPU (problen)!

CPU (supervisor)?
Virtual Memory?
Working Set Size?
Page I/0's3
Terminal I/0's3
Disk File I/0's3

June 7,,2 p.D. - Segmeht 1

cpu (prbblem)!

CPU (supervisor)!
Virtual Memory? ’
Working Set Size?
Page I/0's3
Terminal I/0's3
Disk File I/0%'s3

June 22, noon -
CPU (problem)1?
CPU (supervisor)!
Virtual Memory?
Working Set Size?
,Page 1/0's3
Terminal I/0's?3
Disk File I/0's3

June 27,
CPU (problem)?
CPU (supervisor)?
Virtual Memory?
Working Set Size2
Page I/0's3
Terminal I/0's3
Disk File 1/0's3

Segment 20

L ]
O OO =400
wWw~
s o 3 s 8
ELWWo@=oO

" b

~J
- O -
.

ONOOD-O

OO OOC0OC0

Segment 1

0

—

[eNoNaNeWoal o]
A O\ -
[]
o= 0

1 a.m. --Segment 1

\

COO EWL A0

o wm
L]
cCoO0OoOWVLOO

.2
22.4
9.4

314.7
92.2
73.0

.2

18.4 -

11.5
28.8
198.5
130.6

21.6
11.5
457.0
382.1
900.8

4
-4
23.2

10.4-

390.3
180.7
152.7

O =N

.3
<5
29.3
20. 4
65.6
3%4.4

3233.3

.7
.3
36.4
- 35.8
0
323.7
312.4

11.2

4.2
49.17
24.4

763.1 -

192.5
7878.1

18.1
11.7
84.6
34.6
1269.2
©93.1
£E06.7

- )
.
[eA Vo)

119.5

u0.7

537.9
105.3
1175.2

[ ] .
CoOQoCWWoo

N/A
N/A
N/A
N/A
N/A
N/A
N/A

22.9
59.6
1095.9
26.9
1450.9
7.9

.9

N/A
N/A
N/A
N/A
N/A
N/A
N/A

N/A
N/A
N/A
N/A
N/A
N/2A
N/A

! in { (seconds of CPU time) / (second of real time) * 1000]

2 in pages

3 in [ (I/0's)/(second of real time) *

1000 ]

TABLE 8 - Actual Unscaled Consumption Rates - Part II



Cluster A B C
a4

June 27, 2 p.m. - ~Segment 1

CPU (problem)?t 0 .1 .5
CPU (supervisor)! 0 .1 .6
Virtual Memory? 10.8 21e3 18.4
Korking Set Size? 6.9 9.2 11.7
Page I/0's3 17.6 127.9 93.0
Terminal I/0's3 0 62.6 320.9
Disk File I/0t*s3 7 38.2 438.9
June 28, 8 p.m. - Segment 1

CPU (problem)! 0 0 .1
CPU (supervisor)! ~ .2 0 -
Virtual Memory?2 .7 9.6 14.0
‘Working Set Size? .6 3.4 12.3
Page I/0's3 . 0 5.8 0
Terminal I/O's3 0 0 5.3
Disk File I/0's3 0 0 30.2

165

&

38.6 . 13
17.9 24.
45.1 8
31.2 6
247.0
71. T
57703.8 9 -8.

. /A

L]
COO EF OO

N/A
_N/A
N/A
N/A
N/A

1t in { (seconds of CPU time)/(second of real time) * 1000]

2 in pages

3 in { (I/C's)/(second of rea

~

1 time) * 1000 ]

TABLE 9 - Actual Unscaled Consumption Rates - Part III

”



