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Abstract  

Growing concern over climate change has created pressure on the oil and gas industry to reduce 

their greenhouse gas (GHG) emissions. Several life cycle assessment (LCA) studies have 

examined various crude oils in an attempt to determine which have the lowest and highest well-

to-wheel (WTW) GHG emissions. The majority of these studies published deterministic point 

estimates with a limited sensitivity analysis. Due to the variation in results between studies and 

the lack of an uncertainty analysis, the usefulness of the results for policy makers and industry 

representatives is limited.  

The goal of this study is to expand on the previous research by identifying a realistic range of 

WTW emissions for various crude oils. This research builds on the previously published 

FUNdamental ENgineering PrinciplEs-based ModeL for Estimation of GreenHouse Gases in 

Conventional Crude Oils (FUNNEL-GHG-CCO). The FUNNEL-GHG-CCO model produced 

point estimates of the WTW emissions for five North American crude oils. This work makes 

improvements to the model, adds a Monte Carlo simulation to calculate uncertainty, analyzes 

additional scenarios to examine the effect of field age on WTW emissions, and expands the 

model to include three crudes from outside North America. A sensitivity analysis is used to 

identify sensitive inputs. Then distributions for the sensitive inputs are determined from the 

literature and used to run the Monte Carlo simulations.  

The resulting WTW emission ranges for gasoline are 95.3-99.9 (Saudi Arabia), 99.9-105.5 

(Maya), 96.4-104.0 (Mars), 101.6-109.9 (Venezuela Low Steam), 101.1-109.2 (Sirri), 102.5-

114.2 (Bow River), 104.6-114.5 (Alaska North Slope (ANS) historical), 105.5-113.2 (Kern 

historical), 113.6-138.5 (Venezuela High Steam), 133.2-163.2 (ANS current), and 131.5-155.0 

gCO2eq/MJ (Kern current). For ANS and Kern, the current scenarios use lifelong average 
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production data and the historical scenarios use recent production data to illustrate how the 

WTW emissions change as the fields age. For the Venezuela crude, two scenarios are used as a 

wide range of steam-to-oil ratios appear in the literature.  

The results of this study will be beneficial to both policy makers and industry representatives. 

The results identify which pieces of information policy makers would require from industry in 

order to get accurate WTW emissions estimates. The uncertainty ranges provide a better 

understanding of how WTW GHG emissions vary between crude oils. This will help policy 

makers understand the limitations of such models.   



iv | P a g e  

 

Preface 

This thesis is original work by Giovanni Di Lullo under the supervision of Dr. Amit Kumar. 

Chapter 2 and Appendix A were submitted to Environmental Science and Technology  as Di 

Lullo, G., Zhang, H., Kumar, A., “Uncertainty in Life Cycle Assessments of Well-to-Wheel 

Greenhouse Gas Emissions of Transportation Fuels Derived from North American Crudes.” 

Chapter 3 and Appendix B will be submitted to Applied Energy as Di Lullo, G., Zhang, H., Oni 

A., Kumar, A., “Uncertainty in the Life Cycle Assessment Well-to-Wheel Greenhouse Gas 

Emissions of Transportation Fuels.” I was responsible for the concept formulation, data 

collection, model improvement and validation, and manuscript composition. Dr. Hao Zhang 

contributed to model validation and manuscript edits. Dr. Abayomi Olufemi Oni contributed to 

manuscript edits. Dr. Amit Kumar was the supervisory author and was involved with concept 

formulation, evaluation, assessment of results, and manuscript edits.  

This work built on previous work done by Rahman et al. 2014 [1-3] at the University of Alberta. 

Rahman et al. developed the FUNdamental ENgineering PrinciplEs-based ModeL for 

Estimation of GreenHouse Gases in Conventional Crude Oils (FUNNEL-GHG-CCO). The 

FUNNEL-GHG-CCO model performs a life cycle assessment of five North American crude oils. 

My work used the FUNNEL-GHG-CCO model as a starting point and made improvements to the 

model calculations as discussed in chapter 2, section 2.2.1. I added a Monte Carlo simulation to 

the model to calculate well-to-wheel emission ranges rather than deterministic point estimates. I 

also added three additional crudes to the model from Saudi Arabia, Iran, and Venezuela. I also 

added two scenarios to study the effect of reservoir age on WTW emissions.   
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Chapter 1: Introduction 

1.1 Background 

Growing awareness of climate change and global pushes for reducing climate change have led to 

an increased interest in reducing global greenhouse gas (GHG) emissions [4]. Because 

transportation emissions are responsible for 23% of global CO2 emissions [5], governments 

around the world have set carbon emissions reduction targets. For example, the European Union 

[6] and the California Air Resource Board [7] have implemented polices to reduce transportation 

fuels carbon intensities by 6% and 10%, respectively, before 2020. One of the solutions to meet 

these targets is to consume transportation fuels (gasoline, diesel, and jet) with lower upstream 

emissions. 

Upstream emissions from transportation fuels are generated during crude oil production, surface 

processing, transportation, refining, and distribution. The upstream emissions from crudes vary 

depending on crude properties and the methods used to produce and process the crude into 

finished transportation fuels. Heavier crudes usually require more energy to produce and refine 

than lighter crudes [1, 8].  

Crude is a generic term referring to several types of oil. Crude oils are further classified based on 

their American Petroleum Institute gravity (ºAPI), which is the inverse of a crude’s density. For 

example, water has an API of 10º [9]. Based on their API gravity, crudes are classified as light 

(>31.1 ºAPI), medium (22.3-31.1 ºAPI), heavy (10-22.3 ºAPI), and extra-heavy (<10 ºAPI) [10].  

In order to determine which crudes have higher or lower upstream emissions, life cycle 

assessments (LCA) can be used to quantify the emission intensities of transportation fuels from 

various crude oils. LCAs examine the energy used and emissions generated along the life cycle 

stages from extracting the natural resource to the end of the product life [11]. LCAs are 

comprised of four main stages: goal and scope definition, life cycle inventory, life cycle impact 

assessment, and interpretation [12]. Defining the goal and scope sets the context of the study and 

includes defining a functional unit, system boundaries, assumptions and limitations, and 

allocation methods. The life cycle inventory stage quantifies the inputs and outputs for each 

stage. The impact assessment involves classifying and weighting the various impacts into 
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categories. The interpretation stage is used to verify and effectively communicate the results. By 

performing LCAs on multiple crudes we can determine which crudes have higher or lower 

emissions. 

1.2 Literature review and research gap 

Current literature examines the well-to-wheel (WTW) emissions of transportation fuels, which 

include the upstream and combustion emissions. The models used for these studies can be 

divided into two types. Type 1 models, such as Greenhouse Gases, Regulated Emissions, and 

Energy Use in Transportation (GREET) [13] and GHGenius [14], use a top-down approach 

wherein high level aggregated facility and country-level data are used to calculate industry 

average emissions. The use of aggregated data makes it difficult to determine the emission 

intensity for specific crudes. Type 2 models, such as Jacobs [15, 16], TIAX [17], Oil Production 

Greenhouse gas Emissions Estimator  (OPGEE) [18], Petroleum Refinery Life Cycle Inventory 

Model (PRELIM) [19], and FUNdamental ENgineering PrinciplEs-based ModeL for Estimation 

of GreenHouse Gases in Conventional Crude Oils (FUNNEL-GHG-CCO) [1-3], use a bottom-

up approach wherein energy consumed and emissions generated are calculated using engineering 

first principles for each stage. Due to lack of information and process complexity, the bottom-up 

models only examine processes that consume or produce large amounts of energy or pollution 

and so do not capture all the emissions produced, thus leading to modeling errors. However, a 

bottom-up model is flexible and can calculate the emissions for specific crudes and provide 

detailed results for each sub-process.  

Various bottom-up models have determined WTW emissions for over 35 crudes; however, the 

results are difficult to compare due to differences in the boundaries and assumptions used. 

Additionally, the TIAX and Jacobs models lack transparency and reproducibility as these used 

confidential data [15-17]. Gordon et al. published a report titled “Know Your Oil” (KYO) that 

used the PRELIM and OPGEE models to develop WTW estimates for thirty crude oils using 

consistent boundaries [8]. However, all these models provide deterministic point estimates for 

the WTW emissions. Without an uncertainty analysis, it is not possible to accurately compare 

crudes based on their WTW emissions. If the model uncertainty is large compared to the 

difference in the emissions between two crudes, it would not be accurate to claim that one crude 

has lower emissions than the other.  
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1.2 Research motivations 

This research was motivated by the following factors: 

• The current literature reports WTW emissions as deterministic point estimates; these 

have limited value and do not convey model accuracy. In order to fairly represent the 

emissions from each crude uncertainty ranges are required. 

• Some of the published reports use confidential information and lack transparency. An 

independent analysis that uses publically available data is required to verify the results. 

• Due to variations across the industry and uncertainty in the publically available data, 

results should be presented as ranges instead of point estimates for a specific scenario. 

• The effect of a crude oil field’s age on WTW emissions is not found in current literature.  

• The FUNNEL-GHG-CCO model currently evaluates only five crudes. To provide an 

accurate representation of global transportation fuel production, additional crudes need to 

be modelled. 

1.3 Research objectives 

The overall objective of this study is to determine WTW emission ranges for transportation fuels 

(gasoline, diesel, and jet fuel) derived from various crude oils using publically available data and 

engineering first principles. This will be accomplished through the following specific objectives: 

• Modify the existing FUNdamental ENgineering PrinciplEs-based ModeL for Estimation 

of GreenHouse Gases in Conventional Crude Oils (FUNNEL-GHG-CCO) to improve its 

accuracy and incorporate updated information. 

• Use a sensitivity analysis to identify sensitive inputs whose values have significant effect 

on overall WTW emissions. 

• Use publically available data to determine probability distributions for the identified 

sensitive inputs. This research will use conservative distributions for the inputs due to 

limited data availability.  

• Incorporate a Monte Carlo simulation into the current FUNNEL-GHG-CCO model to 

determine WTW emission uncertainty ranges for gasoline, diesel, and jet fuel. 
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• Expand the FUNNEL-GHG-CCO model to include additional crudes from outside North 

America. 

• Identify which inputs have the largest effect on WTW emission uncertainty ranges. 

• Compare the results to those in the literature and identify the causes of variation, if any. 

The results of this study will be beneficial to both policy makers and industry representatives 

involved in creating GHG reduction policies. The uncertainty ranges will provide a fair 

representation of the industry while identifying which crude oils have higher and lower 

emissions. The uncertainty ranges will help policy makers understand the limitations of such 

models. Additionally, the results will identify which pieces of data policy makers should collect 

from industry to improve the accuracy of WTW GHG emission estimates. 

1.4 Scope and limitation of the thesis 

This study evaluates the GHG emissions from crude production to fuel combustion. Only CO2, 

CH4, and N2O emissions are examined. Infrastructure emissions are not included due to a lack of 

data. The current FUNNEL-GHG-CCO model uses a generic refinery model within Aspen 

HYSYS to determine refinery process unit energy and mass balances. Due to the complexity of 

the refining process, a more detailed refinery model is outside the thesis scope. The uncertainty 

analysis does not evaluate the uncertainty in each refinery process unit’s energy and mass 

balances. Only the uncertainty in the heater and boiler efficiencies, along with natural gas and 

electricity emission factors, are examined for the refinery stage. 

1.5 Organization of the thesis 

This thesis is a paper format and is written such that each chapter can be read independently; this 

results in repetition between chapters. There are four chapters and two appendices in this thesis 

as described below. 

Chapter 2, Uncertainty in Life Cycle Assessments of Well-to-Wheel Greenhouse Gas Emissions 

of Transportation Fuels Derived from North American Crudes: This chapter focuses on an 

uncertainty analysis in the WTW emissions of transportation fuels previously examined by the 

original FUNNEL-GHG-CCO model [1-3]. The method and input distributions used to calculate 

uncertainty ranges are provided. This chapter also examines the effect field age has on WTW 
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emissions and compares the results to existing literature results. Appendix A contains additional 

details related to chapter 2 such as modifications made to the original FUNNEL-GHG-CCO 

model, sampling error calculations, Monte Carlo distribution justifications, source data analysis, 

and diesel and jet fuel results. 

Chapter 3, Uncertainty in the Life Cycle Assessment Well-to-Wheel Greenhouse Gas Emissions 

of Transportation Fuels: This chapter expands on the work done in chapter 2 by performing an 

LCA on three additional crude oils from Saudi Arabia, Venezuela, and Iran that have been 

previously examined by TIAX and Jacobs. After the base case LCA is completed, an uncertainty 

analysis is performed on the new crudes using the same method as that used in chapter 2. 

Appendix B contains additional details related to chapter 3 such as sampling error calculations, 

Monte Carlo distribution justification, and diesel and jet fuel results. 

Chapter 4, Conclusions and Recommendations: This chapter summarizes the findings from 

chapters 2 and 3, and provides recommendations for future work.  
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Chapter 2: Uncertainty in Life Cycle Assessments of Well-to-Wheel 

Greenhouse Gas Emissions of Transportation Fuels Derived from North 

American Crudes 

This chapter describes an uncertainty analysis done through the FUNNEL-GHG-CCO model 

using a Monte Carlo simulation. Alaska North Slope, California’s Kern County heavy oil, Mars, 

Maya, and Bow River heavy oil are examined. For this study, we developed seven scenarios, five 

historical and two current, the former using lifelong average production data from the oil fields 

studied and the latter using recent production data to illustrate how WTW emissions change as 

the fields age. 

2.1 Introduction 

As climate change becomes a growing concern around the world, there is increased focus on the 

environmental impact of transportation fuel production. In 2014, the United States’ greenhouse 

gas (GHG) emissions for the petroleum and natural gas sector were 236 million tonnes CO2eq 

with an additional 175 million tonnes CO2eq from refineries [20, 21]. High carbon emissions 

have led to environmental policies such as the California Low Carbon Fuel Standard, which 

requires a 10% reduction in California’s transportation fuels’ 2007 carbon intensity by 2020 [7], 

and the European Union Fuel Quality Directive, which requires a 6% reduction in transportation 

fuels’ 2010 carbon intensity by 2020 [6]. In order to meet these reductions, the emissions 

generated during crude production and refining must be reduced.  

Crude is a generic term referring to several types of oil. Crude oils are further classified based on 

their American Petroleum Institute gravity (ºAPI), which is the inverse of a crude’s density. For 

example, water has an API of 10º [9]. Based on the API gravity, crudes are classified as light 

(>31.1 ºAPI), medium (22.3-31.1 ºAPI), heavy (22.3-10 ºAPI), and extra-heavy (<10 ºAPI)  [10].  

The well-to-wheels (WTW) emissions from different crudes vary widely depending on the 

production method used, the crude’s properties, refining methods, regional regulations, and 

industry practices [8]. Additionally, as a crude reservoir ages, its pressure drops, and production 
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decreases [22, 23].  Enhanced oil recovery methods, such as water flooding, gas injection, 

artificial pump lift, gas lift and steam flooding, are implemented to improve production rates [23, 

24]. However, these methods increase the amount of energy required and emissions generated.  

Current transportation fuel life cycle assessments (LCAs) consist of either a high-level top-down 

analysis to determine industry average emissions or a bottom-up analysis to determine pathway-

specific emissions. Top-down models such as the Greenhouse Gases, Regulated Emissions, and 

Energy Use in Transportation (GREET) [13] and GHGenius [14] use aggregated data, which 

makes it difficult to compare crudes and identify areas for improvement. Bottom-up models such 

as the Jacobs [15, 16], TIAX [17], Oil Production Greenhouse gas Emissions Estimator 

(OPGEE) [18], Petroleum Refinery Life Cycle Inventory Model (PRELIM) [19], FUNdamental 

ENgineering PrinciplEs-based ModeL for Estimation of GreenHouse Gases in the Oil Sands 

(FUNNEL-GHG-OS [25-27], and FUNdamental ENgineering PrinciplEs-based ModeL for 

Estimation of GreenHouse Gases in Conventional Crude Oils (FUNNEL-GHG-CCO) [1-3] use 

engineering first principles to calculate the amount of energy required and emissions produced at 

each stage. Bottom-up models have uncertainties as they focus only on the large pieces of 

equipment and do not capture every source of emissions; however, the models provide details on 

the emissions from specific sub-processes. The current transportation fuel LCAs produce 

deterministic point estimates (versus Monte Carlo, which uses distributions to determine inputs), 

which vary significantly among models. The variations are due to inconsistent boundaries, 

assumptions among the models, and differences in the model inputs. The Carnegie Endowment 

for International Peace published a report titled “Know Your Oil” on the WTW emissions from 

thirty different crudes with consistent system boundaries using the OPGEE and PRELIM models 

[8]; however, the report does not include an uncertainty analysis, without which the confidence 

of the models is not determined. In order to compare crudes and determine which crudes have 

high and low emissions, a quantified uncertainty range is required. If the uncertainty in the 

emissions were larger than the difference in emissions between two crudes, it would not be 

possible to confidently state which crude has lower emissions. Moreover, quantifying the effect 

each input uncertainty has on the total uncertainty will provide insight into how the model’s 

accuracy can be improved. Additionally, industry and policy makers are interested in quantifying 

uncertainty in the emissions, as doing so provides a more accurate representation of the industry. 
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Thus, a model that can accurately calculate the WTW emissions of various crudes with 

uncertainty is needed to fill the current gap in the literature.  

This study has three objectives. The first is to perform an uncertainty analysis and determine the 

GHG emissions ranges of the five selected conventional crude oils. The second is to identify 

what additional data are required to improve the accuracy of the emission estimates of each 

crude oil. The third is to examine how emissions change as the condition of the crude field 

declines near the end of its useful life. The results of this study will enhance the understanding of 

the accuracy of the WTW emission estimates that are used in developing GHG reduction 

policies. The results showing how emissions increase as a field ages will also be useful to policy 

makers and industry leaders when assessing whether to keep producing from an aging field.   

2.2 Method 

This study uses the FUNNEL-GHG-CCO model, published in 2014 [1-3] as the basis for our 

uncertainty assessment. First, we modified the original model to improve the accuracy of the 

WTW estimates. Then we performed a sensitivity analysis to identify sensitive inputs and ran a 

Monte Carlo simulation to determine the uncertainty ranges in each crude’s WTW emissions.  

2.2.1 Base case model 

Since our focus is an uncertainty analysis, this paper only gives a brief overview of the 

FUNNEL-GHG-CCO model, hereafter referred to as the F-1 model. Readers are encouraged to 

refer to the previously published work for additional details [1-3]. 

The F-1 is a bottom-up model that uses engineering first principles to calculate energy use and 

emissions generated at each stage from raw material extraction to product end use. Figure 1 

shows the six main sub-processes within the model boundary. This study uses a functional unit 

of gCO2eq/MJ of gasoline produced unless specified otherwise. The paper mainly focuses on 

gasoline production emissions; diesel and jet fuel emissions are included in section A5. The 

production stage includes drilling the wells, injecting fluids to maintain reservoir pressure, and 

lifting the crude to the surface. Surface processing includes crude stabilization, gas treatment, 

and water treatment. Crude is transported by a combination of pipelines and marine vessels to 

refineries where it is processed into gasoline, diesel, and jet fuel. The finished products are 
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distributed to bulk terminals by pipelines, trains, barges, and tankers and then distributed to 

fueling stations by truck. The final stage is combustion in a vehicle or aircraft. 

 

Figure 1: The FUNNEL-GHG-CCO model stages [3] 

The F-1 model analyzes five conventional crude oils with each crude oil using a unique 

production method (see Figure 1). Maya oil is a Mexican heavy crude, 22º API, produced from 

the Cantrell field located 100 km off the coast of the Yucatan Peninsula [3]. Mars crude is a 

light, 31.5º API, sour crude produced from an offshore platform in the U.S. Gulf Coast [3]. Bow 

River oil is a heavy, 23º API, conventional oil produced in Alberta, Canada [3]. Alaska North 

Slope (ANS) crude is primarily produced from the Prudhoe Bay field and is a medium, 29º API, 

oil [3]. California Kern County crude is a heavy, 13º API, crude produced primarily from the 

Midway-Sunset oil field [3]. Table 1 provides a summary of the modeled crudes.   
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Table 1: Modeled crudes 

Crude API Country 
Maya 22º Mexico 
Mars 31.5º USA 
Bow 23º Canada 
ANS 29º USA 
Kern 13º USA 

 
This study assumes all crudes are refined in the U.S. The refineries are located in Los Angeles, 

California for ANS and Kern; Cushing, Oklahoma for Mars and Bow River; and Houston, Texas 

for Maya [3]. Additionally, the F-1model assumes deep conversion refineries for all crudes as 

these are typical for North America [3], unlike the model assumptions in “Know Your Oil” [8] 

which uses different refinery types for each crude.  

In order to improve the accuracy of the F-1 model we made five modifications, including using 

detailed calculations for sub-processes that are large sources of emissions and integrating new 

sources that are more accurate. The modified model will be referred to as the F-2 model. The 

modifications are described below. 

First, the F-1 model only examined single stage rather than multistage compressors. Using single 

stage compressors would over-estimate the amount of energy required by the compressor when 

large compression ratios were required [1-3]. Compressors are used either to inject gas into the 

reservoir to maintain pressure or to aid in production using a gas lift system. The F-2 model 

calculations were modified using equations for multistage compressors from the OPGEE model 

described in the “Know Your Oil” report [8, 18]. The number of compressor stages is chosen 

such that the compressor ratio of each stage is below 5, as higher compression ratios result in 

excessive outlet temperatures, thereby decreasing efficiency [18, 28].  

Second, the original F-1 model assumed that 100% of California Kern steam is produced via 

cogeneration within the plant [3]. However, in reality, the cogeneration capacity in the Midway-

Sunset field can only provide approximately 30% of the field’s steam requirement. A once-

through steam generator (OTSG) is added to the model to account for the remaining steam [27].  

Third, the F-1 model noted that there was limited data on venting, flaring, and fugitive (VFF) 

emissions and used a simplistic estimate. Research by Canter et al. determined a range of venting 
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and fugitive emissions for crude oils by examining several pieces of literature [29]. Canter et al. 

integrated the VFF ranges into the F-1 model to improve the accuracy of the VFF emissions. We 

expanded on the work done by Canter et al. and added fugitive emissions for reinjected produced 

gas.  

Fourth, excess produced gas was not considered in the original model. This gas, however, can be 

used to offset natural gas consumption. The OPGEE model applies a credit for the production of 

produced gas equal to the natural gas upstream emissions with the transportation emissions 

excluded [18]. This credit method is integrated in the FUNNEL-GHG-CCO model to align the 

model boundaries with those in existing literature.  

Fifth, the FUNNEL-GHG-CCO model assumed all crudes have the same energy content. The 

new model calculates the lower heating value (LHV) using a correlation from Speight [30]. This 

correlation depends on the crude’s specific gravity  and has been used by the GREET and 

PRELIM models [19, 31].  

Detailed information on the modifications made to the original F-1 model is provided in section 

A1. 

2.2.2 Uncertainty analysis methodology 

Output uncertainty in this study has two parts, input uncertainty and input sensitivity [32]. Inputs 

with high sensitivity and high uncertainty will have a large effect on the output distribution. 

Hence, a sensitivity analysis was first conducted to identify which inputs should be further 

examined. Once the sensitive inputs were identified, distributions of these inputs were calculated 

from values obtained from the literature. Semi-sensitive inputs were also examined in order to 

determine their level of uncertainty. If their uncertainty was large, they were included in the 

uncertainty analysis. ModelRisk software was used to run a Monte Carlo simulation and 

determine the WTW emissions uncertainty [33].  

2.2.2.1 Identify sensitive inputs 

A +/-25% range of each input base case value was used in the sensitivity analysis on the WTT 

(well-to-tank) emissions. WTT emissions were analyzed instead of WTW emissions because 

tank-to-wheel (TTW) emissions (combustion emissions) represent 60%-90% of the total 
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emissions and the TTW emissions are constant for all of the scenarios and will not be effected by 

the sensitivity analysis [34]. During the sensitivity analysis, only one input is varied at a time. If 

an input causes the WTT emissions to change by more than +/-1%, it is defined as a sensitive 

input. A change of 0.1% to 1% is considered a semi-sensitive input and a change of less than 

0.1% is an insensitive input. To identify any inputs that displayed non-linear responses, spider 

plots were generated. Empirical evidence was used to distribute the semi-sensitive inputs into the 

sensitive or insensitive groups. 

2.2.2.2 Determine distributions for sensitive inputs 

Due to the lack of publically available data, a conservative approach was used to determine the 

sensitive input distributions. Triangle distributions require a most likely, minimum, and 

maximum estimates to generate. Triangle distributions favor extreme values and result in a wider 

and more conservative output distribution [35]. Hence, when limited literature or technical 

documentation is available, triangle distributions are used. For our analysis, in cases where 

adequate data were available, distribution fitting tools within ModelRisk were used. For 

dependent inputs, ModelRisk copulas were used to increase the modeling accuracy. A detailed 

description for each Monte Carlo input is in section A3.Tables 2, 3, and 4 show a summary of 

the Monte Carlo input distributions and their sources.  

2.2.2.3 Determine distributions for insensitive inputs 

The insensitive variables individually have little effect on the overall results but their combined 

effect could have a significant effect. As a result, all the insensitive inputs are assigned a triangle 

distribution wherein the maximum and minimum values are defined as +/- 10% of the base case 

value. The output distributions with and without the insensitive input distributions are then 

compared to determine if ignoring the uncertainty in the insensitive values will have a significant 

effect on the results. Ideally, every input should have an uncertainty distribution but due to the 

large number of inputs, this is not practical.  

2.3 Monte Carlo simulation 

The Monte Carlo simulation ran with 50,000 samples, which ensures that the simulation 

sampling error has a 99% probability of being less than 0.1 gCO2eq/MJ. The sampling error 

calculations and values for each crude are in section A2 [36]. The results are reported using the 
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5th and 95th percentiles (P5, P95). An iterative approach was used wherein the ModelRisk-

generated tornado plots were used to determine which inputs should receive more focus.  

The tornado plots are generated by calculating the output mean from a subgroup of Monte Carlo 

samples. Each subgroup contains only the samples where the input value is within a given 

percentile range. This study used a 5% range (20 tranches); therefore, the subgroups would be 

split into ranges of P0-P5, P5-P10, et cetera. The subgroups with the largest and smallest output 

means are used as the tornado plot’s maximum and minimum values [37]. Due to the number of 

inputs used and the accuracy of the tornado plots, only the sensitive inputs are included. The 

tornado plots were further filtered to display only the significant inputs. An input was classified 

as significant if the input’s tornado plot variance (maximum – minimum) was greater than 10% 

of the WTW variance (P95-P5). 

Due to the complexity of the refinery portion of the model, an in-depth analysis was not 

performed for the refinery stage. The F-1 model uses Aspen HYSYS, an advanced refinery 

modeling software that is used globally by the oil and gas industry [38], to model the refinery. 

The Aspen model generates  energy and mass balances for each process unit in the refinery [3], 

which are used by the F-1 model to allocate emissions to the transportation fuels. The uncertainty 

in the process units’ mass and energy balances is not examined in this study due to the 

complexity of the refining process. However, boiler and heater efficiency as well as electricity 

emission factors (EF) are assigned Monte Carlo input distributions. Refinery emissions are 

determined using a Monte Carlo simulation that only examines the refinery portion of the model. 

Refinery output emissions are fed into the main model as Monte Carlo input distributions (Table 

5). A second Monte Carlo simulation is run to find the WTW emissions. 

2.3.1 Monte Carlo simulation inputs 

The inputs with their distributions and sources are listed in Table 2 for general inputs that apply 

to all crudes and in Table 3 and 4 for the crude-specific inputs. The Monte Carlo distributions 

use ModelRisk software notation [33]. Emission factors are used to determine the GHG 

emissions from fuel and electricity consumption. The methane global warming potential (GWP) 

is used to convert methane emissions into carbon dioxide equivalent emissions. For the surface 

processing (SP) stage, crude stabilizer temperatures and crude-specific heat correction factors are 
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used to calculate the energy requirement for crude stabilization, and water-electricity intensities 

are used to calculate the water filtering energy requirement. For VFF emissions, the flaring 

volume, flaring efficiency, and produced gas (PG) methane concentration are used to calculate 

the CO2eq emissions. The yield factor represents the refinery’s conversion efficiency. A yield 

factor of 1.3 means that 1.3 MJ of crude is required to produce 1 MJ of finished products 

(gasoline, diesel, and jet fuel); the remaining 0.3 MJ is converted into undesirable products such 

as fuel oils. The yield factor is important because pre-refinery emissions from production and 

surface processing are multiplied by the yield factor to determine final gasoline emissions. The 

“distributed to bulk terminals” input is used to determine which transportation method is used to 

distribute the gasoline from the refinery to the bulk terminals. Of the five transportation methods 

available; ocean tanker, barge, pipeline, rail, and truck; rail had the lowest emission intensity and 

barge had the highest emission intensity. Therefore, a zero means that only rail is used, and a one 

means that only barges are used.  

For Maya, the nitrogen driver efficiency and nitrogen injection volume are used to calculate the 

energy required to produce and inject nitrogen into the field to maintain reservoir pressure. For 

Mars, the injection water–to-oil ratio (WOR) and pump discharge pressure are used to calculate 

the energy required to inject water into the reservoir to maintain pressure. The production WOR 

and production gas-to-oil ratio (GOR) are used to calculate surface treatment energy 

requirements and VFF emissions. The well lifetime productivity and well depth are used to 

calculate the well drilling emissions. For Bow River, the well depth is used to calculate the 

drilling emissions, and the reservoir pressure and production WOR are used to calculate the 

artificial pump electricity consumption to lift the crude to the surface. For ANS, the WORs, 

GORs, and compressor inputs are used to calculate the water alternating gas (WAG) production 

electricity consumption from the pump and compressor. For Kern, the cogeneration inputs and 

steam-to-oil ratio (SOR) are used to calculate the steam and electricity emissions generated for 

the steam flooding production process.  

ModelRisk’s copulas model dependence between inputs; for example, in the ANS scenario the 

produced gas volume is dependent on the injected gas volume and a copula is used to link the 

two distributions. Additional information on how the distributions are determined for each input 

is in section A3. 
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Table 2: Monte Carlo general inputs 

 Input Monte Carlo distribution  Units Source 
EF

 
Methane GWP Triangle(20.74,34,47.26)  [39, 40] 
NG upstream Triangle(71.2%,100%,140%)  [31, 41, 42] 
NG boiler comb. Triangle(97.2%,100%,102.7%)  [31, 41] 
NG turbine comb. Triangle(96.9%,100%,102.4%)  [31, 41] 

El
ec

tri
ci

ty
 E

F 

Maya nitrogen compressor Triangle(330,471,753) gCO2eq/kWh [31, 43] 
Maya & Mars production & SP Triangle(471,753,1034) gCO2eq/kWh [31] 
Bow River production & SP Triangle(471,753,1033) gCO2eq/kWh [3, 31, 44] 
ANS production & SP Triangle(471, 609,1034) gCO2eq/kWh [31, 45, 46] 
ANS & Kern refinery Triangle(200,318,753) gCO2eq/kWh [31, 45] 
Mars & Bow refinery Triangle(471,739,1051) gCO2eq/kWh [31, 45] 
Maya refinery Triangle(471,571,1034) gCO2eq/kWh [31, 45] 

U
ni

t E
ff

. Boiler Triangle(62%,75%,88%)  [47-50] 
Heater Triangle(70%,80%,90%)  [3, 18, 51, 52] 
Low flow pump Triangle(50%,60%,70%)  [53] 
High flow pump Triangle(50%,65%,85%)  [1, 15, 18, 53-55] 

SP
 

Specific heat correction factor Triangle(0.84,1,1.5)  [56] 
Crude stabilizer inlet temp. Triangle(37.8,48.9,65.6) ºC [57] 
Crude stabilizer outlet temp. Triangle(93.3,173.3,204.4) ºC [57, 58] 
Produced water energy intensity Triangle(0.24,0.36,0.92) kWh/bbl [3, 59] 
Imported water energy intensity Triangle(0.2,0.24,0.62) kWh/bbl [3, 59] 

V
FF

 a
nd

 O
th

er
 

Vented & fugitive gas volumes Triangle(2.1%,4.6%,7%)  [29] 
Maya flared gas volume Triangle(0,68.6,131.2) scf/bbl [60-63] 
Mars flared gas volume Triangle(0,13,62.5) scf/bbl [60-63] 
Bow flared gas volume Triangle(0,62.3,145.8) scf/bbl [60-63] 
ANS flared gas volume Triangle(0,190.58,478.99) scf/bbl [60-63] 
Kern flared gas volume Triangle(0,13,62.5) scf/bbl [60-63] 
Flaring efficiency PERT(80%,95%,99%)  [1, 14, 15, 18, 31] 
PG methane concentration Beta(14.49,2.91,,XBounds(,0.989)) %mol [18] 
Yield factor Pert(1.07,1.3,1.49)  [3, 15, 19] 
Distributed to bulk terminals Uniform(0,1)  [3, 31] 
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Table 3: Monte Carlo crude-specific inputs: Part 1 

 Input  Monte Carlo distribution  Units Source 
M

ay
a Nitrogen driver efficiency Triangle(60%,82.3%,95%)  [18, 43, 64, 65] 

Nitrogen injection volume Triangle(571,822,2727) scf/bbl [15, 43, 66-68] 

M
ar

s 

Injection WOR Triangle(0.3,0.7,1.5) bbl/bbl [8, 15, 69-71] 
Production WOR Triangle(0.02,0.2,5.5) bbl/bbl [8, 15, 69-71] 
Production GOR Triangle(800,1133,1400) scf/bbl [71] 
Well lifetime productivity Triangle(1.3e5,5.3e5,2.32e7) bbl/well [3, 8, 69] 
Well depth Triangle(4267,4420,5791) m [15, 70] 
Pump discharge pressure Triangle(37.9,42.1,47.2) MPa [15, 70, 72] 

B
ow

 Well depth Triangle(600,1000,1800) m [73, 74] 
Reservoir pressure Triangle(4.1,7.8,17.2) MPa [3, 75, 76] 
Production WOR Triangle(4,15,20) bbl/bbl [77, 78] 

A
N

S 

Current production WOR Normal(4.25,0.60, WCopula, XBounds(0.5,6.5)) bbl/bbl [79, 80] 
Historical production WOR Normal(0.97,0.137, WCopula, XBounds(0.1,3)) bbl/bbl [22, 81, 82] 
Current injection WOR Normal(6.33,1.8,WCopula) bbl/bbl [79, 80] 
Historical injection WOR Normal(1.35,0.38,WCopula) bbl/bbl [22, 81, 82] 
Water copula CopulaBiFrank(5.6,1)  [79, 80] 
Current production GOR Normal(34100,2195, GCopula) scf/bbl [79, 80] 
Historical production GOR Normal(6390,411, GCopula) scf/bbl [22, 81, 82] 
Current injection GOR Normal(31300,2608, GCopula) scf/bbl [79, 80] 
Historical injection GOR Normal(5841,487, GCopula) scf/bbl [22, 81, 82] 
Gas copula CopulaBiFrank(35,1)  [79, 80] 
Compressor inlet temp. Triangle(0,15,40) C [8, 15] 
Compressor discharge pressure Triangle(15.5,18.6,21.7) MPa [83] 
Compressibility factor Triangle(0.9,1,1.1)  [84] 
Interstage cooling efficiency Triangle(60%,80%,100%)  [18] 
Injection gas fugitives emissions Triangle(0.4,1.3,3.5) gCO2eq/scf [18, 41, 85, 86] 
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Table 4: Monte Carlo crude-specific inputs: Part 2 

 Input  Monte Carlo distribution  Units Source 
C

al
ifo

rn
ia

 K
er

n 
Current injection SOR Triangle(4.72,5.74,7.82, WCopula) bbl/bbl [87] 
Historical injection SOR Triangle(1.35,1.64,2.23, WCopula) bbl/bbl [87, 88] 
Current production WOR Triangle(6.6,8,12.1, WCopula) bbl/bbl [87] 
Historical production WOR Triangle(1.58,1.92,2.9, WCopula) bbl/bbl [87, 88] 
Water copula CopulaBiFrank(13,1)  [87] 
Current production GOR Normal(177.8,18,,XBounds(120,240)) scf/bbl [87] 
Historical production GOR Normal(93,9.3,,XBounds(20,180)) scf/bbl [87, 88] 
Cogen NG consumption Error(4484,217.6,1,,VseXBounds(3500,5500)) scf/MWh [88-90] 
Cogen electricity/steam ratio Normal(0.678,0.037,,VseXBounds(0.4,0.9)) MWh/MWh [88-90] 
Cogen steam energy required Triangle(1682,1944,2321) kJ/kg [89, 90] 
Cogen steam capacity Triangle(0%,30%,100%)  [87, 88] 
Cogen electricity credit Triangle(200,318,471) gCO2eq/kWh [31, 45] 

 
Table 5: Monte Carlo refinery inputs 

Crude Gasoline Diesel Jet 
Maya Normal(18.84,1.04) Normal(15.29,0.83) Normal(9.55,0.52) 
Mars Normal(16.60,0.93) Normal(12.52,0.70) Normal(8.02,0.45) 
Bow Normal(17.43,0.98) Normal(13.85,0.77) Normal(9.10,0.51) 
ANS Normal(14.79,0.89) Normal(10.81,0.65) Normal(6.89,0.41) 
Kern Normal(16.73,1.02) Normal(12.19,0.73) Normal(7.73,0.46) 
Units gCO2eq/MJ Gasoline gCO2eq/MJ  Diesel gCO2eq/MJ  Jet Fuel 
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2.3.2 Monte Carlo historical and current scenarios 

Originally, one Monte Carlo scenario was run for each of the five crudes; however, for the ANS 

and California Kern crudes the original results were 49 and 11% higher than the previous 

estimates from the F-1 model, respectively [3]. Additionally, the Kern scenario results were 25 

and 41% higher than the Jacobs and TIAX results, respectively [15, 17]. Further investigation 

found that the discrepancy was from the assumed water and gas injection and production ratios. 

The ANS and Kern fields have been using enhanced oil recovery for over 20 years [82, 87], and 

as the fields age the injection and production ratios have increased. Since the WTW emissions 

are sensitive to the injection and production ratios, two scenarios were developed for these fields, 

historical and current. The historical scenario uses cumulative ratios, which give an estimate of 

the weighted average WTW emissions over the entire life of the field. The current scenario uses 

recent ratios to investigate how the WTW emissions rise as the field ages. Using two scenarios 

will provide more insight into how the WTW emissions can vary depending on the age of the 

data used. The only differences between the historical and current scenarios are the inputs for the 

injection WOR and GOR, and the production WOR and GOR.  

ANS injects water and produced gas to maintain reservoir pressure. Table 6 shows ANS’ 

historical annual production and injection GOR and WOR ratios for ANS’s Prudhoe oil field [22, 

81, 82]. California Kern uses steam injection. Table 7 gives  its monthly historical SOR, WOR, 

and GOR for Kern’s Midway Sunset field [87]. As Table 6 and 7 show, the ratios have increased 

significantly over the last decade. It should be noted that the Jacobs and TIAX studies were 

published in 2009 and the F-1 model was published in 2014 [3, 15, 17]. 

Table 6: ANS historical injection and production ratios 

Date Injection 
GOR 

Production 
GOR 

Injection 
WOR 

Production 
WOR 

1980 1,400 1,100 0.02 0.03 
1990 3,300 3,200 1.33 0.64 
2000 15,700 15,300 3.25 2.39 
2010 26,000 28,300 5.74 3.61 
Cumulative (2015) 2,200 2,200 0.22 0.33 
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Table 7: Kern historical injection and production ratios 

Date Injection 
SOR 

Production 
WOR 

Production 
GOR 

Dec-96 2.92 4.42 27 
Dec-00 2.63 4.78 37 
Dec-05 4.10 5.95 38 
Dec-10 4.80 7.81 155 
Sep-15 6.60 10.75 190 
Cumulative (2009) 1.64 1.92 93 

 

2.4 Results and discussion 

As this study focuses on gasoline production from crude oil, only gasoline emissions are 

presented. Diesel and jet fuel emissions are included in section A5. Results are presented for 

seven scenarios, one for each crude and two additional scenarios, one for ANS and one for Kern. 

The additional ANS and Kern scenarios are included to show the effect of reservoir age on the 

WTW emissions (see Figure 2).  

 

Figure 2: WTW emissions 

When the error bars of two crudes overlap, it is not possible to confidently conclude that one 

crude oil has lower emissions than the other. The results in Figure 2 show an overlap between 
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most of the crudes studied. This is due to the conservative approach taken in defining input 

distributions for the Monte Carlo simulation. However, the current ANS and Kern scenarios 

clearly produce higher emissions than the other scenarios. Additionally, even with the 

conservative uncertainty, the Kern historical scenario does not overlap the Mars and Maya 

scenarios.  

The inputs that have a significant effect on the gasoline WTW emission uncertainty are shown in 

tornado plots in Figure 3. A significant effect is defined as having variance (maximum - 

minimum) greater than 10% of the total WTW variance (P95 - P5). The inputs at the top of the 

tornado plot have the largest effect on the overall uncertainty while inputs at the bottom are less 

significant. The results can be further broken down to examine which inputs have the largest 

effect on the refinery (Figure 4) and VFF emissions (Figure 5 and 6). Some inputs result in larger 

uncertainties than others. This is due to either a lack of information or a wide range of data in the 

literature. Additionally, inputs with higher sensitivity will have a larger effect on the WTW 

uncertainty.  
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Figure 3: Monte Carlo simulation WTW emission tornado plots for gasoline 
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Figure 4: Monte Carlo refinery emission tornado plots for gasoline 
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Figure 5: Monte Carlo venting, fugitive, and flaring emission tornado plots 
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Figure 6: Venting, fugitive, and flaring emissions 

2.4.1 Refinery uncertainty 

The uncertainty of refinery stage emissions has two main sources, the refinery yield factor and 

emissions. The refinery yield factor is the ratio of crude oil energy content to the finished 

product’s energy content. The yield factor depends on the crude properties and refinery 

configuration. For example, the yield factor for ANS from PRELIM varies from 1.07 to 1.53, 

depending on the refinery configuration [19]. The WTW variance of the yield factor ranges from 

2.9 to 4.4 gCO2eq/MJ for the ANS current and Kern current scenarios, respectively as seen in 

Figure 3.  

Five of the six inputs in the refinery tornado plots (Figure 4) are related to the natural gas 

consumption, as natural gas is the primary energy source for the refinery. Therefore, efficiency 

improvements have the potential to significantly reduce the refinery emissions. The natural gas 

(NG) upstream EF is the largest source of uncertainty for four of the five crudes; therefore, 

understanding where each refinery gets its natural gas from will have a significant effect on the 

results. 
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The large effect the refinery emissions have on the WTW emissions suggests that a more in-

depth analysis is required to understand the emissions from the complex refinery processes. 

Additionally, it should be noted that the refinery yield factor can decrease by using additional 

conversion processes to further upgrade the bottom-of-the-barrel products, which results in 

higher emissions [19]. The current model does not include this correlation and provides a 

conservative range of WTW emissions.  

2.4.2 Venting, fugitive, and flaring uncertainty 

VFF emissions are a common theme in the tornado plots in Figure 3. VFF uncertainty is 

primarily due to fugitive volumes, flaring volumes, CH4 GWP, and PG CH4 concentrations, as 

shown in the VFF tornado plots in Figure 5.  

The fugitive gas volumes shown in Figure 5 include the vented volumes of gas. Canter et al. 

studied venting and fugitive gas volumes for North American crudes by examining multiple 

sources for the oil and gas industry [29]. However, there is a wide range of values in these 

sources, which rely on approximation methods. There are limited publically available data on 

directly measured fugitive volumes from crude oil production and refinement [29]. To accurately 

determine the WTW emissions for the various crudes, more information is needed on the amount 

of fugitive gas released, especially for gassy oils, as in the ANS current scenario. The injected 

gas fugitives are calculated specifically for the ANS scenarios and are described in section A3.6. 

As they are the largest source of uncertainty for the ANS current scenario, more detailed data are 

required to reduce the uncertainty in the WTW emissions. 

Methane GWP values also affect the uncertainty of the model results. Methane GWP values have 

a ± 35% uncertainty range [39, 40]. Usually a value of 34 is applied to the CH4 GWP to be 

converted to GHG emissions (CO2eq) [39, 40]. However, in an uncertainty analysis of total GHG 

emissions, a higher CH4 GWP value will have a relatively larger impact on the total GHG 

emissions for crudes with large VFF volumes compared to crudes with small VFF volumes.  

VFF emissions depend on the concentration of methane in the produced gas. The data analyzed 

for California showed that methane concentrations could vary from 50-100%, with a mean of 

84%. OPGEE and the original F-1 model used 84% for all of the crudes analyzed [3, 18]. Jacobs 

and TIAX use 75% and 80% methane for their produced gas, respectively [15, 17]. Methane gas 
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concentrations for each well should be reported to get a better understanding of the produced gas 

emissions.  

Flared gas volumes also have a wide range of uncertainty due to the limited data and range from 

± 91% to ± 382% [60]. Though a wide conservative range of 80%-99% flaring efficiency was 

assumed, it resulted in a relatively small variance of 0.4 to 1.2 gCO2eq/MJ for five of the seven 

scenarios (Figure 5). However, for the ANS historical and current scenarios the ranges were 3.4 

and 3.3 gCO2eq/MJ, respectively, as the larger flaring volumes amplified the effect of the flaring 

efficiency. Therefore, flaring efficiency should be closely monitored for gassy oil. 

For the ANS scenarios the injection and production GOR values are significant since the venting 

and fugitive gas volumes are determined as a percentage of the produced gas volume. The 

produced gas volume also depends on the injected gas volume and is modelled using ModelRisk 

copulas. 

The distribution of VFF emissions in Figure 6 shows that a significant amount of the uncertainty 

in WTW emissions is due to VFF emissions. The VFF variance (P95-P5) is over 80% of the 

WTW variance for the Mars, Bow, and ANS crudes and 61% for Maya. For Kern, the VFF 

variance is less than 15% as it produces less gas than the other scenarios. This shows that for 

crudes with a large production GOR, a better understanding of the VFF gas volumes is required 

to accurately estimate the WTW emissions. 

2.4.3 Effect of field age on WTW emissions 

As seen in Figure 2, the ANS and Kern current scenarios show emissions increases of 34.8 and 

30.4%, respectively, from the historical scenarios. These increases are a result of increased water 

and gas injection and production rates as discussed in section 3.2. 

For the Kern scenario, the increase in emissions is primarily due to the production emissions, 

while VFF emissions are similar for the current and historical scenarios, as seen in Figure 6. 

Kern has high production emissions because it requires thermal enhanced oil recovery methods. 

The other crudes use mechanical enhanced oil recovery methods, which are less energy 

intensive. The injection SOR, production WOR, steam energy, and NG EFs are the largest 

sources of uncertainty for the Kern scenarios. For the ANS scenarios, the mean VFF emissions 
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increased from 9.9 to 31.9 gCO2eq/MJ, while the mean well-to-refinery (WTR) emissions, 

excluding the VFF emissions, increased from 7.8 to 24.0 gCO2eq/MJ. A better understanding of 

the VFF and production emissions will become increasingly important as ANS gas and water 

volumes continue to increase. 

2.4.4 Effect of insensitive inputs 

The Monte Carlo gasoline WTW simulation results in Figure 2 and 6 include the insensitive 

inputs. A comparison of the WTW emissions with and without the insensitive inputs found that 

the insensitive inputs had a negligible effect. The insensitive inputs had no detectable effect on 

the mean, as expected, since the insensitive inputs used symmetric distributions. The differences 

in the variances (P95-P5) showed that including the insensitive inputs increased the variance by 

less than 1%. This confirms the original assumption that detailed distributions are not required 

for the insensitive inputs as the effect will be negligible. 

2.4.5 Model comparison with published literature 

This study used an uncertainty analysis to determine the most likely range of emissions for each 

crude using a range of values for various inputs. If the input ranges used in this study cover all 

reasonable values, then the results from another model with the same model boundaries should 

be within the output ranges found in this study. Figure 7 compares the WTW emissions for 

gasoline from this study, Jacobs, TIAX, “Know Your Oil” (KYO), and the original F-1 model. 

The models in Figure 7 do not have the same boundaries; as a result, some of the WTW 

emissions are outside the range found  in this study. The Jacobs and TIAX, F-1, and KYO 

models were developed in 2009, 2014, and 2015, respectively, and so did not use the same 

emission factors and CH4 GWP [3, 8, 15, 17]. The gasoline combustion emissions are 73.2, 73.9, 

73.6, 73.0, and 73.6 gCO2eq/MJ for the F-2, F-1, Jacobs, TIAX, and KYO models, respectively 

[3, 8, 15, 17]. The F-2 model and the KYO model use 34 as the CH4 GWP and the others use 25 

[3, 8, 15, 17]. 

The TIAX emissions results are significantly lower than the other models’. This is because TIAX 

uses a simpler approach than the others when modeling WTR emissions and focuses more on the 

refining emissions. Since the current F-2 model included additional fugitive emissions for the 

reinjected gas, the F-1 emissions are 7 and 31% lower than the ANS current and historical 
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scenarios, respectively. The KYO and Jacobs results, except for the Jacobs Mars results, were 

within the range of values reported for all the crudes in this study. For the Kern scenario, the 

KYO and F-1 model results line up with the lower end of our current scenario. This makes sense 

since these models use SORs of 5.79 and 5.13 m3/m3 while our scenario uses a mean SOR of 

5.74 m3/m3 with a minimum of 4.72 m3/m3. It was initially unclear why the Jacobs Kern scenario 

is 18% lower than our current scenario as it uses a SOR of 5 m3/m3. Further investigation found 

that the variation was due to the refinery and electricity emissions. The Jacobs refinery emissions 

were lower due to differences in the refinery configurations used.  The electricity emissions for 

the F-2 model were higher because the cogenerated electricity had a higher emission intensity 

than the grid electricity, which was used by Jacobs [91]. For Mars, the Jacobs results are higher 

than ours due to the produced gas credit and the water injection ratio. This study calculated a 3.7 

gCO2eq/MJ gas credit. Jacobs does not use a gas credit for produced gas, and it used a water 

injection ratio of 5.5 m3/m3, which is the highest water production ratio in our study [91]. The F-

1 results differ from the F-2 results primarily due to the new VFF emissions. 

 

Figure 7: Comparison of gasoline WTW emissions from the literature 
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2.5. Conclusion 

In previous published literature, the WTW emissions of various crudes are compared using point 

estimates without uncertainty. In order to compare crudes and determine whether one has higher 

or lower emissions than another, the uncertainty in the emissions is required. A sensitivity 

analysis was used to identify which sensitive inputs would have the largest effect on the WTW 

emissions. Distributions were then determined for the sensitive inputs and a Monte Carlos 

simulation was performed to calculate the uncertainty in the WTW emissions. Using 

conservative distributions, we found that while there is significant overlap between the scenarios 

it is still possible to distinguish the highest- and lowest-emission crudes. For example, Mars’ 

gasoline WTW emissions were the lowest and ranged from 96.4-104.0 gCO2eq/MJ, while the 

ANS current gasoline WTW emissions were the highest and ranged from 133.2-163.2 

gCO2eq/MJ. WTW emissions ranges for the remaining scenarios are 99.9-105.5 (Maya), 102.5-

114.2 (Bow River), 104.6-114.5 (ANS historical), 105.5-113.2 (Kern historical), and 131.5-155.0 

gCO2eq/MJ (Kern current). Further analysis determined that the following inputs have the largest 

effect on the WTW emission ranges and require further investigation: 

1. Venting, flaring, and fugitive emissions, especially for gassy crudes such as ANS 

2. Refinery emissions, focusing on natural gas consumption and process unit efficiencies 

3. Refinery yield factor 

4. Natural gas upstream emission factors, especially when thermal recovery is used (Kern) 

5. Injection and production gas-to-oil ratios and water-to-oil ratios 

Policy makers interested in estimating the WTW emissions of a crude oil should focus on getting 

accurate data related to the inputs listed above. Currently the venting, fugitive, and flaring gas 

volumes show the largest potential for improvement due to their large uncertainty and lack of 

accurate publicly available data. 

The current scenarios for ANS and Kern show that as fields age their production emissions can 

grow significantly. Furthermore, a carbon tax would increase the historical scenarios’ gasoline 

cost for the ANS and Kern current scenarios, illustrating that the variation between scenarios is 

large enough to have a significant effect on the field’s economics. 
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Chapter 3: Uncertainty in the Life Cycle Assessment Well-to-Wheel 

Greenhouse Gas Emissions of Transportation Fuels 

This chapter presents a life cycle assessment of three crudes from Saudi Arabia, Venezuela, and 

Iran done through the modified FUNNEL-GHG-CCO model. Once the base case LCA was 

completed, a Monte Carlo simulation was run to determine the uncertainty in WTW emissions 

using the same method described in chapter 2.  

3.1 Introduction 

Growing awareness of climate change and global pushes for carbon taxes have led to increased 

interest in reducing global greenhouse gas (GHG) emissions [4]. Because transportation 

emissions are responsible for 23% of the global CO2 emissions, governments have set strategic 

carbon emission reduction targets. For example, the European Union and California Air 

Resource Board have implemented polices to reduce the carbon intensity of transportation fuels 

by 6% and 10%, respectively, before 2020 [6, 7]. One solution to meet these targets is to 

consume transportation fuels (gasoline, diesel and jet) with lower upstream emissions. 

The upstream emissions from transportation fuels are generated during crude oil production, 

surface processing, transportation, refining, and distribution. Life cycle assessments (LCAs) have 

been used to quantify emission intensity (emissions produced per unit of product produced) by 

examining the energy used and emissions generated along the life cycle stages from extraction of  

natural resources to the end of the product life [11]. By performing an LCA on multiple crudes, 

we can compare their GHG emissions. The upstream emissions from different crudes will vary 

depending on the crude properties and the methods used to produce and process the crudes into 

finished transportation fuels.  

Current literature examines well-to-wheel (WTW) emissions of transportation fuels, which 

includes the upstream to combustion emissions, through models. These models can be divided 

into two types. Type 1 models, such as Greenhouse Gases, Regulated Emissions, and Energy Use 

in Transportation (GREET) [13] and GHGenius [14], use a top-down approach in which high 

level aggregated facility- and country -level data are used to calculate industry average 
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emissions. However, the use of aggregated data makes it difficult to determine emission intensity 

for specific crudes. Type 2 models, such as Jacobs [15, 16], TIAX [17], Oil Production 

Greenhouse gas Emissions Estimator (OPGEE) [18], Petroleum Refinery Life Cycle Inventory 

Model (PRELIM) [19], and FUNdamental ENgineering PrinciplEs-based ModeL for Estimation 

of GreenHouse Gases in Conventional Crude Oils (FUNNEL-GHG-CCO) [1-3], use a bottom-

up approach wherein energy consumed and emissions generated are calculated using engineering 

first principles for each stage. Due to the lack of information and process complexity, the 

bottom-up models only examine processes that consume or produce large amounts of energy or 

pollution, and so they do not capture all the emissions produced and may lead to modeling 

results with limited accuracy. However, a bottom-up model can calculate the emissions for 

specific crudes and provide detailed results for each sub-process.  

Various bottom-up models have determined the WTW emissions for over 35 crudes; however, 

the results are difficult to compare due to differences in the boundaries and assumptions used. 

Additionally, the TIAX and Jacobs models lack transparency and reproducibility as they were 

conducted by consulting companies and used confidential data [15-17]. Gordon et al.’s report 

“Know Your Oil” (KYO) used the PRELIM and OPGEE models to develop WTW estimates for 

thirty crude oils using consistent boundaries [8]. However, all these models provide deterministic 

point estimates for the WTW emissions. Without an uncertainty analysis, it is not possible to 

accurately compare crudes based on their WTW emissions. If model uncertainty is high 

compared to the difference in the emissions between two crudes, it would not be accurate to 

claim that one crude has lower emissions than the other.  

Chapter 2 examined the uncertainties in five North American crudes using an updated version of 

the FUNNEL-GHG-CCO model and found that the uncertainties in WTW emissions ranged 

from ±2.6 to ±10.4%. Although uncertainty ranges could be large, it was still possible to 

differentiate between the highest- and lowest-emitting crudes.  

There are two main gaps in the previously published work. First, the Jacobs [15, 16] and TIAX 

[17] models lack transparency, and reproducibility. Second, the published literature only 

examines uncertainty in 5 out of the 35 crudes studied. Both gaps are important to policy makers 

and industry representatives because quantifying the uncertainty in WTW emissions will provide 

a more accurate representation of the industry.  
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The general objective of this study is to determine the WTW emission uncertainties for Saudi 

Arabia, Iran, and Venezuela oils. The specific objectives are to: 

1. Conduct a transparent and reproducible LCA on crude oils from Saudi Arabia, Iran, and 

Venezuela previously examined by Jacobs and TIAX with the FUNNEL-GHG-CCO 

model 

2. Determine the WTW emission uncertainty by performing a Monte Carlo simulation  

These crudes were chosen as Saudi Arabia and Venezuela represent 17% and 11% the crude 

imported to the USA from 2011 to 2015 [92], a significant portion of the USA’s imports. While 

the USA does not currently import any Iranian oil, this oil was included due to the potential for 

imports as a result of the lifting of the Iranian trade embargo in 2016 [92, 93]. 

The uncertainty ranges determined from this study will provide a fair representation of the 

industry and a GHG emission comparison among the three crude oils. The results will help 

policy makers understand the limitations of LCA models and will help identify data gaps from 

industry in order to improve the accuracy of the WTW GHG emission estimates. 

3.2 Method 

This study was conducted in two stages. In the first stage we performed an LCA of the WTW 

emissions for crude oils from Saudi Arabia, Iran, and Venezuela. Data were collected and fed 

into a modified version of the FUNNEL-GHG-CCO model to complete the LCA. The scope of 

this LCA comprises of site preparation, production, surface processing, crude transportation, 

refining, distribution, and combustion stages. The study’s second stage was an uncertainty 

analysis on the LCA WTW emissions. First, a sensitivity analysis was used to identify sensitive 

inputs that would have a significant effect on the results. Uncertainty distributions were then 

determined for the sensitive inputs and were used in a Monte Carlo simulation to determine the 

uncertainty. The Monte Carlo simulations are run using ModelRisk which is a Microsoft Excel 

add-in [33].  

3.2.1 Base case model 

The original FUNNEL-GHG-CCO model was created by Rahman et al. in 2014 and uses 

engineering first principles to perform a bottom-up analysis [1-3]. This model was used to study 

five conventional North American crudes (Maya, Mars, Bow River, Alaska North Slope, and 
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California Kern) and determine deterministic point estimates for the WTW emissions of each 

crude. The crudes were produced using water flooding, nitrogen gas injection, water-alternating-

gas (WAG) injection, and steam injection. The FUNNEL-GHG-CCO model focuses on crudes 

refined and used within the USA and uses a functional unit of gCO2eq/MJ of gasoline/diesel/jet 

fuel. This article focuses on gasoline production; diesel and jet fuel production emissions are 

included in appendix B4. Figure 8 gives a high level overview of the seven main stages. 

 
Figure 8: FUNNEL-GHG-CCO model boundary 

The model used by Di Lullo et al. [94] will be referred to as the F-2 model, and the original 

FUNNEL-GHG-CCO model will be referred to as the F-1 model. This study made four 

additional modifications to the F-2 model to accommodate the new crudes and provide additional 

accuracy improvements; this study’s model used in this paper is referred to as the F-3 model.  

The modifications to the F-3 model are these: First, the F-1 and F-2 models used values 

(emission factors [EFs] and energy densities) from the 2013 version of GREET while the F-3 

model uses the 2015 version of GREET. Second, the electricity emission factors have been 

updated to use consistent boundaries. Earlier versions did not include upstream EFs for the 

regional grid emission factors. Third, the water treatment in the original and F-2 model assumed 

that injected water would use treated produced water first and only import sea water if there was 

insufficient produced water available. The F-3 model allows the user to specify whether the 
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produced water is reused or if all the injected water is imported. Fourth, this model updated the 

distributions used for the crude transportation stage to improve accuracy. Further details on the 

modified electricity EFs and crude transportation distributions are in appendix B3. 

3.2.2 Overview of new crude oils 

Crude oil properties vary significantly around the world and are classified by their American 

Petroleum Institute gravity (ºAPI) as light (>31.1 ºAPI), medium (22.3-31.1 ºAPI), heavy (10-

22.3 ºAPI), and extra-heavy (<10 ºAPI). The API gravity is related to the inverse of the crude’s 

density with water being 10ºAPI [9]. This study performs an LCA on light crudes from Saudi 

Arabia, heavy crude from Venezuela, and medium crude from Iran. The Saudi Arabia and 

Venezuela crudes were chosen as they represent a significant portion of the USA’s imports. 

Iranian oil, this oil was included due to the potential for imports as a result of the lifting of the 

Iranian trade embargo in 2016 [92, 93]. Additionally, earlier studies on these crudes lacks 

transparency with respect to data inputs, and do not incorporate an uncertainty analysis [15-17]. 

Table 8 shows a summary of the crude oils. 

3.2.2.1. Saudi Arabia 

The Gwahar oil field is over 2,000 square miles and is split into multiple zones. The Ain Dar and 

Uthmaniyah zones both produce oil from the Arab-D formation and produce a majority of the 

field’s oil [95, 96]. As a result, this study focuses on Saudi Arabian light crude (Arab Light) from 

the Arab-D formation. The crude from the northern Ain Dar zone has an API of 34º [97], and the 

crude from the lower Uthmaniyah zone has an API of 32.6º [95]. The entire Gwahar field 

produced approximately 5 million bpd in 2003 [96]. The field currently uses water injection to 

maintain reservoir pressure. The produced oil is gathered at Abqaiq for surface processing [96]. 

The stabilized crude is then transported through the 1200 km Petroline to the Yanbu terminal, 

where it is loaded onto very large crude carriers (VLCC) and ultra-large crude carriers(ULCC) 

for transport to the USA [98]. 

3.2.2.2 Venezuela 

Bachaquero crude is produced in the Bolivar oilfield on the east coast of Lake Maracaibo [99]. 

The heaviest cut of Bachaquero crude was used to align with the Jacobs study and has an API of 

11.7º [15, 100]. Steam flooding (SF) and cyclic steam simulation (CSS) are used to produce the 
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heavy crude using offshore platforms [99-103]. It is assumed that the crude is then transported 

via pipeline to the Gulf of Venezuela coast where it is loaded onto a crude tanker. 

3.2.2.3 Iran 

The Alvand, Nosrat, Sivand, and Dena oilfields are located off the coast of Sirri Island in the 

Persian Gulf [104, 105]. Water injection is used to produce medium 31º API oil from offshore 

platforms [106]. This study focuses on the Sirri C&D fields due to data availability. The crude 

undergoes surface treatment on Sirri Island and is then loaded onto ultra-large crude 

carriers(ULCC) moored offshore [104, 107]. 

Table 8: Summary of crude oil fields 

Crude 
Name 

ºAPI Country Field Production technique 

Arab Light 32.6 Saudi 
Arabia 

Arab-D section of the 
Gwahar field 

Water flooding 

Vene 11.7 Venezuela Bachequero-13 Steam flooding and cyclic 
steam simulation  

Sirri 31 Iran Sirri C&D Water flooding 
 

3.3 Life cycle assessment of WTW greenhouse gas emissions 

This section covers the LCA of the study. Each life cycle stage is described, followed by the 

LCA results. 

3.3.1 Goal and scope definition  

As described in section 3.2, this study examines the WTW emissions of transportation fuel 

production. A bottom-up analysis is used to quantify the energy and mass balances for each life 

cycle stage. A functional unit of gCO2eq/MJ crude is used for pre-refinery emissions and 

gCO2eq/MJ gasoline/ diesel/jet fuel for the WTW emissions. 

3.3.2 Life cycle inventory 

This section provides the inputs used for the LCA of the new scenarios. Only a high level 

description of the calculations used is given in this study; for additional details on the 

calculations readers are encouraged to read the previous works from Rahman et al. and chapter 2 

[1-3].  
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3.3.2.1 Site preparation 

Site preparation emissions are those from well drilling and land alteration. Diesel fuel used to run 

the drill is the primary pollution source [3]. The amount of drilling emissions is dependent on the 

drilling depth and the well lifetime productivity (as shown in Table 9). The lifetime well 

productivity is approximated from the total oil recovered and the number of wells drilled [25].  

The land use emissions are a result of carbon from the soil and biomass being oxidized during 

well construction and from the land’s reduced ability to sequester carbon after being disrupted 

[108, 109]. The land use emissions depend on the carbon richness of the ecosystem and the 

drilling intensity [108]. Since Sirri and Venezuela production occurs offshore and Saudi Arabia 

is a desert, low carbon richness was assumed for all three crudes. A moderate drilling intensity 

was assumed for all scenarios. The land use emissions were taken from OPGEE using a 30 year 

time period [108]. 

Table 9: Drilling stage inputs 

Crude Vene Sirri Arab Light 
Average depth (m) 914[100] 2,438 [106] 2,042 [96] 
Well lifetime productivity (m3/well) 537,021a 364,876b 36,567c 

a Approximated from initial oil-in-place of 7.04e9 bbl, 300 wells and 14.4% oil recovery factor [100] 

b Approximated from initial oil-in-place of 27e6 bbl, 2 wells and 17% oil recovery factor [106] 
c Approximated from 345e6 bbl 2008 cumulative production and active 1500 wells [110, 111] 

 
3.3.2.2 Production and surface processing 

The production and surface processing emissions are primarily dependent on the injection and 

production steam-to-oil (SOR), water-to-oil (WOR), and gas-to-oil (GOR) ratios (shown in 

Table 10). The Venezuela SF and CSS production emissions are calculated from the amount of 

steam required and the energy required to heat the steam. The Venezuelan base case assumes 

1924 kJ/kg of energy are required to produce the 75% quality steam required for injection [90, 

100]. Steam energy calculations are provided in appendix B2.2. Due to the wide range of SORs 

found in the literature, both a high steam (HS) scenario and a low steam (LS) scenario are used 

for the Venezuelan crude; the only difference between the two scenarios is the steam injection 

ratio, as seen in Table 10. Sirri and Arab Light water flooding (WF) production emissions are 

calculated from the amount of energy required for the injection pump. An injection pump 
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discharge pressure of 27.6 and 20.7 MPa is used for the Sirri and Arab Light scenarios based on 

their reservoir pressures [106, 112, 113]; additional detail is in appendix B2. 

The surface processing stage uses the same calculations as those in the F-1 and F-2 models [1-3]. 

There are no crude-specific inputs other than the water injection and production ratios. The Sirri 

scenario is unique as the produced water is not reinjected but disposed of into the ocean [114], 

resulting in a larger volume of water requiring treatment. Further details are given in appendix 

B2.3. 

Table 10: Injection and production ratios 

Crude Production technology Inj. WOR 
(m3/m3) 

Inj. SOR 
(m3/m3) 

Prod. WOR 
(m3/m3) 

Prod. GOR 
(m3/m3) 

Vene low 
steam 

Steam flooding and 
cyclic steam simulation N/A 0.25 2.0 98.0 

Vene high 
steam 

Steam flooding and 
cyclic steam simulation N/A 2.10 0.3 98.0 

Sirri Water flooding 2.7 N/A 1.0 133.6 
Arab Light Water flooding 1.8 N/A 0.7 101.5 

 
3.3.2.3 Venting, fugitive, and flaring emissions 

During the crude production, surface processing, transportation, and refining stages, hydrocarbon 

gas is either vented or leaks into the atmosphere; this gas is known as venting and fugitive 

emissions. The F-2 model used previous work by Canter et al. [29] that calculated the venting 

and fugitive gas volumes as a percentage of the produced gas volume for North American 

crudes. As there is no additional information available for crudes outside of North America, the 

same percentage of 4.6% is used for this study in chapter 2. 

Flaring emissions occur when the produced gas (PG) is combusted as it is vented to the 

atmosphere. The flaring rate is calculated from the respective countries’ annual flaring and oil 

production volumes and results in flaring rates of 6.5, 14.8, and 46.5 m3 PG/m3 crude for the 

Arab Light, Vene, and Sirri scenarios, respectively. Further details are provided in appendix 

B3.1. 

The produced gas composition is used to determine the EF for the vented, fugitive, and flared 

(VFF) gas. All crudes except for Arab Light use the default gas composition from the F-1 and F-
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2 models, which is derived from OPGEE due to lack of data [3, 18]. The Arab Light scenario 

uses crude-specific gas composition from the northern Ain Dar field, which has a lower methane 

concentration (44.3 vs. 84.0 mol%) [113]. The full gas composition is provided in Table B2. 

The F-2 model introduced a produced gas credit. The credit is defined as the natural gas 

production and processing emissions, as the produced gas can be used to offset the natural gas 

consumption. This model assumes all produced gas that is not reinjected or lost is sold as 

produced gas. 

3.3.2.4 Crude transportation 

The crudes are transported from the production and surface processing sites to the refinery in 

three stages. First, the crude is transported from the surface processing site to the coast via 

pipeline, then it is transported to the USA via tanker, and finally it is transported inland to the 

refineries via pipeline. It is assumed that all three crudes are refined in Houston, as 98% and 65% 

of Venezuelan and Persian Gulf crude are imported to PADD 3 [115].  

The pipeline calculations are unchanged from the F-2 version and use scenario-specific inputs 

(provided in Table 11) to calculate the pumping energy required to overcome frictional losses. 

Additional information on how the pipeline velocities and throughputs are determined is in 

appendix B3.2. 

Table 11: Crude pipeline transportation data 

Crude Origin Destination Distance 
(km) 

Velocity (m/s) 
 [54, 116, 117] 

Throughput 
(m3/d) [117] 

Kinematic 
viscosity (cSt) 

Vene Bachaquero Gulf of 
Venezuela  

125a 1.4 63,500 48.6 [118] 

Sirri Platform Sirri Island 50b 3.3 63,500 20.3 [119] 
Arab Light Abqaiq Yanbu 1,200c 3.3 476,962 10 [120, 121] 
USA Houston port Houston 

refineries 
80d 1.4/2e 63,500 Crude specific 

a Google map’s distance from Bachaquero to coast  
b Farthest field from Sirri Island [105] 
c Length of the Petroline [54] 
d From F-1 model, approximate distance from port to refineries [1-3] 
e 1.4 m/s for Vene, 2 m/s for Sirri and Arab Light [54, 116, 117] 

 
Using the GREET calculation method, we approximated the marine tanker emissions from the 

tanker capacity, travel distance, velocity, and load factors [13]. The tanker capacity is determined 
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from the origin port limitations, and the distances between the ports are determined from Sea-

Distance-org; both are shown in Table 12 [13]. The load factors refer to the average engine load, 

the delivery trip uses a load factor of 0.83, and the return trip uses 0.70 [13]. The tanker velocity 

is assumed to be 15 knots for all scenarios [13].  

Table 12: Crude marine tanker transportation data 

Crude Origin Distance (km) [122] Capacity (DWT) 
Vene Maracaibo City 3,408 240,000a 

Sirri Sirri Island 22,561 240,000a 
Arab Light Yanbu 22,743 315,000b 

a Typical VLCC and ULCC vary from 160,000 to 330,000 DWT; this research used the average as the 
default [107, 123] 
b Typical tankers range from 280,000 to 350,000 DWT; this research used the average as the default [124] 

 
3.3.2.5 Refining 

The refinery emissions are calculated using the Aspen HYSYS model previously used in the F-1 

and F-2 models. The crude assays for Arab Light [120], Venezuela Bachaquero Heavy [118], 

and Sirri offshore [119] were input into the Aspen model to determine the refinery emissions and 

refinery yield factor. Mass-based allocation was used to track the emissions through the refinery 

to determine each product’s share of the refinery emissions. The refinery yield factor is used to 

convert pre-refinery emissions from gCO2eq/MJ crude to gCO2eq/MJ gasoline/diesel/jet. It 

represents the inverse of the refinery conversion efficiency. If the refinery yield factor is 1.25, 

then 1.25 MJ of crude is required to produce 1 MJ of desired products, where gasoline, diesel, 

and jet fuel are the desired products. The remaining 0.25 MJ is either lost or converted to 

undesirable products such as coke or heavy fuel oils. The pre-refinery emissions are multiplied 

by the refinery yield since more than 1 MJ of crude must be produced and transported to the 

refinery to produce 1 MJ of desired end product. 

3.3.2.6 Distribution and vehicle combustion 

The final products are distributed from the refinery to bulk terminals using a combination of 

ocean tankers, barges, pipelines, and trucks. Trucks are then used to distribute the products from 

the bulk terminals to the fueling stations. As all the crudes examined are refined in North 

America there is no variation in the distribution and combustion emissions between scenarios.  
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3.3.3 LCA emission factors 

This section provides the key EFs used in the analysis; full details on how the EFs are calculated 

from the reference values are provided in appendix B3. The NG Upstream EF is the only Fuel EF 

in Table 13 not taken directly from GREET; it is determined from work by Weber et al. [41] that 

examined uncertainty in NG upstream emissions. The marine residual oil LHV is 39.5 MJ/kg 

[13]. Electricity EFs are calculated using GREET values and regional electricity grid mixes [13]. 

The fuel upstream emissions and 6.5% transmission losses are included in the values provided in 

Table 14. The final product distribution EFs are taken from GREET and vary for each product as 

shown in Table 15. Vehicle combustion EFs are 73.3, 75.9, and 72.9 gCO2eq/MJ for gasoline, 

diesel, and jet fuel, respectively [13]. 

Table 13: Fuel emission factors [13] (gCO2eq/MJ) 

Emission source Value 
Stationary diesel engine comb. 73.43 
Industrial NG boiler comb. 56.52 
NG turbine comb. 56.32 
Diesel upstream 15.74 
NG upstream [41] 17.96 
PG credit 12.52 
Marine residual oil comb. 80.84 
Marine diesel upstream 12.75 

 

Table 14: Electricity emission factors (gCO2eq/kWh) 

Electricity Use  EF  Sources 
Vene production & pipeline 1a 531 [125, 126] 
Sirri production & pipeline 1a 877 [127] 
Saudi Arabia production 869 [128, 129] 
Saudi Arabia pipeline 1 767 [130] 
Pipeline 2b & Houston refinery 656 [45] 
a Pipeline 1 carries crude from the production site to the origin marine port 
b Pipeline 2 carries crude from destination marine port to the refinery 
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Table 15: Final product distribution to end user EF [13] (gCO2eq/MJ) 

Method Gasoline Diesel Jet 
Ocean tanker 0.544 0.262 0.260 
Barge 0.623 0.372 0.369 
Pipeline 0.240 0.208 0.206 
Rail 0.100 0.330 0.325 
Truck 0.140 0.142 0.141 

 
3.3.4 LCA results 

The LCA analysis found that the heavy Venezuelan crudes had the highest emissions and Arab 

Light the lowest (shown in Figure 9). This is expected, as the heavier crude requires a more 

energy intensive production and refining process. The difference in emissions between the 

gasoline, diesel, and jet fuels is a result of the different refinery, distribution, and combustion 

emissions for each product; the pre-refinery emissions (WTR) are the identical for gasoline, 

diesel, and jet fuel.   

 

Figure 9: LCA well-to-wheel emissions 

3.3.4.1 Well to refinery gate LCA results 

Figure 10 shows the breakdown of well-to-refinery gate (WTR) emissions for gasoline, diesel, 

and jet fuel production. The results show that the production, VFF, and crude transportation 

stages are the primary emissions sources. All emissions are shown in terms of gCO2eq/MJ of 
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crude for pre-refinery emissions. The site preparation emissions range from 0.13 to 0.21 

gCO2eq/MJ for Vene and Arab Light, respectively. The land-use emissions are 0.13 gCO2eq/MJ 

for all four scenarios and contribute to the majority of the site preparation emissions. The drilling 

emissions for Vene are negligible due to the high well lifetime productivity. The production 

emissions are from steam generation for the Vene scenarios and water injection for the Sirri and 

Arab Light scenarios. The Sirri emissions are higher than the Arab Light emissions because of 

the higher water injection ratio and injection pressure used. The Vene scenarios have the highest 

emissions as the thermal production method is more energy intensive. The surface processing 

emissions range from 0.72 to 0.78 gCO2eq/MJ for Vene and Sirri, respectively; the crude oil 

stabilizer contributes to 85-91% of the surface treatment emissions. Sirri has the highest VFF 

emissions due to its high GOR and large flaring volumes (see Table 16). Arab Light has the 

lowest VFF emissions because its produced gas has a low methane concentration and a low 

flaring rate. Even though the Sirri scenario has a larger GOR, the Arab Light scenario has a 

larger gas credit because Sirri flared a larger portion of its produced gas. The crude 

transportation emissions are low, 0.48 gCO2eq/MJ for Vene, as the marine transportation 

distance is shorter (3,400 versus 23,000 km for Sirri and Arab Light). Table 17 provides a 

breakdown of the crude transportation emissions. The pipeline emissions were small due to the 

relatively short transportation distances. 
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Figure 10: LCA well-to-refinery gate emissions 

Table 16: LCA VFF and PG credit emissions (gCO2eq/MJ) 

Crude Vene HS Vene LS Sirri Arab 
Light 

Venting and fugitive 2.28 2.28 3.37 1.39 
Flaring 1.11 1.11 3.80 0.66 
% Flaring 32.8% 32.8% 53.0% 32.1% 
PG credit -0.95 -0.95 -1.07 -1.20 

 

Table 17: LCA crude transportation emissions breakdown (gCO2eq/MJ) 

Crude Vene HS Vene LS Sirri Arab Light 
Pipeline 1a 0.02 0.02 0.07 0.38 
Marine 0.45 0.45 2.82 2.65 
Pipeline 2b 0.01 0.01 0.01 0.02 
Total 0.48 0.48 2.90 3.05 
a Pipeline 1 carries crude from the production site to the origin marine port 
b Pipeline 2 carries crude from destination marine port to the refinery 
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3.3.4.2 LCA refinery, distribution, and combustion emissions 

Refinery emissions vary for each crude and final product (see Table 18.) Jet fuel is made of the 

light ends of the crude feedstock that go through mild treatment and as a result have the lowest 

emissions. For the lighter crudes, Sirri and Arab Light, the diesel emissions are higher than the 

gasoline emissions, while for the heavy crude the opposite is true; this is a result of the crude 

composition and refinery configuration. The refinery yield factors are 1.55, 1.33, and 1.25 for the 

Vene, Sirri, and Arab Light scenarios, respectively. The Vene scenario has the highest yield 

factor because it is a heavier crude and will produce larger amounts of undesirable products such 

as residual oil. The pre-refinery emissions in gCO2eq/MJ crude are multiplied by the refinery 

yield factor to get emissions in gCO2eq/MJ gasoline/diesel/jet fuel. Since all the crudes are 

refined and distributed in North America, distribution and combustion emissions are the same for 

all the crudes. Distribution emissions for gasoline, diesel, and jet fuel are 0.50, 0.44, and 0.43 

gCO2eq/MJ and combustion emissions are 73.27, 75.86, and 72.89 gCO2eq/MJ. The combustion 

emissions represent 61 to 82% of the total WTW emissions. 

Table 18: LCA refinery emissions by product fuel (gCO2eq/MJ) 

Crude Gasoline Diesel Jet 
Vene 23.03 16.50 11.50 
Sirri 16.06 13.12 7.02 
Arab Light 16.68 13.15 7.26 

 

3.4 Uncertainty analysis of WTW emissions 

This section covers the method and results of the uncertainty analysis. Only an overview is 

provided here; detailed technical information can be found in appendix A. The uncertainty 

analysis uses a functional unit of gCO2eq/MJ gasoline/diesel/jet fuel. Only a breakdown of the 

gasoline WTW emissions is provided in the main report. The diesel and jet fuel results are in 

appendix B4. 

3.4.1 Uncertainty analysis methods 

The uncertainty in the model output is due to sensitivity and uncertainty in the model inputs. 

Hence, a sensitivity analysis was used to identify sensitive inputs. Distributions were then 
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generated for each of the sensitive inputs from the available literature. Finally, a Monte Carlo 

simulation was used to quantify the uncertainty for each scenario.  

3.4.1.1 Sensitivity analysis 

Since tank-to-wheel (TTW) emissions are constant across all scenarios they are not included in 

the sensitivity analysis; instead well-to-tank (WTT) emissions are used. In order for an input to 

be deemed sensitive, a ±25% change in the input value must result in a change of ±1% or greater 

in the WTT emissions. A change of ±0.1% to ±1% is considered semi-sensitive and a change of 

less than ±0.1% is deemed insensitive. Even if an input is deemed insensitive, the output 

uncertainty could be significant if the input uncertainty is significantly larger than ±25%. Hence 

in this study, the lists of semi-sensitive and insensitive inputs were reviewed and any inputs that 

were identified as having large uncertainties were reclassified as sensitive inputs See Tables 19, 

20, and 21 in section 3.4.2 for a full list of the sensitive inputs.  

3.4.1.2 Determining distributions for sensitive inputs 

In order to create a statistical distribution, a significant amount of data is required. When limited 

data are available, this study uses triangular distributions that require a most likely, minimum, 

and maximum estimate to generate. Additionally, triangular distributions are more conservative 

as they favor extreme values [131]. ModelRisk copulas are used to model dependence between 

inputs to produce a more conservative result [33, 35]. 

3.4.1.3 Determining distributions for the insensitive inputs 

Even though the insensitive inputs individually have an insignificant effect, they can collectively 

impact the WTW emissions. As a result, the insensitive inputs are assigned a triangular 

distribution with a minimum and maximum value of 90% and 110% of the base case value. This 

will give a wider, more conservative output distribution. 

3.4.1.4 Monte Carlo simulation parameters 

To ensure the sampling error is less than 0.1 g/MJ, 50,000 samples are used for each scenario. 

Sampling error calculations are in appendix B1. Reported results use the 5% and 95% percentiles 

(P5, P95) to capture the extreme estimates.  
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ModelRisk tornado plots were used to identify which inputs had the largest contribution to the 

overall uncertainty. The tornado plots were generated using the conditional mean and 20 

tranches. This means that the Monte Carlo samples are divided into 20 subgroups based on the 

value of the input being examined. For example, subgroup 1 includes all samples where input 

X’s value is in the P0-P5 range of its distribution. The mean of each subgroup is calculated, and 

the tornado plot displays the minimum and maximum subgroup mean. Due to the number of 

inputs modeled and limited accuracy of the tornado plots, only the significant inputs are 

displayed. Significant inputs have a tornado plot variance (maximum - minimum) that is greater 

than 10% of the WTW variance (P95-P5). Spider plots were also used to identify any non-linear 

responses.  

This study does not include an in-depth analysis of the uncertainty in the refinery process. The F-

1 model uses Aspen HYSYS to model a typical North American refinery and this model is used 

unchanged in the current work [1-3]. The Aspen model outputs mass and energy balances for 

each refinery unit and these values are used to allocate emissions to each sub process using mass-

based allocation [1-3, 38]. In order to determine refinery emissions, the energy balances are 

multiplied by heater and boiler efficiencies and fuel EF. This study includes uncertainty ranges 

for the efficiencies and EFs only and does not consider uncertainty in the mass and energy 

balances for each process unit. The refinery uncertainty is then fed into the WTW model as an 

input uncertainty to estimate the WTW uncertainty.  

3.4.2 Monte Carlo inputs 

Table 19, 20, and 21 show the distributions used for common and crude-specific inputs. Most of 

the common inputs have been taken unchanged from the F-2 model. The EF ranges were 

determined using GREET as the most likely value and uncertainty ranges from Weber and 

Calvin [41]. The electricity EFs were defined using the regional grid electricity mix and GREET 

defaults. The unit efficiencies, surface processing (SP), and crude transport distributions were 

determined by examining several references and using judgment to define probable ranges. The 

venting and fugitive emissions distributions were determined from work by Canter et al. [29]. 

The flared gas volume distributions used the measurement error specified by the NOAA data 

[60]. Data from OPGEE and other sources were used to define probable ranges for the flaring 

efficiency and PG methane concentration [18]. The refinery yield factor range is based on the 
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authors’ judgment from reviewing variations in the Aspen model results with various crude 

assays and work from PRELIM [19, 38]. Additional details can be found in chapter 2 and 

appendix B2 and B3. 

3.4.3 Uncertainty analysis results 

Only the gasoline emissions are examined here; the diesel and jet fuel results are in section B4. 

Figure 11 shows that even when considering uncertainty, the Vene HS scenario clearly has 

higher WTW emissions than the remaining scenarios, since there is no overlap in the uncertainty 

ranges. However, it is not possible to conclude whether the Vene LS or Sirri scenario has higher 

or lower emissions as their uncertainty ranges have a significant amount of overlap. The Monte 

Carlo simulation was run twice for each scenario, once with the insensitive input distributions 

included and once with constant insensitive inputs. The difference between the two results was 

within sampling error, verifying that the insensitive inputs did not have a significant effect on the 

final results.  

 

Figure 11: Uncertainty in gasoline WTW emissions 
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Table 19: Common Monte Carlo input distributions: Part 1 

 Input Monte Carlo Distribution  Units Source 
EF

 

Methane GWP* Triangle(20.74,34,47.26)  [39, 40] 
NG upstream* Triangle(71.2%,100%,140%)  [13, 41, 42] 
NG boiler comb.* Triangle(97.2%,100%,102.7%)  [13, 41] 
NG turbine comb.* Triangle(96.9%,100%,102.4%)  [13, 41] 

El
ec

tri
ci

ty
 E

F Arab Light production Triangle(502,869,1200) gCO2eq/kWh [13, 132] 
Arab Light pipeline 1 Triangle(690,767,844) gCO2eq/kWh [13, 130] 
Vene production & pipeline 1 Triangle(254,531,803) gCO2eq/kWh [13, 126] 
Sirri production & pipeline 1 Triangle(699,877,1105) gCO2eq/kWh [13, 127] 
Pipeline 2 + Houston refinery Triangle(502,656,804) gCO2eq/kWh [13, 45] 

U
ni

t E
ff

. Boiler* Triangle(62%,75%,88%)  [47-50] 
Heater* Triangle(70%,80%,90%)  [3, 18, 51, 52] 
Low flow pump* Triangle(50%,60%,70%)  [53] 
High flow pump* Triangle(50%,65%,85%)  [1, 15, 18, 53-55] 
Pipeline pump Triangle (75%, 85%, 92%)  [54, 55, 133, 134] 

SP
 

Specific heat correction factor* Triangle(0.84,1,1.5)  [56] 
Crude stabilizer inlet temp.* Triangle(37.8,48.9,65.6) ºC [57] 
Crude stabilizer outlet temp.* Triangle(93.3,173.3,204.4) ºC [57, 58] 
Produced water energy intensity* Triangle(1.51,2.26,5.79) kWh/ m3 [3, 59] 
Imported water energy intensity* Triangle(1.26,1.51,3.90) kWh/ m3 [3, 59] 

C
ru

de
 T

ra
ns

po
rt 

Heavy crude pipeline velocities Triangle(0.8,1.4,2.0) m/s [117] 
Light/medium crude pipeline velocities Triangle(1.3,2.0,3.1) m/s [117] 
Middle Eastern light crude pipeline velocities Triangle(2.0,3.3,3.8) m/s [54, 116, 117] 
Pipeline throughput Triangle(15900,63600,127200) m3/d [117] 
Marine distances Triangle(90%,100%,110%)   
Arab Light ocean tanker capacity Triangle(280000,315000,350000) DWT [124] 
Sirri and Vene ocean tanker capacity Triangle(160000,240000,320000) DWT [123] 
Tanker velocity Triangle(22.2,27.8,31.5) km/hr [123, 135-137] 
Marine fuel comb. EF Triangle(95%,100%,105%)  [13] 
Residual oil energy density Triangle(37.7,39.5,41.6) MJ/kg [13] 

*From F-2 model in chapter 2 
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Table 20: Common Monte Carlo input distributions: Part 2 
 Input Monte Carlo Distribution  Units Source 

V
FF

 a
nd

 O
th

er
 

Vented & fugitive gas volumes* Triangle(2.1%,4.6%,7%)  [29] 
Arab light flared gas volume Triangle(2.16,6.50,10.85) m3/m3 [60] 
Vene flared gas volume Triangle(0.66,14.82,28.98) m3/m3 [60] 
Sirri flared gas volume Triangle(37.10,46.52,55.94) m3/m3 [60] 
Flaring efficiency* PERT(80%,95%,99%)  [1, 13-15, 18] 
PG methane concentration* Beta(14.49,2.91,,XBounds(,0.989)) %mol [18] 
Refinery yield factor Triangle(190%,100%,110%)  [19] 
Distributed to bulk terminals* Uniform(0,1)  [3, 13] 

*From F-2 model in chapter 2 

Table 21: Crude-specific Monte Carlo input distributions 

 Input Monte Carlo Distribution  Units Source 

A
ra

b 
Li

gh
t 

Production GOR ModPERT(37.58,98.85,214.25,15) m3/m3 [97, 113] 
Injection WOR Triangle(1,1.8,5,WCopula) m3/m3 [17, 97] 
Production WOR Triangle(0,0.72,5, WCopula) m3/m3 [15, 97] 
Water copula CopulaBiFrank(10,1)   
Water injection pressure Triangle(17.9,20.7,23.4) MPa [15, 113] 
PG methane concentration Triangle(36.7%,44.3%,54.4%) %mol [113] 
Petroline throughput Triangle(4.29e5,4.77e5,5.25e5) m3/d  

V
en

e 
 

Production GOR Triangle(53.43,97.96,178.1) m3/m3 [101, 103] 
HS injection SOR Triangle(1,2.1,5, WCopula) m3/m3 [99, 100, 102] 
LS injection SOR Triangle(0.01,0.25,0.7, WCopula) m3/m3 [99, 100, 102] 
Production WOR Triangle(0.3,2,3, WCopula) m3/m3 [99] 
Water copula CopulaBiFrank(10,1)   
Steam energy required Triangle(1675,1924,2349) kJ/kg [90, 100-102] 

Si
rr

i 

Production GOR Triangle(53.43,133.58,195.91) m3/m3 [106, 112, 138] 
Injection WOR Triangle(0.5,2.7,5.7, WCopula) m3/m3 [106, 112, 139] 
Production WOR Triangle(0.5,1,5.7, WCopula) m3/m3 [106] 
Water copula CopulaBiFrank(10,1)   
Water injection pressure Triangle(17.9,27.6,31.0) MPa [106, 112] 
Produced water treatment Triangle(0.31,0.63,1.26) kWh/m3 [3, 59, 114, 140] 
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3.4.3.1 Sources of uncertainty in WTW emissions 

 The tornado plots in Figure 12 identify which input distributions had the largest effect on WTW 

emission uncertainty. The refinery emissions had the largest effect in every scenario except in 

the Vene HS scenario; there, the injection SOR had the largest effect. Hence a more detailed 

analysis of the refinery emissions is recommended to improve the model’s accuracy, especially 

for the Arab Light scenario where the refinery emissions were the dominating source of 

uncertainty. For the Vene HS scenario, the injection SOR, steam energy required, and NG boiler 

efficiency are the dominating factors. This is expected as the LCA showed that thermal 

production methods produce higher emissions due to the large amount of energy required. The 

marine diesel (MD) upstream EF had a significant effect due to the long transportation distances. 

The transportation emissions are small, but for the Arab Light scenario, where the WTW 

emissions are low, the transportation inputs have a measurable effect. Therefore, for low 

emission crudes a detailed analysis of the transportation emissions is required to further reduce 

uncertainty in WTW emissions. The tornado plots are not able to accurately represent dependent 

variables. In all scenarios, the production WOR and injection WOR/SOR are dependent; as a 

result, the production WOR appears to be more significant than it actually is.  
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Figure 12: Gasoline WTW tornado plots 

3.4.3.2 Sources of uncertainty in VFF emissions 

As Figure 12 shows, the inputs related to the VFF emissions are a significant source of 

uncertainty. Further investigation shows that the uncertainty in the VFF emissions ranges from 

±30% to ±55%, as shown in Figure 13. For the Vene LS and Sirri scenarios, the VFF variances 

(P95-P5) are 5.8 and 7.1 gCO2eq/MJ, while the WTW variances are 8.3 and 8.1 gCO2eq/MJ, 

respectively. This means that a significant portion of the overall uncertainty is due to the VFF 

emissions. For Arab Light and Vene HS, the VFF uncertainty is not as significant with the VFF 

variance at 2.2 and 5.9 gCO2eq/MJ, while the WTW variances are 4.6 and 24.9 gCO2eq/MJ, 

respectively. For the Vene HS scenario, the injection SOR reduces the impact from the VFF 
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emissions. For the Arab Light scenario, the overall low VFF emissions reduce their effect on 

WTW uncertainty.  

Figure 14 provides additional detail on which input has the largest effect on the VFF uncertainty. 

For the Vene scenarios, the production GOR and flaring and fugitive volumes have the largest 

effect due to their wide uncertainty ranges. For the Sirri scenario, the flaring efficiency and CH4 

global warming potential (GWP) are more significant due to the large flaring volumes seen in 

Iran. For the Arab Light scenario, the low methane concentration and flared volume reduces the 

significance of the flaring efficiency, flared gas volume, and CH4 GWP. 

 

Figure 13: Uncertainty in VFF emissions 
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Figure 14: VFF tornado plots 

3.4.3.3 Sources of uncertainty in refinery emissions 

Figure 15 shows that the natural gas upstream EF has the largest effect on refinery emissions 

uncertainty. Thus examining the refinery’s source of natural gas would improve estimates’ 

accuracy. The variation between the three scenarios is a result of the crude composition affecting 

flow rates to each process unit. For example, heavier crudes will have higher flow rates through 

the vacuum distillation tower. 
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Figure 15: Refinery tornado plots 

3.5 Discussion 

In this section, this study’s results are compared with those in published literature. Then the F-2 

and F-3 results are compared to show the differences in WTW emissions of North American and 

imported crudes (Figure 16). 

3.5.1 Comparison to published literature 

Since this work uses a wide range of values for the inputs, the results from this study should 

encompass the results from previous studies if consistent boundaries are used. However, the 

boundaries are not consistent across all the models and hence the results vary. In order to verify 

that this study’s results are nonetheless in agreement with those in the previous literature, the 

variation is explained.  

Figure 16 shows that the Jacobs North American results are within this study’s uncertainty 

ranges [15]. For the Vene LS scenario, the Jacobs N.A. results are on the lower end of this 

study’s distribution as Jacobs uses a production WOR of 0.25 and a production GOR of 16.0 
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m3/m3 compared to this studies 2.0 and 101.5 m3/m3. The low GOR used by Jacobs represents 

the field’s original GOR while the current production GOR used here is from current wells. For 

the Arab Light scenario, the Jacobs N.A. results use Arab medium oil. This study examined Arab 

Light due to data availability; as a result, the Jacobs emissions should be lower than our results. 

However, the Jacobs study used a higher injection WOR (2.3 vs. 1.8 m3/m3) and production 

GOR (115.8 vs. 101.5 m3/m3), which increased the emissions.  

The Jacobs EU study assumed the crudes would be refined in Europe and use medium 

conversion refineries, while this study and assumes deep conversion refineries, which have 

higher energy intensities [16]. As a result, the European results tend to be lower than the North 

American results, as seen from the Jacobs EU and N.A. results for the Arab Light scenario. For 

the Sirri scenario, the Jacobs EU refinery emissions are 7.4 gCO2eq/MJ compared to this study’s 

results of 16.1 gCO2eq/MJ. As deep conversion refineries are the most GHG intensive refinery 

configuration, it makes sense that the Jacobs EU results are lower than this study’s results. 

TIAX performs a high level analysis that is not as detailed as the analyses done by Jacobs N.A. 

or this study. Therefore, its results are lower than results from Jacobs and this study [17]. The 

largest source of variation between TIAX and this study is in refinery and VFF emissions. The 

TIAX refinery emissions are 4.3 and 1.4 gCO2eq/MJ lower than our results for the Vene and 

Arab Light scenarios and the VFF emissions are 4.1 and 2.4 gCO2eq/MJ lower. The refinery 

variation is a result of the TIAX model using aggregated data from the United States to represent 

a typical refinery rather than using a deep conversion refinery. Overall, TIAX’s limited scope 

and high level analysis resulted in lower estimates when compared to Jacobs and this study. 

Comparing this study’s results to the previous literature showed that the main source of variation 

between the modeled results was the refinery configuration. However, the variations caused by 

the assumed input values were included in this study’s uncertainty ranges. This is important for 

policy makers as it shows this study’s results give a fair representation of each crude’s WTW 

emissions. Additionally, the use of input distributions reduces the F-3 model’s sensitivity to 

author bias (unintentional or intentional). 
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Figure 16: WTW emissions comparison to previous literature 

3.5.2 Comparison to F-2 model results 

To provide a better understanding of the uncertainty in the WTW emissions of various crudes, 

this study’s results are compared to the F-2 model results for North American crudes from 

chapter 2. The purpose of this comparison is first to verify that the results are reasonable; if two 

crudes have similar properties and production methods. Then their WTW emissions should be 

similar. Second, the combined results are analyzed to determine if it is possible to group crudes 

based on their WTW emissions. If the uncertainty ranges are too large, it will not be possible to 

confidently state if one crude has higher emissions than another. 

 The results from the F-2 model have been updated to ensure that the model boundaries are 

consistent with the new F-3 model; additional information is in section B3. In Figure 17, the 

historical scenarios for Alaska North Slope (ANS) and Kern use lifetime averaged data for the 

injection and production ratios while the current scenarios use recent data to show how the 

WTW emissions change as the fields age. Table 22 provides a brief summary of the F-2 and F-3 

crudes. 

Vene HS and Kern current both use steam injection to produce heavy oil, but the Kern scenario 

has higher emissions due to the injection SOR used, 7.8 m3/m3 for Kern vs. 2.1 m3/m3 for Vene 

HS. Sirri, Arab Light, Bow River, and Mars all use water injection to maintain reservoir 
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pressure. Bow River has the highest emissions as it is heavier crude and uses a higher injection 

WOR. The Sirri scenario has similar emissions to Bow even though it is a lighter crude due to its 

high injection pressure. Mars emissions are lower as it uses a lower injection WOR and has a 

lower flared gas volume. Arab Light has the lowest emissions due to its small VFF emissions 

and low energy intensity production. Overall there were no unexpected variations in the results. 

The results in Figure 17 allow the crudes to be separated into three general groups based on their 

WTW emissions. Group A contains the high emission crudes, ANS Current, Kern Current, and 

Vene HS. Group B contains medium emission crudes, Bow River, ANS Historical, Vene LS, 

Kern Historical, and Sirri. Group C contains the low emission crudes, Maya, Arab Light, and 

Mars. The uncertainty ranges show that it is not possible to confidently state if a crude has higher 

or lower emissions than another crude within its group. However, crudes in Group A have no 

overlap in their uncertainty ranges with Group B and C crudes. There is overlap between Group 

B’s and C’s 5th and 95th percentile ranges; however, there is no overlap between the 25th and 75th 

percentile ranges. To reduce the uncertainty ranges, either additional data are required or each 

crude should be further divided into specific production sites.  

Table 22: Summary of F-2 and F-3 crudes 

Crude ºAPI Production technology Crude location Refinery location 
Maya 22.0 N2 injection & gas lift Mexico Houston, TX 
Mars 31.5 Water injection U.S. Gulf Coast Cushing, OK 
Bow River 24.7 Water injection and pump lift Canada Cushing, OK 
ANS 31.9 Water-alternating-gas injection Alaska Los Angeles, CA 
Kern 13.0 Steam injection and pump lift California Los Angeles, CA 
Vene 11.7 Steam injection Venezuela Houston, TX 
Sirri 31.0 Water injection Iran Houston, TX 
Arab Light 32.6 Water injection Saudi Arabia Houston, TX 
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Figure 17: Comparison of F-2 and F-3 gasoline WTW emissions 

3.6 Conclusion 

The existing literature on the well-to-wheel (WTW) greenhouse gas (GHG) emissions of 

transportation fuels produced limited point estimates. This study used Monte Carlo simulations 

to quantify the uncertainty in the WTW emissions for three crudes from Saudi Arabia, 

Venezuela, and Iran. An updated version of the FUNdamental ENgineering PrinciplEs-based 

ModeL for Estimation of GreenHouse Gases in Conventional Crude Oils (FUNNEL-GHG-CCO 

(FUNNEL-GHG-CCO) was used to perform a transparent life cycle assessment (LCA) for the 

three crudes previously studied by consulting companies.  

The results showed that the Vene HS scenario clearly had the highest emissions at 113.6-138.5 

gCO2eq/MJ as its uncertainty range did not overlap with the remaining crudes. The Vene LS and 

Sirri scenarios had similar WTW emissions of 101.6-109.9 and 101.1-109.2 gCO2eq/MJ, 

respectively. The Arab Light scenario uncertainty range did not overlap with any of the other 

crudes and had the lowest WTW emissions at 95.3-99.9 gCO2eq/MJ.  
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The largest sources of uncertainty in WTW emissions were the VFF, refining, and injection SOR 

inputs. To reduce uncertainty in refining emissions, additional information from industry is 

required to develop an in-depth refinery model. To reduce uncertainty in VFF emissions, site-

specific rather than aggregated country-wide data are required. VFF emissions require extensive 

on-site measurements as the current literature is limited. For example, flaring volume 

measurements use satellite images that have limited accuracy and do not differentiate between 

oil fields. For the Vene HS scenario, limited data availability for the injection SOR resulted in a 

wide conservative range being assumed; improved data availability could narrow this range.  

The uncertainty ranges produced in this study will give policy makers and industry 

representatives a better understanding of the limits of bottom-up LCA models. Using a range of 

inputs will also give readers insight into how the assumed input values can affect the WTW 

emissions and also will give policy makers more confidence when using the numbers as they will 

not need to ask how emissions will change if input numbers change.  Furthermore, this study’s 

results are not as sensitive to author bias (intentional or unintentional) as they might be because 

the input ranges include a wide range of values taken from multiple sources. Additionally, the 

results of this study can be used to identify areas for potential GHG emission reductions and set 

realistic climate change policy targets.  
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Chapter 4: Conclusions and Recommendations for Future Work 

4.1 Conclusion 

This study investigated uncertainty in well-to-wheel (WTW) greenhouse gas (GHG) emissions 

of eight crudes through life cycle assessments. Five of the crudes, Maya, Mars, Bow River, 

Alaska North Slope (ANS), and California Kern County, were previously examined through the 

original FUNdamental ENgineering PrinciplEs-based ModeL for Estimation of GreenHouse Gases 

in Conventional Crude Oils (FUNNEL-GHG-CCO). Three crudes from Saudi Arabia, Venezuela, 

and Iran were included in this study. Earlier published literature examined WTW GHG emissions of 

transportation fuels, but these studies present deterministic point estimates. Adding a Monte Carlo 

simulation to calculate uncertainty helped provide a more realistic representation of the industry.  

The previously published FUNNEL-GHG-CCO model was used as starting point for this work. The 

model’s accuracy was improved through modifications that allowed us to use more detailed 

calculations and newer data. For the three new crudes, a full life cycle assessment was performed. 

This included gathering data related to the field properties, crude properties, production process, and 

crude transportation process. The surface processing, refining, finished product distribution, and fuel 

combustion stages were the same as the previously published FUNNEL-GHG-CCO crudes and 

required minimal additional data. For all scenarios a sensitivity analysis was performed that 

examined the sensitivity of each input. If a ±25% change in the input’s value causes the well-to-

tank (WTT) emissions to change by more than ±1%, it is defined as a sensitive input. 

Distributions were then determined for each of the sensitive inputs. A Monte Carlo simulation 

used the input distributions to calculate the uncertainty in the WTW emissions. 

4.1.1 LCA GHG WTW emissions 

A base case life cycle assessment of the three new crudes was performed using the updated 

FUNNEL-GHG-CCO model. The results showed that WTW emissions were highest for the 

Venezuela high steam (HS) and low steam (LS) thermal production scenarios at 118.8 and 104.6 

gCO2eq/MJ, respectively. The non-thermal production crudes, Sirri and Arab light, had lower 

emissions at 104.1 and 97.0 gCO2eq/MJ, respectively.  
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4.1.2 Uncertainty in the LCA GHG WTW emissions 

The resulting WTW emission ranges for gasoline are 95.3-99.9 (Saudi Arabia), 99.9-105.5 

(Maya), 96.4-104.0 (Mars), 101.6-109.9 (Vene LS), 101.1-109.2 (Sirri), 102.5-114.2 (Bow 

River), 104.6-114.5 (ANS historical), 105.5-113.2 (Kern historical), 113.6-138.5 (Vene HS), 

133.2-163.2 (ANS current), and 131.5-155.0 gCO2eq/MJ (Kern current). Overall, the uncertainty 

in the WTW emissions ranged from ±2% to ±11% with the higher emission crudes having larger 

uncertainties. As the tank-to-wheel (TTW) emissions are constant for all crudes, the uncertainty 

in the WTT emissions gives a better representation of the overall model uncertainty. WTT 

uncertainty ranges from ±27% to ±9%. Overall the uncertainty ranges made it impossible to 

differentiate between the WTW emissions for Bow River, ANS historical, Vene LS, Kern 

historical, and Sirri (group B). However, the ANS current, Kern current, and Vene HS scenarios 

(group A) clearly had higher emissions than the group B and C scenarios as there was no overlap 

in the uncertainty ranges. The Maya, Arab light, and Mars scenarios (group C) had the lowest 

emissions, but their 95th percentile uncertainty ranges overlapped with group B crudes’ 5th 

percentile uncertainty ranges; however, there was no overlap between group B’s 25th percentile 

and group C’s 75th percentile ranges.  

The current and historical scenarios for ANS and Kern show that as the fields age their WTW 

emissions can grow rapidly as larger water and gas injection ratios are required to maintain 

reservoir pressure. The WTW emissions for the ANS and Kern current scenarios were 34.8% and 

30.4% higher than the historical scenarios, respectively. 

4.1.3 Sources of uncertainty 

The largest source of uncertainty is from general areas: venting, fugitive, and flaring (VFF) 

volumes, refinery emissions, and injection and production fluid ratios. The uncertainty in the 

VFF volumes is due to a lack of high quality, publically available data. The currently available 

data are aggregated and use inaccurate approximation methods [29, 60, 108]. Site-specific 

measurements and continual monitoring of VFF volumes are required to improve the WTW 

emission estimates. The refinery emissions results are uncertain due to modeling limitations. A 

rigorous refinery model is required to get accurate energy consumption and mass yields for each 

process unit. The uncertainty in the fluid injection and production ratios is a result of both 

limited publically available data and natural variations from well to well. Additional data could 
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be used to define a more accurate input distribution, but the natural variation from well to well 

will limit how small the uncertainty range can be. 

4.1.4 Study implications 

The uncertainty ranges show that the WTW emissions cannot be approximated as a function of 

the crude API. Bow River (24.7º API) has higher emissions than Arab Light (32.6º API), but 

lower emissions than ANS (31.9º API). Similarly, the WTW emission ranges are not grouped 

based on production technology. The Bow River, ANS and Kern historical, Vene LS, and Sirri 

scenarios all have similar emissions even though they use different production technologies. 

The main factor that separates the high emission crudes from the low emission crudes is the 

injection and production fluid volume ratios. Crudes that inject large volumes of water or gas per 

barrel of crude produced require more energy, thereby increasing their emissions. However, 

injecting a barrel of steam will require more energy than injecting a barrel of water. Additionally, 

crudes that produce large volumes of gas per barrel of crude tend to have higher VFF emissions, 

which result in higher WTW emissions. Thus collecting more accurate information related to 

fluid injection, production volume ratios, and VFF volume ratios will help policy makers obtain 

more accurate WTW emission estimates.  

Although there is overlap between the WTW emission ranges, it is still possible to differentiate 

between the high and low emission crudes. These emission uncertainty ranges will give policy 

makers and industry representatives a better understanding of an LCA model’s accuracy and 

limitations. Policy makers and industry representatives can use the results of this study to set 

realistic climate change policy targets. Policy makers interested in improving the accuracy of the 

WTW emission estimates should focus on getting accurate data from industry related to the key 

inputs identified in this study.   
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4.2 Recommendations for future work 

The following recommendations have been made to improve the model’s accuracy: 

1. Currently, the Aspen refinery model represents a generic North American deep 

conversion refinery using petroleum shift reactors. This is a simplistic model that relies 

on linear equations to approximate process unit energy use and product yields. In order to 

improve the model’s accuracy, a rigorous Aspen refinery model is needed, with an 

uncertainty analysis of the process unit energy use and product yields. 

2. The current refinery model uses a deep conversion refinery with a fluid catalytic cracking 

and gas-oil hydrotreater. Additional research should examine the effect of different 

refinery configurations on the WTW emissions. 

3. Due to a lack of available data, the current model uses conservative input distributions. 

Input from industry and technical experts would reduce the uncertainty in the input 

distributions and improve the model’s accuracy.  

4. Currently, all the refinery emissions are allocated to the desired end products (gasoline, 

diesel, and jet fuel). However, the undesirable byproducts, such as coke and fuel oils, are 

not examined. Further research should examine the effects of the undesirable byproducts 

on the well-to-wheel emissions.  
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Appendix A 

Appendix A contains supplementary information for chapter 2. 

A1. Base case model modifications 

This section describes the modifications made to the original FUNdamental ENgineering 

PrinciplEs-based ModeL for Estimation of GreenHouse Gases in Conventional Crude Oils 

(FUNNEL-GHG-CCO) and includes the relevant equations.  

A1.1 Multistage compressor 

Oil and gas compressor efficiencies range from 65% to 90% depending on the type and size of 

the compressor [28, 141]. This study assumes polytrophic compression with interstage cooling. 

The polytrophic index is calculated from the compressor efficiency and is used to find the 

discharge temperature and compression energy requirements. The polytrophic index is calculated 

using equation A1[141]:  

 
𝜂𝜂𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =

�𝑘𝑘 − 1
𝑘𝑘 �

�𝑛𝑛 − 1
𝑛𝑛 �

 (A1) 

where n = polytrophic index; k = heat capacity ratio of natural gas; and 𝜂𝜂𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝= compressor 

efficiency. The specific heat ratio for NG is 1.27 [142]. 

A polytrophic index distribution with a mean, minimum, and maximum of 1.36, 1.31, 1.47 is 

used and represents polytrophic efficiencies of 80%, 70%, and 90% [28, 55, 141]. A maximum 

compressor ratio (CR) of 5 is used for consistency with the published literature [8, 18]. The 

number of stages required is calculated using equation A2 [28]: 

 

𝑚𝑚 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 �
ln �𝑅𝑅𝑝𝑝𝑜𝑜𝑜𝑜𝑅𝑅𝑖𝑖𝑖𝑖

�

ln(𝐶𝐶𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚) , 0� (A2) 

where m = the number of stages required; Pout = the outlet pressure [MPa]; Pin = the inlet 

pressure [MPa]; and CRmax = the maximum compression ratio. 
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The actual compression ratio is calculated using equation A3 [28]: 

 
𝐶𝐶𝑅𝑅 = �

𝑅𝑅𝑝𝑝𝑜𝑜𝑜𝑜
𝑅𝑅𝑖𝑖𝑖𝑖

�
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 (A3) 

The inlet temperature for each stage is calculated using equation A4 from OPGEE [18, 28, 141]: 

 𝑇𝑇𝑖𝑖 = ��1 − 𝜂𝜂𝑐𝑐𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑚𝑚𝑐𝑐� ∗ 𝑇𝑇𝑖𝑖 ∗ �𝐶𝐶𝑅𝑅�
𝑖𝑖−1 𝑖𝑖� � − 1�� + 𝑇𝑇𝑖𝑖−1 (A4) 

where Ti = the inlet temperature of the ith stage [ºR]; ηcooling = interstage cooling efficiency; and 

Ti-1 = the inlet temperature of the previous stage [ºR]. The interstage cooling efficiency is taken 

from OPGEE and assumed to be 80% [18]. Conservative minimum and maximum efficiencies 

were assumed to be 60% and 100%. The inlet temperature of the first stage is assumed for each 

crude. 

The power of compressor is calculated using equation A5 [18, 28, 141]: 
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 (A5) 

where PComp = the required compressor power [hp-d/MMscf]; Patm = atmospheric pressure [psia], 

Tatm = atmospheric temperature [ºR]; and Z = the compressibility factor. The inlet pressure and 

temperature are assumed to be 101.4 kPa (14.7 psia) and 15.7 ºC (520 ºR). The compressibility 

factor is examined for a temperature range of 15.7 to 171.3 ºC (520 to 800 ºR) and a pressure 

range from 0.69 to 41.37 MPa (100psia to 6000 psia), to represent the industry, resulting in a 

compressibility factor range of 0.9 to 1.1 with a mean of 1 [84]. The constant 3.027 is a 

conversion constant with units of hp-d/MMscf-psia. 

A1.2 Cogeneration capacity 

The peak cogeneration steam production capacity of the Midway-Sunset field is 4.6 million 

bbl/month and steam consumption is 15.2 million bbl/month [87, 143]. Consequently, the 

cogeneration facilities can only produce 30% of the field’s steam. It is assumed in the current 

FUNNEL-GHG-CCO refinery analysis that the remaining steam is produced with an NG once-

through steam generator (OTSG) [3]. 
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A1.3 Venting, fugitive, and flaring 

Additional data were collected to quantify the venting, fugitive, and flaring (VFF) emissions. 

Canter did a comprehensive examination of the literature and determined that the VFF Gas 

Volumes for typical North American crudes ranged from 2.1% to 7% of the produced gas 

volumes, with an average of 4.6% [29]. These values represent the crudes included in this study 

and are taken as is. The reinjected gas will also have venting and fugitive emissions, but since 

the reinjected gas is only partially processed, it will have lower emissions than the produced gas. 

More detail on the reinjected gas is given in section A3.6. 

A1.4 Produced gas credit 

The gas credit is assumed to be the natural gas (NG) upstream emissions minus the 

transportation emissions. The transportation emissions are taken from GREET as 5.42 

gCO2eq/MJ [31]; the uncertainty in the credit is due to the uncertainty in the NG upstream 

emissions only. 

A1.5 Crude energy content 

The crude higher heating (HHV) value is calculated using equation A6 from Speight [30]: 

 𝐻𝐻𝐻𝐻𝐻𝐻 = 𝑎𝑎 − 𝑏𝑏 ∗ 𝑆𝑆𝑆𝑆2 (A6) 

where HHV = higher heating value [cal/g], a and b = correlation coefficients, and SG = crude 

specific gravity. The correlation coefficients a and b are 11160 and 1890 cal/g [30]. PRELIM 

assumes that the lower heating value (LHV) is 90% of the HHV and converts the units to MJ/kg, 

which changes a and b to 46.693 and 7.908 MJ/kg [19].  

A1.6 Updated base case defaults 

Table A1 shows the insensitive emission factor (EF) inputs that have been updated from the 

previously published FUNNEL-GHG-CCO model. The updated values are from GREET1 2013 

[31].  
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Table A1: Updated emission factors (g/MJ) [31] 

Combustion EFs CO2 CH4 N2O 
Diesel engine comb. 73.37 0.004 0.002 
Natural gas utility boiler comb. 56.28 0.001 0.001 
Natural gas turbine comb. 56.26 0.004 0.001 
Diesel upstream 11.94 0.026 0.000 
NG upstream 8.05 0.279 0.001 
Natural gas upstream transmission 1.73 0.099 0.001 
Marine EFs CO2 CH4 N2O 
Origin to dest. comb EF of res. fuel 80.13 0.004 0.002 
Dest. to origin comb EF of res. fuel 80.13 0.004 0.002 
Residual oil well to pump 11.05 0.100 0.000 
Gasoline distribution EFs CO2 CH4 N2O 
Ocean tanker 0.53 0.001 0.000 
Barge 0.60 0.001 0.000 
Pipeline 0.24 0.000 0.000 
Rail 0.10 0.000 0.000 
Truck 0.14 0.000 0.000 
Diesel distribution EFs CO2 CH4 N2O 
Ocean tanker 0.25 0.000 0.000 
Barge 0.36 0.000 0.000 
Pipeline 0.21 0.000 0.000 
Rail 0.33 0.000 0.000 
Truck 0.15 0.000 0.000 
Jet distribution EFs CO2 CH4 N2O 
Ocean tanker 0.25 0.000 0.000 
Barge 0.35 0.000 0.000 
Pipeline 0.21 0.000 0.000 
Rail 0.33 0.000 0.000 
Truck 0.14 0.000 0.000 

 
The fuel combustion emissions have also been updated using GREET1 2013 to 76.5, 74.7, and 

73.2 gCO2eq/MJ for gasoline, diesel, and jet fuel, respectively [31]. 

A2. Monte Carlo sampling error 

Monte Carlo simulations use random number generators to generate samples that give variations 

between model runs. This variation is calculated using equation A7 [144]: 
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𝑆𝑆𝑆𝑆 =

2.56 ∗ 𝜎𝜎
√𝑅𝑅

 (A7) 

where SE = sampling error, σ = standard deviation of the modeled mean, and N= number of 

samples. The modeled mean then has a 99% probability of being µ±SE. The resulting sampling 

error for each scenario is shown in Table A2. 

Table A2: Monte Carlo sampling error for the WTW emissions 

 

Maya Mars Bow ANS 
Current 

ANS 
Historical 

Kern 
Current 

Kern 
Historical 

SE (gCO2eq/MJ) 0.02 0.03 0.04 0.04 0.11 0.03 0.08 
 
A3. Input distributions 

This section provides information on how the distributions in Table 2,3, and 4 in chapter 2 were 

determined.  

A3.1 Common inputs distribution generation 

The inputs that are used by multiple crudes are categorized into emission factors (EF), electricity 

EFs, process unit efficiency, surface processing, VFF, and “Other.”  

A3.1.1 Emission factors inputs 

Methane emissions are of special interest as they have a larger effect on global warming than 

CO2. Previous studies use a methane Global Warming Potential (GWP) of 25 [3, 8, 41]; this 

means that one tonne of methane has the same global warming effect as 25 tonnes of CO2. The 

2014 Fifth Assessment Report of the Intergovernmental Panel on Climate Change updated the 

GWP of methane to 34 ± 39% [39, 40]. This will primarily affect produced gas venting and 

fugitive emissions as the produced gas is mainly methane (78.8%), though it will also affect the 

natural gas upstream EF. The combustion EFs and electricity EFs will be minimally affected as 

methane contributes to less than 4% and 0.2%, respectively, of the overall emissions [31, 45]. 

Natural gas (NG) and produced gas are the main sources of heat for crude recovery and refining, 

and as a result, the NG Upstream EF has a significant effect on the results. Weber and Clavin 

found that shale gas emissions range from 11.0-21.0 gCO2eq/MJ with a mean of 14.6 

gCO2eq/MJ, and conventional gas ranges from 12.4-19.5 gCO2eq/MJ with a mean of 16.0 
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gCO2eq/MJ [41]. Since 40% of U.S. NG production comes from shale wells [42], this study used 

a weighted mean of 15.44 gCO2eq/MJ. To be conservative, a minimum and maximum of 11.0 

and 21.0 gCO2eq/MJ were used. These emission factors use the former global warming potential 

(GWP) of 25 for methane and need to be updated to use the new GWP of 34 [39, 40]. The 

breakdown of emissions from CO2, CH4, and N2O were not available in the Weber and Calvin 

paper, so the breakdown from GREET was used as an approximation. GREET finds that the U.S. 

average NG upstream emissions are 52.1% CO2, 45.1% CH4, and 2.8% N2O [31]. Using the 

GREET ratios, we broke down the original mean of 15.44 gCO2eq/MJ to 8.04gCO2/MJ, 0.28 

gCH4/MJ, and 1.45e-3 gN2O/MJ. For ease of calculation, the minimum and maximum values are 

converted to 71.2% and 136% of the mean. Assuming a constant share of CO2, CH4, and N2O 

emissions will introduce error, as the higher upstream emissions tend to have more methane 

emissions [145]. As a result, the maximum is increased to 140% to compensate.   

For the NG Combustion EF, Weber and Clavin found that the uncertainty was due to the energy 

content of the NG and ranged from 55 to 58.1 gCO2eq /MJ [41]. GREET values of 56.6 and 56.8 

gCO2eq/MJ are used as the mean values for industrial utility boilers and NG turbines, 

respectively [31]. Weber’s and Calvin’s values are used as the minimum and maximum values 

for both combustion EFs since the authors do not specify ranges for specific technologies. The 

minimum and maximum values are converted to percentages of the mean to account for the 

change in the GWP of methane. 

A3.1.2 Electricity EF 

The electricity EF used is dependent on the crude’s location and the technology adopted or on-

site generation. The mean electricity EF is determined based on the local grid EF; the minimum 

and maximum are based on the EF for generation technologies that are realistic for the area. 

GREET is used to determine the electricity EF for various technologies; the upstream EF for the 

NG, oil, and coal to run the power plants adds an additional 17.4%, 14.7% and 6.4% to the 

combustion emissions.  

For Maya, which uses nitrogen injection and gas lift to produce oil, electricity is the primary 

energy source. For injection, the Maya nitrogen production facility currently uses an NG 

combined heat and power plant [43]; therefore, the Nitrogen Compressor Electricity EF mean 
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is assumed to be 471 gCO2eq/kWh (NG combined cycle (NG CC))  [31]. The minimum and 

maximum are assumed to be 330 gCO2eq/kWh (70% of the mean) and 753 gCO2eq/kWh (NG 

simple cycle turbine (NG SC) [31]; a wide range was used to be conservative due to a lack of 

available data. For the Gas Lift Compressor and Surface Processing, it was assumed that 

electricity is generated on the floating platform. An NG SC turbine, 753 gCO2eq/kWh [31], is 

assumed as the mean due to space limitations on the platform. An optimistic 471 gCO2eq/kWh 

(NG CC) is assumed as the minimum and 1034 gCO2eq/kWh (oil internal combustion engine 

(ICE)) is assumed as the maximum [31].   

As Mars is also a floating platform, the Mars Electricity EF used for the artificial pump lift and 

surface processing will be the same as the Maya gas lift compressor.  

For Bow River Electricity EF, the Alberta grid average from 2009-2012 was 1033gCO2eq/kWh 

[44]. The original FUNNEL-GHG-CCO model assumed an NG SC turbine (753 gCO2eq/kWh) 

was used to produce electricity on site using produced gas [3]. Therefore, this study assumed a 

mean of 753 gCO2eq/kWh, a maximum of 1033 gCO2eq/kWh, and a minimum of 471 

gCO2eq/kWh (NG CC) [31]. 

For ANS Electricity EF, the local grid EF is 224 gCO2eq/kWh [45]. However, a large amount of 

hydro is used along the southern coast; the only power plants located in the ANS county are 

petroleum liquids, NG ICEs, and NG turbines [46]. Therefore, the GREET EFs of 609 

gCO2eq/kWh (NG ICE), 1034 gCO2eq/kWh (oil ICE), and 471 gCO2eq/kWh (NG CC) are used 

as the mean, maximum, and minimum values [31].    

Refinery electricity is assumed to be drawn from the grid; therefore, the Refinery Electricity EF 

is dependent on the refinery location. The original FUNNEL-GHG-CCO model assumed that the 

refineries were located in Los Angeles (L.A.), California for Alaska North Slope and California 

Kern, Cushing, Oklahoma for Mars and Bow River, and Houston, Texas for Maya. eGrid data 

from 2004, 2005, 2007, 2009, 2010, and 2012 are averaged to find the mean electricity EFs, 

which were 318, 739, and 571 gCO2eq/kWh for L.A., Cushing, and Houston, respectively [45]. 

For L.A., a conservative minimum and maximum of 200 gCO2eq/kWh (approximately 3 

standard deviations below the average) [45] and 753 gCO2eq/kWh (NG SC turbine) [31] were 

assumed. For Cushing, a minimum and maximum of 471 gCO2eq/kWh (NG CC) and 1051 
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gCO2eq/kWh (coal steam turbine) from GREET were assumed [31]. For Houston, a minimum 

and maximum of 471 gCO2eq/kWh (NG combined cycle) and 1034 (oil ICE) from GREET were 

assumed [31]. 

A3.1.3 Process unit efficiency inputs 

Production, surface processing, and refining require a large amount of process heat and steam; 

therefore, Boiler and Heater Efficiencies have a significant effect on the WTW emissions. This 

study assumes only NG boilers are used. Manufacturer data from Cleaver-Brooks found that 

small (less than 800Bhp) 860 kPa (125 psig) boilers have efficiencies between 80% and 88% 

[47]. Larger boilers have lower efficiencies (between 70% and 75%) [48-50]. This study uses a 

mean of 75% and a maximum of 88% for boiler efficiency. No information was available on the 

minimum boiler efficiency; however, due to economic and environmental factors, low boiler 

efficiencies are unlikely and a conservative minimum of 62% (symmetric) is used. Heaters are 

used to heat various fluids throughout the refinery and surface processing units; this study 

assumes only NG-fired heaters are used. Drevco Process Heaters advertises heater efficiencies 

from 70-85% and up to 90% when heat recovery is added [51]. OPGEE and FUNNEL-GHG-

CCO assumed an 80% heater efficiency [3, 18]. A report from AMETEK Process Instruments 

found that energy costs are 65% of the operating costs, thus providing incentives for operators to 

improve efficiency and making low efficiency heaters unlikely [52]. A mean of 80% a minimum 

of 70%, and a maximum of 90% are used.   

Low Flow Pump Efficiencies are used for smaller pumps during the surface processing stage. 

Evans reports that smaller centrifugal pumps have efficiencies between 50% and 70% (this range 

includes motor efficiency) and that motor efficiencies range from 90-97% [53]. Karassik shows 

that a pump with a gpm/rpm ratio of 0.01 (31gpm glycol pump operating at 1750rpm) would 

have a maximum hydraulic efficiency of 70% and a minimum efficiency of 40% depending on 

the pump’s specific speed [54]. Due to economics, low efficiencies are unlikely; hence, we 

selected a mean of 60%, a minimum of 50%, and maximum of 70% for the overall pump 

efficiency.  

High Flow Pump Efficiencies are used for production pumps and main pipeline pumps. 

OPGEE, Jacobs, and FUNNEL-GHG-CCO use a 65% efficiency for production pumps [1, 15, 
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18]. Flowserve pumps for the oil and gas sector have gpm/rpm ratios of 0.1 to 10 [133]. Using 

performance charts from Karassik, we found that ratios of 0.1-10 correspond to peak hydraulic 

efficiencies for centrifugal pumps of 80% and 85% [54]. Evans stated that medium to large 

centrifugal pumps have overall efficiencies ranging from 75% to 93% [53]. Additionally, 

Campbell states that oil and gas centrifugal pumps operate between 70% and 90%, while 

reciprocating pumps operate between 85% and 92% [55]. These efficiencies are for water. When 

viscous fluids are pumped, the pump efficiency will drop. Conservative mean, minimum, and 

maximum efficiencies of 65%, 50%, and 85% were selected.  

A3.1.4 Surface processing 

After the crude oil reaches the surface, it goes through crude oil stabilization to separate out the 

gasses and water from the crude. The energy required depends on the crude specific heat 

capacity, the inlet temperature, and the outlet temperature. Wright developed a correlation for the 

Crude Specific Heat Capacity based on the API and temperature [56]. He also found that the 

specific heat capacity required a correction factor based on its UOP K factor from 0.84 to 1.5, 

which were used as the Monte Carlo distribution minimum and maximum. The crude stabilizer 

Inlet Temperature was assumed to have a mean temperature of 48.9 ºC [57]. Limited 

information is available on the crude inlet temperature, and as a result, a minimum and 

maximum of 37.8 and 65.6 ºC are assumed. The Outlet Temperature mean is assumed to be 

173.3 ºC [57], with a minimum and maximum of 93.3 and 204.4 ºC [58].  

For crude oil production both Produced and Imported Water needs to be treated to remove 

impurities. Rahman used an average electricity consumption based on work from Vlasopoulos et 

al., which examined several water treatment technologies [3, 59]. Water treatment involves four 

stages for produced water and two stages for imported water [3]. To determine a range of energy 

intensities, the processes with the lowest and highest energy intensities are selected for each 

stage. Minimum and maximum energy intensities were found to be 0.24 and 0.92kWh/bbl of 

water for produced water and 0.2 and 0.62kWh/bbl of water for imported water. We selected the 

averaged values of 0.36 and 0.24 kWh/bbl used by Rahman as the mean values.  
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A3.1.5 Venting, fugitive, and flaring 

The Vented and Fugitive Gas Volumes for typical North American crudes range from 2.1% to 

7% of the produced gas volume with an average of 4.6%, as stated in section A1.3 [29]. 

Flared Gas Volumes were determined using country-specific flaring estimates from the 

National Oceanic and Atmospheric Administration (NOAA) using data from 2004 to 2009 [60]. 

Oil production data were collected from the Energy Information Administration (EIA) [62, 146] 

and the National Energy Board (NEB) [63]; the data are shown in Table A3. It is assumed that 

there is no error in the oil production data and the flaring intensity error is based only on the 

satellite measurement error from the NOAA [60]. 

Table A3: Flaring ratios 

Crude Years Total oil (bbl) 

Total 
flaring 
(BCM) 

[60] 

NOAA 
error 

(BCM) 
[60] 

Flaring 
intensity 
(scf/bbl) 

Flaring 
intensity 

error 
(scf/bbl) 

NOAA 
region 

Maya 2004-2009 7,675,950,000 [146] 14.91 13.62 68.6 62.6 Mexico 
Mars 2004-2009 9,710,726,000 [62] 3.56 13.62 13.0 49.5 USA Conus 
Bow 2004-2009 5,761,492,955 [63] 10.16 13.62 62.3 83.5 Canada 
ANS 2004-2009 1,667,269,000 [62] 9.00 13.62 190.6 288.4 USA Alaska 
Kern 2004-2009 9,710,726,000 [62] 3.56 13.62 13.0 49.5 USA Conus 

 
An examination of OPGEE’s in-depth analysis of Flaring Efficiency found that efficiencies 

below 80% only occur when there are both high wind speeds and a high gas velocity at the flare 

tips; this aligns with Carleton University research that found that Alberta’s average flaring 

efficiency is 95%. GHGenius, OPGEE, and the original FUNNEL-GHG-CCO used flaring 

efficiencies of 95% [1, 14, 18], while GREET used 98% and Jacobs used 99% [15, 31]. High 

flaring efficiencies are common, but as flare efficiency can degrade quickly at high wind speeds 

a minimum of 80% is used to be conservative. Since wind speeds follow a Rayleigh distribution 

[18], wherein high wind speeds have a low probability of occurring, a PERT distribution, which 

favors values closer to the mean, is used in the Monte Carlo simulation. A mean of 95% and a 

maximum of 99% are used to align with previous research. 

The Produced Gas Composition affects the surface processing, venting, and fugitive emissions 

as these depend on the concentration of methane. The default composition is taken from OPGEE, 
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which examined 135 oil wells in California [18]. To develop a beta distribution for the methane 

concentration, ModelRisk data fitting tools were used on the 118 wells that had methane 

concentrations above 50%. To ensure the gas composition totals 100%, the following method is 

used. 

The component input mol% is generated from the user inputs and the Monte Carlo distributions. 

The methane concentration is determined from the OPGEE beta distribution, and the remaining 

components use the insensitive input triangle distributions. The mid calculation concentrations 

are then calculated as described here. If the methane concentration is higher than 78.8% (the 

default), then the sum of the component concentrations would be greater than 100%. As a result, 

the concentrations of nitrogen and heavier hydrocarbons will be reduced. The nitrogen and 

heavier hydrocarbons components are reduced first because they do not affect the surface 

processing or VFF calculations. The CH4 concentration has a maximum of 98.9%; this ensures 

there is always room for H2S gas, as this gas will affect the surface processing amine treater 

emissions. Carbon dioxide emissions are reduced last as they effect the VFF emissions and 

amine treater emissions. 
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𝑖𝑖𝑖𝑖 , 1 −𝑚𝑚𝐶𝐶𝐶𝐶4
𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶2𝑆𝑆

𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶𝐶𝐶2
𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶2

𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶3
𝑚𝑚𝑖𝑖𝑚𝑚�, 0� (A11) 

 𝑚𝑚𝑁𝑁2
𝑚𝑚𝑖𝑖𝑚𝑚 = 𝑀𝑀𝑎𝑎𝑀𝑀�𝑀𝑀𝑀𝑀𝑛𝑛�𝑚𝑚𝑁𝑁2

𝑖𝑖𝑖𝑖 , 1 −𝑚𝑚𝐶𝐶𝐶𝐶4
𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶2𝑆𝑆

𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶𝐶𝐶2
𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶2

𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶3
𝑚𝑚𝑖𝑖𝑚𝑚

− 𝑚𝑚𝐶𝐶4
𝑚𝑚𝑖𝑖𝑚𝑚�, 0� (A12) 

If the methane concertation is below 78.8%, then the sum of the components will be less than 

100%; therefore, the remainder shown below is split evenly between the five remaining gasses. 

The output mol% is used by the model to calculate the VFF and amine treater emissions.  
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 𝑚𝑚𝑟𝑟𝑟𝑟𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑟𝑟𝑟𝑟
𝑚𝑚𝑖𝑖𝑚𝑚 = 1 −𝑚𝑚𝐶𝐶𝐶𝐶4

𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶2𝑆𝑆
𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶𝐶𝐶2

𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶2
𝑚𝑚𝑖𝑖𝑚𝑚 −𝑚𝑚𝐶𝐶3

𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝐶𝐶4
𝑚𝑚𝑖𝑖𝑚𝑚 − 𝑚𝑚𝑁𝑁2

𝑚𝑚𝑖𝑖𝑚𝑚 (A13) 

 
𝑚𝑚𝑟𝑟𝑚𝑚𝑜𝑜𝑟𝑟𝑚𝑚
𝑚𝑚𝑖𝑖𝑚𝑚 =

𝑚𝑚𝑟𝑟𝑟𝑟𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑚𝑚𝑟𝑟𝑟𝑟
𝑚𝑚𝑖𝑖𝑚𝑚

5
 (A14) 

 𝑚𝑚𝐶𝐶𝐶𝐶2
𝑝𝑝𝑜𝑜𝑜𝑜 = 𝑚𝑚𝐶𝐶𝐶𝐶2

𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑟𝑟𝑚𝑚𝑜𝑜𝑟𝑟𝑚𝑚
𝑚𝑚𝑖𝑖𝑚𝑚  (A15) 

 𝑚𝑚𝐶𝐶2
𝑝𝑝𝑜𝑜𝑜𝑜 = 𝑚𝑚𝐶𝐶2

𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑟𝑟𝑚𝑚𝑜𝑜𝑟𝑟𝑚𝑚
𝑚𝑚𝑖𝑖𝑚𝑚  (A16) 

 𝑚𝑚𝐶𝐶3
𝑝𝑝𝑜𝑜𝑜𝑜 = 𝑚𝑚𝐶𝐶3

𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑟𝑟𝑚𝑚𝑜𝑜𝑟𝑟𝑚𝑚
𝑚𝑚𝑖𝑖𝑚𝑚  (A17) 

 𝑚𝑚𝐶𝐶4
𝑝𝑝𝑜𝑜𝑜𝑜 = 𝑚𝑚𝐶𝐶4

𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑟𝑟𝑚𝑚𝑜𝑜𝑟𝑟𝑚𝑚
𝑚𝑚𝑖𝑖𝑚𝑚  (A18) 

 𝑚𝑚𝐶𝐶𝐶𝐶2
𝑝𝑝𝑜𝑜𝑜𝑜 = 𝑚𝑚𝑁𝑁2

𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑚𝑚𝑟𝑟𝑚𝑚𝑜𝑜𝑟𝑟𝑚𝑚
𝑚𝑚𝑖𝑖𝑚𝑚  (A19) 

 
A3.1.6 Other inputs 

The Refinery Yield Factor is the amount of crude, in terms of energy (MJ), required to produce 

1 MJ of transportation fuel. Due to losses and the generation of by-products such as fuel oils, the 

yield factor is greater than one. The refinery yield factor depends on the type of refinery used, 

the crude properties, and the refinery operating practices. This study assumes a deep conversion 

refinery is being used, but the yield factor still depends on the refinery configuration [19]. The 

crude-specific FUNNEL-GHG-CCO value is used as the mean [3]. A PERT distribution with 

maximums and minimums of ±10% are used based on the variation in refinery yield factors 

observed when alternative assays are used in Aspen HYSYS for each crude.  

Finished products are Distributed to Bulk Terminals via ocean tankers, barges, pipelines or 

freight trains. FUNNEL-GHG-CCO used GREET defaults to calculate the distribution emissions 

[3, 31]. For gasoline distribution, barges have the highest emission intensity, 0.616 gCO2eq/MJ, 

while rail has the lowest, 0.104 gCO2eq/MJ. Therefore, to determine uncertainty in distribution, a 

uniform distribution from zero to one was used for the share of gasoline transported by barges. It 

is also assumed that the only other transportation method used is rail. This same method is used 

to calculate diesel and jet fuel distribution emissions. 
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The correlation used to calculate the Crude’s Lower Heating Value (LHV) was taken as 90% 

of the higher heating value from Speight, who claimed it was generally accurate to within ±1% 

[19, 30]. To be conservative, a range of ±5% is used. 

A3.2 Maya’s input distribution generation 

For Nitrogen Generation and Compression a MAN turbomachinery report states that 573,957 

hp was required to generate and compress 1.2 billion scf/d of nitrogen to 121 bar [43]. An article 

in Modern Power Systems stated that the entire N2 generation and compression facility is 

powered by a 520 MW combined heat and plant [64]. The compressors are driven by a 

combination of electric motors and steam turbines; a natural gas turbine cogeneration unit is used 

to produce the electricity and steam [43]. With equations A8 to A10 and the facility information, 

we calculated the compressor energy intensity (EI), driver efficiency, and facility energy 

intensity (EI). 

 
𝐶𝐶𝐶𝐶𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑆𝑆𝐸𝐸 =

𝑅𝑅𝐶𝐶𝑝𝑝𝑚𝑚𝑝𝑝𝑟𝑟𝑟𝑟𝐶𝐶𝐶𝐶𝑝𝑝𝑟𝑟 ∗ 1000 𝑘𝑘𝑘𝑘
𝑀𝑀𝑘𝑘 ∗ 24ℎ𝐶𝐶𝑑𝑑

�̇�𝐻𝑁𝑁2
= 0.00856

𝑘𝑘𝑘𝑘ℎ
𝐶𝐶𝑠𝑠𝑠𝑠 𝑅𝑅2

 (A20) 

PCompressor = the compressor power required [428 MW] [43] and �̇�𝐻𝑁𝑁2= the nitrogen production 

rate [1.2e6 scf/d] [43].  

 
𝑅𝑅𝐶𝐶𝑀𝑀𝐷𝐷𝐶𝐶𝐶𝐶 𝑆𝑆𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠𝑀𝑀𝐶𝐶𝑛𝑛𝑠𝑠𝐸𝐸 =

𝑅𝑅𝐶𝐶𝑝𝑝𝑚𝑚𝑝𝑝𝑟𝑟𝑟𝑟𝐶𝐶𝐶𝐶𝑝𝑝𝑟𝑟
𝑅𝑅𝐹𝐹𝑚𝑚𝑐𝑐𝑖𝑖𝑝𝑝𝑖𝑖𝑜𝑜𝑝𝑝

= 82.3% (A21) 

PFacility = the facility power consumption [520MW] [64]. The driver efficiency of 82.3% is 

reasonable as large electric motors have efficiencies above 95% [18], while steam turbine drivers 

have peak efficiencies from 60% to 80% [65]. 

 
𝐹𝐹𝑎𝑎𝑠𝑠𝑀𝑀𝐹𝐹𝑀𝑀𝐹𝐹𝐸𝐸 𝑆𝑆𝐸𝐸 =

𝐶𝐶𝐶𝐶𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑆𝑆𝐸𝐸
𝑅𝑅𝐶𝐶𝑀𝑀𝐷𝐷𝐶𝐶𝐶𝐶 𝑆𝑆𝑠𝑠𝑠𝑠𝑀𝑀𝑠𝑠𝑀𝑀𝐶𝐶𝑛𝑛𝑠𝑠𝐸𝐸

= 0.0104
𝑘𝑘𝑘𝑘ℎ ∗ 𝑑𝑑
𝐶𝐶𝑠𝑠𝑠𝑠 𝑅𝑅2

 (A22) 

The overall N2 generation and compression energy intensity (kWh/bbl) is calculated by 

multiplying the required nitrogen injection rate (scf N2/bbl) by the facility intensity (kWh /scf 

N2) 
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To calculate the uncertainty in the overall N2 generation and compression energy intensity, we 

assume that the compressor energy intensity is constant and vary the driver efficiency from 60% 

to 95%, with a mean of 82.3%.  

The Volume of Nitrogen Injected is dependent on the field production rate. The fully 

operational Maya facility injects 1.2 billion scf/d of nitrogen [43]. Limón-Hernández et al. stated 

that in 1996 production was 1.4 mbpd prior to gas injection. Gas injection was initiated in May, 

2000 and fully operational by December 2000 [66]. By October 2000, oil production was up to 

1.68 mbpd with a target production rate of 2 mbpd [66]. In 2005 production peaked at 2.1 mbpd 

and has steadily declined to 1.46 mbpd in 2008 [67]. In 2013 production had decreased to 0.44 

mbpd [68]. Hence, an N2 injection ratio of 822 scf N2/bbl oil (1.46 mbpd) is used as the mean 

with a minimum and maximum of 571 and 2727 scf N2/bbl oil (2.1 and 0.44 mpd). The original 

FUNNEL-GHG-CCO model used 990 scf N2/bbl oil  and Jacobs used 1200 scf N2/bbl oil [1, 15], 

which are included within the selected range. 

Maya also uses a gas lift compressor to enhance oil recovery. Although the gas compressibility 

factor, polytrophic index, and interstage cooling efficiency are insensitive inputs, the same 

Monte Carlo distributions as ANS crude’s are used for consistency.  

A3.3 Mars’ input distribution generation 

Mars uses water flooding to maintain reservoir pressure. The Water Injection Ratio was 

difficult to determine as water was not injected continuously [69]. The planned water injection 

rate for the field is 86,500 bpd [70]. Between 2005 and 2011 production was at a minimum and 

maximum of 71 bpd and 120 bpd [69], which gives injection ratios of 1.21bbl/bbl and 0.72 

bbl/bbl. Jacobs and Know Your Oil used higher injection ratios of 3 bbl/bbl and 1.5 bbl/bbl [8, 

15]. Using production and injection plots for the N/O layer of the Mars field gave an 

approximate ratio of 0.32 bbl/bbl from June 2005 to June 2008, which is reasonable as Mars has 

experienced technical difficulties [70]. Data from the Bureau of Safety and Environmental 

Enforcement (BSEE) were used for the mean and gave an average water injection ratio of 0.70 

bbl/bbl [71]. The data analysis is in section A4.1. The minimum and maximum are assumed to 

be 0.32 bbl/bbl, from the N/O layer, and 1.5 bbl/bbl, from Know Your Oil. Jacobs’ ratio of 3 

bbl/bbl was ignored as it uses a worldwide average [15]. 
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The Water Production Ratio affects how much water needs to be treated at the surface. Jacobs 

uses 5.5 bbl/bbl and references a personal communication [15], while Know Your Oil used 0.2 

bbl/bbl [8]. Reported data from Sousa and Lach showed ratios varied from 0.04 to 0.22 bbl/bbl 

[69], and 0.02 to 0.05 bbl/bbl [70]. Data from the BSEE gave an average ratio of 0.20 bbl/bbl 

[71]. To cover the wide range, mean, minimum and maximum values of 0.2, 0.02, and 5.5 are 

used. 

The Gas-to-Oil Ratio (GOR) was determined from the BSEE data [71]. The mean of 1133 

scf/bbl is from the 2012-20105 data. To be conservative, a minimum and maximum of 800 and 

1400scf/bbl are used. More detail is available in section A4.1. 

The Well Lifetime Productivity is used to amortize the well drilling emissions. For the 

minimum and mean, values from Know Your Oil (130,000 bbl/well) and the original FUNNEL-

GHG-CCO model (533,856 bbl/well) were used [3, 8]. Data from Sousa showed that 41 wells 

produced a cumulative 950 million bbl of oil as of 2011 [69], which gave 23.2 million bbl/well. 

This is a conservative maximum as it does not include injection and exploration wells. The field 

production rate was updated to 95,000 bpd for constituency with the new data [69]. 

The Well Depth will affect the amount of fuel used during drilling, though the fuel amount will 

have a small effect. A range of 3,048 to 5791 m was taken from Jacobs [15]. These data agree 

with the data taken from Lach [70]. 

The water flood injection Pump Discharge Pressure effects the pumping energy consumption. 

Jacobs used 37.9 MPa, while a paper from Weiland found a range of 42.1 to 43.0 MPa [15, 72]. 

Lach found higher pressures at 42.7 to 47.2 MPa [70]. This study used a mean, minimum, and 

maximum of 42.0, 37.9, and 47.2 MPa.  

A3.4 Bow River’s input distribution generation 

The Well Depth effects the drilling and artificial pump lift emissions. Data from the Alberta 

Energy Regulator show the average well depth for areas 3 and 4 from 2002 to 2013 is 954m, 

with a minimum and maximum of 712m and 1306m [73]. Areas 3 and 4 are used as the Bow 

River crude is produced from both areas. The National Energy Board (NEB) found the average 

depth was 1047m with a minimum and maximum of 880m and 1720m for the Bow River 
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Pekisko field [74]. Due to the limited data coverage, a mean, minimum, and maximum of 

1000m, 600m, and 1800m were used. 

The Reservoir Pressure is used to determine the energy requirements of the artificial pump lift 

and water injection pump. FUNNEL-GHG-CCO used an average pressure of 7.83 MPa, which is 

used as the mean [3]. Data from a Viking field well show a minimum pressure of 4.39 MPa [75], 

while Pekisko data show a range of 11.03 to 17.24 MPa [76]. To be conservative, a minimum 

and maximum of 4.14 and 17.24 MPa are assumed. 

The Water Production Ratio was determined from data for typical heavy oil water floods in 

Alberta and Saskatchewan. Renouf et al. found the average WOR was 15 bbl/bbl, with the 

average field operating with a WOR greater than 4 bbl/bbl for 53% of the time [77, 78]. This 

study uses a mean, minimum and maximum of 15, 4, and 20 bbl/bbl.  

A3.5 Alaska North Slope input distribution generation 

ANS uses gas alternating water injection, and data show a large amount of water and gas in the 

production streams [79]. The Water Production and Injection Ratios and the Gas Production 

and Injection Ratios have a significant effect on the results. Monthly production data for 

Prudhoe Bay and Kuparuk were used as these two fields are responsible for approximately 75% 

of the Alaska North Slope Production [80]. The analysis of the ANS data can be found in section 

A4.2. ModelRisk fitting tools were used to develop the distributions, and ModelRisk copulas 

were used to relate the production and injection ratios. The gas production and injection ratios 

were strongly correlated with a correlation coefficient of 0.99. The water production and 

injection ratios showed a weaker correlation with a 0.69 correlation coefficient. 

ANS injects large amounts of gas into the reservoir; hence, the compressor inputs have a 

significant effect on the results. The mean compressor Inlet Temperature is assumed to be 15ºC 

[8, 15]. A conservative minimum of 0ºC (cold day) and maximum of 40ºC (hot day) are assumed 

for this study. The Discharge Pressure for the injection and gas lift compressors uses a mean, 

minimum, and maximum of 18.6, 15.5, and 21.7 MPa. The maximum and mean are from the 

Alaska Department of Administration [83], and the minimum is determined assuming a 

symmetric distribution due to lack of data.  



94 | P a g e  

 

For the compressor calculations the Polytrophic Index, Compressibility Factor, and 

Interstage Cooling Efficiency are required. A polytrophic index distribution with a mean, 

minimum, and maximum of 1.36, 1.31, 1.47 is used and represents polytrophic efficiencies of 

80%, 70% and 90% [28, 55, 141]. A compressibility factor range of 0.9 to 1.1 is assumed with a 

mean of 1 for this study [84]. The interstage cooling efficiency is assumed to be 80% with a 

minimum and maximum efficiency of 60% and 100%.  

The venting and fugitive analyses by Canter only examine the produced gas that is not reinjected 

and assumes there are no venting and fugitive emissions from the reinjected gas. It is expected 

that the Reinjected Gas Venting and Fugitive volumes will be lower than the remaining 

produced gas since the reinjected gas is not processed to the same extent as the produced gas, but 

the volume will not be negligible. A GHGenius model update found that oil well fugitives and 

basic surface processing losses are 0.316% of the produced gas [86]; which correspond to 1.3 

gCO2eq/scf of gas processed. OPGEE found that a dehydrator can emit up to 0.4 gCO2eq/scf 

[18]. Weber and Clavin found that a typical natural gas plant produces an average of 2.7 

gCO2eq/scf of fugitive emissions at the well and a minimum of 0.8 gCO2eq/scf at the plant [41]. 

The lower estimate was chosen for the plant since the injected gas is not treated as thoroughly. 

As a result, mean, minimum, and maximum values of 1.3, 0.4, and 3.5 gCO2eq/scf are used. The 

non-injected gas equivalent emissions are 18.6 gCO2eq/scf when a venting and fugitive loss of 

4.6% is used.  

A3.6 California Kern input distribution generation 

Kern uses steam injection to produce the heavy oil. The Steam Injection Ratio, WOR, and 

GOR were determined from monthly production data for the Midway Sunset oilfield [87]. A 

detailed analysis is provided in section A4.3. The WOR and SOR were also found to have a 

correlation coefficient of 0.91; a BiFrank copula was determined using the same methodology 

used in the ANS scenario.  

Since Kern requires a large amount of heat for steam injection, cogeneration can be used to 

increase efficiency. The California Department of Conservation found that 415MW of NG 

cogenerated electricity is produced in the Midway Sunset field [143]. The Natural Gas 
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Consumption and Electricity/Steam Ratio were determined from the data; the analysis is in 

section A4.4. 

The Steam Energy Required is used to convert the steam injection ratio to steam energy. The 

mean value of 1944 kJ/kg was determined from a typical Midway Sunset Cogeneration facility 

with a steam quality of 80% [89]. The steam energy required was most sensitive to the quality of 

steam produced; hence, the minimum and maximum values of 1682 kJ/kg and 2321 kJ/kg are for 

60% and 100% quality steam [90]. 

The Cogeneration Steam Capacity determines the percentage of Kern’s steam generation that 

uses cogeneration. The mean uses 30% from the average monthly steam consumption of 15.2 

million bbl/month and the total cogeneration steam production rate of 4.6 million bbl/month [87, 

143]. The minimum and maximum assumptions are no cogeneration and 100% cogeneration. 

The cogeneration unit produces more electricity than the production and surface processing 

facilities require; the excess electricity is sold to the grid and receives a credit for offsetting the 

grid electricity. The Electricity Credit uses the local grid EF, which for California is 318 

gCO2eq/kWh [45]. A minimum of 200 gCO2eq/kWh is assumed as a conservative lower limit. 

The maximum is assumed to be 471 gCO2eq/kWh (NG combined cycle turbine) [31]. 

A4. Input distributions data analysis 

In order to determine some of the Monte Carlo distributions, the raw data had to first be filtered, 

combined, or adjusted. The following sections summarize how the distributions were determined 

from the raw data. 

A4.1 Mars data 

The Mars offshore field is defined by the BSEE codes 764 and 807 [69]. Well statues codes were 

filtered to include only 04 (water injecting) and 08 (oil producing) wells [147]. Data were 

analyzed for the years 2012-2015 [71]. The average injection WOR was determined to be 0.70 

bb/bbl and was constant over the four-year period. The GOR data showed a wider range of 

values that oscillated over the four-year time period. As a result, a wider range was used for the 

GOR distribution to be conservative. 
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A4.2 Alaska data 

Monthly production data were gathered for the period January 2013 to December 2015 from the 

Alaska Department of Administration [79]. The data included the monthly crude, water, and gas 

production volumes and water and gas injection volumes [79]. Only the data from Prudhoe Bay 

and Kuparuk were used, as these two fields are responsible for approximately 75% of Alaska 

North Slope’s production [80]. Over the three years analyzed, there was no correlation to time. 

The data were further filtered to ensure only fields that used water alternating gas injection were 

included.  

The data showed that for the high production wells the ratios were relatively stable, but for the 

low production wells there was a significant amount of variation. This can be seen for the 

Production WOR in Figure A1. Consequently, wells producing less than 3 million bpd, 

approximately 20% of the total production, were excluded from the analysis. ModelRisk data 

fitting tools were used to produce distributions from the remaining data. Due to limitations in the 

data fitting software and the data coverage, the standard deviation for the distributions was 

multiplied by 1.5, making the distribution wider to be more conservative.  

Excel’s Data Analysis correlation function was used to examine the relationship between the 

production and production ratios. The gas production and injection ratios were strongly 

correlated with a correlation coefficient of 0.99. The water production and injection ratios 

showed a weaker correlation with a 0.69 correlation coefficient. ModelRisk BiFrank copulas 

were used to model the dependence between the production and injection ratios. The BiFrank 

copula requires the correlation parameter theta. The simulated Injection/Production ratio was 

determined using the copula and compared to the actual Injection/Production ratio in an iterative 

method until an acceptable theta was determined. For the gas ratios theta is assigned the 

maximum value of 35 due to the strong correlation. For the water ratios a theta of 5.6 was used; a 

more conservative approach was used for water as it is less sensitive variable. 

For the historical scenarios the data from Prudhoe Bay are used as its cumulative production is 

five times larger than Kuparuk River’s [79]. Similar to the current scenarios, the ratios are 

modelled as normal distributions. The mean values are determined from the 2015 cumulative 

production and injection volumes. Due to the lack of information, the standard deviation is 
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assumed to be the same as the current scenario’s. For example, the injection WOR standard 

deviation was ±28% for the current scenario, so the historical scenario standard deviation is 

assumed to also be ±28%. 

 

Figure A1: Alaska North Slope water production ratio 

A4.3 Kern data 

Data were collected from monthly production reports from January 2011 to September 2015 for 

the Midway Sunset oilfield [87]. The data included monthly volumes of crude, GOR, and water 

cut production data. For the steam injection data, the volume of steam injected was collected for 

both steam flooding and cyclic steam injection. The data showed an increasing trend with time; 

hence, the December data were used and were collected for 1996 and 2005 to 2010. The 

additional data confirmed that the crude production has been steadily declining while steam 

injection and water production have been increasing. The GOR showed a sharp rise in 2009 but 

leveled off afterward. 

Due to the strong time dependence of the steam injection and WOR, ModelRisk data fitting tools 

were not used. The Monte Carlo distribution mean and minimum are determined from the 

averages and minimums in the 2011-2015 data. The maximum is determined by projecting a 

linear trend five years into the future. Since the GOR stabilized during the 2011-2015 timeframe, 

it was possible to fit a normal distribution to the data. The standard deviation was doubled to be 

conservative and account for the limited data availability. The steam injected and water produced 
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showed a strong dependence with a correlation coefficient of 0.91. Using the same method as for 

the ANS scenario, we created a BiFrank copula with a theta of 13. 

Historical scenario ratios are determined from the Midway Sunset field cumulative data [87]. 

The minimum and maximum values are determined using the same methodology as for the ANS 

historical case. 

A4.4 Kern cogeneration data 

The data from the California Department of Conservation included the peak power consumption, 

mass flow rate of steam produced, and the volume of natural gas used. The amount of electricity 

produced was determined assuming a 90% use. The energy added to the steam was calculated 

from the change in enthalpy. It was assumed that the boiler is a constant pressure system and the 

water entered at 100C and exited at 285C [89]. The system produces 80% quality steam at 6.89 

MPa [89], resulting in an enthalpy change of 1944 kJ/kg [90]. The electricity/steam ratio 

(MWh/MWh) was used to eliminate the three outliers that had large ratios (9.9) or small ratios 

(0.2) compared to the remaining plants, which had ratios between 0.54 and 0.75. The three 

outliers represented 16% of the peak power production. The natural gas consumption in 

scf/MWh was determined from the natural gas volume divided by the electricity and steam 

energy. ModelRisk data fitting tools were used to produce distributions for the natural gas 

consumption intensity and the electricity/steam ratio. 

A5. Diesel and jet fuel results 

The diesel and jet fuel results are similar to the gasoline emissions and are included here for 

completeness. The VFF and WTR emissions are the same for all three fuels. The only difference 

between the gasoline, diesel, and jet fuel emissions is in the refining, distribution and combustion 

emissions. 

A5.1 Refinery tornado plots 

Table A4 and A5 provide the data needed to generate the refinery tornado plots for the diesel and 

jet fuel scenarios.  
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Table A4: Diesel refinery tornado plot data 

gCO2eq/MJ Diesel Maya Mars Bow ANS Kern 
Input Min Max Min Max Min Max Min Max Min Max 

NG boiler EF 15.08 15.47 12.35 12.67 13.67 14.02 10.66 10.95 12.02 12.35 
Boiler efficiency 14.95 15.66 12.23 12.81 13.53 14.18 10.54 11.09 11.89 12.49 
Electricity EF 14.88 15.79 12.13 12.91 13.42 14.29 10.45 11.17 11.78 12.60 
CH4 GWP 14.84 15.75 12.04 13.04 13.33 14.42 10.42 11.36 11.77 12.78 
NG upstream EF 14.44 16.26 11.84 13.31 13.10 14.74 10.18 11.54 11.48 13.02 
Heater efficiency 14.44 16.26 11.83 13.30 13.09 14.71 10.18 11.52 11.47 13.01 
Conditional mean 15.29 12.52 13.85 10.81 12.19 
 

Table A5: Jet refinery tornado plot data 

gCO2eq/MJ Jet Maya Mars Bow ANS Kern 
Input Min Max Min Max Min Max Min Max Min Max 

NG boiler EF 9.43 9.67 7.91 8.11 8.98 9.21 6.79 6.98 7.62 7.83 
Boiler efficiency 9.34 9.79 7.84 8.20 8.89 9.31 6.72 7.06 7.53 7.94 
Electricity EF 9.31 9.85 7.76 8.27 8.82 9.39 6.66 7.12 7.47 7.99 
CH4 GWP 9.27 9.85 7.72 8.34 8.78 9.45 6.65 7.22 7.47 8.10 
Heater efficiency 9.02 10.16 7.56 8.52 8.59 9.68 6.48 7.35 7.28 8.24 
NG upstream EF 9.02 10.16 7.58 8.53 8.60 9.69 6.49 7.35 7.28 8.26 
Conditional mean 9.55 8.02 9.10 6.89 7.73 
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A5.2 Diesel WTW tornado plots 

The diesel WTW emission tornado plots use a functional unit of gCO2eq/MJ of Diesel. 

 
Figure A2: Diesel WTW emission tornado plots 
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A5.3 Jet WTW tornado plots 

The jet WTW emission tornado plots use a functional unit of gCO2eq/MJ of Jet. 

 
Figure A3: Jet WTW emission tornado plots  
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Appendix B 

Appendix B contains supplementary information for chapter 3. 

B1. Monte Carlo sampling error 

Monte Carlo samples are generated at random from the input distribution; therefore, if the same 

model is run multiple times the results will have variations due to the random number generator. 

The Monte Carlo sampling error represents the amount of variation that will occur between 

simulations and is calculated using equation B1 [144]: 

 𝑆𝑆𝑆𝑆 =
2.56 ∗ 𝜎𝜎
√𝑅𝑅

 (B1) 

where SE = sampling error, σ = standard deviation of the mean, and N= number of samples. The 

constant 2.56 is used to ensure the modeled mean has a 99% probability of being µ±SE. This 

study used 50,000 samples for each scenario. The sampling error for the four scenarios is shown 

in Table B1. 

Table B1: Monte Carlo sampling error for the well-to-wheel emissions 

 
Vene HS Vene LS Sirri Arab Light  

SE (gCO2eq/MJ) 0.09 0.03 0.03 0.02 
 
B2. Monte Carlo crude specific distributions 

This section reviews how the input distributions are defined from the reference material for the 

crude specific inputs.  

B2.1 Saudi Arabia distributions 

The original Production GOR for the Arab-D field was 97.95 m3/m3 [97]. A study of Arab-D 

crude from the Ain Dar section of the Ghawar field showed that the GOR ranges from 37.58-

214.25 m3/m3 with a mean of 101.51 m3/m3; however, the wells with high gas flow rates ranged 

from 89.05 to 115.76 m3/m3 [113]. A modified PERT distribution was used with a minimum, 

maximum, and mean of 37.56, 241.25, 98.84 m3/m3 and a lambda of 15. This resulted in a 

distribution with a mean, P25, and P75 of 101.51, 89.05, and 114.76 m3/m3.  
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The Injection WOR varies from 1 to 4 m3/m3, with an average of 1.8 m3/m3 in the Ain Dar field 

[97]. The injection WOR range is similar to the TIAX scenario (2.7 m3/m3), and the Bow (3.47 

m3/m3) and Mars (0.3-1.5 m3/m3) scenarios previously studied [17]. The Production WOR 

varies significantly across the Ain Dar field with water cuts ranging from close to 0% up to 99% 

with average of 42% (0.72 m3/m3) [97]. Since Saudi Arabia has to import 0.64 million m3/d of 

seawater to aid injection [15] and the majority of the wells in Ain Dar have moderate water cuts, 

it was assumed that that the injection WOR would be higher than the production WOR [97]. 

Hence the injection WOR was assumed to have a mean, minimum, and maximum of 1.8, 1, and 

5 m3/m3, and the production WOR was assumed to have a mean, minimum and maximum of 0, 

0.72, and 5 m3/m3. A BiFrank copula was used to model a weak dependence between the water 

injection and production ratios; this will result in a more conservative uncertainty range. 

The Water Injection Pressure was approximated from the reservoir pressure of 20.58 MPa 

[113]. Jacobs assumes the injection pressure is 2.66 MPa above the reservoir pressure [15]. 

Therefore, this study assumed a mean injection pressure of 20.58 MPa with a minimum and 

maximum of 17.83 and 23.34 MPa. 

The Produced Gas Composition for Ain Dar wells was found to have an average methane 

concentration of 44.3 mol% compared to the default 78.8% [3, 113]. The gas composition was 

approximated from the wells’ produced fluid compositions presented by Al-Eid [113]. The gas 

was assumed to be made up of the N2, CO2, H2S, C1, C2, C3, and C4 components, and the C5+ 

components were removed. Al-Eid also found that the methane concentration varied from 32.5% 

to 47.6%. As a result, methane concentration was assumed to have a triangular distribution with 

a mean, minimum, and maximum of 44.3%, 32.5%, and 47.6%. The default gas composition is 

shown in Table B2.  



104 | P a g e  

 

Table B2: Arab Light produced gas composition 

Component 
Produced 

fluid 
Approximated 

PG 
N2 0.1% 0.3% 
CO2 5.9% 10.9% 
H2S 1.9% 3.4% 
C1 23.9% 44.3% 
C2 9.8% 18.1% 
C3 7.5% 13.8% 
C4 4.9% 9.1% 
C5 4.0% 0% 
C6 3.3% 0% 
C7+ 38.7% 0% 
Total 54.0% 100% 

 
B2.2 Venezuela distributions 

The Bachaquero Injection SOR varied significantly across the literature from 0.05 to 4.8 m3/m3 

[99-102]. Therefore, two scenarios are used, low steam and high steam. The low steam scenario 

uses simulated data from Chourio et al., who showed that injection SOR varied from 0.05 to 0.41 

m3/m3 depending on the steam flooding method used [99]. Rodriguez et al. reported that the 

cumulative injection SOR for three steam injection areas varied from 0.2 to 0.42 m3/m3 [100, 

101]. To be conservative, the low steam scenario used a mean, minimum, and maximum of 0.25, 

0.01 and 0.7 m3/m3. For the high steam scenario simulation, using data from Rodriguez et al. for 

steam flooding with horizontal wells we found the injection SOR varied from 1.2 to 4.8 m3/m3, 

with an average of 2.1 m3/m3 [100, 101]. To be conservative the high steam scenario used a 

mean, minimum, and maximum of 2.1, 1, and 5 m3/m3. The Production WOR was taken from 

Chourio et al. and ranged from 0.3 to 3 m3/m3 [99]; a mean of 2 m3/m3 was used for both 

scenarios. To be conservative a BiFrank copula was used to model dependence between the 

injection and production WORs.  

In 1948 the American Association of Petroleum Geologists reported that the field average 

Production GOR was 97.95 m3/m3 [97]. In 2000 Potma et al. reported that horizontal wells 

were producing 69.46 m3/m3 by 2000 [103]. While. Rodriguez et al. found that the current GOR 

ranges from 142.48 to 164.38 m3/m3 [101]. To be conservative a mean, minimum, and maximum 

of 97.95, 53.43, 178.09 m3/m3 is used. 
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The Steam Energy Required depends on the steam pressure, water inlet temperature, and 

quality. Steam quality has the largest effect on the energy requirement and pressure has the 

smallest effect. Rodriguez used 75% at reservoir face [100, 101], while Escobar et al. stated that 

the steam was generated at 80% at the surface [102]. Since the well is 914 m deep there will be 

significant heat loss as the steam is injected, resulting in the quality decreasing. Therefore, we 

use a minimum, and maximum quality of 70% and, 90%. The inlet temperature is assumed to 

range from 37.8 to 100 ºC. Reservoir pressure in Bachaquero has dropped from its initial 

pressure of 9.45 to 4.83 MPa, and Escobar et al. state that the steam generators operate at 17.24 

MPa [102]. Therefore, we assumed the injection pressure would vary from 4.83 to 17.24 MPa. 

Using 17.24 MPa injection of 70% quality steam with boiler feed water at 100 ºC results in a 

minimum steam energy of 1659 kJ/kg [90]. Using 4.83 MPa injection of 90% quality steam with 

boiler feed water at 37.8 ºC results in a maximum steam energy of 2434 kJ/kg [90]. The mean 

was assumed to be the average of 2046 kJ/kg. 

B2.3 Sirri Iran Distributions 

Simulation data for Siri C wells found that the Production WOR can vary from 0.1 to 1.5 

m3/m3, and a rate of 4 m3/m3 was considered the cutoff point for the wells [106]. Data from 

Taheri et al. showed that water injection rates started at 0.1 m3/m3 and then rose to 5.7 m3/m3 

[106, 112]. Due to the lack of information, a conservative triangular distribution with a mean, 

minimum, and maximum of 1, 0.1, 5.7 m3/m3 is used. The Sirri C&D fields water treatment 

facility is designed to produce 11,920 m3/d of water for injection, while the fields produce a 

combined 4,450 m3/d of oil [139]; this results in an Injection WOR of 2.7 m3/m3. A simulation 

of Sirri C wells found that the injection WOR would start at 1 m3/m3 and decline to 2 m3/m3 over 

60 years [106]. Due to lack of information, a conservative triangular distribution with a mean, 

minimum, and maximum of 0.5, 2.7, 5.7 m3/m3 is used. The maximum of 5.7 is used to align 

with the production WOR. The water injection and production WORs are modeled with a 

BiFrank copula to account for dependence between the two inputs. This is a conservative 

approach that will result in a wider uncertainty range. Simulation data from Taheri et al. used 

Water Injection Pressures of 27.58 MPa, with a minimum injection pressure of 17.93 MPa and 

a maximum allowable injection pressure of 30.93 MPa [106, 112]. Due to the lack of data, these 

values are used for this study. 
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Little information is available on the Production GOR for Sirri. The Sirri C field had a 

production GOR of 57.70 m3/m3 in the 1970s [106]. The Sirri D field has a production GOR of 

57.88 to 68.57 m3/m3 [138]. Water injection simulations by Tahrie et al. found that the 

production GOR starts at 133.57, reaches a peak at 195.90, and stabilizes at 142.48 m3/m3 [112]. 

Sirri currently does not reinject its produced waste water; instead it reduces the oil content to 

below 10 ppm and releases it into the ocean [114]. For the Produced Water, Sirri currently uses 

compact floatation units (CFU) [114]. CFUs combine the hydrocyclone and degassing/floatation 

units into a single compact unit [140]. Typically, produced water has to go through four filtration 

stages before being fed into a boiler [3, 59]; however, the CFU represents the first two stages 

only [59]. As a result, the produced water filtration uses a mean, minimum, and maximum 

energy intensity of 0.31, 0.63, and 1.26 kWh/m3 from the ranges specified by Vlasopoulos et al. 

for stage 1 and 2 technologies [59]. 

B3. Monte Carlo general input distributions 

This section reviews how the input distributions are defined from the reference material for the 

general inputs. 

B3.1 Flaring intensity distributions 

The flared gas volumes are obtained from the National Oceanic and Atmospheric Administration 

(NOAA), and the crude oil production volumes are determined from EIA government reports for 

each region [60, 148]. The error in the flaring intensity is assumed to be due to the error in the 

flared volumes, and while the oil production volumes are assumed to have no error. 

Table B3: Flaring intensity error 

Crude Years Total oil (m3) 
[148] 

Total 
flaring 
(BCM) 

[60]  

NOAA 
error 

(BCM) 
[60]  

Flaring 
intensity 
(m3/m3) 

Flaring 
intensity 

Error 
(m3/m3) 

Venezuela 2004-2009 961,233,705 14.25 13.62 14.82 14.16 
Iran 2004-2009 1,444,317,045 67.19 13.62 46.52 9.42 
Saudi Arabia 2004-2009 3,135,979,260 20.40 13.62 6.50 4.35 
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B3.2 Transportation distributions 

The transportation distributions have been updated for new crudes from this study and for the 

North American crudes from chapter 2.  

B3.2.1 Pipeline distributions 

The Pipeline Velocities were separated into three groups, Heavy, Light/Medium, and Middle 

Eastern Light. Data from Enbridge showed that heavy oil pipelines operated with velocities 

between 0.8 and 2.0 m/s, with an average of 1.4 m/s, and light and medium oil pipelines ranged 

from 1.3 to 3.1 m/s, with an average of 2.0 m/s [117]. Data from Rice University found that 

Middle Eastern pipelines operate at velocities up to 3.8 m/s [116]. The Saudi Arabia Petroline 

delivers 0.8 million m3/d through two parallel pipelines with diameters of 1220 and 1422 mm 

[54]. Assuming the friction losses are equal for both lines, the 1220 mm pipeline transports 0.32 

million m3/d at 3.15 m/s and the 1422 mm line transports 0.48 million m3/d at 3.47 m/s. As a 

result, the Middle Eastern pipelines use a mean, minimum and maximum velocity of 3.3, 2.0, 

and 3.8 m/s to be conservative. Table B4 shows which ranges are used for each scenario. 

Table B4: Pipeline velocity groups for each scenario 

Crude Maya Mars Bow ANS Kern Vene Sirri Arab 
Light 

Pipeline 1 L/M L/M L/M L/M H H MEL MEL 
Pipeline 2 L/M L/M L/M L/M H H L/M L/M 
H = Heavy 
L/M = Light/Medium 
MEL = Middle Eastern Light 

 
The Pipeline Throughput determines the diameter of the pipeline, which affects the friction 

losses. In order to provide a conservative estimate, a range of throughputs is used. An analysis of 

data from an Enbridge report shows an average throughput of 63,590 m3/d with a minimum and 

maximum of 15,900 and 127,190 m3/d [117]. The Saudi Arabia Petroline is a special case and 

uses a 0.48 million m3/d throughput with a ±10% uncertainty range [149]. The Pipeline Length 

uses a ±10% uncertainty range to be conservative.  

Research found that pipeline pumps are generally centrifugal, and some are reciprocating [133, 

134]. The specific speeds for Flowserve centrifugal pipeline pumps was found to be 0.1-10 

(gpm/rpm), which results in a Pipeline Pump Efficiency of 80-85% according to Karassik et al. 
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[54, 133]. Reciprocating pumps were found to have efficiencies of 85%-92% [55]. To be 

conservative, a mean efficiency of 85% and a peak efficiency of 92% are assumed. The 

minimum efficiency was assumed to be 75% as lower efficiencies would increase costs. 

B3.2.2Marine distributions 

The Marine Distance uses a ±10% uncertainty range to be conservative. The Ocean Tanker 

Capacity ranges are based on the range of typical VLCC and ULCC vary from 160,000 to 

320,000 DWT [123]. For Saudi Arabia, port-specific data give a range of 280,000 to 350,000 

DWT [124]. The Tanker Velocity ranges for typical VLCC and ULCC varies from 22.2 to 31.5 

with a mean of 27.8 km/hr. [123, 135-137]. 

The distributions for the Marine EF and Residual Oil Energy Density were taken from the 

GREET uncertainty ranges [13]. The marine EF distribution was calculated from the GREET 

LHV, density, and carbon content distributions and results in a minimum and maximum of 

97.6% and 102.6% of the mean [13]. To be conservative, a minimum and maximum of 95% and 

105% were used. The residual oil energy density (kg/MJ) distribution was calculated from the 

GREET LHV (MJ/L) and density (g/L) distributions. The LHV is approximated by GREET as 

93.5% of the HHV [13].  

B3.3.3 Electricity distributions 

The electricity distributions were updated for the F-2 crudes to ensure consistent boundaries 

were used between the F2 and F3 models. The electricity EF depends on the type of power plant 

used. This study uses GREET, eGrid, and the Canadian National Inventory Report to determine 

the electricity EF for the various crudes [13, 44, 45]. The electricity EF includes the plant 

combustion emissions and the fuel upstream emissions. If the power is produced offsite, then a 

6.5% transmission loss is added. Table B5 shows the updated electricity EF for the F-2 models. 

Saudi Arabia’s electricity grid uses natural gas and oil to produce 43% and 57% of its electricity, 

respectively [132]; hence, the natural gas and oil average scenarios from GREET were used to 

determine the mean Arab Light Electricity EF of 869 gCO2eq/MJ [13]. As the production wells 

cover a large area, it was assumed that electricity was generated offsite and transmission losses 

were included. To be conservative, a natural combined cycle (NG CC) and oil gas turbine was 

assumed for the minimum and maximum values. The Arab Light Petroline Electricity EF is 
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767 gCO2eq/MJ and represents an onsite simple cycle natural gas turbine [130]. A minimum and 

maximum of 90% and 110% of the mean are used. 

The Venezuelan grid is made of 68.5% hydro, 14.3% oil, and 17.2% NG power generation [126]. 

Since the hydroelectricity is produced in the southeast and the Bachaquero crude is produced 

from the northwest, it was assumed that the mean Vene Production Electricity EF would use 

only half of the country’s hydroelectricity. The oil and natural gas generation used the GREET 

default technology shares [13]. For the minimum scenario it was assumed no hydroelectric was 

used and for the maximum scenario the Venezuelan grid mix was used. It was assumed 

electricity was generated offsite. 

The Sirri grid uses 69.2% natural gas and 35.6% oil with the remainder using renewable energy 

[127]. The overall conversion efficiency was 33.8% for the oil and gas power plants in Iran while 

the GREET default technology share uses 39.7%. The GREET default technology share was 

adjusted by decreasing the NG CC and increasing the natural gas simple cycle (NG SC) 

technology share until an overall efficiency of 33.8% was achieved [13]. The adjusted 

technology share was used for the Sirri Electricity EF mean value. The minimum and 

maximum values used the EFs for an NG SC and an oil gas turbine generator. It was assumed all 

electricity is generated offsite. 

Table B5: F-2 updated electricity EF (gCO2eq/kWh) 

Location Min Mean Max 
Maya N2 inj. 336 479 767 
Maya SP/pipeline 1 479 767 1,140 
Maya refinery/pipeline 2 502 656 804 
Mars pre-refinery 479 767 1,140 
Mars pipeline 2 502 699 961 
Mars/Bow refinery 502 741 1,119 
Bow production/SP 502 990 1,119 
Bow pipeline 502 834 1,119 
ANS pre-refinery 502 721 972 
ANS/Kern/refinery/pipeline 2 236 337 804 
Kern cogen credit 236 337 502 
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B4. Diesel and jet fuel results 

The diesel and jet uncertainty results are included here for interested readers. The results are 

similar to the gasoline results; the refinery emissions show the largest variation among the three 

fuel types. Diesel (A) and jet (B) WTW emissions show that the Sirri WTW emissions are higher 

than the Vene LS WTW emissions for diesel and jet fuel while for gasoline the opposite is true. 

This difference is a result of the refinery configuration and crude composition. The heavier 

Venezuelan crude requires more energy to produce gasoline compared to the lighter Sirri crude. 

Figures B2 and B3 show the tornado plots for the diesel and jet fuel scenarios. The main 

difference between the gasoline, diesel, and jet fuel tornado plots is the severity of the refinery 

emissions. 

 

Figure B1: Diesel (A) and jet (B) WTW emissions 

A) B) 
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Figure B2: Diesel fuel WTW tornado plots 
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Figure B3: Jet fuel WTW tornado plots 
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