
INFORMATION TO USERS

This manuscript has been reproduced from the microfilm master. UMI films 

the text directly from the original or copy submitted. Thus, some thesis and 

dissertation copies are in typewriter face, while others may be from any type of 
computer printer.

The quality of this reproduction is dependent upon the quality of the 

copy submitted. Broken or indistinct print, colored or poor quality illustrations 

and photographs, print bleedthrough, substandard margins, and improper 

alignment can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete manuscript 
and there are missing pages, these will be noted. Also, if unauthorized 

copyright material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by 

sectioning the original, beginning at the upper left-hand comer and continuing 

from left to right in equal sections with small overlaps.

ProQuest Information and Learning 
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA 

800-521-0600

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



University of Alberta

A Novel Variable Group Hybrid Interference Cancellation for CDMA Systems

by

Kay Wee Ang

A thesis submitted to the Faculty of Graduate Studies and Research in partial fulfillment 
of the requirements for the degree of Doctor of Philosophy

Department of Electrical and Computer Engineering

Edmonton, Alberta, Canada 
Spring 2005

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



1*1 Library and 
Archives Canada

Published Heritage 
Branch

395 Wellington Street 
Ottawa ON K1A 0N4 
Canada

Bibliotheque et 
Archives Canada

Direction du 
Patrimoine de ('edition

395, rue Wellington 
Ottawa ON K1A 0N4 
Canada

0-494-08203-8

Your file Votre reference 
ISBN:
Our file Noire reference 
ISBN

NOTICE:
The author h as  granted a non
exclusive license allowing Library 
and Archives C anada to reproduce, 
publish, archive, preserve, conserve, 
com m unicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non
commercial purposes, in microform, 
paper, electronic and/or any other 
formats.

AVIS:
L'auteur a  accorde une licence non exclusive 
perm ettant a la Bibliotheque et Archives 
Canada de reproduce, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par rintemet, preter, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats.

The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
m ay be printed or otherwise 
reproduced without the author's 
permission.

L’auteur conserve la propriete du droit d 'auteur 
et des droits moraux qui protege cette these.
Ni la these ni d es extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrem ent 
reproduits san s  son autorisation.

In compliance with the Canadian 
Privacy Act som e supporting 
forms may have been removed 
from this thesis.

While these  forms may be included 
in the docum ent page count, 
their removal does not represent 
any loss of content from the 
thesis.

Conformement a  la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these.

Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant.

i*i

Canada
R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



Abstr a c t

The CDMA system is multiple access interference (MAI) limited. The conventional matched 

filter (MF) receiver is non optimal as the MAI is treated as useless noise. This leads to the 

proposal of the optimal multiuser receiver which has very good performance but is too 

complex to be practical. Sub-optimal detectors such as interference cancellation (IC) 

receivers seem promising due to their structural simplicity and good performance. The 

variable group hybrid interference cancellation (VGHIC) receiver proposed in this thesis 

combines the advantages of the parallel IC (PIC) and successive IC (SIC) in a novel way. In 

the VGHIC, users are grouped such that those with similar powers are selected into the same 

group. The PIC is used within the members of each group while the SIC is applied between 

groups of different powers. Theoretical analysis as well as simulations show that the VGHIC 

has an overall performance advantage over other IC receivers. Improvements have also been 

proposed to further enhance the performance of the VGHIC. They include the ranking of 

users, use of the averaged correlation samples, partial combining of correlation samples and 

partial cancellation. These techniques are found to be effective. Due to the adaptive nature 

of the VGHIC structure, it exhibits different processing delay profiles depending on the 

power spread of received signals. A simple method of limiting the processing delay has been 

proposed. It can reduce the processing delay by 40% at the expense of 4.5% reduction in 

user capacity. When phase and timing estimation errors are introduced, the VGHIC has better 

performance than other IC schemes even with high estimation errors. The VGHIC with 

RAKE receiver is investigated using realistic channel conditions and the results verify that 

it outperforms the conventional RAKE receiver. The major advantage of the VGHIC over 

other IC schemes is the ability to adapt its structure according to changing power profile of 

the received signals. Hence, the VGHIC is able to perform consistently in different 

environments. Moreover, its structure can be easily changed by modifying the design 

parameter. All these features make the VGHIC a viable option for increasing the capacity of 

CDMA systems.
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rff) - cleaned signal for user i after the interference cancellation
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Chapter 1: Introduction

The second generation (2G) cellular networks may be the most widespread wireless system 

to date with a huge subscriber base. They use digital modulations and are primarily designed 

for voice traffic with limited capacity for data traffic. It has been envisaged that the demand 

for data traffic will increase beyond the capabilities of present 2G systems. This leads to the 

proposal and standardization of 3G networks which have much more advanced voice and 

data handling capabilities. The 3G network supports both symmetric circuit switched 

services (speech or video) as well as asymmetric packet switched services (internet data 

flows). For the 3G system potential customers will be able to receive live music, conduct 

interactive web sessions, and have simultaneous voice and data access with multiple parties 

at the same time. Third generation networks are based on CDMA technologies with three 

main standards: wideband CDMA (W-CDMA), cdma2000 and time division-synchronous 

CDMA (TD-SCDMA). All these 3G standards have provisions for multi user detection which 

highlights the importance of multiuser detections for high capacity CDMA systems.

1.1 Multiple access interference in CDMA systems and its mitigation

In a conventional Code Division Multiple Access (CDMA) system, mobile users are able to 

communicate with the base station simultaneously over a common radio channel using 

different pseudo random spreading codes assigned to them. In the reverse link, the signals 

of all the transmitting users interfere with each other as the spreading codes are not 

orthogonal. At the base station, the desired user is detected with a correlator or matched filter 

(MF) treating the multiple access interference (MAI) as useless noise. To increase the 

capacity of CDMA systems, multiuser detectors have been proposed to cancel the MAI. The 

optimum detector proposed by Verdu [I] has excellent performance but its complexity 

increases exponentially with the number of transmitting mobiles. Hence, sub-optimum 

multiuser detection schemes such as the decorrelator, minimum mean square error (MMSE)
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detector and interference cancellation (IC) receivers are considered as practically viable 

alternatives.

Comparisons between the MF, linear multiuser detectors (decorrelator and MMSE) and the 

IC multiuser receivers have been done in additive white Gaussian noise (AWGN) [2], flat 

[3] and frequency selective [4] Rayleigh fading channels. All multiuser receivers are able 

to provide significant gains over the conventional MF.

For the AWGN channel, all the multiuser detectors have similar performance. For the flat 

Rayleigh fading channel the decorrelator and MMSE detectors have a performance advantage 

over the IC receivers. The situation is different in the frequency selective Rayleigh fading 

channel where the IC receivers are able to outperform linear detectors. With imperfect 

channel estimations and timing misalignment, the performance of the decorrelator and the 

MMSE detectors are found to degrade more rapidly than the IC receivers. Moreover, the 

performance of the decorrelator is extremely sensitive to the frequency of the updates for its 

parameters. Comparing the computational requirement, the parallel (PIC) and successive 

(SIC) interference cancellation are less complex. This is supported by the fact that hardware 

implementations of the PIC [5][6] and SIC [7][8] already exist and their performance is 

published. In [9], the effect of imperfect power control and imperfect channel estimation are 

investigated for the decorrelator, MMSE, conventional and improved version of the PIC. 

Results show that the PIC structures have better performance.

The IC receivers with simpler structures, coupled with comparable if not better performance 

than the linear detectors, make them a highly viable choice for practical implementations. 

However, there are still areas which one can improve on the existing IC receivers. Hence, the 

focus of this thesis would be on the promising IC receiver structures.
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1.2 Contributions

The work in this thesis has made a few novel contributions to the field. Following the order

of this thesis, the contributions are:

• Detailed survey of the current state of technologies for interference cancellation 

techniques.

• Proposal of a novel variable group hybrid interference cancellation (VGHIC) 

structure.

• Theoretical analysis of the VGHIC for additive white Gaussian noise (AWGN) and 

Rayleigh fading channels.

• Theoretical analysis of the parallel (PIC) and successive (SIC) interference 

cancellation for AWGN and Rayleigh fading channels taking into account the effect 

of self-cancellation due to the correlation samples in the cancellation process.

• Study of the effect of different ways of ordering users on the performance of the 

VGHIC and SIC.

• Proposal of the partial combination of correlation samples to enhance the 

performance.

• Investigation of the processing delay of the VGHIC and the proposal of a method to 

limit the delay.

• Investigation of the effect of timing and phase eiror on the performance and capacity 

of the multistage IC structures.

• Proposal and investigation on three different implementations of the RAKE receiver 

in the VGHIC under realistic multipath fading environments.

Some of the work and results have been published in [ I0][ 11][12][13][ 14]. At the time of

writing, new developments of structures similar to that of the VGHIC have been done by

other groups in [15][16].
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13 Thesis outline

In Chapter 2, a brief overview of the spread spectrum system is given, outlining the basic 

concepts behind the code division multiple access (CDMA) systems and their limitations. 

After that, the optimal and linear multiuser detectors are presented and discussed. Then, an 

in-depth discussion of the IC receivers is presented with their merits and shortcomings 

compared and discussed.

Ir. Chapter 3, the structure of the variable group hybrid interference cancellation (VGHIC) 

scheme is presented first. Then, an analysis is done on the bit error rate (BER) performance 

of the matched filter (MF) receiver, parallel interference cancellation (PIC), successive 

interference cancellation (SIC) and the variable group hybrid interference cancellation 

(VGHIC). Here, the self cancellation term is taken into account as the correlation samples 

are used in the signal generation and cancellation process.

In Chapter 4, several techniques of further improving the VGHIC are proposed. The impact 

of the user ordering methods on the VGHIC and SIC in the AWGN and Rayleigh fading 

channel is investigated. Then, the use of the averaged correlation samples in the interference 

cancellation process is studied. After that, the multi-stage structure for the VGHIC is 

presented. This is followed by the idea of partial correlation combining and partial 

cancellation. The processing delay of the VGHIC is then being looked into and a method for 

reducing its processing delay is proposed.

In Chapter 5, the performance of the VGHIC in non-ideal conditions is examined. The 

impact of the timing and phase estimation errors on the bit error rate (BER) performance of 

different schemes is studied. The effect of estimation errors on the effectiveness of the multi

stage structure is compared with that of the single stage VGHIC for the AWGN and flat 

Rayleigh fading channels. Then, three different RAKE receiver implementations in the 

VGHIC are investigated and studied. The BER performance of the VGHIC with different 

RAKE implementations is presented and discussed for four different frequency selective 

fading channels.

4 of 180

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



In Chapter 6, the observations and results of studies are summarized and concluding remarks 

on the VGHIC is made. The future extension of this work is also being suggested.
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Chapter 2: Multi-user detection and interference 
cancellation

The works on improving the performance and capacity of the code division multiple access 

(CDMA) systems have been ongoing. A typical area is the use of multiuser detectors or 

interference cancellation (IC) receivers. Even though there are many types of multiuser and 

IC receivers, they can be classified into a few basic groups. The optimal receiver is the 

maximum likelihood multiuser detector. The linear and the non-linear receivers are the two 

main groups of sub-optimal receivers which are less complex than the optimal receiver. For 

the linear receivers, the main candidates are the decorrelator and minimum mean square error 

(MMSE) detectors. The IC receivers belong to a major and important group of non-linear 

receivers. These IC receivers will be the focus of discussion.

In this chapter, the reader will be given a brief overview of the spread spectrum system and 

the basic concepts behind the code division multiple access (CDMA) systems and its 

limitations in Section 2.1. After this, the optimal and the linear multiuser detectors are 

presented in Section 2.2. Then, an in-depth discussion on the IC receivers is provided in 

Section 2.3 with their merits and shortcomings compared and discussed.

2.1 Basic principles

This section provides the reader with the basics of the spread spectrum systems and brief 

discussions of the various transmission strategies. Then, the more in-depth discussion is done 

on the CDMA system which is relevant to this thesis.

2.1.1 Spread spectrum communication systems

The primary use of spread spectrum technologies in the early days was military anti-jamming 

communication systems [17]. Because the properties of the spread spectrum systems are
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highly desirable in the present mobile communications systems, there are more and more 

commercial applications in recent years. The third generation (3G) mobile system is based 

on the spread spectrum system.

The spread spectrum system has been defined as a means of transmitting the information by 

a signal which occupies a bandwidth much larger than necessary. This is accomplished by 

the use of a spreading code which allows the information to be recovered at the receiver 

when synchronized. A general spread spectrum system is shown in Figure 2.1.

Data in Data out

DemodulatorSpectrum
spreading

Pseudo Noise 
sequence

Transmission
channel

Pseudo Noise 
sequence

Modulator 
(BPSK, QPSK)

Figure 2.1: A general spread spectrum system.

The data is first modulated by a conventional narrowband modulation technique such as 

binary phase shift keying (BPSK). This narrowband-modulated signal is then spread using 

the pseudo noise (PN) sequence before transmission. The result of spreading is a wideband 

signal shown in Figure 2.2. At the receiver, despreading is done with the same PN sequence 

and this collapses the spectrum of the spread signal down to that of the narrowband signal. 

The narrowband signal is then demodulated in the usual way to retrieve the data. The basis 

for the spread spectrum technology can be derived from the Shannon’s channel capacity 

theorem [18],

C =  W log2(l + SA7?) (2.1)

where C is the capacity in bits per second, W is the bandwidth and SNR is the signal-to-noise 

ratio. From [19], (2.1) can be simplified to

C  = 1 .4 4  SAT? x W  (2.2)
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Spread signal 
spectrum

Figure 2.2: Spectrum of the original and spread signal.

From (2.2), one can see that if the bandwidth is increased, the same amount of data can be 

transmitted with a lower SAT?. This way of transmission leads to several desirable properties 

[17], [19], [20] some of which are relevant to mobile communication systems such as:

1. Interference rejection

2. Selective addressing capability

3. Multiple access using code division

4. Multipath protection

There are a few types of spread spectrum systems around and the more commonly known 

ones are the direct sequence, frequency hopping and time hopping spread spectrum systems.

In direct sequence (DS) systems, the spectrum spreading is done by the waveform,

=  (2.3)
n

where pTe(t) is a pulse with the chip period and the C n) is spreading chip sequence which 

is generated by a pseudo-noise (PN) generator. The term n is the index of the chip sequence.
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The wideband spreading waveform is directly multiplied with the modulated narrowband 

signal to produce a wideband spread spectrum signal, hence the name direct sequence.

For frequency hopping (FH) systems, the spreading waveform is,

c(r) = £  exp[j(27iFw )] p L (t -  nTh) (2.4)
n

where pn (t) is a pulse with the duration or hop time Th , F n> is the pseudo-noise frequency 

shift sequence with index n. The effect of using this spreading waveform is the carrier 

frequency of the signal will change every Tk in a predestinated fashion determined by the 

frequency shift sequence, F a). In other words, the frequency of the system hops around.

As the name suggests, in the time hopping (TH) system, the signal hops to any of the N, 

positions within the predesignated interval period of Td seconds. The spreading waveform 

is therefore,

where p TJj) is a pulse with the duration Td / Nr and T in) is the pseudo-noise position 

sequence with integer values assuming anything between zero and (N , -1).

An important term associated with the spread spectrum system is the processing or spreading 

gain, p . It is given by,

where BW'spread is the bandwidth of the spread spectrum system and BWmformalum is the 

minimum bandwidth required to transmit the information. The period of the spread spectrum 

pulse and the information bit are and Tmf/mUlon, respectively.

(2.5)

inform ation

r
inform ation

(2.6)

Tpulse
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2.1.2 Code division multiple access (CDMA)

Allowing multiple users to have access to a common transmission channel is a classical 

communication problem. The two most commonly used techniques are the frequency 

division multiple access (FDMA) and time division multiple access (TDMA). In FDMA, 

different users access the channel with unique carrier frequencies assigned all the time. While 

for TDMA, users have the same frequency but they access the channel in a different but 

predefined time. Then, with spread spectrum techniques, there is code division multiple 

access (CDMA) where the users are able to transmit all the time using the same frequency 

(Figure 2.3). In CDMA users are differentiated by unique spreading codes. Although CDMA 

can be implemented using the different spread spectrum techniques, when CDMA is 

referenced, it usually refers to the direct sequence version of the CDMA or DS-CDMA.

Frequency
A

Channel 2

Channel!

Frequency
A

Frequency
A

Channel 3

FDMA

>
Time Time

TDMA

X C hannel 3
Time

CDMA

Figure 2.3: Different multiple access scheme.

In a DS spread spectrum system, spectrum spreading is accomplished by modulating the 

information data with a wideband pseudo-noise (PN) code to produce the DS signal, s(t),

s ( t ) =  c ( t)b ( t)  (2.7)

where c(r) is the spreading waveform given in (2.3) and b(t) is the narrowband signal 

corresponding to the data waveform. This process is illustrated in Figure 2.4 where the 

multiplication in the time domain corresponds to convolution in the frequency domain. That 

is why the resulting signal s(t) is wideband.
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PN code
Time

Spread Data
Time

Figure 2.4: The spreading process.
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The received signal, r{t) is,

r ( t )  =  s ( t)  + i( t)  (2.8)

where i(t) represents the interference and noise. After despreading (Figure 2.1) one obtains,

Z(t) = r(r)c(r)
= b(t) + (2-9)

where <r(r) = 1 and the narrowband signal bit) has been recovered. The interference term 

remains as a wideband signal as it does not have the correct spreading code. Then, after

passing through the narrowband demodulator, most of the interference would have been

filtered out and the effect of the interference on the desired signal has been significantly 

reduced as shown in Figure 2.5.

[
|
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Spread Data

Despreading

PN code

Time
►
Freq

Time
Freq

1
djfc

Freq

Data

Figure 2.5: The despreading process.

The pseudo-noise (PN) spreading code is an important component of the CDMA system. A 

PN sequence is a coded sequence of ones and zeros with certain auto-correlation properties. 

Let us consider the maximum-Iength sequence or the m-sequence which is commonly used 

in CDMA systems. The m-sequences are periodic with length Lm given by,

Lm = 2 ‘ -  I (2.10)

where / is the /-stage shift register that generates the sequence. Figure 2.6 shows the shift 

register circuit based on the primitive polynomial x* + x+  1 [17][21][22][23].

Output

Figure 2.6: Shift register circuit for generating the m-sequence based on the primitive
polynomial x* + x  + 1.
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The properties of the m-sequence are:

i In each period , umber of ones is always one more than the

number of zeros. This is known as the balance property.

2 Among the runs of ones and zeros in each period of a m-sequence, one half of the

runs of each kind is of length one, one-fourth is of length two, one-eighth is of length 

three, and so on. This is known as the run property. The length of the “run” means 

the number of consecutive identical symbols (ones or zeros) within one period of the 

m-sequence. The total number of runs for a m-sequence of period L„ is (/ + 1) / 2. 

The term I is defined in (2.10). For the exact mathematical definitions, please refer

to [17],

3 The auto-correlation function cUk) of a m-sequence is periodic and bi-valued. It is

shown in Figure 2.7 and given by,

- 1  , otherwise (2 .11)

where Lm is the period of the m-sequence.

|  a(k)

2Lm 3 Lm k

Figure 2.7: Auto-correlation of a m-sequence.
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After having a brief understanding of the DS system which CDMA is based on, the limitation 

of the CDMA will be discussed next. For CDMA, all the users in the system access the 

channel at the same time using the same canier frequency. They are only differentiated by 

the unique spreading codes assigned to each of them. If one can design spreading codes that 

are orthogonal, the signals of the users in the system would not interfere with each other. 

However, in practice, it is very difficult to design the spreading codes such that orthogonality 

is maintained under any conditions. Orthogonal codes in the multipath fading channel will 

lose their orthogonality. As a result, users in the system will experience interference from 

each other. This interference is known as the multi access interference (MAI). For every user 

added into the system, the level of MAI will increase. This will degrade the signal quality of 

the users and ultimately limit the number of users in the CDMA system. Hence, the CDMA 

is an interference limited system.

Another problem is the near-far effect. The received signal of the user nearer to the base 

station will be higher than that of the user further away. While the nearer user may 

experience little interference, the MAI that the further user experience may be significant 

enough for the transmission quality to degrade rapidly. This effect may be alleviated by the 

use of power control where much research has been done [24][25][26][27][28]. However, 

power control can only make sure that the received signal of each user experiences about the 

same amount of MAI. The MAI is still present in the system. In the following sections, 

receivers that can combat the effects of MAI are discussed and compared.

2.13 Conventional matched filter (MF) receiver

In a AT-user synchronous system, the received signal is given by,

K

(2.12)
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where 3 l is the information bit corresponding to user i. The transmitted energy and spreading 

waveform of user i is £, and c,</), respectively. The noise term is denoted by n(r). At the 

output of the conventional matched filter (MF) receiver for user i, one obtains

and tj is the noise term after despreading.

Looking at (2.13), increasing the number of users in the CDMA system increases the amount 

of MAI which reduces the signal-to-noise ratio of the desired signal. This leads to the 

problems highlighted in the previous subsection.

The MF receiver is the optimal receiver in additive white Gaussian noise [29]. When used 

in the CDMA system, it treats the MAI as unwanted and useless noise. This is clearly not 

optimal. The better way is to make use of the information about the MAI for better detection. 

The receivers that make use of this MAI knowledge for detection can be classified into two 

general groups: the single user receiver with MAI suppression and the multi-user receivers. 

The basic principle behind the single user receiver with MAI suppression is the use of 

adaptive or blind filters to remove the MAI. Details can be found in [30][31][32][33]. The 

multi-user receivers will be discussed in the next few sections.

2J2 Multiuser detectors

In this section, the optimal and the linear multiuser detectors are discussed. For the linear 

receivers, the basic principles of the two most popular receivers are presented.

K

desired term noise
term

(2.13)

MAI term

where the cross-correlation is

T

(2.14)
O
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I l l  The optimal detector

The main principle behind the optimal detector is to determine the most probable bit 

sequences sent out by all users given the received signal. This is done by generating the 

transmitted signal, subtracting it from the received signal and taking note of the absolute 

difference. The set of bit sequences for all users that results in the smallest difference 

between the generated and received signal is deemed the most probable set. The optimal 

detector for the synchronous system is considered first and will be expanded to the 

asynchronous case.

For the AT-user synchronous system with the received signal given in (2.12), the optimal 

maximum-likelihood receiver will select the bits for all users {£,, i = 1...AT} such that the log- 

likelihood function, L

where bTr is the transpose of b . The bits for the users are represented as the vector

(2.15)

is minimized [29]. Minimizing L may be simplified [34] to maximizing

C(b) = 2br G y -b r GRGb (2.16)

b = [£, B2 . . . BK)Tr (2.17)

The matched filter outputs for K users are,

y  =  [ j i  y 2 • » y J 7>
T (2.18)

y, =
o

The K x  K matrix of the received powers is

(2.19)
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and the cross-correlation matrix

Yxx -  Y xk

R = (2.20)

Y k X Y  KK

with

T

Y;j = (2.21)

To arrive at the optimal solution, (2.16) needs to be computed 2* times corresponding to the 

number of combinations possible for b assuming 5, is binary. This complexity grows 

exponentially with the number of users K, present in the system.

For the asynchronous system, there are two consecutive bits (assuming binary phase shift 

keying or BPSK) from other users that interfere with the desired bit of the desired user. 

Therefore, to apply the optimal detector to the asynchronous system, one has to consider the 

whole transmission sequence (N  bits) of each user during the detection process. Following 

the procedure in [34], one could view the A'-user asynchronous system each transmitting Am

bits as a AjV-user synchronous system with,

where B-n) represents bit n for the interval [ z)+{n-1 )T, Tt+{n-1 )T+T\. The delay for user i and 

the bit period are z; and T, respectively. Hence,

B,i+(n-X)K (2.22)

(2.23)

i+(n-X)K (0 = c i \ ) T - T t )

Similarly, to achieve optimal detection, one needs to maximize,

C(b) = 2brrGy - b r GRGb (2.24)
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where now

b = [ BX B2 . . . B KN)Tr (2.25)

the matched filter outputs are,

y = [y. y2 -- ]Tr (2.26)

the KNx KN diagonal matrix of the received powers, G has diagonal elements corresponding 

to [t+(n-1)£] having the value /E), and the cross-correlation matrix becomes,

R[0] R r[l] 
R[l]

0 

0

0 0 — 0 0
R[0] R r[l] 0 - 0  0
R[l] R[0]

R = 0 0 0 0
: R[0] R r[l] 0

0 0 — 0 R[l] R[0] R r[l]
0 0 - 0 0 R[l] R[0]

where R[0] and R[l] are defined as having elements

* « [!]  =

and where

1 , i = j

i < j

r Jt i > j

' o , i * j

7 *  - i < j

c ' i M j 0Odt

(2.27)

(2.28)

(2.29)

Hence, the complexity in this case is 2WV. However, by exploiting the structure of the matrix 

GRG the complexity can be reduced to 2K [34].
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Although with very good performance compared with the MF, the complexity of the optimal 

detector is very high at 2*. It also needs the knowledge of the user delays, phases and powers 

to be effective. If this information is inaccurate, its performance will degrade rapidly [35], 

In view of this, sub-optimal multiuser receivers have been proposed to achieve as near its 

performance as possible but with a much lower computational complexity.

2 ^ 2  Linear multiuser detectors

In this section, the decorrelator is discussed first and then it is followed by the minimum 

mean square error (MMSE) detector.

2^2.1 Decorrelator

Recall from previous section that the outputs of the bank of MF can be expressed as,

y = RGb + n (2.30)

where R is the correlation matrix defined in (2.20) assumed to be invertible. Then one 

applies the R'1 to the matched filters outputs

R"'y = Gb + R~'n (2.31)

where the signals from all users are freed from multiple access interference (MAI). The 

receiver that uses this technique for detections is known as the decorrelator which has been 

analyzed in details in [36]. From the above expression, the decorrelator does not suffer from 

near-far effect and it has been shown that it has the same degree of near-far resistance as the 

optimal detector [37].

The decorrelator has a computational complexity that is far less than that of the optimal 

receiver. However, the cost of computing the inverse matrix R'1 is not low. Since R'1 is

computed based on the users spreading codes, it is easy to see that there is no need for the
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decorrelator to estimate the received powers of the users. The received powers of users are 

required for the optimal detector. Also a direct consequence of the decorrelating process, it 

has very good near-far resistance.

There is one major disadvantage for this detector. The noise term is being enhanced. 

Examining the noise covariance, one has

the case where the signal-to-noise ratio (SNR) is low, the convention MF may outperform 

the decorrelator. In addition, there are certain correlation matrices that cause the MF to give 

better a bit error rate (BER) than the decorrelator for all SNR.

In spite of the above drawback, the correlator is generally able to provide performance gain 

over the MF in some typical mobile radio environments. In these situations, the SNR 

degradation from the noise enhancement is about 1 to 2 dB [38].

UL2J1 Minimum mean square e rror (MMSE)

For the decorrelator in the previous subsection, the noise term is not taken into account in 

the detection process. As a result, the noise term is enhanced. Here, a detector that takes into 

account of noise is presented. Here, the linear transformation is done such that it minimizes 

the mean square error between the estimations and actual data. The mean square error is 

given by,

(2.32)

where cr is the noise power. In the channel where the background AWGN is dominant, in

^  mmseS )  ] (2.33)

which after some derivation gives LMMS£ as a linear transformation matrix

^  m m se  ~  j (2.34)

where O '  is the noise power and,
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^ A - =< iias| | l , . . , £ }  (, 35)

The resulting receiver is known as the MMSE detector. From here, it can be noted that the 

MMSE detector requires information about the signal-to-noise ratios (SNR) of the users in 

order to work, whereas this information is not necessary in the decorrelator. The implication 

of this would be the loss of some near-far resistance [39] in place of better performance in 

noisy systems as compared with the decorrelator.

23  Interference cancellation

Interference cancellation techniques have been one of the major research topics in multiuser 

detection. They have attracted much attention due to their relatively simple structure and 

their effectiveness in mitigating the effect of MAI. As such, it is not difficult to find the basic 

interference cancellation structures being implemented in hardware, and their performance 

investigated [40][41][42][43][44].

The principle behind the interference cancellation techniques is to subtract the generated 

MAI from the received signal so that the desired signal will experience less MAI in the 

detection process. After the initial detection usually by matched filter (MF) receivers, the 

tentative decisions at the output of the MF are used for the regeneration of the signals. Then 

these regenerated signals are used in the cancellation process to remove the MAI. This 

“cleaned” signal is then passed into the MF for re-detection. In a multistage structure, this 

process is repeated.

There are basically three main interference cancellation structures, namely the parallel 

interference cancellation (PIC), successive interference cancellation (SIC) and the hybrid 

interference cancellation (H3C). These structures will be presented and discussed in the 

following subsections.
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23.1 Parallel interference cancellation (PIC)

The block diagram for the single stage PIC is shown in Figure 2.8. In the PIC, initial 

detections are done with a bank of matched filters (MF). The tentative decisions at the output 

of the MF are then used for the regeneration of the signals for corresponding users. From the 

regenerated signals, the MAI affecting different users are then reconstructed in parallel with 

the partial summer shown. After which, these estimated MAI are subtracted from the 

buffered received signal. The cleaned signal is then passed into the MF of the respective 

users for detection.

r(t)
1-stage PIC

MP

Mf

Initial
detection MAI

cancellation
Partial

summer

Buffer

Signal 
regen erador

Bank of 
Matched 
Filters

Bank of 
Matched 
Filters

Figure 2.8: The 1-stage parallel interference cancellation.

The cleaned signal for user i after the MAI cancellation is

K

r.(t) = r( t)~  (236)
k = \.k*i

where Sk(t) is the regenerated signal of user k. After the re-detection by the MF, one obtains 

the improved tentative decision for user i as
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t f ' " 0  =  B, +  £ ( b 4 - a 4 ) y b.
k=ljc*i

(2.37)

where and are the actual and estimated data for user k. If the estimated signal is 

perfect, the users will experience no MAI in the system. One of the early proposals of this 

PIC structure is [45]. Its main intention is to reduce the complexity of the maximum 

likelihood detector by splitting the users up into smaller groups and processing them in 

parallel. The multistage PIC can he easily constructed by cascading individual PIC stages in 

Figure 2.8. This way, the accuracy of the estimated MAI will improve with every stage of 

PIC [46].

In the paper, the tentative data estimates are based on hard estimates. The signal powers are 

assumed to have been estimated by other means. The performance of the hard-decision PIC 

is evaluated in [47]. These results show that significant performance advantage over the 

conventional MF, but the channel estimates should be accurate. Once the estimates are not 

precise, performance drops rapidly. This sensitivity to estimation errors is also studied and 

observed in [48]. In addition, when unknown interference is added, the performance of this 

PIC degrades quite significantly.

In [49], soft decision estimates have been proposed and investigated. It is found that they 

improve the performance. More detailed investigation on the effects of different mapping 

functions for the soft estimates can be found in [50]. As the number of stages increases, it 

is shown that the PIC with soft decision approaches the performance of the decorrelator [51].

In [52], it is shown that the single stage and multistage PIC are able to outperform the 

conventional MF by a significant margin under different conditions such as the power 

controlled environment or the Rician channel. However, more in-depth investigation on the 

near-far resistance of the multistage PIC suggests that the PIC is generally not near-far 

resistant. Despite this weakness, the PIC is still able to outperform the conventional MF. A
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separate study [53] also observes this behaviour but mentions that if the power difference is 

moderate (< 3dB), the PIC is still able to handle the difference.

Under high level of the interference, the PIC exhibits the “ping-pong” effect [54], In other 

words, instead of the performance converging with more PIC stages, the performance 

oscillates with every PIC stage added. Here, the interference cancellation process is 

formulated into an iterative expression. It is found that the extreme eigenvalues of the 

iterative matrix term in this expression will cause fluctuations in the iterative expression and 

lead to the ping-pong effect. By limiting these extreme eigenvalues using weighted 

cancellations, the ping-pong effect can be avoided.

The resulting weighted PIC in [55] has superior performance over that of the standard PIC 

with much better near-far resistance and it is able to approach close to the MMSE 

performance for as few as three stages. A similar PIC using partial cancellation has been 

proposed in [56], the idea is not to cancel the entire amount of MAI when the tentative 

decision is noisy ( which leads to inaccurate MAI estimations), but do it partially. As the 

interference cancellation progresses into the next stage of PIC, with more accurate MAI 

estimations, one can then increase the amount of MAI to be cancelled. The cleaned signal 

for user / after M- stages of PIC, is

r ;m U) = r ( t ) - p u  (2.38)

where is the regenerated signal of user k and pM is the partial cancellation parameter

for stage M  of the PIC. The value of pM is found via simulation such that pM > ...> /? , > p x 

for good performance. Results in the channel with uniform power distribution among users 

or additive white Gaussian noise (AWGN) channel are presented and the proposed partial 

PIC outperforms the regular PIC. The performance of this PIC over Rayleigh fading channel 

is investigated in [57] where the effect of the partial cancellation parameter and the tentative 

decision device function have been examined in details. It has been shown that this PIC with 

partial cancellation outperforms the regular PIC in the fading channel.
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The improved partial PIC in [58] introduces further improvements by assigning different 

values of the partial cancellation parameter for different users according to their received 

power in addition to which PIC stage they are in. The cleaned signal for user i after Af-stages 

of PIC , r/*°(r), is

rfM,(t)  = r(f)  -  f dP u .l S'i M'( t )  (2.39)
k=ljc*i

where pUk is the partial cancellation parameter for user k of stage M  and it is given by

A
P mjc= P m + —   (2.40)

max

where pM is the partial cancellation parameter stage M, Ak is the received amplitude for user 

k, and is the largest amplitude among the users. The reasoning for using pMi is that the 

stronger users could be detected more reliably and they are likely to cause more interference 

to other weaker users. Hence, a larger portion of their signal is removed during the 

cancellation process for other users. A similar structure is presented in [59]. For this 

structure, the weights or the partial cancellation parameters are determined in a groupwise 

manner.

With this line of reasoning, [60] proposes that the tentative decisions of the users at the 

output of the MF be compared with a threshold 5. If the user is deemed to be reliable enough, 

its signal will be used in the MAI cancellation process, otherwise its signal will be omitted. 

The cancellation selection parameter, pk is defined as,

»( MF)

P k  =

1

0

- 1

-  S  <  R
( MF) < s (2.41)

otherwise

where RkMF) is the tentative decision for user k. The cleaned signal for user/, r,</), is therefore

/}(0  = r ( r ) -  Y^PkSk{t) (2.42)
k = l.k*i

The threshold S is determined from simulations.
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An adaptive type of the PIC is suggested in [61] where a RAKE filter, forward filter and 

feedback filter (where the recursive least squares, RLS algorithm has been used) is 

introduced into the PIC structure to mitigate the effects of the inter-symbol interference (ISI) 

and MAL It has a superior performance over that of the conventional MF and MMSE-DFE 

(decision feedback equalizer) detector [62], However, its performance hinges on the accuracy 

of the initial data estimates.

Another adaptive multistage PIC is proposed with the least mean square (LMS) algorithm 

used to adjust the cancellation weights [63]. One problem with using the LMS algorithm is 

its slow convergence. This is partially solved by implementing a multistage structure. This 

receiver shows excellent performance in the AWGN and fading channels against the MF, 

convention PIC, partial PIC and the RLS decorrelator. Similar to the previous adaptive 

scheme, its good performance depends on the accuracy of the initial estimates. A method of 

finding good weights using the minimization of mean residual interference power is 

presented in [64].

All the different PICs mentioned so far use the MF for the initial and subsequence detections 

of the users’ signal. However, this does not have to be the case. The MF is replaced by the 

minimum mean square error (MMSE) detector in [65]. The performance of this hybrid 

PIC/MMSE receiver is better than that of the standard MMSE as it is more near-far resistant 

and insensitive to the cross-correlation matrix. However, by replacing the MF with MMSE, 

one inevitably increases the computational complexity which may be an issue in the actual 

implementation. The PIC has also been applied together with beamforming algorithm [66] 

and diversity technique [67] to increase system capacity.
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23J2 Successive interference cancellation (SIC)

For the SIC, the interference cancellation is done in a step-by-step manner where only one 

user is considered and processed at a time [68][69]. This is different from the PIC where all 

users are dealt with at the same. The SIC algorithm is as follows:

1. Order or rank the users according to their signal strength.

2. Choose the user with the strongest signal for the current cancellation step.

3. Make a tentative decision for the user.

4. Regenerate the signal for that user based on the tentative decision.

5. Subtract the regenerated signal from the composite received signal.

6. Pass this partially clean composite received signal to the next cancellation step.

7. Repeat step 2 to 6 until all users are detected.

The reasons for implementing the SIC algorithm this way is that the user with the strongest 

received signals is the most reliable. Being the user with the strongest signal would also 

mean that it causes the most interference to other weaker users. Thus, it makes sense to have 

this user detected first. Then, based on the detection outcome, the signal is regenerated and 

removed from the received signal to produce the cleaned composite signal with the MAI 

from the strongest user removed. As a result, the weaker users will experience less MAI and 

this will make their detection more reliable. This composite signal is then used for the 

detection of the next strongest user where the procedure mentioned is repeated until all users 

are detected. The structure of the interference cancellation unit for the SIC is shown in Figure 

2.9.
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Figure 2.9: The structure of the interference cancellation unit for step i of stage s,
ICU(z\ s) of the SIC.

The strongest user is denoted as user 1 while the weakest user as user K which is the last to 

be detected. Hence, the cancellation step z corresponds to user z for convenience. The 

composite signal at the input of the interference cancellation unit for step (z + 1) of stage s 

ICU(z^) of the SIC, r(+1(r)

(2.43)

*=i

where Sk(t) is the regenerated signal of user k. After the re-detection by the MF, one obtains 

the improved tentative decision for user z as

* ‘s,°  = B ,  + ±  B k r u  + X  { B k -  S „ )  Y k i
k=i+ i k = i  ’ v------ i-----\------------   /

uncancelled MAI cancellation noise

where Bk and Bk are the actual and estimated data for user k. If the estimated signal is 

perfect, there will be no cancellation noise in the system. From (2.44), one can notice that
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as the stronger signals are removed, the weaker users will experience less MAI and this will 

help improve the reliability of their detection. However, the accuracy of the MAI estimates 

will determine the effectiveness of the SIC. For the SIC presented here, it is assumed tnai the 

received powers of the user signals are known and ordering or the ranking of the users is 

done. In [70], the users are not ranked at the beginning of the SIC stage, instead before every 

cancellation step, a bank of MFs is applied to the composite signal. The user with the largest 

correlation sample is then selected for the cancellation step. This removes the need for 

ordering the users according to their received powers at the beginning. However, the receiver 

complexity is increased with the addition of a bank of MF’s in front of every cancellation 

step.

Analysis of the SIC can be done in a few ways. In this thesis, as well as in most papers, the 

correlation method is used [71]. Alternative ways of analysis using the matrix-algebraic 

approach and spatial cell modeling can be found in [72] and [73], respectively.

The multistage structure of the SIC can be shown in Figure 2.10 for a Af-stage SIC. 

Alternatively, the structure can be represented as in [74],
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Stage A/

The composite signal at the input of the ICU(t», r/4)(t), is

. “ ” 2 (2.45)

=  r ( f ) - x ; s r )( o -  z s r v )
4=1 )t=i+2

where S*(i,(r) is the regenerated signal of user k in stage s. The performance of the multistage 

SIC is investigated in [75] with mapping functions [50]. It is found that the multistage 

clipped soft decision SIC has the best performance. It also outperforms the limited tree 

search detector which is a maximum likelihood detector with constrained complexity [76]. 

The optimum detector is a maximum likelihood detector with unconstrained complexity. The 

impact of delay estimation errors is studied in [77]. It is found that the soft decision 

multistage SIC is more robust than the hard decision SIC and the limited tree search detector.
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In a multipath fading channel, the multistage SIC using soft decisions [78] also outperforms 

the SIC that uses hard decisions [79]. The multistage structure with differential PSK in 

multipath fading is compared with the multipath decorrelating detector in [80] and it was 

found that they performed similarly.

Due to the successive cancellation nature of the SIC, the bit error rates (BER) vary with 

different users. An expression is derived in [81] so that the required power profile can be 

obtained to provide equal BER for all users.

Although the SIC has good performance when the received powers of users are dissimilar 

as in the fading channel, it has relatively poor performance in the AWGN channel where the 

received powers are equal when compared with the PIC [82]. In [83], the convention MF in 

the SIC is replaced with a simple form of joint modulation which works well when users 

have similar powers. The SIC can be also combined with the MMSE filters and decorrelator 

to produce good results [84][85], respectively. A proposed SIC structure that has very good 

performance is the pipelined SIC [86]. In this structure, the MAI estimates of the weaker 

users are fed back to the stronger users so that the stronger user can be re-detected with the 

MAI of the weaker user removed. For the standard SIC, the stronger users are not re-detected 

at all. The adaptive version of the pipelined SIC is presented in [87] and it is able to provide 

an even better performance than the original scheme. Another way improving the SIC 

performance is through the use of signal orthogonalization for the synchronized system [88]. 

However, more investigation should be done in the asynchronous channel with multipath 

fading. An iterative type of the SIC structure is proposed in [89] where the estimate- 

maximize (EM) algorithm is used to seek the maximum likelihood solution iteratively.

As the SIC has a simple structure, it can be readily adapted with other diversity techniques 

that can improve performance. The SIC receiver with multiple antennas is proposed and 

investigated in [90], [91] and [92] to provide good performance. The SIC has also been 

combined with coding schemes with excellent results. In [93], the integration of the SIC with 

linear block coding leads to excellent performance. This receiver outperforms the coded 

conventional SIC and the coded decorrelating detector. The SIC with the Viterbi decoder and
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random interleaver integrated in [94] is able to provide huge performance gain over the 

standard SIC with Viterbi decoding and interleaving. Another SIC structure with Viterbi 

decoder can be found in [95], although the performance gain is not as large. The SIC is also 

being applied to the orthogonal frequency division multiplexing (OFDM) [96] and multi- 

carrier CDMA (MC-CDMA) [97] to combat the MAI and enhance system performance.

2 3 3  Hybrid interference cancellation (HIC)

In the previous two subsections the PIC and SIC have been presented. It is shown that in the 

AWGN channel when there are uniform received powers, the PIC has better performance 

than the SIC. However, when the received powers are non-uniform as in the fading channel 

without fast power control, the SIC is more effective. The disadvantage of using the PIC is 

that its performance degrades rapidly when there is a high level of interference. As for the 

SIC, the processing delay is linearly proportional to the number of users it has to detect 

which may take too long for it to be practical especially when multiple stages are to be 

implemented. There are many ways of improving the PIC and SIC, some of which have been 

discussed. However, for all the methods proposed, the basic structures of the PIC and SIC 

are preserved. An alternative way is to combine the structures of the PIC and SIC together 

into a hybrid form to either improve the performance or reduce the limitations. In this 

subsection, the types of hybrid interference cancellation (HIC) will be discussed.

One of the earlier HICs is the groupwise SIC (GSIC) proposed in [98]. The objective for this 

proposal is to reduce hardware complexity. The structure of this GSIC is the same as that of 

the SIC in [70] and in Figure 2.9 with the difference only in the number of users detected 

and cancelled per cancellation step in the ICU. For the SIC, one user is detected and the 

corresponding regenerated signal cancelled while for the GSIC, a NCSIC number of users are 

detected and their signals cancelled at every cancellation step. The analysis of the GSIC is 

the same as that in [70] but with NCS1C users instead of one. The performance of this GSIC 

is worse than the SIC but with the advantage of having the computational complexity and 

processing gain reduced.
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Figure 2.11: Structure of the HIC.

An improved version of the GSIC can be found in [99], where PIC is being done on the 

group of users to be detected in a cancellation step (Figure 2.11). For this receiver, the design 

parameter is the number of cancellation steps and the number of users for each cancellation 

step. A similar receiver named the multistage HIC (multistage is similar to that of SIC in 

Figure 2.10) is investigated in [100] for single and multipath AWGN and Rayleigh fading 

channels, and it has good performance. Then, this multistage HIC is analyzed in [101] where 

it is found that if there are more than four or five groups per stage, the performance of the 

HIC will converge to that of the decorrelating detector. Variations of this HIC are studied in 

[102] where the structure is called the linear groupwise SIC orLGSIC. In this paper, different 

receivers are being used in group detection blocks in Figure 2.11. They can be the matched 

filter (MF), multistage PIC, the decorrelator or the MMSE receiver. Their performance in the 

AWGN channel is investigated and the results show that the HIC with MF as the initial 

detection (Figure 2.11) gives the lowest minimum BER with increasing number of stages. 

However, its convergence is slower than other receivers.

An adaptive hybrid serial/parallel interference cancellation (AHSPIC) is presented in [103]. 

This receiver is shown in Figure 2.12.

33 of 180

R e p ro d u c e d  with perm iss ion  of th e  copyright ow ner.  F u r th e r  reproduction  prohibited without perm iss ion .



rKj*AO

MF Selection
(user 1) logic

Signal
regenerate

s j o

MF Selection Signal
(user 2) logic regenerate

MF Selection Signal
(u se r/0 * logic regenerate
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The input of the MF for user i after the/* cancellation step is

Jgj

=  r ( t )  -  £ S . , ( r )  (2.46)
k=l,k*i

where Su  (r) is the regenerated signal of user i, and G] is the number of users in a group at the 

cancellation step j. For this receiver, similarly, the design parameters to be set are the total 

number of cancellation steps (that the receiver can have) and the number of users in a group. 

The AHSPIC is different from the HIC receivers mentioned in the last paragraph as the 

composite signals of all the users in the system are constantly being updated at every 

cancellation step regardless of which group they are in. The HIC receivers mentioned earlier 

only used the information of each user once if it is a single stage structure. This way of 

constant updates will help improve the user signal estimates, and enhance overall 

performance. It is demonstrated that under the Rayleigh fading channel, the AHSPIC is able 

to outperform the conventional SIC. Note that if one sets the number of users in a group to 

be one, and the total number of cancellation steps to be equal to the number of users in the 

system, K, this structure becomes the pipelined SIC and a similar scheme discussed in [87] 

and [104], respectively.
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Another HIC is given in [105]. Its structure is similar to the one in Figure 2.11. After the 

detection for the group, instead of using the signals of all users in that group for the MAI 

regeneration process, only the signals belonging to the few stronger users of the group are 

used. Once again, the number of users in the group, the number of groups and the number 

of the stronger users in each group are determined through simulations.

A simple hybrid scheme is proposed in [106] where the few stronger users are detected and 

cancelled using SIC. The remaining users are then detected using PIC. The objective is to 

reduce the complexity of the receiver without sacrificing much performance. It is shown that 

the complexity of this HIC is about a third that of the PIC and HIC in [105]. A similar hybrid 

scheme has also been proposed earlier and it is known as the multistage adaptive serial- 

parallel (ASPIC) scheme [107]. In the ASPIC, the main objective is to use SIC in the first 

stage whenever necessary in the fading channel. A threshold, on the number of users is 

set. For the first stage, when the processing delay of the SIC is too long due to the larger 

number of users present in the system, the stronger Kr users are detected with SIC. The 

remaining users will be detected using PIC. In the subsequent stages, PIC is used exclusively.

2.4 Summary

An overall view of the CDMA system has been presented. It has been shown that the 

capacity of the CDMA system is interference limited. This is due to the nature of the system 

where all users can access the same radio channel simultaneously being differentiated only 

by their unique spreading codes. The signal of every user will interfere with each other and 

this interference is known as the multiple access interference (MAI). An important 

consequence of this is the near-far effect where the signal of the weaker user will be 

overwhelmed by that of the stronger user. Although the matched filter (MF) receiver used 

is the optimal receiver in the Gaussian noise channel, its use in CDMA is not optimal in the 

sense that it treats the MAI as useless and unwanted noise in the detection process. Clearly, 

if one can make full use of the information regarding the MAI, the detection process will be 

much better.
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Receivers that make use of the MAI information during detection are named multiuser 

detectors. The optimal multiuser receiver based on the maximum likelihood detection has 

very good performance over that of the con VwiuCIial MF, however, its computational 

complexity is very high, and this limits its application in practice. In addition, it requires the 

knowledge of the user received powers. Sub-optimal receivers with less severe 

computational requirement have been proposed as a result. The detectors that have been 

discussed are the decorrelator, the minimum mean square error (MMSE) detectors and 

various interference cancellation (IC) receivers.

The decorrelator is found to be excellent in mitigating the MAI, and it is insensitive to the 

near-far effect It also does not require the knowledge of the received user powers in the 

detection process. However, the noise is enhanced inherently. In certain conditions, the 

decorrelator will perform worse than the conventional MF. The MMSE detector does not 

have the problem of noise enhancement but it requires the received powers of all users to be 

estimated. For both of these detectors, the matrix inversion process is computationally 

intensive and this will pose constraints on the receiver design.

For the IC receivers, there are three main categories. They are the parallel, successive and 

hybrid IC receivers. The basic PIC and SIC have been successfully implemented in hardware 

because of their much simpler structure compared with that of the optimal and linear 

multiuser detectors.

The PIC processes all users at the same time, and has very short processing delay. It has a 

better performance than the SIC in the additive white Gaussian noise (AWGN) channel 

where received signal powers are equal. The performance of the multistage PIC has been 

shown to converge to that of the MMSE with increasing number of stages. However, when 

the received powers are not uniform, as in the case of the fading channel with ineffective or 

no power control, the PIC performance degrades rapidly. This points to the fact that the PIC 

suffers from the near-far effect. Improvements to the structure have been proposed, and they 

prove to be effective in increasing the PIC near-far resistance with varying success.
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Contrary to the PIC, the SIC exhibits good performance in the fading channel where the 

received power profile is spread over a larger range. On the other hand, the SIC has worse 

performance than that of the PIC in the AWGN channel. Another disadvantage of the SIC 

is the associated high processing delay. This is due to the structure of the SIC which detects 

the user sequentially one after another. Techniques and modifications have been suggested 

to solve these problems and improve the performance of the SIC. They are found to be 

effective with varying degree, but limited success has been achieved in reducing its 

processing delay without affecting performance.

So far, the improvements proposed have been made with the preservation of the basic PIC 

and SIC structures in mind. Hence, there are limited changes to these structures. This is so 

not to jeopardize the existing advantages when one is resolving to mitigate the limitations. 

Another method would be to combine the structure of the PIC and SIC in the hope that their 

advantages will be combined. The result is the hybrid IC or HIC. For the HIC, SIC is applied 

between groups of users. Within each group, the members are detected using PIC. From all 

the HIC proposed, the focus is on the determination of the number of groups, and the 

number of users in each group. One could set the number of groups, and then assign users 

to each group appropriately. Or one could first determine the number of users in the group, 

and derive the corresponding number of groups. Any enhancements proposed are also based 

on the mentioned approach to determine the HIC structure. It is demonstrated that these HICs 

are able to provide the same if not superior performance as the PIC and SIC without much 

of their limitations.

The variable group HIC (VGHIC) proposed in this thesis is different from others. For the 

previously proposed HIC, their main intentions seem to be reducing the limitations of the 

PIC and SIC. For the VGHIC, the idea is to combine the advantages of the PIC and SIC. The 

VGHIC is presented in the next chapter.
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Chapter 3: The Variable Group Hybrid Interference 
Cancellation scheme (VGHIC)

In this chapter the structure of the variable group hybrid interference cancellation (VGHIC) 

scheme is presented first. Then, the bit error rate (BER) performance of the matched filter 

receiver (MF), parallel interference cancellation (PIC), successive interference cancellation 

(SIC) and the variable group hybrid interference cancellation (VGHIC) are analysed and 

compared using an unified approach. The analysis here is different from those found in the 

literature as the self cancellation term is taken into account as a result of using the correlation 

samples in the signal generation and cancellation process. The receivers performance in 

additive white Gaussian noise (AWGN) channel are analyzed first. Then, this is followed by 

the analysis in the fast Rayleigh fading channel. After this, the BER performance of the 

receivers is compared and discussed.

The organization of this chapter is as follows. Section 3.1 describes the system model used. 

Section 3.2 presents the structure of the proposed VGHIC. Then, in Section 3.3, certain 

assumptions and simplifications for the analysis are highlighted before proceeding to Section 

3.4 and Section 3.5 for the analysis of the matched filter (MF), parallel interference 

cancellation (PIC), successive interference cancellation (SIC) and VGHIC in AWGN and 

Rayleigh fading channel, respectively. A comparison of the BER of these receivers is done 

in Section 3.6 and Section 3.7 to sum up this chapter.

3.1 System model

This section describes the reverse link model of a simple single-cell asynchronous direct 

sequence CDMA system. For this system, the coherent binary phase shift keying (BPSK) 

modulation is used. The system contains K users that are transmitting simultaneously to the 

base station. The received signal at the base station is:
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K  ------

r(t) = X ~  T i } b i (* “  T^cosicO't + 6i;) + n(r)
/=i
K

= ^ A .( 0 5 . ( r )  + /i(0 (3.1)
i= l

where

A t i t )  = b({t -  T;) (3.2)

and

5 . ( 0  =  a / ? c , (f -  5 )  cos(coer +  <5>) (3.3)

such that the energy of the signal from user i is

T*r,

J (A ,( f )S j (f))2<ft = £ i (3.4)
r,

The assumptions for user i are that its time delay r, is tracked perfectly in [0, T), and phase 

6 t is uniformly distributed in [0, 271). The information bit, &//), and spreading waveform, 

cfa), for user i are given by
oo

h f ( 0  =  X  B i m) P t ~  m r > <3-5)
m=—oo

and
oo

C-, (t) = £  c;n) (r -  «rf) (3.6)

where p^r) and p 7r(r) are assumed to be rectangular pulses with duration T and Tc, 

respectively. That is, bt{t) = B-m) for (m-l)T <> t<  m T and c,{t) = C/"’ for in-\)Tc <, t<  nTc. 

The terms B 'm) and C-n) are the information bit sequence and the spreading chip sequence, 

respectively. The spreading waveform c,(r) also has the following properties:
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(3.7)r

A s  =  1

The processing gain is given by

T
(3.8)

The term n(t) is the additive white Gaussian noise (AWGN) with zero mean and power 

spectral density of NJ2.

3.2 Receiver structure

It was shown in [82] that PIC performs better than SIC under ideal fast power control 

conditions where the signal powers of all users, as seen by the base station, are equal. 

However, in a rapidly fading channel where power control is ineffective, SIC performs better 

than PIC. Hence, we would expect that in a realistic situation where power control is 

imperfect, SIC should outperform PIC. However, the major disadvantage associated with SIC 

is the long processing delay that is inherent in the SIC structure. Hence, various hybrid 

schemes with shorter processing delay have been proposed [98][100].

Here, we propose a hybrid structure that combines the advantages of both the PIC and SIC 

schemes. The idea is to combine the good performance of the PIC scheme in AWGN 

channel, and that of the SIC scheme in fading channel into one hybrid interference 

cancellation scheme. The resulting hybrid scheme is the VGHIC. The main idea is presented 

in Figure 3.1. After the detection of all users using the matched filter receivers, the users of 

similar power levels are selected and grouped. The PIC scheme is then used for the detection 

of the current group of users. After this, the signals belonging to that group of users are 

regenerated and subtracted from the received signal producing a composite signal which is 

passed on to the next round of user grouping and detection. This process carries on until all
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users are detected. Effectively, the users are adaptively selected into different ad-hoc groups 

of similar user power levels. Within each group the PIC scheme is used for detection, and 

between groups of different power ieveis, the SIC scheme is used between groups of different 

power levels, the SIC scheme is used.

This hybrid approach is very different from other groupwise hybrid structures 

[98][100][103][108]. In [100], the number of groups is fixed and the users are distributed 

evenly among the groups, whereas for [98] and [108], the number of users in each group is 

fixed and the difference is that no PIC is done on the users within each group in [98]. The 

hybrid scheme proposed in [103] has iterative loops built-in, but the number of users in each 

group is fixed.

Buffer

Buffer Buffer

BufferReceived
signal

M«1 
group 1

Matched
filter

for all

Matched 
filter 

detections 
for the 

remaining

Panalld 
interference 
cancellation 
for group 2

Received 
signal with 

MAI of 
group 1

Figure 3.1: The working principle behind the variable group hybrid interference
cancellation scheme.

For the VGHIC proposed here, the number of users in each group is directly related to the 

user signal level spread. As a result, the number in each group is not the same, and the 

number of groups is not fixed. When the powers between users are very different, the 

VGHIC effectively becomes a SIC scheme. On the other hand, when the power level of every
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user are the same, the VGHIC becomes a PIC scheme. In other words, we may say that the 

structure of the VGHIC is able to adapt itself to different channel conditions.

1-0(0

Buffer
1

Figure 3.2:
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* i " f W
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Structure of the group cancellation unit for the j ' h subtractive step of the 
VGHIC scheme, GCU(j).

The structure of the group cancellation unit for the j lh subtractive step of the VGHIC scheme, 

GCU (J) is illustrated in Figure 3.2. The index j  also represents the group number. The users 

are split into a total of N  groups and hence, j  = 1,..., N. Dj is the number of users that have 

yet to be detected and cancelled at the j ,h subtractive step. It is given by

y-i
D j  = K  -  X  G„ (3.9)

n= I

where Gn is the number of users in group n and group N  is the last group of users to be 

detected. At the first subtractive step D, = K as the number of the users remaining is K since 

none of them has been detected.
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After the bank of D} matched filters, we have the term RtJMFl(m) which is the correlation 

sample of bit m of the user i at the output of the matched filter in the j ' h subtractive step for

the period (m-l)T + r  i  .' < rr.T + vt. Without loss of g -- -f * U aOilU 1\5'  ^ • -'-**•1 or uiC widiiij* Ul

presentation, we may denote the user with the highest correlation sample at its matched filter 

output as user 1, the user with second highest correlation sample as user 2, and so on, that 

is, \R{JiUF){m)\ > | RzJMF)(m) \ > ... > \RKJMF>(m)\. The selection rule for group j  is defined 

by

\R\j F) (/w)I ^ S max (3.10)

where the grouping parameter 6  assumes the values of 0 s 6 <, 1. The function max[x] is 

defined as the maximum value of x  and \x\ is the absolute value of x. In the extreme cases 

of 3= 0 and 6= 1, the structure of the VGHIC approaches that of the PIC and SIC scheme, 

respectively. The optimal value of 5  will be found using simulations.

For the VGHIC scheme presented here, correlation sample values are used as measures of 

the user signal power levels and also for the regenerations of user signals in the cancellation 

process. In general, users are split into groups of different power levels based on the 

magnitudes of their correlation samples, \ R j MF)(m) |. These correlation samples are 

obtained at the output of the matched filter of the corresponding user.

At the first detection (j = 1) by the bank of D, = K matched filters, the user with the highest 

magnitude of correlation sample is selected as the reference. In this case, our reference is 

\RI JiMr>(m)\. Then users are selected into group I when the magnitude of their correlation 

sample are such that, |/?,,{MF)(m) | «> 6 \R , jMF)(m)\, / = 2 ... K. Therefore, the users in group 

1 have indices i = 1,2,... gU).

The indices i of the users for the j ‘h subtractive step are such that

i  ~  S ( j - i )  1 ’ 8( j )  (3 .ii)
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with the initial condition g0 = 0. The term gU) and the number of users in group j ,  Gj, is 

determined by the selection rule (3.10). These two quantities are related by the following 

equations

G j  =  g U) ~  g ty .„  (3.12)

and

J

g,j , =  X  G, (3.13)
i — L

The groupings are mutually exclusive. The input to GCU (J) is

= (3-14)
2) + l

where R j pic>(m) is the correlation sample of bit m of the i th user at the output of the PIC 

block within GCU(/) in the period (m-l)7' + rt <, t < mT + The term Sk(t) is defined in 

(3.3). For the first subtractive step, the input is the received signal (3.1),

r {0\ t )  = r ( t ) (3.15)

After the bank of D} matched filters, the correlation sample of bit m of the user i in the j ' h 

subtractive step for the period (m-l)T + z; < / < mT  + z;, R j MF)(m) is given by

A / r = (m) + S (m ) + X ^ Jk ' X)Y k i (m) + n  (3.i6)
k*i

where 7] is the noise term, and

A^m) = (3.17)

and

A1/ 1 = A t ( m )  -  R l j C,( m )  (3.18)

The cross-correlation factor for bit m between user k and i (k * /) is defined by,
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Y u i r n )  =  •

(m) + u (m)]cos(0,.- 8 k) ; r, > r, 

u(m)]cos(#f - 8 k) ; r, < r,
( 3 .1 9 )

and yu(m)= 1. 'Pfa (/w) and v? Jb (m) are the continuous-time partial cross-correlation functions

(modified from [109]) for bit m:

(m -l)T+zk + zi

— T  ( t  _  t  \ s f t  * <T *S 1

(m -\)T+zk

mT+Zi

Jc4(r - r*)c,(r- r, )<* ; r, < r,

¥ B(m) =

( m - l ) r + r t

mT+ZL

\ C k ( f  L k } Ci ( f  * L i ' >  ^ k
(m -\)T+zk + zt 

mT+zk

\ c k{ t - r k)ci ( t - T i)dt ; r , < r 4
m7" + r.

(3.20)

After the determination of the users in group j, the correlation samples of only the users in 

group j  are passed into the PIC block (Figure 3.3) for processing.
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Signal 
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Figure 3.3: Structure of the parallel cancellation block in the GCU(/).

In the PIC block, the regenerated signal is

S’. (0  = < " n (»i)S„(/) (3.21)

where n -  g0_,,+1 ... gy. After PIC, we have

(f) = (r) -  X  R ^ p  (m) S4 (r)
* = «<,-l> + I

k*i

Detecting using the matched filter receivers,

R L 7 C) ( m ) =  A  (m ) +  2  A  ( m )Yla  (m )
* = .Sy + l

+  E A *)J '« ( '” ) +  Z AV ',’n ( m )  +  '7
* = *<y-l> + 1 * = S < ,-2) + I

k*i

(3.22)

(3.23)

where the term St.(r) is defined in (3.3), and A pm) = (v£i)Bi<m) for the period (m -l)r + z;  ̂ /

< mT + z;, and

A '/' = (MF) , (3.24)
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The improved correlation samples at outputs of the PIC structure are then used for detection 

and signal regeneration. Following that, the regenerated signals are then subtracted from the 

delayed composite signal. This signal is represented in (3.14) with the value of the index j  

increased by one. The resulting composite signal is then passed forward to the j  + 1 

subtractive step for the detection of the next group of users. This carries on until all the users 

are detected.

3 3  System assumptions and simplifications for the analysis

Before proceeding with the analysis, various assumptions and simplifications are made so 

that the analysis is tractable and remains reasonably accurate. The system model and the 

equations in the previous sections describe a general system without any specifications on 

the type of information bits and spreading sequences.

The following analysis investigates the system where the information bit sequence, B-m\  and 

the spreading chip sequence, C/m), are binary independent and identically distributed (i.i.d) 

random variables with 1 and -1 being equally probable. Furthermore, the time delay, r„ of 

user i is assumed to be tracked perfectly and uniformly distributed on [0, Tc) instead of [0, 

T). The explanation is as follows.

The time delay of user i can be represented as

(3.25)

where

£Ti =  remainder (3.26)

is the remainder of the division of r/Tr, and
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n i =
J c

( 3 .2 7 )

The term ni is the largest integer that is less than t/Tc.

Where the analysis of BER is concerned, it is shown in Appendix A that ert directly affects 

the results of the expectation and variance of the cross-correlation term. On the other hand, 

n, has no effect on these results. This means that the interval [0, Tc) instead of [0, T) can be 

used without sacrificing accuracy of the analysis. One has to be mindful that random 

spreading codes are assumed.

The direct consequence of limiting the time delays of users within the interval [0, Tc) is that 

one can further simplify the system model such that the analysis can be done on one 

information bit (Figure 3.4) instead of consecutive information bits as in (3.19). However, 

to have a reasonable accuracy in the analysis, the processing gain of the users should be 

sufficiently large so that the effect of the first and last chip of the information bit is 

insignificant.

One information bit period, T

User /

User j

Figure 3.4: Asynchronous system with time delays limited to within one Tc.
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Hence, in the following sections, the information bit of interest will be bit m =1 

corresponding to the interval [0, T) and the indices m are dropped from the equations from 

the previous sections.

3.4 AWGN performance

In this section, the bit error rate (BER) performance of the matched filter, PIC, SIC and 

simplified VGHIC schemes in the AWGN channel are analyzed using similar approaches. 

Thus, this enables us to make direct comparison between the different schemes.

3.4.1 Matched filter

After despreading with the i'h spreading waveform and demodulating coherently, at the 

output of the matched filter receiver, one obtains

Then, removing the high frequency term through low pass filtering, we obtain the correlation 

sample for user i as

R\ = J r{t)ci {t -  Ti) cos{(Oct + 0.) dt (3.28)

R]MF) = 4 E i Bi + f j 4 T kBky « + r 1
k = 1 
k * i

(3.29)

MAI term

where tj is the noise term with zero mean and variance of N /2

r j =  J/t(f) C ' i t - T j ) cos{coct +  6 ^ (1 1 ( 3 .3 0 )

and the cross-correlation in the multi-access interference (MAI) term is given as
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r+r
Y k i = T  j c t ( t  -  Tt ) c , ( t  -  T , ) c o s ( 0 t  - d : ) d l ( 3 .3 1 )

This expression is much simpler than (3.19) as a result of the simplifications done in Section 

3.3. It can be shown that [110][111][112]

0 , k & i

1 II
1

, k & i
D p

0 *- II

E [ n }  =

with the factor D defined as follows

1 , Synchronous and random phase

Y't , Synchronous

3 , Asynchronous and random phase

, Asynchronous

D =

3 /  
I / 2

The BER of the matched filter, PelMF), for BPSK scheme can be shown to be

M
V O'c-)

(3.32)

(3.33)

(3.34)

where /j s and a s are the mean and standard deviation of the output of the matched filter 

respectively, and Q (x) is defined as

1 °°
Q O) = - t =  fe*'i/2 dt  , x > 0

-s/2 7t  _
(3.35)

Modeling the interference as Gaussian using the central limit theorem, and applying (3.34) 

directly, the BER of user i is

50 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(

( 3 .3 6 )

It should be noted that the Gaussian approximation for MAI is only accurate when the 

number of users, K, is large enough. For equal power users, Ei = Eb, i  = 1 ,2 ,..., K. the BER 

expression is given by

The above results do not apply to systems that use short and orthogonal spreading codes 

because long and random spreading codes have been assumed.

We shall now proceed to obtain the BER of the PIC, SIC and VGHIC scheme using the 

correlation samples, R-MF) given by (3.29), as the measures of the received power of each 

user.

3.4.2 Parallel interference cancellation (PIC)

For the PIC scheme, initial detection is done with a bank of matched filters. Then, the 

regenerated signals from other users are subtracted from the delayed version of the original 

received signal to form the composite signal for the desired user. After this the desired user 

is detected again from the composite signal. Further detail and alternative analysis of the 

multistage PIC structure can be found in [56] [82]. The structure of the PIC scheme is shown 

in Figure 3.5.

(3.37)
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Delay

Bank of 
Matched 
Filters

Signal
regeneration

Figure 3.5: Structure of 1 stage of the PIC scheme.

After the initial detection by the bank of K matched filters, the multiple access interference 

(MAI) is reconstructed. The MAI is then subtracted from the delayed or buffered version of 

the original received signal. Thus, the received signal after PIC for user i is

r , ( t )  = r ( t )  ~ X V f  R l MF>ct  cos( (Oe t  -  0 k) (3 3g)
*  = 1 
k* i

After despreading, demodulation and passing the signal through the low-pass filter, we have

r : p,Ci =  J e , b , + X ( V e T s i  - +  n
k=\
k*i

Substituting (3.29) into (3.39), and simplifying, we have
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/

RlP,C) = JE,B,

\

i - ' Z r i
k= 1

V k * i

Self Cancellation term 

K K

- z
k= l n= 1 
k * i n t k j

Cancellation noise

K

1 - 2 > H
k=l

v y

(3.40)

4̂ IVCyV term

from which, the following results are obtained using (3.32):

E [ R r c>] - ^ ( i - ^ )

M * r > H * ) 2Z  S £ . + ^ ( i
Jt = I. n= 1. 

n*i.k

(3.41)

The self cancellation and the cancellation noise term in (3.40) (also (3.46) and (3.55)) is due 

to the fact that (3.29) is used as the estimation of the amplitude of each user for cancellation. 

Hence, for equal power users and using (3.34), the bit error probability is given by

r ^

t(PIC) _
=  Q

1 _ i£ d  
Dp

{d p ?  +  le%2£k(1+ ̂
(3.42)

J
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3.43 Successive interference canceUation (SIC)

The basic structure of the SIC scheme is shown in Figure 3.6. The figure shows the E  

subtractive step of a cancellation stage. A subtractive step is defined when a particular user 

is being detected, and the effect of that user’s interference is being cancelled from the 

composite signal. K  individual subtractive steps form a cancellation stage for the SIC. The 

SIC scheme cancels each user from the composite signal successively according to the power 

level of each user’s signal. The signal of the user with the highest power level will be 

detected, regenerated, and cancelled from the composite signal first, then the user with the 

next lower power, and so on. More information can be found in [70][113][114]. However, 

the analysis of the SIC here is different. It takes into account the self cancellation term due 

to the use of the correlation samples in the signal regeneration and cancellation process.

Delay

for useri

Regeneration 
of the signal 

for user i

Matched 
Filter of

Figure 3.6: Structure of the 7th subtractive step of the SIC scheme.

We denote the strongest user as user 1 and hence E, > E2 >ES >... >EK. After despreading, 

demodulation, and LPF, for user 1, from (3.29)

r ; 5/c> =  - J E B , +  T] (3.43)
k-2
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Then, using the correlation sample value as the estimate of the user signal power, the 

regenerated signal of user 1 is subtracted from the delayed version of the original received 

signal r(i) resulting in the composite signal

r2( 0  =  r(t) -  ^ R \ S]C)cx( r -  rx) cos(coct - 6 X) (3.44)

After despreading, demodulation and LPF for user 2, one obtains

+ f  jE~k BkYa  +  ( , / £ > ,  -  R\S,C‘)Yn +  7(3.45)
k = 3

Substituting (3.43) into (3.45) and simplifying, one obtains

R ? c  =  f E ~ 2 B 2 { \ - y 2 l y l 2 )
 v --------------
Self cancellation 
term

K

Hence,

+ Z V ^ i" S ‘ ( £ «  _  ) + n { l - Y a )
^~~l Uncancelled Cancellation AWGN term

MAI term noise

k= 4

and

(3.46)

K  (3.47)
V a r[* r>  ] = ( ^ ) ( l  + JL)X  E t + (l +

k=3

Similarly, for user 3 and user 4 (Appendix A),

E [ * r > ] = v £ 7 ( i - 2 ( ^ ) )

V a r [/t jac> ] =  ( ^ ) 3 E 3 +  ( ^ ) 2 ( l  +  £ ) E 2 (3.48,
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Var[/?fc>]

V«T(»-3(^))

(op) (' + + ( d?) 3

+ ( * ) 2 ( i + * r *

+  ( - ^ ) ( 1 +  - i- )  2 X + ( l  +  lj? )  -T-

(3.49)

respectively. Generalizing, for user i,

e [ ^ s'c> ] = V £ ; ( i - ^ )

V a r [ « r ' ] = ( ^ ) [ ( l  +  ^ ) ' " , - ( l  +  ^ ) ] £ i

k=2 L

+(i+*K

+

+

- i

*=/+!

(3.50)

The above expression is obtained if one considers the effect of the self cancellation (3.46) 

when the correlation sample is used in the regeneration of signals. For the case where the self 

cancellation effect is not accounted for, one can refer to [115]. If one does not factor in the 

self cancellation effect, (3.50) can be simplified to (18) of the mentioned reference. Hence, 

for equal power users and using (3.34), the bit error probability for user i is given by

^ ( 0  = Q
e [/?;57C)]

( 3 .5 1 )
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Therefore, the average probability for the whole SIC stage would be

P1X‘ =  i f  (3.52)
1=1

3.4.4 Variable group hybrid interference cancellation (VGHIC)

In order to get a closed form analytical result for the VGHIC scheme so that comparisons can 

be made with the PIC and SIC schemes with reasonable accuracy, we would need to simplify 

the proposed VGHIC scheme for our analysis. Instead of choosing the users for each group 

at the start of each subtractive step (as in Figure 3.1), users are separated into different groups 

after detections by the initial bank of matched filter receivers. This knowledge about the 

groupings is then passed to the corresponding group canceling units (GCU). For the 

subsequent/* subtractive step, a bank of Gj matched filters replaces the users selection block 

found in Figure 3.2. The block diagram of the resulting simplified VGHIC is shown in Figure 

3.7. The number of users in each group, Gr  has already been determined at the first 

subtractive step. We have also assumed that > \Ri.iMF\ > ••• > \^kjMF\-

Received
signal

■
Buffer Buffer

1 *

\
V▼ '

Matched

for >11

Grouping
ofttsecs

GCU(l)

Group 1 it 
been 

processed

Parallel 
interference 
cancrilatiop 

1
— w
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signal with 

MAI of 
group 1 

removed

Buffer Buffer

Grouping 
information 

sent to 
corresponding /  

GCUs ^ ►

Mstchcd
filter Parallel

> Signal — w
&r group

2 for group 2

GCU(2)

Received 
signal with 

MAI of 
group 1&2 
removed

To the 
next 
GCU 

 ►

Figure 3.7: The simplified variable group interference cancellation (VGHIC).
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Analysis of the simplified VGHIC receiver

At f h p  initial Kanlf o f  rnofr*ĥ H f i l t A r c  tK  ̂/ ' A r r p l co*v*r\I.*» V̂v A 'V 'k  Iic<M* » c  r r i %fA «\ U»» '> Q \* •» « »**« V* M«*r VV« « - - ^ “ i « VI VWVtl WJWI i J  « wi i C/j ^ . ^ 7

Using these samples, G, users arc selected into group 1. Applying PIC on the group 1 users 

results in the following composite signal for user /,

r"'P‘C\ t )  =  r0)(t) -  X  V ? K T )ck(Ocos(coct +  6k)
*=i
k * i

(3.53)

After correlating using the f* matched filter and simplifying, we have, after the PIC block in 

the 1“ subtractive step,

v r  =  y f ^ s ,  + i , j r t BkYb +x(V£>* +>?

= J e , b ,

* = S 1 + 1

f  \
C,

i - Z r i
Jt=i

V k * i /

*  =  1 
k* i

+
k=Gj +1

(3.54)
■Se// Cancellation term Uncancelled MAI

C, a:
- ' L ' L ^ B nr nkY t i + r i

r

k - 1 n=l 
n * k j \

G,

1 - I n
*=1

/
Cancellation noise A WGN term

and this RU{P,°  is used as the estimate of the signal amplitude for user i in the signal 

regeneration process. The regenerated signal is then used in the following interference 

cancellation operation. After this, the regenerated signals belonging to the users in group 1 

are subtracted from the delayed version of the received signal, /  ”(/). Using (3.46), (3.54) and 

simplifying, it can be shown that the matched filter output of user i in subtractive step 2 

(corresponding to group 2) is
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G, G, G,

= 4 E i B\  1 - 1  n  + Z  I  K Y * r »
<C= I 71 = 1

n*k

+
ft _____

Z V ^  yki
4=G,+1 

4*/
G, G,

+
4 = 1 71= I

tj*4
G, AT

4 = 1 7t=Gtf  I 
n * k j  

G, G, a:

+  Z E  ’L - f ^ B mYmlY « Y ti
4=1 71=1 771=]

71*4 m * n j t j

+77
G| G, G,

' - Z i ' t + Z I w t
4=1 4=1 ti=1
4*7 71*4

5W/ Cancellation term

Uncancelled MAI

(3.55)
Cancellation noise

AWGN term

It is clear that the correlation equation becomes more and more complex as we evaluate 

further subtractive steps. To simplify matters, we shall consider the case when the energies 

of all users are the same and equal to Eb so that the correlation sample values can be 

normalized by y/Eb . Let

e [ « / ‘ , |b , ] = / 7 (‘ )
(3.56)

Var[*£>|fi,]=V,!»

where it is a function of j  and the type of receiver. The term k is defined in the following
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,(PIC)
‘J

For the output of the matched filter, RiJMF), one uses k = [(/-l)x2]. If it is the output of the 

PIC, RjjF,c>, the relation k = (2/-1) should be used.

The indices x  and y  are needed in the recursive equation below to produce the correct 

expression for the variance; x,y e {-1, 0}. Therefore, generalizing the expression for the 

variance of the correlation sample at the output of the matched filters for all subtractive steps, 

we have for k z  2,

, k odd

(3.58)

, k even
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V (k)
V (.x.y)

I
Dp

'  ^  \  
K  + x - ^ O j

M  J
+ ^ ( g { ¥ ) - d < o')1)

y'=i

i
Dp K - l  + x - j ^ G j

+ * 1 3
j= 1

y(2.H) 
( 2 j - l )  (v.O)

2( % )
,& odd

(3.59)

2( % )
, A: even

with the following initial conditions

Mw =  0

Mw  =
1

D p

0 )
(x.0)

V,(1)V(x.y)

V(<0> -  

I

(3.60)

To evaluate the variance using (3.59), one needs to put x  = 0 and v = -1 for the recursive 

expression to be valid. Treating the interference as Gaussian and using (3.34), the average 

BER of the VGHIC, at the outputs of the PIC blocks for all the subtractive steps, in AWGN 

is given by

= l ^ G  Q

^  j= 1

where N  is the total number of groups.

f  \^ 2 ,-1 )
o m
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Determination of user groups

In order to evaluate (3.61), the number of users in each cancellation group needs to be 

determined. In VGHIC, users are grouped according to the magnitude of their respective 

correlation sample values at the matched filter outputs. As the correlation sample, R J MF\  is 

a random variable and assumed to be Gaussian, one can determine the average number of 

users in each group. This can be done by finding the probability of a user having a correlation 

sampie value that satisfies the group selection rule (3.10). This in tum enables one to find the 

average number of users in each group and also the average number of groups.

Note that in the simplified VGHIC, only the outputs of the initial bank of matched filters are 

used to determine the groupings of users. That is, /?, ,(M/° are used. This makes the term j  in 

RjjMF) redundant as j  always have the value of one. Thus, to avoid any confusion later on in 

this section, let

Now, the normalized output of the matched filter in the first subtraction step (conditioned 

on B,) with the assumption that the energies of all users are the same and equal to Eb is 

represented by

The correlation sample value of (3.63) is approximately Gaussian with mean fj. = 1 and

The users are ordered according to the values of their matched filter outputs and they are 

ranked in descending order of the correlation sample values, R-MF). The user with the largest 

R-MF> is assigned the rank index g = 1, the user with the next highest R-MF) will have r = 2 and 

so on. Hence, after ranking, one will have the ordered correlation samples (denoted by

(3.62)

(3.63)

variance cr = 1) + 4 '(% „) - The parameterD is defined in (3.33).
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), Ra)iMF) > R(2)MF) > — > R w MF) — > R(Ki*r> where g and K are the ranking of the user and the 

total number of users, respectively1. It shall be pointed out that the probability density 

function (pdf) of RfMF> is different from that of the ordered The is

approximately having a Gaussian distribution, whereas the pdf of the ordered correlation 

sample value is obtained using order statistics [116] and given by

f M )  = --------—-------  F ( x ) {K- r] [1 -  F(x)](r_1) / ( * )
( r - \ V . ( K - r \ \  1 J J

(3.64)

where f  (jc) and F(x) are the pdf and cumulative distribution function (cdf) of the original 

unordered correlation sample value, R-Mn, respectively. These functions are

/ ( * )  =
1

c r j l x
exp

2 a 2
(3.65)

and

F(x)  = l - ^ e r f c
r  ^

x - M
V 2 o*

(3.66)

From (3.64), (3.65) and (3.66), the average correlation sample value corresponding to the 

rank g is obtained as

~ <Mf) = 1 K \

<rV8i ( * - l ) ! ( i e - * ) !
(3.67)

Although (3.67) cannot be found analytically, it can easily be evaluated numerically. Then, 

the average correlation sample values obtained are used to find the average number of users 

in each group and also the average number of groups.

1 Usually, for convenience, the indices i and g are made equal to each other 
(consequently, R-UF) -  R^ ^ ). However, they are treated differently here to 
avoid confusions.
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Let g** be the index of the reference used to select members of group j . Then R ^ F) is the 

reference to be used in the selection rule (3.10) for the selection of group 1. The term <5is a 

design parameter to be set. Users are grouped together as group 1 if,

n ( M F )  C n ( M F )

R <ti (g? = o  (368)

The absolute function is dropped from (3.68) as R-MF> is conditioned on Br Let the rank of 

the user with the smallest R ^ n  that satisfies (3.68) be gj, j  = 1. Hence, at the end of the 

selection for group 1, we have

n ( M F )  ^  f \ I > ( M F )

R <*,> ~ d R , ^ ,
(3-69)

n ( M F )  ^  £ p ( . M F )

The number of users in group 1 can be determined from

G, =  g, -  g f  + 1 =  « , (3-70)

Next, R^ F,) is chosen as the reference for the selection of the members for group 2, thus

g ?  = «, + 1 (3-71)

The same process of grouping is repeated until all users are grouped.

Generalizing the procedure, the reference can be determined using

g ?  =gj-> + 1 • S o = 0  (3.72)

Here, the correlation sample values have been rearranged in descending order. Thus, R(J MF> 

2  /?0?+I)<Mr> is always true. Members of group j  are then selected based on

n ( M F )  >  C r i l M F )

R W  ( s f )  (3J3)

The rank index g is increased (and users are being selected into the group) until the following 

conditions have been reached:
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(3.74)

Then, the number of users in group j ,  Gj, can be determined using

(3.75)

From the recursive equation (3.72) and (3.75), one can deduce

j -1
G j = S j - ' Z G t  0-76)

k=l

When the last group of users has been determined, that corresponding group number J  is the

average number of groups. With J  and Gj,j = 1 J known, one can then evaluate the average

BER of the VGHIC using (3.61).

3.5 Performance in Rayleigh fading

This section investigates analytically the bit error rate (BER) performance of the matched 

filter, PIC, SIC and simplified VGHIC schemes in the flat Rayleigh fading channel where 

there is no power control or where the power control is ineffective. The received signal 

differs slightly from the one for the AWGN case (3.1) and is shown here:

i=l

The difference is the presence of the channel gain term for user i, a t, where <r, is a Rayleigh 

distributed random variable with the pdf given by

( 3 . 7 8 )
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where cr is the variance of the Gaussian random variables that make up a  r If Z is the 

Rayleigh random variable \  it is defined by

Z  = V X : + r  (3.79)

where X  and Y are zero-mean statistically independent Gaussian random variables with their 

variances equal to a2. In the analysis, the power of the channel gain is normalized such that 

, :] = 1 (or cr = V2). The effect of the fading on the received phase has been lumped 

together with the phase of user i and is represented by which is assumed to be tracked 

perfectly and uniformly distributed on the interval [0, 2n).

3.5.1 Matched filter

Using similar procedures in the previous sections, the correlation sample at the output of the 

matched filter for user i can be found to be

r ; m f’ = «• + Y . a > 'P ^ B > ru + n  (3.80)
k = 1 
k*i

MAI term

where all terms have been defined in previous sections. Normalizing (3.80) and conditioning 

on <z„ one can obtain

and

k*i

2 A random variable is a function whose domain is the set of experimental 
outcomes. For a random variable Z, its distribution function is given by P{Z<.z} = 
Fz(z).
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First, the interference is approximated as Gaussian using the central limit theorem. Then one 

can interpret (3.80) as the sum of a Rayleigh and Gaussian random variable. The Rayleigh 

variable is ab while the Gaussian variable corresponds to the multi-access interference (MAI) 

and the noise term. Hence, the cdf of R-MF> is found in Appendix C to be

F m f  U )  ~ 2  + 2 e r f (  )  ^ [ 7 * b i e
-A( — 1— U 2

— + — erf2 2

( a z
(3.83)

and the pdf of R,(MF) is

P mf( z ) = JT}i[a2+b2}

.2

2 (a2+b2)-JS^b2 1 + erf a z (3.84)

where cr is defined in (3.78) for a t, and b2 is the normalized variance of the MAI and noise 

term and is given by

b 2 = J - y i t  • N °+
D p  X .  E ,  2 E ,

k* i

(3.85)

since E [ak2] = 1. Note that the mean of the MAI and noise term is zero, and the Gaussian 

approximation for the MAI and noise term is only accurate when the number of users, K, is 

sufficiently large. The BER expression for the Rayleigh fading channel when conditioned on 

B„ is given by

(3.86)

In [117], an expression of the BER performance in Rayleigh fading channel for BPSK has 

also been derived, and it is shown below (using the original notations in the reference).

1 -
— N
Yb

v 1 + Yb
(3.87)

where y b is the average signal-to-noise ratio, defined as

N ,
( 3 . 8 8 )
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where at has been defined previously. The BER expressions (3.86) and (3.87) are plotted and 

compared in Figure 3.8 with parameters shown. One can see that there is no noticeable 

difference between the two expressions and this observation verifies (3.86).

1E«00

Processing Gain = 63 
SNR = 10 dB

u j 1E-01 -  
CD

1
0 10 20 30 40 SO 60

No of Users

Figure 3.8: Comparison of the derived BER (3.86) and (3.87) from Proakis [29] for
the case where D = 1 and D = 3.

3.5.2 Parallel interference cancellation (PIC)

With Rayleigh fading, the received signal after PIC for user i, r ^ t )  is

K

r( / , i«  = rf  W -  Z ^ K MF)ck ( t  -  Tk) cos(<y_r -  6k) (3 S9)
k= l
k * i

where rf (t) is defined in (3.77). After despreading and demodulation

K'"c’ = a ^ B ,  + £ (at -  R[WF')y i i +r?
k =I 
k * i
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Substituting for Rk 1 using (3.80) and simplifying, one finds

R ! " c ' =
<t=i

V k*i

S elf Cancellation term 

K K

4=1 n - I  
k* i n * k j

i - 2 > *
4=1

\  k*i J

Cancellation noise a  WGN term

Using (3.91) and conditioning on (a ,, B t ), the following results are obtained:

e [ r ! p,c'} = 0: ^ ( 1--^-)

(3.91)

(3.92)

K K

4=1. #i=l. 
k* i n*i,k

(3.93)

since E[ak2] = 1. Hence, the BER of PIC in Rayleigh fading channel is given by

f  \

t (PIC) - J f l
«V ^( i - V )

K K

V
4 = 1. n= 1. 
k* i  n * i,k

P ^ gH («) d a  0 . 9 4 )

Alternatively, the BER can be found by using (3.86). This is done by normalizing (3.93) and 

setting

b 2
4 = 1. n=l. 
k* i  n* i.k

(3.95)

69 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



3 i J  Successive interference cancellation (SIC)

In this analysis, the transmission powers of all users are assumed to be the same. In this case, 

the received power is affected only by the channel gain a{. Therefore, users are ranked 

according to the channel each experienced. The user with the strongest gain is assigned as 

user 1, the one with the next strongest gain is assigned as users 2, etc. so that, arX >ar2 > ar i 

> ... arK. The term ari is the ranked channel gain corresponding to user i. From (3.80), the 

matched filter output for user 1 is

Hence, generalizing, for user i the conditional mean and variance of the SIC output are

(3.96)
k =2

Then, following the similar procedure as Section 3.4.3, for user 2, one obtains

^2 — &r.2y]E2 ( l Y2\Y\l)
' -----------------------v----------------------- '

Self cancellation 
term

K (3.97)

Uncancelled Cancellation AWGNtermCancellation
noiseMAI term

Var[tf<s'c> ] = + £ ) ' “ - ( l  + # )J  a?, E ,

(3.98)

ifc=#+1
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Now, one needs to determine the statistics of the ranked channel gains ari. For the Rayleigh 

fading channel where the same transmitting power is assumed for all users in the system, the 

ranking of the users for SIC is determined based on the channel gain at of the received 

signals. In this case, the channel gain a{ is Rayleigh distributed with its cdf (with E[ur,:] = 1) 

given by

=  • o : > 0  (3.99)

and its pdf is

PxoyieigH « z )  =  2 a e ~ a2 * a > 0  (3 .1 0 0 )

After the gains of users are ranked, that is, ar X >arS, > ar ? >... arJ(, it follows that the pdf of 

the ranked channel gain [ 116], arj, is

f ( a  ) = ------ —------ F  ( ar  u '  /  • 1 \  t /  • Rayleigh '  r j '
( i - l ) . ( A - Z ) .  (3 .1 0 1 )

r i(i-0
X ~  FRayleigh )j PRayleigh (&rj )

Hence, for equal power users, and using (3.34), the bit error probability for user i is given by

\

°H)  = JQ
e [k‘s,c>]

^ /V ar [«<aC)]
f { a . ) d a .  (3.102)

Therefore, the average probability for the whole SIC stage would be

pl s,c> = i Z  pA ‘) <3-103>
i = l
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3.5.4 Variable group hybrid interference cancellation (VGHIC)

In the Rayleigh fading channel, the term v'£- is replaced by arJ v'£( in (3.53) to (3.60). The 

ranked channel gain arJ has been defined in Section 3.5.3. Following the similar approach 

as in Section 3.4.4, the mean and variance of R j k) conditioned on Bt can be found. Using the 

same notations and definitions

(k)

= V a r:lt>
(3.104)

where k is a function of j  and the type of receiver, and it is defined in (3.57). When k = [(/- 

l)x2], it is the output of the matched filter, R j Mr)- If k = (2/-1), then it is the output of the 

PIC, RiJ<PI°- After simplifications and generalizations, one obtains the mean as

k odd

k even
(3.105)

where ari is the ranked channel gain corresponding to user i with definitions and properties 

defined previously. The term r7 is the rank of the last user to be selected into group j  defined 

in Section 3.4.4, and r; will be determined in the following subsection. The variance is
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D p , s
(4-U

g[ ^ r
D p n. tsrk-\y‘

J
n*i

1 2  *(;i i- y  y v ^ ’+I r E  v ‘b

A U

V.a ) =

(ifD P - - l n ^
n*i

1 2 (̂;l 1
—  S £ v ? 2' - ” + -
D p £  n- t r "  2 \ N oJ

; & odd

k even

and the initial conditions are given by

Var'0' =  — Y  E[a? ] +  —
O y o tr  2

^  y 1

\ N J
n * i

v < '
n*i

Dp
1

+ — 
2

( E  V 1 —±
v W0y

Vi":<21 =7T I  £[< l +7 r l /?
V D p y

1
+ — 

2

-I

n*i

D p f t  r" J 2
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V(I)= —  t  E 'c?  H  1 y  T/ (0) : 1 f ̂ D p ^ E^ ‘+ D p h "  2UJ (3-112>
n*i

and E[arJ]  is given by

oo

E \.a t j  = \orrjl f ( a rjl) d a rM (3.113)

Hence, using (3.34), the average BER of the VGHIC, at the outputs of the PIC blocks for all 

the subtractive steps, in the Rayleigh fading channel, is given by

A

f ( a rJ) d a rJ (3.114)
1 N Sj % f //(!

- t I  I  J o \ - £

•tty-l)
p ( V G H I C ) '  -

I J V a r ^ - "

where r0 = 0, andj{arJ) is defined in (3.101).

/

Determination of user groups

Similar to the AWGN case, to evaluate (3.114) one needs to find the user grouping 

information in the Rayleigh fading channel. The grouping of users is based on the ranked 

channel gain arJt as in the case for the analysis of SIC. The pdf of arJ is given by j{arj) in 

(3.101). The average channel gain corresponding to the rank i is

oe

Mr J  = \<Xr, f  (a rj)d (X rj  (3.115)
~ae

Since fJ.ri £ is always true and i -  1 ,2 ,..., K, then the reference in the selection rule 

(3.10) for group 1 is fxr l. Members of group 1 are then selected into group 1 if

/ t r J > S / Z ri  , i =  2  K  (3.116)

Users are being continuously selected into the group until the following conditions are 

reached:
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A - j ,  2  $Mr.l

A - * . .  <  S M r.l
(3.117)

where the index il refers to the last member to be selected into group 1. The next bigger term, 

Mrji+i is set as the reference for the selection of group 2. Incidently, i, is also the number of 

users in group 1. In general, the number of users in group j , Gj, can be determined by

When the last group of users has been determined, one can then evaluate the average BER 

of the VGHIC using (3.114).

3.6 Performance comparison

In this section, the analytical BER performances of the matched filter, PIC, SIC and 

simplified VGHIC receivers are compared and studied for AWGN and Rayleigh fading 

channel.

3.6.1 Additive white Gaussian noise (AWGN) channel

For this AWGN channel, it is assumed that the received signal energies or powers of users 

are equal and they are only corrupted by the channel noise. For the comparison, the system 

assumed is the asynchronous system with D = 3. The processing gain is set at 32.

The BER performance versus the SNR of the receivers are plotted in Figure 3.9. The 

conventional matched filter (MF) receiver has the worst performance. It is followed by the 

SIC, then the VGHIC(<5= 0.8), VGHIC(£= 0.5) and VGHIC(<5= 0.2). The PIC has the best 

performance and it is about 3dB better than the SIC at the BER of lxlO'2. However, at a low 

signal-to-noise ratio (SNR = EJNJ  of less than 5dB, all the interference cancellation 

receivers ceased to be effective. They have worse performances than the conventional MF.

(3.118)
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The performance of the VGHIC is in between that of the PIC and SIC. When 6 is closer to 

zero, its performance approaches that of the PIC. If 6  is closer to one, its performance is 

similar to that of the SIC.

The BER performance of these receivers is plotted against the number of simultaneous 

transmitting users in the system and shown in Figure 3.10. The same observations are being 

noticed. At a BER of lxlO '2, the PIC has a capacity of 23 users whereas that for the SIC is 

17 users. The VGHIC with <5=0.2,0.5 and 0.8 has a capacity of 22,20 and 19, respectively. 

This worked out to be having 30%, 18% and 12%, respectively, more capacity than the SIC. 

When the number of users increases beyond 30, the PIC superior performance deteriorates 

and becomes worse than the VGHIC and SIC. From these observations, one can deduce that 

when the level of interference and/or noise is high in the system, the effectiveness of the PIC 

is greatly reduced rapidly and becomes worse than the conventional MF. For the VGHIC and 

SIC, they are still able to maintain their performance advantage over that of the MF.

Here, the BER of the VGHIC is derived for the extreme values of the design parameter, 6 

(0s 1) so that one can see why the VGHIC performs as observed. For the VGHIC, when

6  approaches zero, the VGHIC performance approaches that of the PIC. This is due to the 

structure of the VGHIC. From (3.68) when <5=0, all users are selected into the first group, 

that is,

or the total number of groups, /V = 1, where K is the total number of users in the system. 

Substituting G, and N  into (3.61)

G, = K (3.119)

(VGHIC) (3.120)

Then, after using the initial conditions (3.60) and (3.119),
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When the value of d -  1, the structure of the VGHIC becomes that of the SIC. From the 

selection rule (3.68), it is obvious that there will be one member per group and a total 

number of ATgroups (that is, Gy = l,j=  1,2,... K). Putting this information into (3.61), using 

the initial conditions (3.60) and changing the index j ,  one obtains

f  \

P ? GH,C\ 8 = \ )  = —

where

K m

(i)

• V K (0 .- 1) /

(2 y- I )  _

Dp

(3.122)

(3.123)

and
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y ( 2 j - i )  j  +  x )  +  _ i _ ' y  I / ( 2<~ 1) i *
V ( * .y )  D p \ A  D p Z ^  V(y.o) +  0 (Eb/  \

'■=i “ V /* « /

=> = * ( *  ■- y + * ) + £  f  v(w ) + ̂

The initial condition is

.(i) 1

(3.124)

v ^ > = ^ ( K ~ l + x ) + ^ j  (3 1 2 5 )

The above expressions are actually the recursive version for calculating the BER of the SIC 

and they are equivalent to the iterative version from (3.47) to (3.50).

Asynchronous BPSK system, D = 3 
AWGN channel 
Processing gam, p = 32

1E-01

1E-02

1E-03

VGHIC delta = 0.2 
VGHIC delta = 0.5 
VGHIC delta = 0.8 
MF
cirwtv
PIC

1E-04 -a

1E-05
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

SNR (dB)

Figure 3.9: The comparison of the analytical BER performance versus the SNR in
AWGN channel.
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CD

1E-03 VGHIC delta = 0.2
VGHIC delta = 0.5
VGHIC delta = 0.8
MF
SIC
PIC

1E-04 — 
4 20 24 28 32 368 12 16

No of Users

Figure 3.10: The comparison of the analytical BER performance versus the number of
users in AWGN channel.

3.6.2 Rayleigh fading

For the Rayleigh fading channel it is assumed that the transmitted power of all the users are 

the same and the received signal powers are only affected by the corresponding channel gain 

of each user. The system parameters are the same as that for the AWGN case. An 

asynchronous system is assumed with D = 3, and the processing gain is 32 for all users.

Figure 3.11 shows the BER performance versus the SNR of the MF, PIC, SIC and VGHIC. 

In the fading channel, the situation is the reverse of that in the AWGN with the exception of 

the conventional MF. The MF is consistently the worst performing receiver compared with 

the interference cancellation receivers. From Figure 3.11, SIC and VGHIC outperforms the 

PIC. At the higher SNR of more than 15dB, the VGHIC(<5 = 0.5 and 0.8) actually 

outperforms the SIC by as much as 5dB and 3dB, respectively, for the BER of Ix l0 '\  

However, when the SNR is low, the SIC has an edge of about ldB over the VGHIC.
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Comparing the VGHIC with different values of 6, one notices that the optimal value of <5is 

0.5 in this case.

In Figure 3.12, the BER performance versus the number of simultaneous transmitting users 

is plotted for the receivers under investigation. The VGHIC(<5= 0.5) with 23 users is the best 

performing receiver with 64% and 9% more user capacity than the PIC (14 users) and SIC 

(21 users), respectively, at a BER of lx l0 ‘2. Here, the SIC has 50% more capacity than the 

PIC. Looking at the VGHIC with different 6, one can arrive at the same observations as 

before.

With higher 6, the VGHIC has more SIC component and therefore its performance 

approaches that of the SIC. On the other hand, with lower <5, the VGHIC has more PIC 

component and hence its performance approaches that of the PIC. However, there is an 

optimal value for 6  in different environment

1E+00  ------------------------------------------------------------------------------------------------------ :
' Asynchronous BPSK system, D = 3 :
j Rayleigh fading channel
! Processing gain = 32

tr
LUm

1E-03  ............................................................................. — --->------- — '----- !
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

SNR(dB)

Figure 3.11: The comparison of the analytical BER performance versus the SNR in
Rayleigh fading channel.

VGHtC delta = 0J2
VGHIC delta = 0.5
VGHIC delta = 0.8
MF
SIC
PIC
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VGHIC delta « 0.5
VGHIC delta = 0.8
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StC
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1E-03 -j- 
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Figure 3.12: The comparison of the analytical BER performance versus the number of
users in the Rayleigh fading channel.

3.7 Summary

In this chapter, the variable group hybrid interference cancellation (VGHIC) scheme has been 

proposed. In VGHIC, the users are grouped according to their received signal power so that 

those with similar received power are selected into the same group. Within each group of 

similar user power, parallel interference cancellation (PIC) is done. Then, successive 

interference cancellation (SIC) is done between the groups which have different received 

power. The purpose of grouping and applying different interference techniques is to create 

suitable conditions where appropriate techniques can be optimally applied. The PIC is 

effective when the received powers of users are similar. On the other hand, SIC is more 

effective when the received signal powers are not the same.

The bit error rate (BER) performance of the conventional matched filter (MF), PIC, SIC and 

simplified VGHIC receivers in both the additive white Gaussian noise (AWGN) and 

Rayleigh fading channel has been analyzed and compared using theoretical approaches. This
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leads to the development of alternative expressions for the PIC and SIC which take into 

account the effect of self cancellation as a result of using the correlation sample in the signal 

regeneration process. In addition, the development of the original expressions for the BER 

performance of VGHIC in AWGN and Rayleigh fading has been achieved. It is a general 

expression from which one can derive the BER for the PIC and SIC by just using the 

appropriate parameter value. With the expressions derived, comparisons are made between 

the different receiver schemes in the AWGN and Rayleigh fading channel.

For the theoretical comparisons done for the AWGN channel, the VGHIC is able to achieve 

performance close to that of the PIC. The PIC is the best performing receiver in AWGN 

channel. The MF has the worst performance and it is followed by the SIC. At low SNR, the 

PIC becomes ineffective and performance deteriorates more rapidly than the MF.

In the Rayleigh fading channel, the situation changed with the exception of the MF, which 

remains as the receiver with the worst performance. The PIC only outperforms the MF and 

it is not as effective as the SIC in fading conditions. The SIC has a much better performance 

than the PIC in fading. The SIC has 50% more user capacity than the PIC. Here, the VGHIC 

is able to achieve the same if not better performance than the SIC. It is able to outperform 

SIC by a noticeable margin.

In the following chapters, the BER performance of these schemes will be simulated and 

compared against each other. The theoretical results and observations obtained in this chapter 

will then be verified by the simulation results.
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Chapter 4: Improvements to the basic VGHIC 
structure

In this chapter, several techniques of improving the VGHIC arc proposed. The processing 

delay of the VGHIC is looked into and a method for reducing its processing delay is 

proposed. The effects of these techniques on the BER performance are studied and 

investigated on the VGHIC along with the PIC and SIC if these techniques are applicable to 

them.

Section 4.1 discusses the impact of the user ordering methods on the VGHIC and SIC in the 

AWGN and Rayleigh fading channel. The effect of using the averaged correlation samples 

in the signal regeneration and cancellation component of the various receivers are studied in 

Section 4.2. After this, the multi-stage structure for the VGHIC is proposed in Section 4.3. 

This is followed by Section 4.4 which presents the idea of partial correlation combining and 

partial cancellation and investigates their effects on the BER performance of the VGHIC. In 

Section 4.5, the processing delay of the VGHIC is investigated and this leads to the proposal 

of a method for limiting the processing delay. Section 4.6 summarizes this chapter. The 

parameters and details of the simulation system can be found in Appendix D.

4.1 Methods of ordering users

Recall that in the analysis of the VGHIC in the previous chapter, it is assumed that the users 

are grouped after the initial detection by the matched filters (MF). This is so that the analysis 

is tractable and the concept can be presented clearly. However, in the original proposal, the 

grouping is done before the start of each cancellation step. The ordering methods considered 

here have been highlighted separately in [70] [118][119]. However, no direct comparison has 

been done to investigate the relative merits of each method. This section attempts to find out 

how the ordering methods affect the BER performance of the successive interference 

cancellation portion of the VGHIC and also its effect on the SIC.
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All the descriptions and discussions of the ordering methods will be done in the context of 

the VGHIC. However, it is also applicable to the SIC. The difference is that the SIC has only 

one member in each group whereas the VGHIC can have more than one member in each 

group.

Let the method that orders or ranks all the groups at the beginning of the cancellation be 

referred to as Method 1. Method 2 selects the remaining users with relatively higher powers 

just before each cancellation step3.This selection is based on (3.10), These two methods are 

shown in Figure 4.1.

For ordering Method 1, after the initial matched filter detections, the users are selected into 

groups of different power levels. These groups are then ordered accordingly to their average 

power. At every cancellation step, one group of users is detected and their regenerated signals 

subtracted from the composite signal. The groupings are fixed and cannot be changed during 

the whole cancellation process. There may be an inherent issue with this ordering method. 

As the grouping is done based on the correlation samples from the initial bank of matched 

filters, where the signals are the noisiest, and this will affect the grouping accuracy due to the 

high level of multi-access interference (MAI). Using the SIC as an example, the variance of 

the interference and noise faced by all the users before grouping is

In the second method, the ordering is done before every cancellation step. With the MAI of 

the users in the previous cancellation steps removed, the resulting signal used for selecting 

the users will be cleaner and hence, there will be fewer ordering errors. Using the same

3 Note that the cancellation stage is defined such that at the end of the 
stage, all the users have been detected. At the end of the cancellation step, only the 
relevant users are been detected. For example, in the SIC, K  cancellation steps 
form a cancellation stage if there are a total of K users to be detected in the whole 
system.

(4.1)
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example, before the second cancellation step for ordering Method 2, the variance of the 

matched filter output is

V ar[*r> ] = ( £ X « + * ) £  £* + (l + Tt)-^ («>
k=3

if the cancellation is done correctly, and this is smaller than (4.1). After each correct 

cancellation, the variance of the MAI and noise becomes smaller. However, if there are 

erroneous cancellations in the previous cancellation steps, the MAI will be increased as a 

result The complexity of this method may be a concern as a bank of matched filter receivers 

must be used for the remaining users before every cancellation step.

Received
signal

Detection 
using MF

Detect group 
Regenerate 
signals 
Subtract from 
composite

End

/''^R eceived 
signal

Detection 
using MF

Detect group 
Regenerate 
signals 
Subtract from 
composite

Ordering method 1 Ordering method 2

Figure 4.1: Ordering methods for the VGHIC or SIC.
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In the next two sections, the effect of the ordering methods will be investigated in the 

AWGN and Rayleigh fading channel for the VGHIC and SIC.

4.1.1 Effect in AWGN channel

The simulation is based on an asynchronous BPSK CDMA system with processing gain of 

63. The time delay and phases of users are uniformly distributed on [0, T) and [0, 2ti) 

respectively, where T is the period of the information bit.

Refer to Figure 4.2 for the comparison of ordering methods for the VGHIC(<5= 0.8) in the 

AWGN channel. In general, the use of Method 2 improves the BER performance of the 

VGHIC(<5 = 0.8). However, the improvement when the number of users is 30 is not as 

significant. It is around l-2dB gain. The VGHIC(<5= 0.8) benefits more from Method 2 when 

there are more users in the system. For a 30-user system with the BER of lxlO '2, the gain is 

3 dB. When the SNR is low (<4dB), there is no improvement most of the time as the 

interference and noise are so severe that the interference cancellation is ineffective. Thus, no 

benefit can be derived from Method 2.

The BER performance for VGHIC(<5 = 0.4) with different ordering is shown in Figure 4.3. 

No differences can be observed in performance between the two methods. This is due to the 

fact that with 6 — 0.4, the majority of the operations are PIC instead of the SIC. Hence, the 

ordering method may not have a significant impact on the performance. This is coupled with 

the worse cancellation effectiveness when the interference level is high, that is, the number 

of users is large. The PIC is known to be ineffective when the level of interference is high.

As for the SIC, the different ordering methods do have an impact on the performance. The 

results are shown in Figure 4.4. It is similar to what has been observed for VGHIC(<5= 0.8).
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4.1.2 Effect in fading channel

The performance of the two ordering methods in VGHIC(<5= 0.8), VGHIC(<5= 0.4) and SIC 

for the Rayleigh fading channel are shown in Figure 4.5, Figure 4.6 and Figure 4.7, 

respectively. The observations are the same as that in the AWGN channel except for the 

VGHIC(<5= 0.4). In the Rayleigh fading channel, Method 2 is able to provide a performance 

advantage over the Method 1. Due to the nature of the channel the power spread of users is 

larger, and this in turn would mean that there will be more SIC operations done in VGHIC(<5 

= 0.4). The VGHIC structure can basically adapt to the power spread of the users in the 

system where the design parameter 6  determines the degree of adaptation. In other words, 

6 affects the number of PIC or SIC operations to be performed gi ven the power spread of the 

users. A higher <5means more SIC and lower 6 means more PIC in a given situation. For this 

channel, the Method 2 is consistently able to provide better performance than the Method 1 

for the VGHIC and SIC. The VGHIC with the appropriate design parameter would benefit 

much more than the SIC from the use of Method 2. However, this better performance 

requires higher receiver complexity.
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Figure 4.2: Comparison of the BER performance for the VGHIC(<5 = 0.8) in AWGN
channel between the ordering methods.
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Figure 4.3: Comparison of the BER performance for the VGHIC(<5= 0.4) in the
AWGN channel between the ordering methods.
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Figure 4.4: Comparison of the BER performance for the SIC in the AWGN channel
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Figure 4.5: Comparison of the BER performance for the VGHIC(<5= 0.8) in the
Rayleigh fading channel between the ordering methods.
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Figure 4.6: Comparison of the BER performance for the VGHIC(<5 = 0.4) in the
Rayleigh fading channel between the ordering methods.
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Figure 4.7: Comparison of the BER performance for the SIC in the Rayleigh fading
channel between the ordering methods.

91 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



4 2  Averaging correlation samples

Recall that in the previous analysis, the correlation samples at the output of the matched filter 

(MF) are used as estimates of the signal amplitudes in the signal regeneration and 

cancellation processes. They are corrupted by the multi-access interference (MAI) and noise. 

This can be seen from (3.16)

R lMF) (m) = A,, (m) + £  Ak (m )^ . (m) + rj (4.3)
k-\.k*-i

where At{m) and y jjn )  are defined in (3.17) and (3.19). The term R-MF>(m) is the correlation 

sample at the output of the matched filter for bit m of user i. Therefore, in order to increase 

the accuracy of the amplitude estimates, one can average (4.3) over Nave information bits. 

This will effectively reduce the MAI and noise power by a factor of as follows 

(conditioning on user i):

Var
N ave « * l

1= —— Y  Var
N  2ave "•=!

A , (m ) +  X  A k <m ) +
noise term

MAJ term

(4.4)

ave  I

where

c r (g )  = Var Y , A k
*=U*x

(4.5)

<^(77) = Var[77] 

Var[*] = E[;c2]-E [.x j2

Here, the MAI and noise term are assumed to be Gaussian and independent of each other.
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Using the averaging may help one to improve the accuracy of the estimates, but it cannot be 

done without limits. This is because in practice, the transmission channel is time-varying in 

nature. If excessive averaging is done, the accuracy wiii decrease. Hence, one needs to find 

a good compromise where the averaging helps to improve the performance of the receivers.

In this section, the effect of averaging length on the various receivers will be investigated in 

the AWGN and Rayleigh fading channel. The AWGN channel represents the ideal case when 

the time-varying nature of the wireless transmission can be controlled perfectly (for example, 

perfect power control). The Rayleigh fading channel is used to simulate the time varying 

nature of the channel.

4.2.1 Effect in AWGN channel

In the AWGN channel, the results are obtained for the various receivers with signal-to-noise 

ratios (SNR) of 5, 10 and 15 dB, and in a system with 30 and 60 users. The effects of the 

averaging length for the PIC, SIC, VGHIC(<5= 0.4) and VGHIC(<5= 0.8) are presented in 

Figure 4.8, Figure 4.9, Figure 4.10 and Figure 4.11, respectively.

For the PIC, increasing the averaging length beyond 30 bits does not improve the 

performance. At low SNR of 5 dB, averaging is still effective, but the degree of improvement 

is not as significant.

Looking at the results for SIC, averaging actually decreases its performance in the AWGN 

channel. This can be explained by how the SIC works. The SIC works best when the received 

signal powers of users are unequal [115]. If one considers the information bits of the user 

individually, different bits of the same user will experience a different amount of MAI. The 

MAI will either enhance or reduce the power of that particular bit. With the power of 

individual bits differentiated, the SIC will be much more effective. When averaging is used, 

the power differentiation between users is reduced and the effectiveness of the SIC will be 

reduced. This interesting observation on the SIC leads to the proposal of the partial
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combining of correlation samples (PCC) which will be discussed in one of the following 

sections.

For the VGHIC, averaging does improve the performance in general. This is due to the 

hybrid nature of the VGHIC. With averaging, the power differentiation between users is 

reduced. This would only mean that there will be more PIC operations within the VGHIC. 

The VGHIC(<5= 0.4) has very similar behaviour as that of the PIC.

The VGHIC(<5 = 0.8) needs longer averaging length for its performance to improve. This is 

because its structure has more SIC operations. As ^approaches the value of one, the VGHIC 

will have more and more SIC operations until it eventually reduces to SIC. With long 

averaging length, the variance will be reduced significantly. Eventually there will be less SIC 

operations as larger number of users will be grouped together (ie. fewer groups) due to their 

very close correlation sample values as a result of averaging. This would mean that there will 

be more PIC operations, thus, the performance increases.

4.2.2 Effect in fading channel

In the Rayleigh fading channel investigations, in addition to the conditions mentioned in the 

previous subsection, the effects of the different ordering methods and Doppler frequencies 

on the receivers are also studied.

For the channel with the maximum Doppler frequency of 100Hz, the BER performance 

corresponding to different averaging lengths for various receivers are shown in Figure 4.12, 

Figure 4.13 and Figure 4.14.

For best performance for the Doppler shift of 100Hz, the averaging length for the PIC is 30 

bits. However, there is no observable penalty or benefit if one extends the averaging to 70 

bits. The situation is different for the SIC, the optimal averaging length is 15 bits for best 

performance with ordering Method 2. Whereas for ordering Method 1, the optimal length is
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about 30 bits. Beyond the optimal point, its performance will degrade. For both the 

VGHIC(<5= 0.4) and VGHIC(<5= 0.8), the optimal averaging length is 30 bits, beyond which 

the performance degrades.

The performance with the Doppler shift of 300Hz is presented in Figure 4.15, Figure 4.16 

and Figure 4.17. In this case, the optimal averaging length for all the receivers is shortened 

by about 30%. Beyond the optimal point the BER performance degrades more rapidly than 

for the case when the Doppler shift is 100Hz. This observation is expected as the coherence 

time of the fading channel is directly related to the maximum Doppler shift. The coherence 

time indicates how long the channel will remain invariant and it is given by [120]

Coherence tim e ~  — - —  (4.6)
16 n fm

where/m is the maximum Doppler shift. With longer coherence time, one can expect the use 

of longer averaging length to be beneficial. These results are tabulated in Table 4.1.

Comparing the performance of the ordering methods in the SIC, VGHIC(<5 = 0.4) and 

VGH3C(<5= 0.8) structures, one can safely conclude that Method 2 is better. The deficiency 

of using Method 2 would be the increased complexity.

Table 4.1: Optimal averaging length

Receiver

Maximum Doppler shift = 100Hz 
Coherence time = 1.79 ms

Maximum Doppler shift = 300Hz 
Coherence time = 0.597 ms

Optimal length / bits 
(equivalent time)

Optimal length / bits 
(equivalent time)

30 20
PIC (0.461 ms) (0.308 ms)

15 10
SIC (0.231 ms) (0.154 ms)

30 20
VGMC(<5= 0.4) (0.461 ms) (0.308 ms)

30 20
VGHIC(<5=0.4) (0.461 ms) (0.308 ms)
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Figure 4.10: Effect of the number of averaging bits on the BER performance of the
VGHIC(6=  0.4) in AWGN channel.
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Figure 4.11: Effect of the number of averaging bits on the BER performance of the
VGHIC(<5= 0.8) in AWGN channel.
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Figure 4.12: Effect of the number of averaging bits on the BER performance of the PIC
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Figure 4.13: Effect of the number of averaging bits on the BER performance of the
VGHIC(<5= 0.4) (with ordering method Ml and M2) in Rayleigh fading 
channel with maximum Doppler shift of 100 Hz.
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Figure 4.16: Effect of the number of averaging bits on the BER performance of the
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Figure 4.17: Effect of the number of averaging bits on the BER performance of the 
VGHIC(<5= 0.8) (with ordering method M l and M2) in Rayleigh fading 
channel with maximum Doppler shift of 300 Hz.
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4 3  The multi-stage structure

In this section, the structure of the multi-stage VGHIC is proposed. The overall structure is 

similar to that of the single stage VGHIC but there are minor structural differences. The 

group cancellation unit (GCU) for the j 'h subtractive step of the s th cancellation stage for a 

A/-stage VGHIC scheme is illustrated in Figure 4.18. The index j  also represents the group 

number. At the first stage of cancellation, all users are split into a total of N  groups and, 

hence, j  = 1 ,..., N. The grouping of the users occurs only in stage 1 and for the subsequent 

stages, the “User Selection Block” marked in Figure 4.18 is replaced by a bank of matched 

filters that correspond to the number of users in that particular group. In addition, the “User 

Detection Block” exists only at the final cancellation stage (Stage Af). After the 

determination of the users in each group, the correlation samples of the group member are 

then passed into the PIC structure (Figure 3.3) for processing. The improved correlation 

samples at outputs of the PIC structure are then used for detection and signal regeneration. 

Following that, the regenerated signals are then subtracted from the delayed composite 

signal. The resulting composite signal is then passed forward to the next subtractive step for 

the detection of the next group of users. This carries on until all the users are processed 

Note that for the multi-stage VGHIC scheme presented here, correlation sample values are 

used as measures of all the user signal power levels as well as for all the regenerations of user 

signals for cancellation.
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Figure 4.18: Structure of the group cancellation unit (GCU) for the j th subtractive step
of the 5th cancellation stage for a M-stage VGHIC scheme

The term R ^ MF-S\m) refers to the correlation sample of bit m of the f * user at the output of 

the matched filter for the j th subtractive step in stage s, for (m-l)T  + t, <, t < mT + 

Similarly, RlJ(PICs)(m) is the correlation sample of bit m of the i * user at the output of the PIC 

block within GCU( /»  for the j ,h subtractive step in stage s. The multistage structure of the 

VGHIC is shown in Figure 4.19. For stage 1, r</*l>(0’ = and the j ,h subtractive step of

stage 1, we have for (m-l)T + zt <. t<  mT + zt,

-  r u~u>( t ) -  2  (4-7)
k = giJ-2) + l

K  *o -d

R! j FA) ( m )  =  A  ( " 0  +  Z At (m )Yki im ) + Z ^ i ' U)Yki ( m ) +  V (4.8)
* = ̂ ( y - l )  +  l * = *( y - 2 ,  + 1

k*i
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*  =  * < , - l )  +  1
k* i

K 7 c 'l) = A  (m)+  X  At w y *  (m)
*=s,+l

+  2 ]  a V 'i:v *  ( « )  +  Z AV‘ u v fa ( " > ) + /?

(4.10)

* = *</-l) + 1 * = S<y-2) + 1
k * i

where

A '/J ’ = \  (m )  -  R'kj Cj)(m ) (4.11)

A*/"*’ = A t ( m ) -  R <kj Fj) (m )  (4.12)

and the cross-correlation factor for bit m between user k and i is defined in (3.19) and yjjn) 

= 1. The term Sk(t) is defined in (3.3), and, A,(/n) = (v'Ei)Z?J.(m) for the period (m -l)r + t, <, t 

< mT + z;, However, from stage 2 onwards, ̂ ( t ) '  is the result of canceling the interferences 

of those users that are not in the immediate group from the composite signal r°J)(r) as shown 

in Figure 4.19. By making use of the information gained from the previous stage, one can 

achieve better detection of the desired group of users by canceling the interferences from 

other groups before the detection process. For stage 2 onwards, we have for the j  !h 

subtractive step and (m-l)T + r, <, t<  mT + z,,

rUJ'(t)= £  [ < £ , ’(« )  St (/)] (4.13)
* = « ( , - 2 ) + 1
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N

r ^ ( t y =  r(j's)(t) -  X
k = j+l

(4.14)

R ir '  (">) = A (m) + Z  A ("Or* ("0
*  =  S<y- l )  + l

M  (4.15)

+ Z  Z  A<r'V * ("O+ Z  A'f'■'’r* (m)

r}£  «) = W- Z  A T " ’ ("»> A M  (4.16)
*  =  * ( , - l )  +  1it*/

R \F’Cj\m )  = A , ( m ) +  Z  Z A<"J '" r * ( " 0
n=y+I * = g,„_i, + l

gj (4.17)

+ ZlA<f ,J)r*(m>+ Z AVJ,n,("0
+ 1

where S*(/), A ^ ,  A p J), y jjn )  are defined in (3.3), (4.11), (4.12), (3.19), respectively, and

/«■*’(m )  = Z  K T J> (m ) A  ( 0  W18)
* = S(,-i> + 1
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Structure of the Af-stage VGHIC scheme

The performance of the multi-stage VGHIC will be investigated and compare against the 

multi-stage PIC and SIC in the next section.

4 .4  Partial combination of correlations samples and partial 
cancellation

In this section, the partial combination of correlation samples (PCC) and partial cancellation 

(PC) is proposed and investigated. Then, their effect on the multi-stage VGHIC is 

investigated. The VGHIC with PCC and PC is termed the improved VGHIC or I-VGHIC.
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4.4.1 Partial combination of correlation samples

In the simulations of asynchronous systems, interference cancellation was implemented on 

blocks of symbols (cancellation block) utilizing the average correlation sample values of that 

block as the estimates of each user’s signal amplitude. The number of symbols in a 

cancellation block was predetermined. It was shown in the previous section that significant 

performance gain could be achieved by canceling blocks of data symbols using the averaged 

correlation sample values for that block as the estimates of the user signal amplitudes.

However, this section will demonstrate that further performance gain can be achieved by 

making use of the correlation sample values of individual data bits or symbols together with 

the average correlation sample value of that block as the estimates of the amplitude of each 

user’s signal. Due to the non-orthogonality of the pseudo-random codes assigned to different 

users, and the randomness of the data generated by different users, the desired user signal 

will experience different amounts of MAI at different times. When the MAI is large, the 

probability of a detection error will be increased. If the wrongly detected bit used for 

cancellation is regenerated using the average correlation sample value, its interference on 

other users will be enhanced instead of being canceled. This section presents a simple partial 

combining of correlation samples (PCC) method which deals with this issue and at the same 

time takes full advantage of the use of average correlation sample values.

Let the individual correlation sample value of bit m be represented by where *

refers to either MF or PIC, and is consistent with the notation in the previous sections. Thus, 

the average correlation sample value over n bits is

where |x | is the magnitude of x. Let the correlation sample value, after partial combining of 

the individual correlation sample value of bit m and the average correlation sample value, be

n

(4.19)

R,pr ) ( " * ) = ( *  ■- P f  <s »  ( m ) + P f  <*> s § n [ < j ’ (m >] (» )  (4-2o>
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where sgn[.x] is the sign of x, and, pf (s) is the partial combining factor to be set for stage s 

(0 s pyis) s i ) .  The first term on the right-hand side of (4.20) is the amount of the individual 

correlation sample value to be used in when p^s) = 0, the

individual correlation sample of bit m is used. The second term represents the amount of the 

average correlation sample value to be used in RJ*'J)(m)i when pjis) = 1, only the average 

correlation sample value will be used to determine Rjf'^Xm). The term Rj^Xm)  in (4.8) can 

be replaced directly by (4.20) for the implementation of the partial combining of correlation 

samples.

In general, one can determine the relative probability of detection error of bit m by examining 

the magnitude of the corresponding correlation sample value. If the magnitude is high (MAI 

interferes in a positive way), one will expect that the detection process will have a high 

probability of yielding a correct output. Hence, if we use the average correlation sample 

value in the IC process, we can achieve a better cancellation of MAI. This is so as the 

average correlation sample value has a lower variance than the individual correlation sample 

value. If the individual correlation sample value (with high magnitude) is used, the 

interference can be excessively canceled, and this effectively results in poorer performance.

If the magnitude of the correlation sample value is small, and close to the threshold level of 

the detector, the probability of a detection error will be higher. In this case, if we use the 

individual correlation sample value (which is now small) in the IC process, the impact of the 

wrong decision on the performance of the IC scheme can be alleviated. If the average 

correlation sample value (of larger magnitude) is used in place of the individual correlation 

sample value, the MAI will be enhanced instead of being cancelled.

4.4.2 Partial cancellation

In addition to the partial combining of correlation sample values, the performance of the 

VGHIC scheme can be improved using the idea of partial cancellation for the PIC [56].
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Using similar reasoning, a simpler partial cancellation scheme can be incorporated into the 

PIC section of the VGHIC scheme. (4.12) can then be modified to

A * '•»  = A k (m ) -  P c {s)  R k“F's) (m ) (4.21)

where pc(s) is the partial cancellation factor for stage s and 0 s pc(s) <• 1. The term pr(s) 

determines the amount of the regenerated signal to be canceled from the composite received 

signal i*J)(r)’ (Figure 3.3).

4.43  Effects In AWGN channel

This subsection comprises two parts. The first part is the comparison of the BER 

performance in the AWGN channel with different signal-to-noise ratios (SNRs) between the 

multistage VGHIC and the improved multistage VGHIC (I-VGHIC) scheme. The I-VGHIC 

scheme is the VGHIC scheme with PCC and PC. Following that, the performance of the 

multistage I-VGHIC scheme is compared with the multistage PIC and SIC schemes in the 

AWGN channel.

The bit error rate (BER) of the 1-stage VGHIC scheme with and without partial combining 

of correlation sample values (PCC) and partial cancellation (PC) is presented in Figure 4.20. 

For the 1-stage VGHIC-PCC scheme, py( 1) = 0.5, while for the VGHIC-PC scheme,pc{\) = 

0.8. These values are found through simulations to provide the best overall performance for 

stage 1 of the VGHIC scheme when the average correlation sample value has been obtained 

over 30 bits. It can be seen that the PCC and the PC methods applied separately result in a 

13% increase in user capacity each at a BER of 1x10 \  Using PCC and PC together 

increases the user capacity by 25% at a BER of 1 x 10 \  We shall refer to the VGHIC scheme 

with both PCC and PC as the improved VGHIC (I-VGHIC) scheme. For the PCC method, 

it was found by simulations that there was no performance increase beyond two stages. For 

the PC method, there was no performance gain beyond the first stage. This is quite plausible 

intuitively, because in the first stage, the correlation samples are very noisy, and the PCC and 

PC methods are effective in reducing the amount of MAI. As the VGHIC scheme proceeds
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to further stages, the correlation samples improve during the process, and, hence, the 

estimations of user signal levels become better. As a result, the PCC and PC techniques 

become less effective.
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Figure 4.20: BER of the one-stage VGHIC scheme with the partial combining of 
correlation samples (PCC) and partial cancellation (PC) in a single-cell 
asynchronous system with perfect fast and slow power control. 
Cancellations were done for 30-bit blocks and the average correlation 
sample value over 30 bits was used.

The performance comparison of the multistage VGHIC and I-VGHIC schemes in the AWGN 

channel for a 30-user asynchronous single-cell system is shown in Figure 4.21. For both 

schemes, 6  was set to 0.8. As seen from Figure 4.21, the multistage structure performs 

significantly better than the single stage structure. The 2-stage VGHIC scheme outperforms 

the 1-stage VGHIC scheme by a margin of 5.5dB at a BER of 4 x l0 '2, while the 3-stage 

VGHIC outperforms the 2-stage VGHIC by 0.75 dB at the same BER. The 2-stage I-VGHIC 

is 4.5 dB better than the 1-stage I-VGHIC and the 3-stage I-VGHIC is 1 dB better than the 

2-stage I-VGHIC at a BER of 2xl0 2. One can see that significant perfonmance gain can be 

achieved by using the multistage structure, but as the number of cancellation stages goes
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beyond 2 or 3, the increase in performance is smaller. Also, from Figure 4.21, the I-VGHIC 

scheme significantly outperforms the VGHIC scheme. The 1-stage I-VGHIC is 3.75 dB 

better than the i-stage VGHIC at a BER of 4xI0 2. The 2-stage I-VGHIC performs slightly 

better than the 3-stage VGHIC scheme.

1E+00 — Asynchronous siagle-cel] BPSK /CDMA system 
Long random codes used 

Processing gain = 32 
Random phase shift over [0,2n) 

30-bit cancellation blocks 
Perfect power coead  
Number of users -  30
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Figure 4.21: Performance comparison between the multistage VGHIC and I-VGHIC
schemes in AWGN channel with different SNRs (a single-cell 
asynchronous system)

The performance of the one, two and three-stage I-VGHIC schemes with 5 — 0.7 and S= 0.8 

is compared with the SIC, 1-stage PIC and 6-stage PIC in Figure 4.23. It is found that the 

performance gain is insignificant when the number of PIC stages is increased beyond six. 

Interestingly, when the number of users increases beyond 25, the performance of the PIC 

scheme deteriorates significantly and when that number increases beyond 40, the PIC scheme 

performs worse than the conventional matched filter receiver. Furthermore, when the number 

of users increases beyond 40, the 6-stage PIC actually performs worse than the 1-stage PIC. 

Thus, one can conclude for the PIC that, once the amount of interference exceeds a certain 

threshold level, the PIC scheme breaks down and additional cancellation stages reduce
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performance. This was also observed in [121][122]. On the other hand, the SIC and the I- 

VGH3C schemes arc still effective and perform better than the conventional matched filter 

receiver even when interference is high.

4.4.4 Effects in Rayleigh fading channel

We also note that the 1-stage I-VGHIC with <5= 0.7 outperforms the 1-stage I-VGHIC with 

6  — 0.8 (Figure 4.23). This is because a smaller value of 6  implies more PIC than SIC 

operations (see (3.10)), and when the powers of the users are equal (AWGN channel), the 

PIC is more effective than the SIC [82]. However, the performance of the 2-stage and 3-stage 

I-VGHIC (6  = 0.7) scheme is worse than that of the corresponding I-VGHIC (<5 = 0.8) 

scheme. This is due to the inherent deficiency of the multistage PIC scheme mentioned in 

the previous paragraph. Notice that when the number of users increases over 50, the 3-stage 

I-VGHIC (6  = 0.7) actually performs worse than the 2-stage I-VGHIC (d  -  0.7). For a 

multistage structure, the I-VGHIC (8 = 0.8) scheme is clearly superior to the I-VGHIC (6 -  

0.7). The advantage of this I-VGHIC scheme is that one can adjust the parameter <5 to match 

different channel conditions.

For a BER of l x l0  :, the conventional system capacity is 9 users. The use of SIC increases 

capacity by 1.9 times, while the 6-stage PIC scheme has 3.1 times the capacity of the 

matched filter receiver. The 1-stage I-VGHIC (6  = 0.7) has 3.1 times the capacity of the 

matched filter receiver and is on par with the 6-stage PIC scheme, but the 1-stage I-VGHIC 

(S=  0.7) is still effective when the interference is high; it is not so with the 6-stage PIC 

scheme. The 3-stage I-VGHIC (<5= 0.8) has the best performance. Its capacity is 5.1 times 

that of the matched filter receiver, and 1.6 times that of the 6-stage PIC. Clearly, the I- 

VGHIC scheme is superior in the AWGN channel with equal power users.
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Figure 4.22: BER comparison between the I-VGHIC scheme and other subtractive 
cancellation schemes in flat Rayleigh fading channel with no AWGN (an 
asynchronous single-cell system)

Figure 4.22 shows the simulation results on the flat Rayleigh fading channel for the 

conventional matched filter, SIC, single and multistage PIC, VGHIC and I-VGHIC receivers. 

It is noted that in the flat Rayleigh fading channel, the improvement in the performance of 

the I-VGHIC over the VGHIC is not as significant as in the AWGN channel. However, the 

performance increase is still noticeable, especially when the number of users is less than 40. 

The 6-stage PIC only performs better than the single stage SIC when the number of users is 

less than 20. As already explained, both the single and multistage PIC schemes become 

ineffective when the number of users increases beyond 40. As can be observed from Figure 

4.22, the capacity of the 3-stage I-VGHIC at a BER of 1x10'2 is 21 times better than that of 

the matched filter receiver, 2.25 times better than that of the 6-stage PIC scheme and 1.85 

times better than that of the SIC. Note that multistage SIC may not be practical due to its very 

long processing delay. From the previous simulation results, it can be shown that the 3-stage 

I-VGHIC has about the same, if not shorter, processing delay as the single stage SIC.
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Figure 4.23: Performance comparison between the I-VGHIC scheme and
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4.5 Processmg delay

Due to the adaptive nature of the VGHIC or the I-VGHIC, the determination of its processing 

delay is not a straightforward task. The statistics of the processing delay are obtained from 

simulations. This section presents the processing delay of the I-VGHIC in the AWGN and 

flat Rayleigh fading channels. Although this section refers to the I-VGHIC, similar 

observations applies to VGHIC as there is no difference in the structure between the VGHIC 

and I-VGHIC.
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4.5.1 Statistics of the delay

The total number of subtractive steps for the I-VGHIC with o = 0.6, 0.7 and 0.S, in the 

AWGN (SNR = 10 dB) and flat Rayleigh fading channels are shown in Figure 4.24. When 

S  is smaller, the number of subtractive steps is also smaller. This is because a smaller 6  

means that more users are being selected into each cancellation group (see (3.10)) and as a 

result, the total number of subtractive steps decreases. Furthermore, the number of 

subtractive steps in the AWGN channel is lower than that in the Rayleigh fading channel 

regardless of the value of 6. This is a clear example of the adaptive nature of the I-VGHIC 

in which its structure changes to suit different signal power profiles. However, for the 

AWGN channel where all users have the same power at the base station, the I-VGHIC does 

not become a pure PIC. This is because magnitudes of correlation samples are used as the 

basis for grouping of users and even if the powers of all users are the same, the cross- 

correlations between users will be different Hence, different users will not experience the 

same amount of MAI, and that results in dissimilar correlation sample values between users. 

This, in turn means that the correlation sample value spread can be large enough to cause the 

users to be split into more than one group.
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Figure 4.24: The number of subtractive steps for one stage of the I-VGHIC with d=
0.6,0.7 and 0.8, in the AWGN (SNR = 10 dB) and flat Rayleigh fading 
channels with different numbers of users (asynchronous single-cell 
system). □: AWGN channel; ■: Flat Rayleigh fading channel.

It can be observed that there is a limit on the number of subtractive steps for different values 

of 6  regardless of the number of users. The processing delay is bounded for the I-VGHIC, 

and it does not depend on the number of users once the number of users increases beyond a 

certain value. This is an advantage over the SIC where the number of subtractive steps is 

proportional to the number of users. The cumulative distribution of the number of subtractive 

steps is shown in Figure 4.25. However, the processing delay of the I-VGHIC is still longer 

than that of the PIC. Thus, it is desirable to further reduce the number of subtractive steps 

and hence, processing delay of the I-VGHIC.
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Figure 4.25: Cumulative distribution of the number of subtractive step for each full I-
VGHIC interference cancellation stage of an asynchronous single-cell 
system. Processing gain = 63.

4.5.2 A method of limiting the delay

In this section, a simple method of limiting the number of subtractive steps of the I-VGHIC 

is proposed and investigated. Its effect on the BER is also investigated. Let the I-VGHIC 

with limited number of steps be denoted by I-VGHIC(m^j) with m z n. The parameter m 

specifies the maximum number of subtractive steps that the VGHIC(m,/z) can encompass. 

For the first m - n groups, the grouping procedure is based on the original selection rule (3.3), 

but for the remaining n groups, the alternative selection rule (4.22) is used, namely

m n .j (4.22)

where j  is the subtractive step number such that

m - n  < j < m (4.23)
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and

__ R Rmax.j muuj

where R ^  and R ^  is the maximum and minimum correlation sample value, respectively, 

at subtractive step j .  The aim of the alternative selection rule (4.22) is to split the remaining 

users into exactly n groups according to the magnitude of their correlation samples. First, the 

maximum and minimum correlation magnitudes are obtained, then the range of correlation 

sample magnitudes corresponding to the n groups is obtained. Let us say for VGHIC(/n = 5, 

n = 2), the scheme is limited to a maximum of m = 5 subtractive steps for all users. For the 

first (5 - 2 =) 3 subtractive steps, users will be selected using (3.3) and the remaining users 

will be split into n = 2 groups using (4.22). At the 4* subtractive step, users with correlation 

sample magnitudes between Rmax̂4 and (AR/2 + Rmiu%4) are selected into the 4th group. All the 

remaining users are included in the 5th, or the last group. Next, the effect of this limiting 

method on the performance is investigated.

4.5.3 Effect on performance

Figure 4.26 compares the uncoded BER performance for the one, two and three-stage I- 

VGHIC and I-VGHIC(m^i) with 6= 0.7 in the Rayleigh fading channel. The Rayleigh fading 

channel is used to evaluate the performance of the I-VGH3C(/n,/i) because the standard I- 

VGHIC only exhibits longer processing delay when the signal powers of the users are 

unequal.
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Figure 4.26: Performance comparison between the standard I-VGHIC and the I-

VGHIC(m,«) (both with <5= 0.7) for different values of m and n in flat 
Rayleigh fading channel with 60 simultaneously transmitting users. 
(Asynchronous single-cell BPSK/CDMA system with maximum Doppler 
shift = 100 Hz and processing gain = 32).

Consider the point marked with a circle in Figure 4.26. It lies on the line corresponding to 

(n = 4, 3-stage) and its x-axis value is 5. This point reflects the BER of the 3-stage I- 

VGHIC(5,4). The next point to the right along the line of (n = 4, 3-stage) shows the 

corresponding BER of the 3-stage I-VGH3C(6,4). One can notice that as the maximum

number of subtractive steps allowed is increased, the performance of the I-VGHIC(m,/z)

approaches that of the standard I-VGHIC. When m 2 7, the I-VGHIC(mji) performs just as 

well as the standard I-VGHIC. This is because for the I-VGHIC with 6 -  0.7, the maximum 

number of subtractive steps is 8 regardless of the number of users (Figure 4.24). With m < 

7 and increasing n, the performance of the I-VGHIC(m^z) degrades because its basic 

structure deviates from that of the standard I-VGHIC. The good performance of the standard 

I-VGHIC is due to the fact that it uses PIC within each group of users with similar power 

levels and SIC between groups of users that have different power levels. In this sense, the I-
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VGHIC combines the advantages of both the PIC and SIC. When this structure is changed, 

the performance will naturally degrade as shown in Figure 4.26.

One advantage of the I-VGHIC over the PIC and SIC is that its structure can be changed to 

suit different applications with a simple change of the parameter values. One can use Figure 

4.24 and Figure 4.26 (or similar for other values of 3) for the determination of the values of 

m and n, and the number of cancellation stages to satisfy delay constraints and BER 

requirements.
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Figure 4.27: Comparison of the BER performance of the multi-stage I-VGHIC and I-
VGHIC(m,n) with 3 -  0.7 in flat Rayleigh fading channel.

The simulated BER performance of the one, two and three-stage I-VGHIC(4,1) and I- 

VGHIC(5,1) is shown against that of the standard I-VGHIC in Figure 4.27. The value of 6 

is 0.7 in all cases. As we limit the number of subtractive steps, the BER performance of the 

multi-stage I-VGHIC(m^i) becomes worse than the I-VGHIC. When the number of 

subtractive steps is limited to 5, the user capacity drops by 4.5%, 18% and 13% for the one.
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two and three-stage I-VGHIC(5,1), respectively, at a BER of 1 0 \ At the same BER, the user 

capacity of the one, two and three-stage I-VGH1C(4,1) decreases by 9%, 41% and 30% 

respectively. This observation clearly shows that the I-VGHIC requires certain minimum 

number of subtractive steps to function properly. Once that limit is exceeded, the 

performance will degrade significantly as in the case of the I-VGHIC(4,1). However, the 

single-stage I-VGHIC is found to be more tolerant of the imposed limit on the number of 

subtractive steps than the multi-stage I-VGHIC .

The processing delay of the I-VGHIC and I-VGHIC(m^i) is shown in Figure 4.28 together 

with that of the SIC. When referring to the processing delay of the I-VGHIC, the maximum 

or worst case processing delay is plotted. The processing delay is defined as the multiples of 

the time that a 1-stage PIC requires to complete the detection process. The 1-stage PIC will 

have a processing delay of 1. The processing delay of the SIC is directly related to the 

number of users to be detected as it only detects and cancels one user at a time. Note that one 

subtractive step in the I-VGHIC has a processing delay of 2 because it comprises a PIC and 

SIC operation (Figure 3.2). The relation between the number of users and the processing 

delay associated with the I-VGHIC is not as straight forward as for the PIC or SIC, because 

it varies with the power spread of the received signals. When the signal powers of all users 

are about the same, there is less delay because there will be more PIC than SIC operations 

(see (3.10)). This is evident in Figure 4.28 from the curves corresponding to I-VGHIC in 

Rayleigh fading and AWGN channels. This observation applies to different values of 6. 

Hence, the processing delay is longer in Rayleigh fading channels.
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Figure 4.28: Delay profile showing the processing delays of one stage of the SIC, I-
VGHIC and I-VGHIC(/n,/i) (with 6  — 0.7 and 0.8) in AWGN and flat 
Rayleigh fading channels.

One can also notice that for fading channels the I-VGHIC processing delay is the same as 

that of the SIC when the number of users to be detected is low. The I-VGHIC with 6  = 0.8 

has the same processing delay as the SIC when the number of users is less than 20. However, 

when the number of users increases, the processing delay associated with I-VGHIC (with 6 

-  0.8) reaches a maximum of 24 and remains there regardless of the number of users. For the 

I-VGHIC with 6 -  0.7, the processing delay is shorter as more PIC operations are performed 

instead of SIC operations (see (3.10)). The processing delay reaches a maximum of only 16. 

For the I-VGHIC(5,1) with 6  = 0.7 the processing delay is limited to a maximum of 10 as 

expected, since a maximum of five hybrid subtractive steps are allowed. This is a 40% 

reduction of the processing delay over the standard I-VGHIC with 6=0.1. The penalty is a 

drop in user capacity which has been discussed earlier.

For the AWGN channel, the processing delay is much shorter for all cases corresponding to 

the I-VGHIC with different parameters. The processing delay associated with the I-VGHIC 

(with 6  = 0.8) is at most 12, while for the I-VGHIC (with 8  = 0.7) the delay reaches a 

maximum of only 8. It can be observed that the processing delay of the I-VGHIC(5,1) with
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3=  0.7 and the standard I-VGHIC with 3= 0.7 are exactly the same in the AWGN channel. 

This is because the number of subtractive steps needed by the standard I-VGHIC in the 

AWGN channel is smaller than the set limit, and hence, there is no difference between the 

two versions of the I-VGHIC. Thus, also the BER performance in the AWGN channel will 

not be affected. Note that the processing delays of both the SIC and the PIC are the same for 

both AWGN and Rayleigh fading channels.

4.6 Summary

Two methods of ordering the users have been investigated, and it is found that ordering 

Method 2 is superior to ordering Method 1. However, the computational complexity of 

Method 2 is higher than that of Method 1. For Method I, users are ordered after the initial 

bank of matched filters. Then, the users are directly processed in the order determined. In 

Method 2, users are ordered at every cancellation step based on the most up-to-date 

composite signal.

For the receivers using the correlation samples as estimates of signal powers in the signal 

regeneration and cancellation process, the use of the averaged correlation samples helps to 

improve the accuracy of the estimates. The effect of averaging length on the various receivers 

is investigated in the AWGN and Rayleigh fading channel. It has been found that in an 

AWGN channel, the VGHIC and PIC benefits from this, while the SIC suffers performance 

loss. For the fading channel, averaging helps to improve the performance of the VGHIC, PIC 

and SIC. However, there is an optimal averaging length for each receiver. This averaging 

length is also directly affected by the maximum Doppler shift of the channel.

The multi-stage structure of the VGHIC has also been presented and it is evident from the 

simulations that the multistage VGHIC provides an overall superior performance over 

multistage PIC and SIC. In both channels, the VGHIC outperforms the conventional matched 

filter receiver by a large margin.
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An improved version of the variable group hybrid interference cancellation scheme (I- 

VGHIC) using partial combining of correlation samples and partial cancellation has been 

proposed. Simulations show that the I-VGHIC outperforms the original VGHIC by a 

significant margin in the AWGN channel with equal power users. However, the performance 

increase due to the use of the I-VGHIC in flat Rayleigh fading channel with ineffective 

power control is not as significant as that in the AWGN channel.

It has been shown that the VGHIC/I-VGHIC exhibits different processing delay profiles 

depending on the power spread of received signals. The processing delay is shorter when the 

powers of the user signals are equal as in the AWGN channel. On the other hand, when the 

powers of the user signals are unequal, the processing delay of the I-VGHIC is longer. This 

is due to the adaptive nature of the I-VGHIC which adjusts its structure for better detection 

according to the received signal power spread.

A simple method of limiting the number of subtractive steps of the I-VGHIC has been 

proposed. It is found that the BER performance of the I-VGHIC degrades significantly when 

the limit on the number of subtractive steps is too low. Multi-stage I-VGHIC is found to be 

more sensitive to the imposed limit than the single stage I-VGHIC. However, for a one-stage 

I-VGHIC, one can reduce the processing delay by 40% sacrificing only 4.5% in user capacity 

at an uncoded BER of l x l 0 \

From the investigation in this chapter, it has been found and verified that a major advantage 

of the VGHIC over the other subtractive interference cancellation schemes is that its 

structure can be changed to suit different performance criteria with a simple change of 

parameters. This flexibility allows it to outperform other receivers.
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Chapter 5: Performance of the VGHIC with non-ideal 
channel conditions

The variable group hybrid interference cancellation (VGHIC) scheme proposed outperformed 

berth the successive (SIC) and parallel (PIC) interference cancellation in the system with 

perfect fast power control and the system without fast power control. However, the timing 

and phase information were assumed to be known. In practical systems, these parameters are 

estimated and they contain errors. Here, the robustness of the multi-stage VGHIC with that 

of the matched filter, SIC and PIC in both the AWGN and flat Rayleigh fading channel is 

compared. The effect of estimation errors on the effectiveness of the multi-stage structure 

is also studied.

Simulations done in the previous chapters investigate the performance in the flat Rayleigh 

fading channel. In practical CDMA systems, one usually experience multipath frequency 

selective fading, and RAKE receivers are usually used to combat or at least mitigate its 

effect. Therefore, the effect of integrating the I-VGHIC with the RAKE receiver needs to be 

looked into. This chapter investigates the different ways which the RAKE receiver can be 

incorporated into the I-VGHIC structure. The effects of different RAKE implementations on 

the bit error rate (BER) performance in multipath frequency selective fading channels are 

evaluated.

In Section 5.1, the impacts of the timing and phase estimation errors on the BER 

performance of different schemes are compared with that of the single stage VGHIC in the 

AWGN and flat Rayleigh fading channels. Their effects on the multistage structures of the 

VGHIC, PIC and SIC are studied and the user capacities have also been compared. The 

RAKE receiver implementations are investigated in Section 5.2 where 3 methods of 

incorporating the RAKE receiver into the I-VGHIC structure are proposed and studied. Then, 

the BER performance of the I-VGHIC with different RAKE implementations in four 

different frequency selective fading channels is presented and discussed.

124 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.1 Robustness against imperfect channel parameter estimates

To investigate the robustness of the receivers against imperfect channel estimates, an 

asynchronous single-cell BPSK/CDMA system is considered. The details can be found in 

Appendix D. However, the processing gain is 32 and there are 10 samples collected per chip, 

that is, the sampling rate is 4.096 x 10 x 106 samples per second. Data bits are not encoded. 

When estimation errors are introduced into the system, all users will experience the same 

error.

For the AWGN channel, received signals from all users are equal (perfect fast power control 

is assumed), while for the flat Rayleigh fading channel, there is no fast power control (or fast 

power control is assumed to be totally ineffective). The maximum Doppler shift is 100 Hz. 

Additionally, the effects of path loss and shadowing were assumed to be effectively removed 

in all cases, and all users had random phase shifts distributed uniformly over [0,27t). For the 

VGHIC, the design parameter <5is set to 0.8.

5.1.1 BER improvement over the single stage VGHIC with errors

The bit error rate (BER) versus phase estimation error for the conventional matched filter 

receiver (MF), multi-stage SIC, multi-stage PIC and multi-stage VGHIC are compared with 

that of the one-stage VGHIC in Figure 5.1. The channel used is AWGN with equal received 

signal power for all users. The BER improvement over the one-stage VGHIC is defined as

BER improvement (receiver) = 10 log
b e r vghic

BERr.
dB (5.1)

where BERvchic is the BER of the reference one-stage VGHIC. If the BER improvement 

factor for a certain receiver is positive, it means that its BER performance is better (lower 

BER) than that of the one-stage VGHIC.
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As shown in Figure 5.1, only the MF and one-stage SIC perform worse than the one-stage 

VGHIC. It is interesting to note that while the single stage VGHIC outperforms the single 

stage SIC. the multi-stage VGHIC has slightly worse performance than the multi-stage SIC. 

The BER performance versus phase estimation error in the flat Rayleigh fading channel is 

presented in Figure 5.3. The situation in this case is quite different from the AWGN case, 

only the multi-stage VGHIC and SIC are able to outperform the one-stage VGHIC. Even the 

three-stage PIC is not as effective as the single stage VGHIC, although the PIC still 

outperforms the conventional MF. Furthermore, for the multi-stage VGHIC and SIC, there 

is insignificant BER improvement beyond the 2 stages. It should be noted that the BER 

versus timing errors has similar behaviour for the AWGN and fading channel because we are 

comparing relative performance between different receiver structures.

126 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



•  -
1 5 -

PIC 1-stage
-  - PIC 2-stage

4- PIC 3-*tage
----M---- SIC 1-stage
----K---- SIC 2-stage

X SIC 3-stage
— e— VGHIC 1-stage
-  -e -  - VGHIC 2-stage

-e- - - VGHIC 3-stage
— ■— MF

Asynchronous BPSK/CDMA system 
AWGN Channel, SNR = 10 dB 
Processing gain = 32 
Number of users = 40

-10

0.05 0.1 0.15 0.2 0.25
Phase estimation error (rt)

0.3 0.35

Figure 5.1: BER improvement versus phase estimation error for various receivers in 
an AWGN channel.
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Figure 5.2: BER improvement versus delay timing estimation error for various 
receivers in AWGN channel.
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5.1.2 BER degradation on the multi-stage structures

To investigate the effect of the phase and riming errors on the BER of the single and multi

stage VGHIC, we modify (5.1) to

BER degradation (with estimation error) = 10 Tog
BER

dB (5.2)
with estim ation error J

A negative value for (5.2) indicates that the BER is higher than the reference BER when 

there are no estimation errors.

Figure 5.5 shows the BER degradation versus the percentage estimation errors for the multi

stage VGHIC in the AWGN channel. The curves corresponding to the 2-stage and 3-stage 

VGHIC drop off much faster than that of the 1-stage VGHIC. This indicates that the multi

stage structure is more sensitive to estimation errors than the single stage one. However, this 

does not mean that the multi-stage structure has worse BER performance. Even though the 

multi-stage VGHIC is more sensitive to estimation errors it still outperforms the single stage 

VGHIC as shown in Figure 5.1. Another observation is that the VGHIC is more tolerant to 

phase errors than to timing errors. For a 30% error in the phase estimation, the BER 

degradation is 4 dB, while the same error in timing estimation results in a BER degradation 

of 9 dB for the 1-stage VGHIC. For the flat Rayleigh fading channel, the BER degradation 

versus the percentage estimation errors for the multi-stage VGHIC is presented in Figure 5.6. 

In this case, the observations are similar. The main difference is that the BER degradation 

for the 2-stage and 3-stage VGHIC is almost the same in a fading channel, whereas in the 

AWGN channel the BER degradation in greater for the 3-stage VGHIC when compared with 

the 2-stage VGHIC. Looking at Figure 5.7 and Figure 5.8 for the SIC, one notices similar 

behaviours.

For the PIC, it experiences more severe degradation for the first stage than the VGHIC and 

SIC in the AWGN channel in Figure 5.9. The degradation for the second stage is not as large 

as that of the VGHIC and SIC. However, there is a large reduction of performance for the 

third stage and this is different from that of the VGHIC and SIC. The situation in the
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Rayleigh fading channel is also similar for the PIC in Figure 5.10 and the degradation looks 

almost linearly proportional to the error. This is different from that of the VGHIC and SIC 

where the performance drop is quite rapid at first and the rate of degradation slows down as 

the error increases further.
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Figure 5.5: BER degradation versus phase and timing estimation errors for the multi
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Figure 5.6: BER degradation versus phase and timing estimation errors for the multi
stage VGHIC in flat Rayleigh fading channel.
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5.13 Capacity comparison
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(100%) when going from a single stage VGHIC to the 2-stage VGHIC in Figure 5.11 and 

Figure 5.12. The capacity increases by another 40% with the use of the 3-stage structure. 

When estimation error increases, the 2-stage VGHIC is still able to provide the same amount 

of relative gain over that of the single stage VGHIC. However, this is not the case with the 

3-stage VGHIC as its capacity decreases much more rapidly. The same can be observed for 

the SIC. The capacity increase by using a 2-stage SIC is close 200% more than that of a 

single stage SIC. However, as shown in the previous sections, the SIC has much longer 

processing delay than the VGHIC or PIC. As for the PIC the multi-stage PIC is able to 

maintain a constant relative capacity gain between each cancellation stage as the error 

increases.

Referring to Figure 5.13 and Figure 5.14 in the fading channel, one can notice that when the 

level of error is high, there is no gain in the capacity by the use the multi-stage VGHIC. This 

point corresponds to a timing and phase error of 0.1 Tr and 0.087t, respectively. This is also 

true for the SIC. Comparing between the VGHIC and SIC, the VGHIC has about 10% more 

user capacity when the error is low. With increasing error, this capacity advantage is eroded 

away. When the timing and phase error reach 0.1 Tc and 0.08rt respectively, both the VGHIC 

and SIC have the same user capacity. Beyond this point, the SIC has a slight capacity 

advantage over the VGHIC. The multi-stage PIC has the lowest user capacity among the 

receivers. The 3-stage PIC has been outperformed by the single stage VGHIC by as much as 

50% in user capacity for a BER of lxlO'2.
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Figure 5.11: User capacity of the multi-stage PIC, SIC and VGHIC with the timing
error in AWGN channel.

0.3

0.25

0 .2 -

0.15

BER= lxlO2 
AWGN channel 
SNR = lOdB 
Processing Gain = 32

— +— PIC 1 - stage
-  - PIC 2 - stage
- - - 4 - - - PIC 3 - stage
----K---- SIC 1 - stage
----K---- SIC 2 -stage
--- SIC 3 - stage
— e — VGHIC 1 - stage
- VGHIC 2 - stage

VGHIC 3 - stage

0.05 i

10 20 30 40
Number of Users

50 60

Figure 5.12: User capacity of the multi-stage PIC, SIC and VGHIC with the phase error 
in AWGN channel.

135 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



BER= lx l 02
Fading channel 100Hz— .
Processing Gain = 32 __

PIC 1 -stage 
P iC 2-stage 
PIC 3 -stage 
SIC 1 - stage 
SIC 2 -stage 
SIC 3 -stage 
VGHIC 1 - stage 
VGHIC 2 -stage 
VGH1C3-stage

E 0.1

T
30 40

Number of Users

Figure 5.13: User capacity of the multi-stage PIC, SIC and VGHIC with the timing
error in Rayleigh fading channel.

A  1 C

BER= lxlO2 
Fading channel 100Hz 
Processing Gain = 32

PIC 1 - stage | 
PIC 2 • stage 
PIC 3 - stage 
SIC 1 - stage j
SIC 2 - stage |
SIC 3 - stage j
VGHIC 1 - stage |
VGHfC 2 - stage j
VGH1C3-stage j

10 20 30 40 50 60
Number of Users

Figure 5.14: User capacity of the multi-stage PIC, SIC and VGHIC with the phase error
in Rayleigh fading channel.

136 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5.2 RAKE receiver implementations

In this section, the basic RAKE receiver is presented first Then, the three methods through 

which RAKE receivers can be integrated into the multistage I-VGHIC are described. 

Structurally the I-VGHIC is the same as the VGHIC, hence, what applies to the I-VGHIC is 

also applicable to the VGHIC.

TosgaaI 
regeneration block

MF 1

MF 2

Buffer

Decision

Basic RAKE receiver

Figure 5.15: A //-finger RAKE receiver

The basic RAKE receiver is shown in Figure 5.15. Each resolvable multipath component 

of the signal is detected by a different RAKE finger4. The outputs of the matched filters 

(MFs) are weighted and combined, so that a better estimate of the signal can be achieved. 

Since the receiver employs coherent detection, maximum ratio combining is used. Hence,

4 For the brevity of presentation, the number of RAKE fingers is assumed 
to be the same as the number of resolvable paths. Very often these two are not the 
same.
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the weights arc proportional to the signal strength at the output of the RAKE fingers [123]. 

Note that the outputs of the fingers are stewed in a buffer so that they can be used as estimates
A f  Cl cm  O ] sxn  n o t K c  m  C1 r m o l  «-Ua T \v« <41 M4V M^««U IV^WIIViUWVtl tSlSSVftO V/l U<C i ” * X^Jii H .

during the cancellation process in Method 1 and 3.

5.2.1 Various configurations

Method 1

This is a straightforward implementation of the RAKE receiver in the I-VGHIC structure 

where one hopes to improve the performance of the RAKE receiver by reducing the 

interference from other users. The RAKE receiver shown in Figure 5.15 replaces all the 

matched filters in the I-VGHIC. However, the structure of the parallel interference 

cancellation block needs to be modified slightly to accommodate the RAKE receivers. The 

modified structure is shown in Figure 5.16. In the signal regeneration block of Figure 3.2 and 

Figure 5.16, the multipath signals are regenerated based on matched filter outputs of each of 

the RAKE fingers. These RAKE finger outputs are stored in buffers (Figure 5.15) when the 

multipath signals are detected in the previous cancellation stage. If this is the first 

cancellation stage, the outputs are simply those of a conventional RAKE receiver. In this 

method, the regenerated signals corresponding to individual paths captured by the RAKE 

fingers are added (with their original phases and time delays preserved) before the actual 

subtraction. Hence, self-interference among different path signals of the same user is not 

cancelled. Let the I-VGHIC with this implementation of RAKE receiver be I-VGHIC-M1 

so that reference to this method can be made easily when comparing the performance in the 

following sections.
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Figure 5.16: Modified parallel interference cancellation (PIC) with RAKE receivers

Method 2

Alternatively, one can treat every resolvable multipath component (intended to be captured 

by a RAKE finger) of each user signal as an individual and independent signal belonging to 

a distinct “transmitter” in the interference cancellation process. In this way, the self- and 

multiuser- interference on individual multipath components of the same user will be reduced. 

With a cleaner signal for each finger of the RAKE receiver, its overall performance could be 

improved. The structure of the I-VGHIC remains the same, although in this case, the 

resolvable multipath signals are despread, regenerated and subtracted separately. In this case, 

the number of “transmitters” is equal to number of RAKE fingers multiplied by the number 

of actual users. After the last stage of interference cancellation, the multipath components 

of each user are then combined and detected as in a conventional RAKE receiver (Figure 

5.15). The I-VGHIC with this structure is denoted as I-VGHIC-M2.
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Method 3

This method is a combination of the previous two approaches. The idea is to use Method 2 

for the first stage of interference cancellation, and then Method 1 for the subsequent stages. 

The reason for the proposal of this structure will become clear when the simulation results 

are discussed later. To avoid confusion, the group cancellation units corresponding to 

Method 1 and Method 2 are denoted by GCU,^',, s) and GCU2(/2, s), respectively. The 

indices j x and j 2 denote the cancellation group number for each respective method, and they 

are different. The multistage structure of the I-VGHIC for Method 3 or I-VGHIC-M3 is 

illustrated in Figure 5.17.

r ^ \ t )
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Figure 5.17: Structure of the multistage I-VGHIC-M3

After the multipath components of all users are detected individually in stage 1 (using 

Method 2). the corresponding multipath components of each user are combined to produce 

an overall correlation sample for each user. Following that, the users are grouped using
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selection rule (3.10) based on the overall correlation sample. Then, signals of different 

groups of users are generated to be used in the next cancellation stage (using Method 1).
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However, from stage 2 onwards the number of user groups is the same as they use the same 

cancellation scheme.

5.22  The simulation system

The simulation system considered was an asynchronous single-cell BPSK/CDMA system. 

The processing gain was 32, and all the users were transmitting simultaneously. All 

interference cancellation was done on 30-bit blocks, and the average correlation sample 

values over 30 bits were used for the estimation of the signal power of each multipath 

component. Furthermore, the chip rate was set at 4.096 Mcps (megachips per second) and 

the data were sent in continuous blocks of 10 ms. There were 5 samples collected per chip, 

that is, the sampling rate was 4.096 x 5 x 106 samples per second.

The BER performance is investigated for 4 different multipath frequency selective fading 

channels [124]. These channel impulse response models are reproduced in Table 5.1. 

Channel A is the low delay spread case that occurs 40% of the time while Channel B is the 

medium delay spread case which occurs 55% of the time. With a chip rate of 4.096 Mcps, 

not all multipath components can be resolved and captured by the RAKE fingers. The 

unresolvable paths are shaded and will not be captured by the RAKE receivers in all 

simulations. However, their self-interference effect is accounted for. The carrier frequency 

is 2 GHz. Furthermore, the relative delays used in simulations are integer multiples of the 

sampling period and they are not exactly equal to the values shown. Except for path 2 of the 

pedestrian channel A (for which the difference is about 11%), the delays used in simulations 

are within 5% of Table 5.1.
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Table 5.1: Channel impulse response parameters

Path

Pedestrian (3 km/h) Vehicular (120 km/h)

Channel A Channel B Channel A Channel B

Relative
delay
(ns)

Average
power
(dB)

Relative
delay
(ns)

Average
power
(dB)

Relative
delay
(ns)

Average
power
(dB)

Relative
delay
(ns)

Average
power
(dB)

1 0 0 0 0 0 0 0 -2.5

2 110 -9.7 200 -9 310 -1 300 0

3 190 -19.2 800 -4.9 710 -9 8 900 -12.8

4 4i0 -22.8 i 200 -8 i 090 -10 12900 -10

5 - - 2 300 -7.8 1 730 -15 17 100 -25.2

6 - - 3 700 -23.9 2 510 -20 20 000 -16

Data bits are not encoded. Long random spreading sequences are used in all simulations. 

Additionally, the effects of path loss and shadowing are assumed to be effectively removed 

in all cases, and all users have random phase shifts distributed uniformly over [0,2n). Lastly, 

no white Gaussian noise is added to the system.

5JL3 Performance comparison

This section presents and discusses the simulation results obtained for the multipath 

frequency selective fading channels described in Table 5.1. First, the performance of the 

conventional matched filter (MF) RAKE receiver without interference cancellation is 

discussed. Then, the performance of the multistage I-VGHIC-M1 and I-VGH3C-M2 are 

compared. At this point, the reason for the proposal of I-VGH3C-M3 is highlighted, and its 

performance is compared with the other 2 schemes. Finally, some general observations about 

the I-VGHIC with RAKE receivers are presented.

Referring to Figure 5.18 for the case of a pedestrian moving at 3km/h in a low delay spread 

environment, the conventional MF RAKE receiver with 2 fingers actually performs worse
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than a single matched filter (MF). This is because the signal strength of the resolvable second 

path is much lower (-22.8 dB; see Table 5.1), and hence its detection is very unreliable. As 

a result, when this path is used, the performance of the MF Ra KE receiver degrades. With 

interference cancellation, there is almost no degradation in performance. For the medium 

delay spread case with slow moving mobile (Figure 5.19), the RAKE receiver performance 

improves accordingly when the number of fingers increases from 1 to 4. However, the 

performance gain from increasing the fingers diminishes especially when the number of users 

is high. In this case, I-VGHIC-Mland I-VGHIC-M2 behave similarly to the MF RAKE 

receiver. The only difference between them is that interference cancellation RAKEs are 

consistently outperforming the MF RAKE receiver. Looking at the case where the mobile 

speed is high (Figure 5.20 and Figure 5.21), the 4-finger MF RAKE receiver is not any 

better than the 2-finger MF RAKE receiver. In fact, when the number of users is high, it 

actually performs worse. On the other hand, the performance of the 1-stage I-VGHIC-M land 

I-VGHIC-M2 is significantly better, although the 1 -stage I-VGHIC-M 1 with 4 RAKE fingers 

is worse than the 2-finger I-VGHIC-M 1. From the above observations, we can safely 

conclude that RAKE receiver with interference cancellation is much more robust than the 

conventional RAKE receiver in most situations.

Comparing the 1-stage I-VGH3C-Mland I-VGH3C-M2 in Figure 5.18 to Figure 5.21, the 1- 

stage I-VGHIC-M2 has better performance. This is because the weaker paths now produce 

more reliable despread samples due to the interference cancellation process of the I-VGHIC 

structure. However, looking at the performance of the 2-stage I-VGHIC-M land I-VGHIC- 

M2 in Figure 5.22 to Figure 5.25, the opposite is true. The 2-stage I-VGHIC-M1 actually 

outperforms the I-VGHIC-M2 especially for the case with 4 RAKE fingers (Figure 5.24 and 

Figure 5.25). This means that the performance gain from increasing the number of 

cancellation stages is higher in I-VGHIC-M1 than I-VGHIC-M2. This brings us to the idea 

behind the proposal of the I-VGHIC-M3. As the first stage of the I-VGHIC-M2 is more 

effective than that of the I-VGHIC-M1, it’s used as the first stage in the I-VGHIC-M3. Then, 

the structure of the I-VGHIC-M 1 is used in the second and subsequent cancellation stages 

of the I-VGHIC-M3. The performance of the resulting I-VGH3C-M3 can be seen in Figure
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5.22 to Figure 5.25. Its performance is the best of the 3 schemes although for the case with 

1 and 2 RAKE fingers, there is only a marginal improvement.

There are a few interesting observations one can make from the simulation results. Firstly, 

for a 1-finger I-VGHIC, regardless of how many cancellation stages, the BER performance 

stays the same. Then, for the rapidly fading case (Vehicular channel A and B), the 2- and 4- 

finger I-VGHIC actually performs better than in the relatively slow fading case (Pedestrian 

channel A and B). To provide a raw BER of lxlO'2 (which corresponds to a BER of lower 

than lxlO"6 if coding is used [125]), the 2-stage 2-finger I-VGHIC-M3 can only support up 

to 5 users in the Pedestrian Channel B environment, but in Vehicular Channel A (with 

similar delay spread) it is able to support up to 35 users. However, the fast power control 

present in commercial CDMA systems should be effective in compensating for the relatively 

slow fading rate of the Pedestrian A and B channels. This would increase the performance 

of the receiver and hence, the user capacity. Apart from pedestrian A channel, the use of 

more RAKE fingers in the I-VGHIC will lead to a better BER performance. This is not the 

case with the conventional RAKE receiver. For the four simulated conditions, the optimum 

number of fingers for the conventional RAKE receiver for investigated channels is 2. There 

is no performance gain when the number is increased to 4.

It is evident from the simulation results that the use of the RAKE receiver with interference 

cancellation can increase the user capacity of the CDMA system considerably. However, the 

actual degree of increase will depend on the number of RAKE fingers used, the nature of the 

channel and the number of cancellation stages.
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Figure 5.22: Pedestrian (3 km/h) - Channel A: 2-stage I-VGHIC
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Figure 5.23: Pedestrian (3 km/h) - Channel B: 2-stage I-VGHIC
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5 3  Summary

The BER performance of the muiti-stage VGHIC receiver is studied in an AWGN channel 

and a flat Rayleigh fading channel. The VGHIC performance is then compared with that of 

the SIC, PIC and the conventional matched filter receivers. The single stage VGHIC exhibits 

less sensitivity to phase and timing estimation errors than the multi-stage VGHIC. However, 

the multi-stage VGHIC still outperforms the single stage VGHIC. It is also observed that the 

VGHIC is more tolerant of the phase estimation errors than the timing estimation errors. This 

is also true for the SIC and PIC.

Simulations show that the VGHIC maintains an overall performance lead over the SIC and 

PIC even with high estimation errors. However, the performance gain from using the multi

stage structure diminishes rapidly as the estimation errors are increased.

Three methods of incorporating the RAKE structure in the I-VGHIC receiver have been 

presented and their performance investigated using realistic channel conditions. The 

simulation results verify that the RAKE receiver with interference cancellation outperforms 

the conventional RAKE receiver. This is because the RAKE receiver with interference 

cancellation is able to effectively combine more paths of a decaying multipath delay profile 

than without cancellation. However, the degree of improvement depends on the channel 

characteristics, number of RAKE fingers and the ways in which the RAKE structure is 

incorporated into the I-VGHIC receivers. It is observed that the RAKE receiver with 

interference cancellation performs better in rapidly fading vehicular environment than in the 

relatively slow fading pedestrian environment.
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Chapter 6: Conclusions

This dissertation has proposed and investigated a novel variable group hybrid interference 

cancellation (V GHIC) scheme for code division multiple access (CDMA) systems. In Section 

6.1, a summary of the work done is presented together with conclusions derived from the 

detailed study. The future research directions that can be extended from this thesis are 

outlined in Section 6.2.

6.1 Summary and concluding remarks

The capacity of the CDMA system is interference limited. This is due to the signal of every 

user interfering with each other and this is known as the multiple access interference (MAI). 

The matched filter (MF) receiver used in CDMA is not optimal as MAI is treated as useless 

and unwanted noise. This leads to the proposal of the multiuser receivers that take into 

account the MAI during the detection process. The optimal multiuser receiver based on the 

maximum likelihood detection has very good performance in comparison to that of the 

conventional MF. However, its computational complexity is very high. Sub-optimal receivers 

with much less computational requirements have been proposed as a result. Among these 

receivers, interference cancellation (IC) receivers are practically viable because of their 

structural simplicity and good performance. There are three main types, namely, the parallel 

(PIC), successive (SIC) and hybrid (HIC) interference cancellation receivers. The PIC has 

good performance when the received signal powers of users are uniform, while the SIC 

exhibits good performance when the received power profile is spread over a larger range. 

However, the PIC suffers from the near-far effect and the SIC has high processing delay. 

Hence, the HIC structures are proposed to mitigate the shortcomings of the PIC and SIC with 

minimum performance loss. For the previously proposed HICs, the design parameters are the 

number of groups and the number of users in each group.

The variable group HIC (VGHIC) proposed in this thesis is different from others. The focus 

is to combine the advantages of the PIC and SIC instead of mitigating their limitations as
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what it has been for previously proposed HIC. In the VGHIC, users are grouped such that 

those with similar powers are selected into the same group. The PIC is used for the members 

of each group wniie the SIC is applied to groups with different powers. This is because the 

PIC is effective when the powers of users are similar and the SIC is more suited for the case 

when the signal powers are dissimilar. The bit error rate (BER) performance of the MF, PIC, 

SIC and simplified VGHIC receivers in the additive white Gaussian noise (AWGN) and 

Rayleigh fading channels has been analyzed and compared theoretically. The theoretical 

approaches here take into account the effect of self-cancellation that is due to the use of 

correlation samples in cancellations. The BER expression derived for the VGHIC is a general 

expression from which one can find the BER for the PIC and SIC by just using the 

appropriate parameter values. From theoretical studies, the VGHIC performs as well as the 

PIC in the AWGN channel and it also has the same performance as the SIC in fading 

channel.

Different improvements have been proposed to enhance the performance of the VGHIC. T wo 

methods of ordering the users have been investigated and it is found that when the ordering 

is done before every cancellation step, the performance is better but at the expense of higher 

computational complexity. For the receivers using the correlation samples as estimates, the 

use of the averaged correlation samples helps to improve the accuracy of the estimates. It has 

been found that there is an optimal averaging length for each receiver in different channels. 

The multi-stage structure of the VGHIC has also been presented, and it is evident from the 

simulations that the multistage VGHIC provides an overall superior performance over 

multistage PIC and SIC. In both channels, the VGHIC outperforms the conventional matched 

filter receiver by a large margin. An improved version of the VGHIC (I-VGHIC) using 

partial combining of correlation samples and partial cancellation has been proposed, and 

simulations show that the I-VGHIC outperforms the original VGHIC.

Due to the adaptive nature of the VGHIC structure, it exhibits different processing delay 

profiles depending on the power spread of received signals. A simple method of limiting the 

number of subtractive steps of the I-VGHIC has been proposed. It is found that the BER 

performance of the I-VGHIC degrades significantly when the limit on the number of
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subtractive steps is too low. Multi-stage I-VGHIC is found to be more sensitive to the 

imposed limit than the single stage I-VGHIC. However, for a one-stage I-VGHIC, one can 

reduce the processing deiay by 40% sacrificing oniy 4.5% in user capacity at an uncoded 

BER of lxlO'3.

When phase and timing estimation errors are introduced, the single stage VGHIC exhibits 

less sensitivity to errors than the multi-stage VGHIC. Moreover, the VGHIC is more tolerant 

to phase estimation errors than delay timing estimation errors. Simulations show that the 

VGHIC maintains an overall performance gain over the SIC and PIC even with high 

estimation errors. However, the performance gain from using the multi-stage structure 

deteriorates with increasing estimation errors.

The RAKE structure has been integrated into the I-VGHIC receiver in three different ways. 

Their performances are investigated using realistic channel conditions. The results verify that 

the RAKE receiver with IC outperforms the conventional RAKE receiver. However, the 

degree of improvement depends on the channel characteristics, number of RAKE fingers, and 

the ways in which the RAKE structure is incorporated.

As follows from the investigations, a major advantage of the VGHIC over the other IC 

schemes is its ability to adapt its structure to changing power profile of the user received 

signals. Hence, the VGHIC is able to perform consistently under extreme situations. 

Moreover, if desired, its structure can be easily changed to suit specific operating conditions 

with a simple change of the values of the design parameter. This flexibility coupled with 

good performance, relatively low complexity, and acceptable processing delay makes the 

VGHIC a viable option for increasing the capacity of CDMA systems.
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6J2 Future work

The main feature of the VGHIC is the ability to adapt to different received power profiles. 

Due to the simple structure of the IC type of receivers, the VGHIC can be used in 

conjunction with other techniques to derive the maximum gain out of most CDMA systems.

One potential area of application is the multi-carrier CDMA (MC-CDMA) which can be 

considered as a hybrid of the orthogonal frequency division multiplexing (OFDM) and 

CDMA. This means the MC-CDMA also possesses desirable qualities such as high 

bandwidth efficiency and robustness against the frequency selective fading channels. There 

are three basic versions of the MC-CDMA [ 126][ 127][ 128] each having its own advantages 

and disadvantages. Despite their differences, all of them have the common use of multiple 

carriers for transmission. For multiple carriers with each of them experiencing different 

channels, it is clear that the power profile of the received signals for each carrier will be 

different. Therefore, the adaptive structure of the VGHIC when used in MC-CDMA systems 

may be able to work in synergy with the system to provide excellent performance. This is 

especially important for the MC-CDMA systems as they are potential candidates for 4G 

systems.

Another interesting application is in the area of multiple antennas. Once again, the adaptive 

ability of the VGHIC can be integrated with the processing algorithm of the antennas systems 

to increase performance. Existing interference cancellation schemes have already been 

investigated with antenna arrays to provide good performance [ 129][ 130] [ 131 ][ 132]. It is felt 

that these antenna systems can potentially benefit a lot more with the integration of the 

VGHIC. Hence, it would be of interest to know whether the VGHIC structure has any added 

advantages in these systems.

153 of 180

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Appendix Al Property of the Cross-Correlation and Time Delay

A.1 The Cross-Correlation between users

The timing diagram between user i and j  is shown in Figure A. 1. The delay time difference, 

z, between / and j  is given by

T = A T - r n T c (A.1)

where

A r=  remainder
T

T
(A.2)

is the remainder of the division of r /Tr. The term n is the largest integer that is less than r  

!Tr and it is given by

n — T

T~
(A.3)

where Tc is the chip period. The processing gain is p. For the brevity of presentation the 

subscript ij is dropped from the above equations.
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Figure A. 1: Delay between user i and j

The information bit, bft) and spreading, c,{t) waveforms of user i are
oo

* , ( 0 =  X > / ” ’ P r ( ‘ - m T )  (A.4)
m=-«

and
oe

Ci ( 0  =  X a i n) Ptc (t -  n T r  ) (A-5)

where the terms B-m) and a-n) are the information bit sequence and the spreading chip

sequence respectively. They are binary i.i.d random variables assuming value of 1 and -1

with equal probability. The functions pj(t) and pTc(t) are assumed to be rectangular pulse with 

period T  and 7% respectively, that is, b,(t) = Bfm) for (m -l)r <, t< m Tand c,(/) = a-n) for (n- 

1 )TC <. t < nTr.
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Consider a two user system, where the received signal is

r(r) = S,(r) + S,<f) 

= ^ ( r ) c , ( r ) + ^ ( r ) c y(r)

In the interval [{m-l)T, mT), the desired signal for user i is
m T  m T

B!" = \b,(t)c,(t)c,(t)dt+ (i)c,(t)dt
( m - l ) T  

  D(m) , -,("»)
-  b i + Yj.

( m - l ) T

where the cross correlation with respect to user i is
m T

r ' " ' =

When user j  lags user i, then

y(m) _  J j_  Dim-D
I ji j ,  D j

[ (m - 1) p+ p -  n-1+ x 1 (mp+ x )

x=0

+  ( r - A r ) X a ‘l
n - 1

[ (m - 1) p+ p -  n + x ] (mp+ x )

x=0

+  — B\m) 
T J

p -n -2

A t a',
(mp+n+\+x)

x=0

+  ( T -  A r )  ] T
x=0

Hence, evaluating the first and second moments one obtains,

(A.6)

(A.7)

(A.8)

(A.9)
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E[y«-'] = 0

+ - p - { E [ A r  ](p- n  - 1 )  + E [ ( F -  A r ) : ]< /> -« )}  <A10)

since the processing gain is

T
(A.11)

and E[fi/m)] = 0, E[(B,(m))2] = 1, E [a/'"] = 0 and E[(a,,n))2] = 1.

Referring to (A. 10). one notices that the expression is independent of the term n in (A. 1) but 

depends on the processing gain and A r. In the next section, the probability density function 

(pdf) of A v will be derived so that its first and second moment can be found

A.2 Probability density function (pdf) of A z i}

In the previous section the delay time difference between two users has been defined briefly. 

Here, it will be defined in details so that the probability density function (pdf) of A r„ can be 

determined.

First, the absolute time delay of user i (with reference from t = 0) can be given by

(A. 12)

where

£T =  rem ain d er (A. 13)
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is the remainder of the division of (A, !Tr). The term nt is the largest integer that is less than 

(A, ITC) and it is given by

", =
A (A. 14)

where Tr is the chip duration. The time delay experienced by user i is assumed to be 

independent and uniformly distributed in [0, T), then the pdf of ez, and n, can be expressed 

as

(A. 15)

and

0 < z <  p  
z e  Integer

(A. 16)

or, alternatively represented as (for the term n(Tr)

p - \

fn j r U ) = - ^ ' Z < 5 A z - x T c ) , 0 < Z < T (A M )

with the term p  being the processing gain and Sd{t) is the dirac delta function. Note that the 

pdf of A, can be obtained from the convolution of (A.15) and (A.17) since A, can be 

considered as the summation of two independent variables. Hence, the pdf of A, is
QO

A(z)= ff„,(z-y)fn,rr(y)dy
1 , o<z<r

(A. 18)

pTc T

The delay time difference is defined as
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Z j  =  A  -  A j

= \(£Ti - € T J) + (ni - n J)Tc
(A . 1 9 )

Let

T- =  A  T- +  n TIJ IJ IJ C (A.20)

where

A t . = remainder
Z

nij =

, o < A ^ < r f

, n(>>0
(A.21)

As A, and Ay- are i.i.d. random variables that have the uniform distribution, it is equally 

probable that one is greater than the other. Hence, we shall only consider the case that A, 2: 

Aj. With this assumption in mind, the possible events are as follows:

£Zi -  £Tj , £T.t >  £T j ; n. >  n }
A t.. =

J '£Zi - £ T j +Tc , £T. <  £Tj ; (72,. - 1 )  >  rij
(A.22)

From here, before the probability density function (pdf) of A Ttj can be determined, one need 

to find the pdf of {ert - c ty  and (ezi - etj + Tr). Letting e = {ex, - exj) and using (A. 15), one 

can obtain the pdf of extJ as

1

lc V

1 ,
 £T: +  1

z  1 .
0

r
1

—  £TU +1r p  IJ

, 0 <szii<Tc

, elsewhere 

, -Tc <er{j< 0

(A.23)

Thus, letting ex^  = (ext - eXj + Tc) and using (A.22) and (A.23) with the condition cxt < eXj, 

the pdf of exJ is
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ferv = j f e T ' i ^ ' - y t f ^ W d y
— o©

•o

=  jfer„  ' - > ’)  < 5 A y ~ Tc) dy
— «o

c

- ( s r ^ - T J  + l
*>. y

1 1
■ST..

TC\J C ,J) (A.24)

Since the probability of £z; < ctj and c t : > etj are the same, the pdf of ArtJ is therefore, 

f  \Tj, — f er„ I 0 < f r„<7;.) f € T ' ^ \ - T < e r„<o)

( 1 ^ 1
— z + 1 + ---- ----  7

V 'T
Lc Tc U  J

= y  , 0 < A rv < Tc
c

Thus, the mean and second moment can be obtained as

ek i 4

e[k )2
_ v

2
r 2c
3

(A.25)

(A.26)
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Appendix B: Mean and variance of the correlation sample for SIC

Here, we would like to find the mean and variance of the correlation sample value for user 

3 and user 4 of the SIC scheme. After despreading, demodulation and LPF, for user 1, we 

have

+ > 7  (B.D
*=2

As we use the correlation sample value as the estimate of the user signal power, the 

regenerated signal of user 1 is subtracted from the delayed version of the original received 

signal r(t) resulting in the composite signal

r2 ( t ) = r ( t)  -  R,(aC)c, ( /)  cos(coct )  (B.2)

For user 2, after despreading, demodulation and LPF, we have

+ £ v ^ > , n 2 +(>/£>,- K sia)rn + n
k=3

= ^ E 2 B2 ( l — Y2\Y\i )
K

+  X V ^ * ( n 2 - r * , r 12) + ?  ( 1 - / 1 2 )
*=3

The composite signal present before the matched filter of the user 3 is

2
r3(r)  =  r{ t)  -  £  V ?  K,(5/C)<2, (O cos(<yf r) (B.4)

;=i

After matched-filtering, the correlation sample for user 3 is
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■yj E2 B3 + ̂  -yjEjc BjcYk3 + ̂  (V̂ i- Rk ] )Vk3 + 'H
k=4  * = 1

=  - y j E 35 3 ( l  —  Y 3 1 Y 1 3  —  Y 3 2 Y 2 3  +  Y 3 1 Y 1 2 Y 2 3 )

+ J E ^ B 2 ( - Y 21Y i3 + Y 2 iY I2Y23) V -5*
K

+ E  V^T5 * ^  “  YuYn ~ TuYa  + YhYb Yx )
it = 4

+  ( 1  -  r 13 -  ^ 2 3 + ^ 2 3^ 2 3 )

Taking the expectation and variance of (B.5), using (3.32), and simplifying, one obtains

E [ * f C,] =  V £ T ( l - 2 ( £ ) )

V a r [ f lf 'C)] =  e [ ( £ ' s'c’ ) " | - E [ £ ‘s'c , ] ‘

£ 3  +1 ^ ( i )  + ̂ ( i )  + (a>)

(^ )  + 2 ( ^ ) = + ( ^ ) 31 X  ^
J  * =4

+  ( 1 + d ?  +  ( d ? )  E

= f e ) 3E3+ ( ^ f ( l  + ̂ K

+  ( w ) ( 1 + 7v )  E £ * + ( 1 + o?) JT

£ .

(B.6)

Similarly for user 4, the correlation sample is
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Rfc> = JTaBt +'£4Tt Bkytt +£(V£><- R f c')ru+v
k = 5  i = I

= -Je I b 4 (1 -  y „ y u -  y K y 24 -  + YuYnY*

+ + r4lr,2/23X34)
*** V̂ 3  ̂ 3 (~ /31/14~ yi^y2a + /31/12/24 

+  / 31/ 1 3 /3 4  +  X32 /23/34 -  / 31/ . 2 / 2 3 /3 4  )
  (*>•')

+  -yjE2 B 2 ( — r 2i r ,4 Y21Y12Y24 *** Y ziY n Y yx  ~  Y z \Y \2Y23Y34}
K

+ ^"1 *J (Y k 4 ~  YklY l4 ~  Y kzY 24 _  / * 3 ^ 3 4 + ^ l / l 2 /2 4
k=4

+ n.ro/3 4  + ̂ 2/23/34 + YkxYxiY-aY* )
+ r ? ( l - Y u - Y 2A-Yu+Yi 2 YzA 

■*" Y13Y34 +  Y23Y34 ~  Y12Y23Y34)

Taking the expectation and variance of (B.7), using (3.32), and simplifying,

E[*<r a ]= .,/£7(l-3(JL ))  

Var[rtf'ci] = E|(/?f'c>): j-E [flf 'c,]:

i =5
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Appendix C: The CDF and PDF of the sum of Rayleigh and Gaussian random

variables.

Here, the cumulative distribution function (cdf) and the probability density function (pdf) of 

the sum of a Rayleigh and a Gaussian random variable is derived. The results obtained will 

be used in the analysis of the BER performance of the various interference schemes in 

Rayleigh fading channel.

Let the Rayleigh-distributed random variable (r.v.) be X  with the pdf of

where a2 is the variance of the 2 zero-mean statistically independent Gaussian r. v.s that make 

up X.

Let the zero-mean Gaussian-distributed random variable (r.v.) be Y with the pdf of

(C.l)

(C.2)

where b 2 is the variance of Y.

We want to find the pdf of the r.v., Z [133] such that

Z= X+Y (C.3)
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z =x  + y

Figure C. 1: Graphical representation of the region of Z.

The cdf of Z (shaded area in Figure C.l) is, therefore,

F =  JL r P ( x ) p ( y ) d x d y

Substituting (C.l) and (C.2) into (C.4), we have

. 2  \  v 2

™  =  f . i 1
■Jlxb2- e dy

■Jlxbr e  2b' dy

=r. 2 nb~r e 2 h - _
2xbl dy

{f-sifiL'U «̂2W>2 J

r.
/ -> •» \2 ' 

v a "  )

=  = + = e r f (7 5 ' ) ' ^ e dy

t + ^ e r f

^ b 2(a2+b2).

(7 2 Z  
V «2^ 2
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Differentiating the cdf (C.5) with respect to z  results in the pdf of Z, 

P ( x )  = F \ z )

V J * b ‘ ( ~  a-*b- ) e
( £ ) ■j+ yerf az

^2 b2{<i2+b2)J

V a2+b2
2 1 2 / ,2 ( a 2 - * 2 | J  ~ 2 [ a2^,2

 ̂-f* 2 ^2  b2(a2+b2),

■J2 nb2

+ A & >
2 {a2+b2)J j+ b 2 1+ erf

( \  
az

V2*V+*2).

■̂2 xb2(a2+b2) e 2b~

■J2 x{a2+b2} 2 (a2+b2}-fa2+b'r e - m 1+ erf
(
t  J2b2{lz+b2

M
yj (C.6)
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Appendix D: The Simulation System

In all simulations, unless otherwise mentioned, the parameter receiver structures used will 

be what is presented below.

D.l Parameters used

An asynchronous single-cell BPSK/CDMA system was considered. The processing gain was 

set at 32 and all the users were transmitting simultaneously. All interference cancellation was 

done on 30-bit blocks, and the average correlation sample values over 30 bits were used for 

the estimation of the user signal powers. Furthermore, the chip rate was set at 4.096 Mcps 

(megachips per second) and the data were sent in continuous blocks of 10 ms.

For the flat Rayleigh fading channel, the maximum Doppler shift was 100 Hz. The Rayleigh 

simulator is the one in [134]. Data bits were not encoded. Long random spreading sequences 

were used. Additionally, the effects of path loss and shadowing were assumed to be 

effectively removed in all cases, and all users had random phase shifts distributed uniformly 

over [0, 2ti). For all the I-VGHIC scheme, pf ( 1) = 0.5, pf  (2) = 0.5, pf (3) = 1.0, and, pc (1) 

= 0.8, pc(2) = 1.0,/?r(3) = 1.0. These parameter values for the I-VGHIC scheme were found 

using simulations to provide the best overall performance. Note that for the AWGN channel, 

the signal levels of all users were assumed to be equal which may also imply perfect power 

control case.
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D.2 Receiver structures used

Aii the receivers implemented in the simulation nave been presented in Chapter 3. For the 

VGH3C, the version used is the one in Section 3.2 and not the simplified VGHIC used in the 

analysis. The ordering strategy used in the SIC is the ordering method 2 in Figure 4.1.
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