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Abstract

The sequestering of alkali and alkaline earth cations by host structures (ethylenediamine

tetraacetate, 18-crown-6, and hexaaza[18]annulene) was accomplished using density func-

tional theory and either all electron or model core potential basis sets. The sequestering

of alkali and alkaline earth cations by host structures (ethylenediamine tetraacetate,

18-crown-6, and hexaaza[18]annulene) was accomplished using density functional theory

and either all electron or model core potential basis sets. These calculations allow for an

understanding of the geometric position in which the cation bind to the host structure

and the stabilization energy gained when forming the host/guest structures. Some sol-

vation effects were taken into account for these calculations by either using polarizable

continuum model or the ∆∆E equation described in Chapter 4. The knowledge gained

from these types of studies could aid in choosing the correct host molecule to remove

specific cation(s) in industrial, commercial, and/or laboratory procedures.

Calculating a slice of the potential energy surface for noscapine was accomplished using

quantum mechanics using semi-empirical method and rotating the molecule along a di-

hedral angle. Energetic barriers in the rotation along this dihedral angle can provide an

understanding of the possible binding conformations.

A matrix of binding affinities of different isotypes of tubulin (ten isotypes or mutants

and 1TUB from the PDB) to derivatives of peloruside (twenty five derivatives) and

laulimalide (eighteen derivatives) was created. The binding affinity calculations were

accomplished using molecular mechanics, molecular dynamics, and quantum mechanics

methods. Several de novo drug designs have predicted improvement in tubulin binding

affinities.
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Chapter 1

Introduction

1.1 General Overview

Computational chemistry has become a fundamental tool in modern chemistry. Com-

puter programs and algorithms have been extensively developed over the past eighty

years and, along with major computer hardware advancements, have allowed for many

applications of computational chemistry to be exploited. Such applications include

molecular minimization or optimization, frequency calculations, thermodynamics, and

molecular dynamics. Using computational chemistry it is possible to obtain insight into

chemistry that would either be too expensive or too difficult to do in the laboratory.

There are two main classes of computational chemistry, based on quantum mechanics

and classical mechanics. Quantum mechanics (QM) method development has been di-

vided into two types which are Hartree-Fock (HF) and post-HF, or within the scope of

this Thesis wave function theory (WFT) and density functional theory (DFT). Back-

ground information on the quantum mechanics methods used is given in Chapter 2.

Classical mechanics employs methods such as molecular mechanics (MM) and molecular

dynamics (MD). These methods are utilized for larger molecules when the more accu-

rate quantum mechanical methods are still unattainable within the current capabilities

of computer hardware. Details of molecular mechanical and molecular dynamical meth-
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ods are given in Chapter 3.

The utilization of many computational programs (GAMESS [1], Gaussian 03 [2], MOPAC

[3], and AMBER [4]), as well as many visualization programs (MOLDEN [5], MacMol-

Plt [6], VMD [7], and Mercury [8]) was necessary in order to study the chemistry dis-

cussed in this Thesis and due to the nature of the problems that are being discussed many

levels of theory were used. Two main types of host/guest problems are addressed in this

Thesis. The first type of host/guest chemistry investigated involves ligands/metals in-

teractions and in these studies quantum mechanical methods were used. The second

type of host/guest chemistry that was investigated probes the interaction between pro-

teins and drugs. The anti-cancer drugs were studied at both the quantum mechanical

and molecular mechanical level, while the interactions between the protein (α/β-tubulin

dimer) and the drugs were calculated using molecular mechanics/dynamics methods due

to the large molecular size of the α/β-tubulin dimer.

The ligands/metal sections will focus on calculations performed using both the tetraden-

tate chelating ligand, ethylenediamine tetraacetate (C10H12N2O4−
8 , Figure 1.1a) and

the ring structures, 1,4,7,10,13,16-hexaoxacyclooctadecane (for simplicity the hexaoxa

complex will be referred to as 18-crown-6, C12H12N6, Figure 1.1b) and 1,4,7,10,13,1-

hexaazacyclooctadeca-1,3,5,7,9,11,13,15,16-nonaene (for simplicity the hexaaza complex

will be referred to as hexaaza[18]annulene, C12H12N6, Figure 1.1c). The protein/drug

sections of this Thesis will focus on two distinct projects: the first involves calculations

of a slice of the potential energy surface of noscapine (Figure 1.2a) enantiomers and

derivatives and the second project calculates the change in Gibbs free energy (∆G) of

laulimalide (Figure 1.2b), peloruside (Figure 1.2c), and both known and de novo designed

derivatives (derivatives are depicted in Appendices E and G, (see Supplementary Data)).
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(a)
EDTA4−

(b)
18-crown-6

(c)
Hexaaza[18]annulene

Figure 1.1: Cation capturing ligands

(a)
Noscapine

(b)
Laulimalide

(c)
Peloruside

Figure 1.2: Antimitotic drugs

Additionally, deoxyribonucleic acid (DNA) polymerase beta (pol β) inhibitors were re-

viewed. For modern cancer therapies, such as ionizing radiation and certain classes of

chemotherapy drugs target DNA, base excision repair is a fundamental pathway respon-

sible for the elimination of damaged DNA. Pol β is an essential enzyme to achieve base

excision repair and is considered to be a potential therapeutic target. This work was done

with Khaled Barakat and is not included within this Thesis. The interested reader is

referred to a paper to be published entitled “DNA polymerase beta (pol β) inhibitors: a

comprehensive overview”, which has been submitted to Current Pharmaceutical Biotech-

nology.
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1.2 Host/Guest Chemistry

Host/guest chemistry describes molecular complexes that are composed of two or more

components; these components are held together by forces other than full covalent bonds.

These noncovalent interactions include ionic bonding, hydrogen bonds, van der Waals

forces and hydrophobic interactions. The noncovalent bonding allows for molecular

recognition of the guest molecule to the host molecule. Host/guest chemistry has many

beneficial properties and these have been exploited in the laboratory, industry and even

within our bodies. Some examples: sequestering heavy metal cations, buffering so-

lutions, titrations, industrial cleaners, conformational changes (such as in the case of

hemoglobin which allows for oxygen transport), and many more [9]. The host compo-

nent is usually considered to be the larger molecule and it interacts with the smaller

guest molecule/atoms .

1.3 Project Summary

The first project that will be discussed uses DFT to study the complexation reaction

between EDTA4− and alkali/alkaline earth cations M (where M = Na+, K+, Rb+, Mg2+,

Ca2+, and Sr2+). Full details of this project are given in Chapter 4 and the optimized

coordinates are given in Appendix A, (see Supplementary Data). This project investi-

gated the binding affinities of several cations with the tetradentate EDTA4− molecule.

The DFT calculations for MEDTAn−4 and M(H2O)6
n+ (where n is the charge of the

cation) were carried out at both all-electron (AE) and the model core potential (MCP)

pseudopotential levels using two DFT functionals. Results from these four methods

were compared and it was found that the ions bind with EDTA4− with selectivity of

Mg2+>Ca2+>Sr2+>Na+>K+>Rb+. This work was published as an invited paper in

the Canadian Journal of Chemistry in 2009, [10] and was presented at the 16th Cana-
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dian Symposium on Theoretical Chemistry in St. Johns, Newfoundland (2007) and at

the Warburg International Summer School and Workshop on Computational Systems

Biology in Berlin, Germany (2007).

The second project pertains to DFT calculations for M-6aa and M-18c6 (where M = Rb+,

Cs+, Sr2+, and Ba2+). Full details of this project are given in Chapter 5 and the opti-

mized coordinates are given in Appendix B, (see Supplementary Data). The DFT studies

of the electronic structure and geometry of 18-crown-6 (18c6), hexaaza[18]annulene (6aa),

6H2O and their complexes with Rb+, Cs+, Sr2+, and Ba2+ were performed using MCP

pseudopotential parametrization. Results from this study show that the ions bind more

strongly to 6aa than to the 18c6 moiety and the difference is more pronounced for cations

with smaller radii. This work was published in Inorganica Chimica Acta in 2008 [11] and

was presented at the 6th Canadian Computational Chemistry Conference in Vancouver,

British Columbia (2006).

In order to make the switch from the chelating agents EDTA4−, 18-crown-6, and hex-

aaza[18]annulene to anti-cancer drugs, it is necessary to provide the reader with some

background information about the cell, specifically microtubules. This background is im-

perative in order to discuss the results of the project pertaining to noscapine, peloruside,

and laulimalide. Therefore, background information of anti-cancer drugs and cancer cells

will be briefly discussed in Chapter 6.

The third project focuses on studies of geometric conformations of the antitussive (cough

suppressant) and antimitotic (prevents or disrupts mitosis) agent noscapine. Noscapine,

due to the presence of chiral carbons (shown in Figure 1.2a as C∗1 and C∗2), has four

possible enantiomers and under acidic conditions the protonation of the nitrogen would

generate the proton at either the axial or equatorial position. Therefore, there are eight
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systems that are considered in this investigation, SS-ax, SS-eq, SR-ax, SR-eq, RS-ax,

RS-eq, RR-ax, and RR-eq. For each enantiomer, five derivatives were generated, which

produced forty molecules whose energies were optimized for several fixed values of the

dihedral angle C-C∗2-C∗1-N. In this study the reparameterization of the Austin Model 1

(AM1) [12] semiempirical molecular orbital method, the Recife Model 1 (RM1) [13] was

used. This study calculated a slice of the potential energy surface along a dihedral angle

(C-C∗2-C∗1-N) that connects the two ring structures. Full details of this project are given

in Chapter 7 and the optimized coordinates for a dihedral angle of 180◦ are given in

Appendix C, (see Supplementary Data). This work is part of a larger project and will

be published when all components of the project have been completed.

The last computational project involves two new antimitotic drugs peloruside and lauli-

malide and full details of this project are given in Chapter 8 and in Appendices E and G,

(see Supplementary Data). Additionally, optimized coordinates are given in Appendices

D and F, (see Supplementary Data). Both peloruside and laulimalide have shown to be

promising antimitotic drugs for future clinical use. Unfortunately, both peloruside and

laulimalide present some unique problems as antimitotic agents in their parent form.

For example, peloruside is extremely difficult and expensive to synthesize, and the epox-

ide ring on laulimalide opens up in slightly acidic conditions (not unlike the conditions

found in a tumor, where the pH drops from approximately 7.3 in a healthy cell down

to 6.5 in a tumor cell) to form isolaulimalide, which is far less potent than laulimalide.

The drawbacks of the parent compounds create a need for new derivatives to be devel-

oped. Computationally developing and testing new derivatives enables a broader range

of drugs to be tested without the large cost of synthesis impeding the search for a better

antimitotic agent. Molecular dynamics calculations were done on ten isotypes or mu-

tants and 1TUB [14] from the PDB of α/β-tubulin (1TUB, βI, βIIa, βIIb, βIII, βIVa,

βIVb, βV, βVI, βVII, and βVIII) with peloruside A and B, laulimalide, isolaulimalide,
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and both known and de novo designed derivatives. The values of ∆G were calculated for

all forty-three compounds with the ten isotypes or mutants and 1TUB from the PDB of

α/β-tubulin to form a binding affinity matrix. These forty-three drug molecules show

different selectivities to the α/β-tubulin isotypes and these selectivities can be exploited

to kill cancerous cells that overproduce one or more of the isotypes. This work was

presented at the 91st Canadian Society of Chemistry Conference in Edmonton, Alberta

(2008), the 7th Canadian Computational Chemistry Conference in Halifax, Nova Scotia

(2008), the Alberta Cancer Research Institute in Banff, Alberta (2009), and the 17th

Canadian Symposium on Theoretical Chemistry in Edmonton, Alberta (2010). This

work will be published in the future.

Finally, Chapter 9 of this Thesis includes a discussion of future work and general conclu-

sions. Additional details and results are collected in a separate booklet Supplementary

Data; for the peloruside and laulimalide projects additional details can be found in

Appendices E and G, and optimized cartesian coordinates for all of the projects can

be found in Appendices A, B, C, D, and F, (see Supplementary Data). All necessary

information pertaining to the implementation of the semi-empirical parameters of the

RM1 method into the GAMESS program is outlined in Appendix H, (see Supplementary

Data). The Supplementary Data preprint is available upon request from Melissa Gajew-

ski (mmg8@ualberta.ca) or Mariusz Klobukowski (mariusz.klobukowski@ualberta.ca).

The majority of the calculations to determine the protein/drug binding were done on

the PharmaMatrix cluster. According to the PharmaMatrix website

(https://www.pharmamatrix.ualberta.ca/), the cluster “consists of 128 nodes of 64 Hewlett

Packard ProLiant BL2x220c G5 double density blades. Every node in the PhamaMatrix

cluster has 8GB of RAM and two Intel Xeon E5420 quad-core processors running at

2.5Ghz for a total capacity of 1024 cores and 1TB of RAM. All nodes are interconnected
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by 4X DDR InfiniBand and gigabit Ethernet. Storage for research data is provided by

a Sun Microsystems X4540 with 13TB of online storage, and backups are done with a

Sun SL48 tape library and Bacula.”
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Chapter 2

Quantum Mechanical Methods

The present Chapter summarizes the most important concepts, equations, and deriva-

tions that were used in the remainder of the Thesis. The details described in this

section use derivations of formulas that can be found in many quantum chemistry text

books. The references that were primarily used in this section include books by Szabo

and Ostlund [15], McQuarrie and Simon [16], Schatz and Ratner [17], Cramer [18], and

Thiel [19].

2.1 Hartree-Fock: an all electron method

A major challenge in quantum chemistry is determining the exact solution to the Schrödinger

equation

ĤΨ({RA}, {ri}) = EΨ({RA}, {ri}), (2.1)

which would give the wavefunction (Ψ(RA, ri)) and the energies (E). The Hamiltonian

operator (Ĥ), given in Equation (2.2) in atomic units, describes nuclei and electrons in

terms of their positions, {RA} and {ri}, respectively.

Ĥ = −
M∑
A=1

1
2MA

∇2
A︸ ︷︷ ︸

T̂N

−
N∑
i=1

1
2
∇2
i︸ ︷︷ ︸

T̂e

−
N∑
i=1

M∑
A=1

ZA
riA︸ ︷︷ ︸

V̂Ne

+
N∑
i=1

N∑
j>i

1
rij︸ ︷︷ ︸

V̂ee

+
M∑
A=1

M∑
B>A

ZAZB
RAB︸ ︷︷ ︸

V̂NN

(2.2)
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Equation (2.2) contains 5 terms; T̂N and T̂e are the kinetic energy operators for the

nuclei and electrons, respectively, where MA represents the mass of the nucleus A. V̂Ne

represents the Coulomb attraction between the electrons and the nuclei, where ZA is the

nuclear charge and riA is the distance between electron i and nucleus A. V̂ee and V̂NN

are the Coulomb repulsion between electrons i and j separated by distance rij and nuclei

A and B separated by distance RAB.

The Schrödinger equation is very difficult to solve and its solutions can only be obtained

for very few problems. Approximations must be made in order to simplify Equation

(2.1). The first approximation is known as the Born-Oppenheimer (BO) approximation,

according to which the true molecular wavefunction can be approximated as

Ψ(RA, ri) = Ψel(ri;RA)ΨN (RA), (2.3)

where the electronic (Ψel) and nuclear (ΨN ) wavefunctions are separated. The BO

approximation is acceptable because electrons are significantly lighter than nuclei and

thus move more rapidly than the nuclei. In other words, during the fast electronic motion,

the nuclear motion is relatively slow and the nuclear positions do not change significantly.

Thus, the nuclear motion contribution is negligible and the nuclear positions can be

considered as stationary. Within the BO approximation T̂N can be neglected and V̂NN

is considered to be constant, since the positions of the nuclei are fixed in space. Therefore,

the Schrödinger equation can be rewritten as the electronic Schrödinger equation,

(Ĥel + V̂NN )Ψel = EtotalΨel, (2.4)



CHAPTER 2. QUANTUM MECHANICAL METHODS 11

where

Ĥel =
N∑
i=1

1
2
∇2
i −

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
j>i

1
rij

(2.5)

V̂NN =
M∑
A=1

M∑
B>A

ZAZB
RAB

(2.6)

Etotal = Eel + VNN . (2.7)

By neglecting VNN in Equation (2.2), a purely electronic Schrödinger equation is ob-

tained,

ĤelΨel = EelΨel (2.8)

Ψel is the electronic wavefunction which describes the motion of N electrons in a field of

M nuclei. Both Ψel and Eel depend on the nuclear positions:

Ψel = Ψel({RA}) (2.9)

Eel = Eel({RA}). (2.10)

Even with the simplified electronic Hamiltonian operator given in Equation (2.5), the

electronic Schrödinger equation is still very difficult to solve and exact solutions only

exist for systems that have only one electron. One needs to introduce the second ap-

proximation leading to the Hartree-Fock (HF) method. This method allows for the

transformation of the N -electron equation into N one-electron equations.

For a closed-shell molecular system, the ground-state Hartree-Fock wavefunction is given
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by the Slater determinant based on N spinorbitals, ψi(xj)

Ψ0 =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(x1) ψ1(x2) . . . ψ1(xN )

ψ2(x1) ψ2(x2) . . . ψ2(xN )
...

...
. . .

...

ψN (x1) ψN (x2) . . . ψN (xN )

∣∣∣∣∣∣∣∣∣∣∣∣∣
where x contains the space component (r), and the spin coordinate (σ). In the determi-

nantal representation (Ψ0) each column refers to the jth electron described by different

spinorbitals, and each row refers to the ith spinorbital describing each electron. A spinor-

bital ψi(xj) is a product of both space (φ) and spin functions (α and β),

ψi(xj) = φi(rj)×


α(σj)

β(σj)
. (2.11)

According to the variational principle, the spinorbitals are obtained by minimizing the

ground state energy (E0),

E0 = 〈Ψ0|Ĥel|Ψ0〉. (2.12)

Equation (2.12) is presented in the Dirac notion, which will be used throughout this

Chapter. Consider a well behaved functions {fi(x)} and and operator Â, then

〈m|n〉 ≡
∫
f∗mfndτ, and (2.13)

〈m|Â|n〉 ≡
∫
f∗mÂfndτ, (2.14)

where ∗ indicates the complex conjugate for the arbitrary function {fm(x)} and τ is the

integration variable in which the integrating is over. In the case of Equation (2.12), the

integration is over both the space and spin component.
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After substitution of the determinantal wavefunction Ψ0 into Equation (2.12) the energy

E0 becomes a functional of the spinorbitals. Obtaining the spinorbitals that minimize

E0 determines the best possible approximation to the ground state of the N -electron

system described by the electronic Hamiltonian. This reduces the N -electron problems

to a set of one-electron equations, which are known as the Hartree-Fock equations,

F̂ (x1)ψi(x1) = εiψi(x1) i = 1, 2, . . . , N. (2.15)

The Fock operator (F̂ (x1)) depends on both space (r) and spin (σ); by using the or-

thonormality of the spinorbitals the HF equations can be written in terms of the spatial

orbitals only,

F̂ (1)φi(1) = εiφi(1) i = 1, 2, . . . , N, (2.16)

where the label ‘1’ represents the spatial coordinates of a single electron (r1). F̂ (1)

represents the one-electron Fock operator, φi(1) is the ith spatial orbital and εi is the

orbital energy. The Fock operator can be written as

F̂ (1) = ĥcore(1) + v̂HF (1), (2.17)

where ĥcore(1) is the core Hamiltonian, which describes the motion of a single electron in

the field of all nuclei, and v̂HF (1) is the HF potential energy operator, which describes

the electron-electron interaction in an averaged electronic distribution. ĥcore(1) is given

by

ĥcore(1) = −1
2
∇2

1︸ ︷︷ ︸
T̂e

−
M∑
A=1

ZA
r1A︸ ︷︷ ︸

V̂Ne

, (2.18)

which has the kinetic energy operator (T̂e) for one electron and a potential energy oper-

ator (V̂Ne) for the attraction between one electron and the nuclei.
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For a closed-shell system the interelectron potential operator can be given as

v̂HF (1) =

N
2∑
j=1

[2Ĵj(1)− K̂j(1)], (2.19)

where Ĵj(1) is the Coulomb operator and K̂j(1) is the exchange operator. The sum

over j runs over the occupied spatial orbitals. The Coulomb and exchange operators are

defined as

Ĵj(1)φi(1) =

[∫
φj(2)

1
r12

φj(2)dr2

]
φi(1) (2.20)

and

K̂j(1)φi(1) =

[∫
φ∗j (2)

1
r12

φi(2)dr2

]
φi(1). (2.21)

The Coulomb operator gives the repulsion experienced by an electron due to the aver-

aged distribution of the others. The exchange operator stems from the Fermion statistics

which describes the energy of single particles in a system and is comprised of many iden-

tical particles, such as electrons and has no classical analogue.

The Fock operator (given in Equation (2.17)) which is used to calculate the energy using

Equation (2.16) depends on its own eigenfunctions through Equations (2.20) and (2.21).

Thus, solving the HF equations requires knowledge of the orbitals. For this reason the

HF equations are solved iteratively, which is usually done by using an initial guess of the

wavefunction and then solving the equation and taking the new wavefunction as the next

guess wavefunction. This procedure is repeated until the new wavefunction does not dif-

fer significantly from the wavefunction from the previous step of iteration. This method

is known as the self-consistent field (SCF) method. Using the HF all-electron (AE) cal-

culations provides useful insight into chemical properties, but the computational cost

of AE calculations can sometimes be too great for very large molecules and additional

approximations are needed to speed up the calculations.
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2.2 Valence electron only methods

Chemical characteristics, atomic properties, and bonding capabilities are directly related

to the valence electrons while the core electrons, which are more tightly bound to the

nuclei, only provide the core-valence potential for the valence electrons to move in.

Hellmann [20, 21] and Gombás [22] in mid 1930’s suggested to replace the core-valence

electron interaction by a potential. Many methods have since been developed and a brief

overview of three of them is given below: effective core potentials (ECP), model core

potentials (MCP), and semiempirical (SE) methods.

2.2.1 Effective Core Potentials

In 1976, Kahn et al. [23] introduced a method to generate effective core potentials. The

ECP for an atom is obtained by

V eff
l = εl +

Zeff
r
− l(l + 1)

2r2
+

(1
2∇

2 − V ′val)χl
χi

, (2.22)

where l indicates the angular momentum, V eff
l is the effective potential, Zeff is the

effective nuclear charge (nuclear charge minus the number of core electrons), V ′val is the

valence orbital interaction potential between pseudo-orbitals (pseudo-orbitals are the or-

bitals that are created by smoothing the valence orbital, see Figure 2.1), r is the radial

variable, χl is the pseudo-orbital constructed from the Hartree-Fock orbitals, and εl is

the eigenvalue energy of the original HF orbital.

The ECP reduces the number of electrons that are explicitly calculated, which reduces

the amount of computation time required and allows for calculations of larger systems

that would otherwise be unattainable. When the radial functions of AE and ECP cal-

culations are compared, ECP performs quite well at long distances, but ECPs do not

reproduce the nodal structure at short distances (see Figure 2.1). Therefore, ECP offers



CHAPTER 2. QUANTUM MECHANICAL METHODS 16

a reduction in the computational time and is a good approximation for most chem-

istry (chemistry that takes place in the outer range of r). The nodal structure becomes

increasingly important when the investigated property (such as spin-orbit coupling) is

dependent on the orbital shape close to the nucleus and, hence, another method must

be employed.

2.2.2 Model Core Potentials

The foundations of MCP method were presented by Bonifacic and Huzinaga in 1974 [24];

a review of the method can be found in reference [25]. There have been several versions

of MCP and the details of these variants are given in references [24,26,27] and the more

recent work done on MCP’s with spin-orbit coupling (SOC) by Zeng et al. has been

summarized [28–31].

Both MCP and ECP reproduce the shape of valence orbitals at larger radial distances

but only the MCP plot overlaps the entire AE radial function, as apparent from Figure

2.1. The core potential in the MCP method is represented by

V core = −Z −Nc

ri

[
1 +

∑
l

Alr
nl
i exp(αlr2

i )

]
(2.23)

where Z is the nuclear charge, Nc is the number of core electrons, ri is the position of

electron i, Al and αl are adjustable parameters, and nl is 0 or 1.

The MCP method is an improvement over the ECP method due to the correct nodal

structure over the entire AE radial function and, like ECP, MCP provides AE-like results

using a fraction of the computational time. The reduction in computational time allows

for larger systems to be studied. However, if even larger systems are of interest, another

approach to the valence-electron methodology is needed.
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Figure 2.1: The radial functions and orbital energies of the Au 5d orbital from the AE,
ECP and MCP calculations. The AE calculation was at the DK3 relativistic level with
uncontracted well-tempered basis functions [32]. The ECP calculation was performed
using the ECP60MDF [33] potential and basis set. The MCP calculation was performed
using the recently developed potentials (at the DK3 relativistic level) and basis set [34].
The orbital energies are listed for comparison. (Image produced and added with permis-
sion of Dr. T. Zeng)

2.2.3 Semi-empirical Methods

The semi-empirical approach to quantum chemistry is characterized by the inclusion of

empirical parameters from either experimental results or high-level quantum mechanical

calculations. Semi-empirical methods are based on the molecular orbital (MO) theory.

The goal of semi-empirical methods was to develop a method that reproduces exper-

imental results while using only a minimal basis set and explicitly treating only valence

electrons. Dewar and co-workers worked for many years developing semi-empirical meth-

ods that are still in use today. Two of the most popular are the MNDO (Modified Neglect

of Diatomic Overlap) and AM1 (Austin Model 1) methods. Both of these methods are
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based on the NDDO (Neglect of Diatomic Differential Overlap) formalism.

In order to consider NDDO, which is the basis for MNDO, AM1, and the RM1 methods

described later in this Chapter, the self-consistent molecular orbital theory must first be

discussed. Self-consistent field (SCF) theory optimizes the orbitals using the variational

principle and uses the linear combinations of atomic orbitals (LCAO). The coefficients in

the LCAO are chosen to minimize the energy, thus yielding the best linear combination

of atomic orbitals for the self-consistent functions (LCAO SCF). In order for this method

to be a useful computational method for very large molecules, further approximations

must be made. Using LCAO SCF and neglecting the differential overlap, (i.e. neglecting

the product of pairs of different atomic orbitals in certain electron-interaction integrals)

as well as introducing empirical parameters, creates the basis for NDDO semi-empirical

methods.

Using Roothaan’s [35] LCAO SCF formalism to calculate MO’s, the valence electrons

are described by LCAO MOs using Equation (2.24)

ψi =
k∑
ν=1

φνcνi (2.24)

where φν are the valence atomic orbitals, and ν denotes atomic orbitals. Substitut-

ing Equation (2.24) into the HF equations Equation (2.16) we obtain several equations

that describe the LCAO MO formalism in the matrix form. The expanded matrix HF

equations are:
k∑
ν=1

Fµνcνi =
k∑
ν=1

Sµνcνiεi, ν = 1, 2, ..., k (2.25)

where εi is the orbital energy for the MO ψi, and the overlap integral Sµν is defined by

Sµν =
∫
φ∗µφνdr. (2.26)
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The Fock matrix element is given by,

Fµν = Hµν +Gµν (2.27)

and the Hµν is the matrix element of the one-electron Hamiltonian,

Hµν =
∫
φ∗µ

[
−1

2
∇2 −

∑
A

VA(r)

]
φνdr, (2.28)

where VA(r) is the sum of potentials for various atoms A in the molecule, and

Gµν =
k∑

λ=1

k∑
σ=1

Pλσ

[
〈µν|λσ〉 − 1

2
〈µσ|νλ〉

]
(2.29)

Gµν is the matrix element of the potential due to other valence electrons, which depends

on the population matrix Pλσ, and

〈µν|λσ〉 =
∫ ∫

φ∗µ (1)φν (1) (r12)−1 φ∗λ (2)φσ (2) dr1dr2, (2.30)

〈µσ|νλ〉 =
∫ ∫

φ∗µ (1)φσ (1) (r12)−1 φ∗ν (2)φλ (2) dr1dr2, (2.31)

and

Pλσ = 2
occ∑
i

c∗iλciσ. (2.32)

The sum in Equation (2.32) is over occupied orbitals only, and formally εi are the roots

of the secular equation,

|Fµν − εSµν | = 0. (2.33)

Eel is the total electronic energy of the valence electrons, and the total energy Etot is

found by adding in the repulsion energy between the cores, where ZX is the core charge
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on atom X and RAB is the A−B internuclear distance.

Eel =
1
2

k∑
µ=1

k∑
ν=1

Pµν (Hµν + Fµν) (2.34)

Etot = Eel +
∑
A<B

∑
B

ZAZB
RAB

, (2.35)

Equations (2.25) to (2.35) form the basis of LCAO SCF calculations. Further assump-

tions are needed for the complete neglect of diatomic overlap (CNDO): φµ form an

orthonormal set; two-electron integrals are neglected; electron interaction integrals de-

pend on the atoms to which the orbitals belong and not the type of orbital; integrals

〈µ|VB|ν〉 = 0 if µ 6= ν and φµ, φν are not on atom A. The off-diagonal core matrix

elements between orbitals on different atoms are calculated using

Hµν = βµν = β0
ABSµν , (2.36)

where Sµν is the overlap integral and β0
AB is the parameter depending on the nature

of the atoms A and B. These assumptions are made to simplify the calculations and

further details can be found in [36].

Neglect of Diatomic Differential Overlap (NDDO)

NDDO as the name indicates, neglects the differential overlap in two-electron integrals

for atomic orbitals on different atoms (neglect the two electron integrals which depend

on the overlapping of charge densities of different orbitals, unless both orbitals belong

to the same atom, shown in Equation (2.30)). All products φµφν for different orbitals

on the same atom are retained. Starting from the LCAO SCF equations shown in the

previous section (Equations (2.24) to (2.35)), the following assumptions are made.
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Assumption 1:

{φµ} are treated as if they are an orthonormal set, and therefore their overlap inte-

grals (Sµν) are equal to zero unless µ = ν in which case Sµν = 1. The coefficients (ciµ)

form an orthogonal matrix and the orthonormality conditions for ψi become,

∑
µ

ciµcjµ = δij , (2.37)

where δij is the Kronecker delta. Using this approximation, the diagonal matrix elements

Pµµ are the electron populations of the atomic orbitals φµ, and

∑
µ

Pµµ = 2N (2.38)

where 2N is the number of valence electrons. Pµν is the molecular orbital bond order of

neighbouring atoms.

Assumption 2:

All of the two-electron integrals shown in Equation (2.30) depend on the overlapping

charge densities of the basis orbitals on different atoms are neglected. This leads to

〈µν|λσ〉 being equal to zero unless µ, ν belong to the same atom A and λ, σ are centered

on atom B (where B could be the same atom as A). All other two-electron integrals are

two-centered, with one electron on each atom.

With these two assumptions, the matrix elements are:

Fµν = Hµν +
∑
B

∑
λ,σεB

Pλσ

〈µν|λσ〉 − 1
2

∑
λ,σ

〈µσ|νλ〉

 (2.39)



CHAPTER 2. QUANTUM MECHANICAL METHODS 22

where µ and ν are both on A, and

Fµν = Hµν −
1
2

∑
σεA

∑
λεB

Pλσ〈µσ|νλ〉 (2.40)

where µ is on A and ν is on B.

The core Hamiltonian is split into atomic parts, and the matrix elements between orbitals

on the same atom are

Hµν = Uµν −
∑
B 6=A
〈µ|VB|ν〉, (2.41)

where VB is the sum of the kinetic energy and the potential energy in the electrostatic

field of the core. The core matrix elements Hµν are calculated using Equation (2.36),

where the parameter β0
AB (which depend on the AB distance) are derived empirically to

match either experimental data or calculated results.

Semi-empirical parameters

The semi-empirical methods allow for quick calculations to be done with reasonably ac-

curate results. The semi-empirical calculations scale on the order of O2 with respect

to the size of the system, whereas other quantum computational methods scale with a

much larger exponent. Parameters are used to compensate for the approximations used

in the integral calculations. The parameters used are derived from experiment and/or

high level quantum mechanical calculations; these parameters are described in detail in

Appendix H, (see Supplementary Data) of this Thesis. It is the integral approximations

made in semi-empirical methods that greatly speed up the calculations, because it is the

two-electron integrals calculations that are computationally expensive. If only the previ-
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ously described equations and assumptions were used within the semi-empirical method,

the semi-empirical calculations would not give accurate or reliable results because of the

underlying theory of neglecting or making approximations to some important integrals.

It is therefore necessary to compensate for some of the vanishing integrals by introducing

parameters. These parameters are optimized by adjusting them until the results of the

calculations match the reference data. The accuracy of the semi-empirical methods for

a set of conditions is dependent on the quality and quantity of the reference data used

in the parameterization process.

The Modified Neglect of Diatomic Overlap (MNDO) Method

The MNDO method started with first row elements (H, C, N, and O) [37] and was later

expanded to halogens and second row elements [38]. Finally it was expanded to include

transition metals after the inclusion of d orbitals (MNDO-d) [39].

MNDO is similar to the NDDO method in respect to which integral are kept and which

are discarded, but differs from NDDO in the manner in which the repulsion integrals

are calculated. NDDO calculates both the one-center and two-center repulsion integrals

analytically, but these integrals are calculated using spectroscopic experimental data or

from semi-empirical expressions in the MNDO approximation. Spectroscopic experimen-

tal data, such as ionization potential and electron affinity, was used to calculate the one

center repulsion integrals which allows for some correlation effects to be incorporated

into the MNDO method, which is not taken into account in the NDDO method. The

Fock matrix elements of MNDO method are shown in the following equations:
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Fµµ = ĥcoreµµ +
∑
νεA

[
Pνν〈µµ|νν〉+

1
2
Pνν〈µν|µν〉

]
(2.42)

+
∑
B 6=A

∑
λ∈B

∑
σ∈B

Pλσ〈µµ|λσ〉

where

ĥcoreµµ = Uµµ −
∑
B 6=A

Vµµ,B (2.43)

VµµB = −ZB〈µµ|sBsB〉,

where µ is located on atom A and sB are valence orbitals.

Fµν = ĥcoreµν +
3
2
Pµν〈µν|µν〉 −

1
2
Pµν〈µµ|νν〉 (2.44)

+
∑
B 6=A

∑
λεB

∑
σεB

Pλσ〈µν|λσ〉;

µ and ν both on A, and

ĥcoreµν = −
∑
B 6=A

VµνB (2.45)

VµµB = −ZB〈µAνA|sBsB〉

Fµλ = βµλ −
1
2

A∑
ν

B∑
σ

Pµν〈µν|λσ〉. (2.46)

The Fock matrix elements contain one-center one-electron energies Uµµ, one center two-

electron repulsion integrals 〈µµ|νν〉 = Gµν , one center two-electron exchange integrals

〈µν|µν〉 = Hµν , two-center one-electron core resonance integrals βµλ from Equation

(2.46), two-center one-electron attraction term between electron distribution at atom A

and the core of atom B (Vµν), and two-center two-electron repulsion integrals 〈µν|λσ〉.

These elements are determined from experimental data (heats of formation, dipole mo-
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ments, ionization energies and molecular geometries) or from semi-empirical expres-

sions [38] that are adjusted to fit experimental data. The core-electron attraction and

core-electron repulsion term for MNDO are represented by the following equations, re-

spectively:

Vµν,B = −ZB〈µν|sBsB〉 (2.47)

EcoreAB = ZAZB〈sAsA|sBsB〉+ f3 (RAB) (2.48)

where f3 (RAB) contains exponential functions in the form eαARAB + eαBRAB , but the

formulas are varied for different atom pairs. For example for two neutral atoms,

f3 (RAB) = ZAZB(sAsA|sBsB)[e−αARAB + eαBRAB ] (2.49)

is used but it was determined that for the pairs N -H and O-H,

f3 (RXH) = ZXZH(sXsX |sHsH)(RXH/Å)[e−αXRXH + eαHRXH ] (2.50)

is more accurate, where X = N or O.

The MNDO approximation, like the NDDO approximation, provides a quick way to

perform quantum mechanical molecular calculations, but unlike the NDDO approxima-

tion, the MNDO approximation provides some electron correlation effects due to the

use of one center repulsion integrals. Some of the drawbacks of the MNDO method are

that calculations fail to reproduce hydrogen bonds distances, energies are too small for

molecules that are sterically crowded, energies are too large for molecules containing

four-membered rings, and the activation energies tended to be too large. The next gen-

eration of semi-empirical methods, Austin Model 1 (AM1), was developed specifically to



CHAPTER 2. QUANTUM MECHANICAL METHODS 26

address these issues.

Austin Model 1 (AM1)

In 1985, Dewar et al. [12] developed AM1 using the NDDO approach and the MNDO

formalism previously discussed. The shortcoming of MNDO were specifically addressed

when this method was developed. It was found that the core repulsion function in

the MNDO method, shown in Equation (2.48), could be modified with the addition of

Gaussian terms. Therefore Equation (2.48) was modified to:

EcoreAB = ZAZBγss [1 + F (A) + F (B)] (2.51)

where

F (A) = e−αARAB +
∑
i

KAie
[LAi

(RAB−MAi
)2] (2.52)

F (B) = e−αBRAB +
∑
j

KBje
[LBj

(RAB−MBj
)2] (2.53)

The L parameters determine the width of the Gaussian and are not included in the

optimization of these terms, and the factors KAi/KBj and MAi/MBj were optimized.

KAi/KBj are Gaussian multiplier for the nth Gaussian of atom A/B, LAi/LBj are Gaus-

sian exponent multiplier for the nth Gaussian of atom A/B and MAi/MBj are the radius

of center for the nth Gaussian of atom A/B. Two types of Gaussian terms were added

to Equation (2.51) to reduce the overestimated interatomic repulsions at large separa-

tion. The first type is an attractive Gaussian to compensate the excessive repulsion

and the second type is a repulsive Gaussian centred at smaller internuclear separations.

The addition of these Gaussians reduced the repulsion at larger internuclear distances.

Therefore, some of the drawbacks of the MNDO method have been addressed with the

AM1 method and this leads to a better estimate of activation energy for reactions, as
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well as the ability to reproduce hydrogen bond distances.

Recife Model 1 (RM1)

Stewart et al. published a series of papers on development of the widely used Parameteri-

zation Model (PMx, where X is 3,4,5,6) semiempirical molecular orbital methods [40–45]

and these methods were utilized along with the previously described AM1 method for

approximately twenty years. In 2006 Rocha et al. reparameterized the AM1 method and

created the Recife Model 1 (RM1) [13] semiempirical molecular orbital method. This

method uses the same parameters as the AM1 method, but unlike the AM1 method

where only a few parameters were optimized, RM1 optimizes all 191 parameters for

ten atoms (hydrogen, carbon, nitrogen, oxygen, phosphorus, sulphur, fluorine, chlorine,

bromine, and iodine), including the one-center two-electron repulsion integrals, which

are taken from experimental ionization potentials and electron affinities [46] in the AM1

method. The optimization procedure for the RM1 method uses a least squares fitting

procedure.

Fresp =
∑
i

(qcalci − qexpi )2w2
i , (2.54)

where qcalci and qexpi are calculated and experimental values of property i, and wi are

weights equal to those used in the MNDO approximation (given in Table 2.1). The

chemical properties that were investigated by Rocha et al. [13] are enthalpies of forma-

tion, dipole moments, ionization potentials, bond lengths, and bond angles, and from

their results it is apparent that RM1 is an improvement over not only AM1, but also

PM3 and in addition it shows to be at least competitive with the PM5 method.

2.3 Beyond Wave Function Theory

Post HF methods such as complete active space (CAS), configuration interaction (CI),

perturbation theory (PT) and coupled cluster (CC), are additional ways of approximating
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Table 2.1: Properties and weights used in general semi-empirical fitting for MNDO
methods

Property, qexpi Weight, wi

Heat of Formation (∆Hf ) 1kcal−1 mol
Ionization potential (IP ) 10 eV−1

Dipole moment (µ) 20 D−1

Interatomic distance (Rab) 100 Å−1

Bond angle (θl) 2/3 degree−1

Dihedral angle (θd) 1/3 degree−1

the exact solution of the Schrödinger equation, but unfortunately even for small molecules

the calculations are very expensive. The time consuming problem has been addressed

by the popular density functional theory (DFT), where the system is described by the

electronic density ρ, which only depends on three variables x, y, and z. Therefore, no

matter how big the system is the problem is always a 3-dimensional problem in DFT and

not a 3N-dimensional (where N is the number of electrons) problem as in the HF-based

methods. The DFT functionals have been developed for different problems of interest

and a comical yet accurate summary of these developments can be found in [47]. Within

this Thesis a general overview of the DFT method will be given.

2.3.1 Density Functional Theory

In 1964, Hohenberg and Kohn [48] proved that for N interacting electrons moving in an

external potential v(r) there is a universal functional F [ρ(r)] of the ground-state electron

density ρ(r) that minimized the energy functional

E[ρ(r)] = F [ρ(r)] +
∫
ρ(r)v(r)dr. (2.55)



CHAPTER 2. QUANTUM MECHANICAL METHODS 29

The minimum value of E is the ground-state electronic energy. The theory given here

only holds for the non-degenerate ground-states, for the case of degenerate ground-states

see [49].

The major problem of the above theory is that it provides only an existence proof of a

functional, but the form of this functional is still unknown. In 1965, Kohn and Sham [50]

developed a method for determining ρ(r). The Kohn-Sham method to determine ρ(r)

solves an equation which has a similar form to the HF equation (given in Equation (2.56)

below).

F̂KSφKSi (r) = εKSi φKSi (r), (2.56)

Equation (2.56) is known as the Kohn-Sham (KS) equation. F̂KS is the effective one-

electron KS operator, φKSi (r) are the KS orbitals, and εKSi are the KS orbital energies.

In the KS formalism, the electron density of the system is calculated as

ρ(r) = 2

N
2∑
i=1

|φKSi (r)|2. (2.57)

The KS operator F̂KS is defined as

F̂KS(1) = −1
2
∇2

1 −
M∑
A=1

ZA
r1A

+ 2

N
2∑
j=1

Jj + VXC(r), (2.58)

where Jj(r1) the Coulomb repulsion term is

Jj(r1) =
∫
ρ(r2)
r12

dv2, (2.59)

and VXC(r) the exchange-correlation potential term is the functional derivative

VXC(r) =
δEXC [ρ(r)]

δρ(r)
. (2.60)
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The ground-state energy functional in Equation (2.55) is given as

E0[ρ(r)] = 2

N
2∑
i=1

〈φi(r)| − 1
2
∇2|φi(r)〉 −

M∑
A=1

∫
ZAρ(r1)
r1A

dr1 (2.61)

+
1
2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2 + EXC [ρ(r)].

The form of the exchange-correlation energy EXC [ρ(r)] is not known and is usually ap-

proximated by separating EXC [ρ(r)] into two parts, exchange and correlation functionals,

given as

EXC [ρ(r)] = EX [ρ(r)] + EC [ρ(r)]. (2.62)

Two exchange functionals that are used within the calculations in this Thesis: Becke

1993 (B3) [51] and Gill 1996 (G) [52] and two correlation functionals are used: Perdew

1986 (P86) [53] and Lee, Yang and Parr (LY P ) [54].
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Chapter 3

Classical Mechanical Methods

3.1 Molecular Mechanics

Molecular mechanics (MM) is the method most commonly used when the system of

interest is a large biomolecule. Molecular mechanics is based on Newtonian mechanics,

F =
d

dt
mv, (3.1)

where m is the mass and v is the velocity of a particle. Molecular mechanics uses two

basic assumptions: the first is that the potential energy of the system can be calculated

by summing the bonding and nonbonding interactions between the atoms, and the second

is that the parameters used in the force field equation can be transferred to other similar

systems.

3.1.1 Force Fields

The force field used in molecular mechanics to calculate the potential energy (U) sums

contributions from the bond stretches, angle bending, bond rotations, and nonbonding

interactions. The basic form of the potential energy equation is

U = Ubond + Uangle + Udihedral + Uelectrostatic + Uvan der Waals (3.2)
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where Ubond, Uangle, and Udihedral are the bonding terms and Uelectrostatic, and Uvan der Waals

are the nonbonding terms.

The Ubond term describes the stretching and compression of chemical bonds (rAB)

Ubond =
1
2

∑
bonds

kAB(rAB − rAB,0)2, (3.3)

where kAB is a force constant for each bond A − B, and the equilibrium bond length

between atoms A and B is rAB,0. kAB and rAB,0 are constant for specific bonds between

two atoms. Similarly, Uangle describes the the bending of the bond angle (φABC)

Uangle =
1
2

∑
angles

kABC(φABC − φABC,0)2, (3.4)

with a force constant kABC and a equilibrium bond angle φABC . The Udihedral term,

Udihedral =
1
2

∑
dihedrals

VABCD[1 + (−1)n+1 cos(n ωABCD + φABCD)], (3.5)

describes the contribution to the energy from the dihedral angle of four consecutive

atoms, A, B, C, and D. VABCD is the amplitude of the energy curve for the four atoms.

n is the the periodicity of the dihedral angle, ωABCD is the dihedral angle, and φABCD

is a phase angle. These three terms (Ubond, Uangle, and Udihedral) are the typical bond-

ing terms used within a molecular mechanical description of a molecule. Occasionally

additional terms are added, such at the improper dihedral angle term, which describes

the dihedral angles between nonconsecutive atoms.

The nonbonding terms (or noncovalent interactions) are the electrostatic and the van der

Waals interactions. The electrostatic term describes ionic bonding, hydrogen bonding
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and hydrophobic interactions. The electrostatic interaction is calculated by

Uelectrostatic =
∑

pairs A,B

qAqB
rAB

(3.6)

and requires the value a partial charge qA or qB on atoms A and B, respectively, which are

separated by their distance rAB. The van der Waals interactions are usually calculated

by using the Lennard-Jones potential,

Uvan der Waals =
∑

pairs A,B

(
aAB
r12
AB

− bAB
r6
AB

)
, (3.7)

where aAB and bAB are constants that depend on atoms A and B. This potential is

sometimes called the 12-6 potential and is the potential often used in molecular mechan-

ical calculations. Sometimes an alternative potential is used, such as the Morse potential.

These five terms (Ubond, Uangle, Udihedral, Uelectrostatic, and Uvan der Waals) describe the

basic composition of the force field. The number and values of each of the parameters

in the equations depend on the specific force field used within the molecular mechanical

program.

3.2 Molecular Dynamics

Molecular dynamics (MD) is the study of the motion of atoms within the system of

interest over a set length of time. Molecular dynamics provides detailed time and space

information of molecular behaviour in phase space. Phase space is the coordinate system

used in molecular dynamic calculations, which evolves over time. It is a plot of the mo-

mentum of particles with respect to their positions. An important concept for molecular

dynamics is that the system must explore all microstates in time (the system is ergodic)

because the time average must be approximately equal to the phase space average so
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that thermodynamic properties can be calculated. The microstate is a specific micro-

scopic configuration of a thermodynamic system that the system occupies with a certain

probability in the course of its thermal fluctuations. The trajectories of the system are

calculated and molecular mechanics uses Newton’s equations of motion (EOM),

v = u+ at (3.8)

s = 1
2(u+ v)t (3.9)

s = ut+ 1
2at

2 (3.10)

s = vt− 1
2at

2 (3.11)

v2 = u2 + 2as (3.12)

a =
v − u
t

(3.13)

By substituting (3.8) into (3.9), we can get (3.10), (3.11) and (3.12). (3.13) can be

constructed by rearranging (3.8). In these equations s is the distance between initial

and final positions (displacement), u is the initial velocity, v is the final velocity, a is

the constant acceleration, and t is the time taken to move from the initial state to the

final state. One example of an algorithm to solve the equations of motion is the Verlet

algorithm:

x(t+ ∆t) =
a(t)∆t2 + 2x(t)− x(t−∆t)

∆t2
, (3.14)

where t is time ∆t is the time step, x is the positions and a is the acceleration. Generally

a molecular dynamic simulation progresses in the following manner:
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(1) Specify initial position of atoms and select ∆t

↓

(2) Calculate force (F) and acceleration (a)

using a solution to the EOM

↓

(3) Update positions of atoms

↓

(4) Add time step (t = t+ ∆t)

↓

(5) Return to Step (2) as long as required to explore all microstates.

Upon completion, snapshots of the system can be used to determine various quantities

of interest such as structures (radial distribution functions, solvated structures), ener-

getics (energy of a system as a function of time, binding affinities, free energy), and

thermodynamics (follow a reaction coordinate, thermodynamic quantities).

3.2.1 Ensembles

The variables used in molecular dynamics calculations are: the number of particles or

atoms (N), pressure (P ), temperature (T ), volume (V ), energy (E), and the chemical

potential (µi). There are three main types of ensembles: micro-canonical, canonical, and

isothermal-isobaric. In the micro-canonical ensemble the number of particles, the volume,

and the total energy are kept constant during the simulations and the time evolution

of position and velocity of the particles is investigated. In the canonical ensemble the

number of particles, the volume, and the system’s temperature are kept constant during

the simulations. This ensemble is used when the studied system needs to be kept at

a constant temperature in order to better mimic the conditions found in nature. For

example, when the system of interest is a protein found within the body, it is usual
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practice to use this ensemble and have the temperature at 310K. The last ensemble is

the isothermal-isobaric ensemble which keeps the number of particles, the temperature

of the system, and the pressure of the system constant. This ensemble is typically used

when the system that is studied needs to mimic experimental conditions that require

constant temperature and constant pressure such as biological membranes, lipid bilayers,

and surface tension simulations.

3.3 Solvation and Free Energy Calculations

Unlike QM, where if the same method and basis set are used, the energetics of the molec-

ular mechanics system can not be directly compared, because in molecular mechanics

each molecule has a distinctive force field. It is necessary to calculate the enthalpies of

formation or free energy in order to compare the energetics of different molecules. Also,

in order for the calculations to be comparable to experiment, solvation often has to be

included in calculations.

3.3.1 TIPnP Water Molecules

Since most biological processes take place in an aqueous environment, it is often neces-

sary for the system of interest to be modeled in the presence of solvent. Therefore, water

molecules are frequently explicitly added to the solute. Usually there are significantly

more solvent molecules than solute and this drastically increases the amount of com-

putational time required to model the system. Often an approximation is made in the

description of the solvent water molecules when these molecules are not participating

in the reaction being studied. A frequently used model for such water is the TIPnP

model. The n in TIPnP indicates the number of point charges on the water molecule.

The water molecule in the TIPnP approximation is rigid and therefore the bond lengths

and bond angle do not change. The OH bond length is fixed at 0.9572 Å and a HOH

bond angle is fixed at 104.52◦. The TIP3P water molecule has 3 point charges of 0.417e
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on the hydrogen atoms and −0.834e on the oxygen atom. The values of the parameters

were determined using the pair potential for water-water interaction between the pair of

waters labeled m and n is

εmn =
on n∑
i

on m∑
j

qiqjK
2
c

rij
+

A

r12
mn

− C

r6
mn

, (3.15)

and performing Monte Carlo simulations to optimize q, A, and C [55], where rmn is

the distance between two oxygen atoms, and Kc is the electrostatic constant (Kc=332.1

Å kcal mol−1). The dipole moment, heats of vaporization, heat capacity, density of

liquid water, and the O-O radial distribution function of liquid water were used as

experimental references in the fitting [56]. The parameters (charges, bond lengths, and

bond angles) vary depending on which TIPnP (where n=3,4,5,6) model is being used.

The TIP4P water molecule has an extra point charge around the oxygen atom, TIP5P

has two additional point charges around the oxygen atom, and finally TIP6P has three

additional point charges around the oxygen atom. TIP4P, TIP5P and TIP6P lead to a

better description of liquid water, but they are much more expensive models and usually

TIP3P is an adequate approximation for the systems being studied.

3.3.2 Generalized Born equations

The Born equation (3.16) is used to calculate the polarization free energy change of a

monatomic ion in atomic units

Gp = −1
2

(
1− 1

ε

)
q2

a
, (3.16)

where q is the charge on the atom (considered in this approximation as a sphere), ε is

the dielectric constant of the medium in which the sphere is placed, and a is the radius

of the sphere. Extending the Born equation to a polyatomic system gives the generalized
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Born equation (3.17).

G = −1
2

(
1− 1

ε

)
atoms∑
k,k′

qkqk′γkk′︸ ︷︷ ︸
Gp

+ 0.0072(SASA)︸ ︷︷ ︸
Gnp

, (3.17)

where the sum (k and k′) is over all atoms with partial charges qk and qk′ , respectively.

γkk′ has units of inverse length and has the form

γk,k′ = (r2
kk′ + αkαk′e

r2
kk′/dkk′αkαk′ )−

1
2 , (3.18)

where rkk′ is the interatomic distance, αk is is the effective Born radius of atom k, d is a

parameter which is typically given a value of 4, and SASA is the solvent accessible surface

area. Gp and Gnp are the polar and the non-polar portion of the equation respectively.

3.3.3 Generalized Born Solvation Area

In order to calculate the change in free energy between two states, the generalized Born

solvation area is used. Ideally

Drug(aq) + Protein(aq)

∆G◦bind,sol←→ Complex(aq) (3.19)

would be used, but much of the energy contributions would come from solvent-solvent

interactions and therefore would introduce a large error. An alternative method to di-

rectly calculating the change in free energy of solvation (∆Gbind,sol) is to calculate the

change in free energy of gas phase drug to solvated drug (∆G◦D,sol), gas phase ligand to

solvated protein (∆G◦P,sol), gas phase complex to solvated complex (∆G◦C,sol), and the

change in the free energy of the gas phase binding (∆G◦bind,gas).
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Drug(aq) + Protein(aq)

∆G◦bind,sol←→ Complex(aq)xy∆G◦
(D,sol.)

xy∆G◦
(P,sol.)

xy∆G◦
(C,sol.)

Drug(g) + Protein(g)

∆G◦bind,gas←→ Complex(g)

After all required ∆G◦ values have been calculated, ∆G◦bind,sol can be calculated by

∆G◦bind,sol = GC,sol − (GD,sol +GP,sol) (3.20)

∆G◦bind,gas = GC,gas − (GD,gas +GP,gas) (3.21)

∆G◦C,sol = GC,sol −GCgas (3.22)

∆G◦P,sol = GP,sol −GPgas (3.23)

∆G◦D,sol = GD,sol −GDgas (3.24)

and substituting Equations (3.22), (3.23), and (3.24) into Equation (3.20), gives

∆G◦bind,sol = ∆G◦C,sol −∆G◦P,sol −∆G◦D,sol +GC,gas −GD,gas −GP,gas. (3.25)

Finally, the last three terms of Equation (3.25) are equivalent to Equation (3.21), and

substituting Equation (3.21) into Equation (3.25) one gets

∆G◦bind,sol = ∆G◦bind,gas + ∆G◦C,sol − (∆G◦D,sol + ∆G◦P,sol), (3.26)

which is the final equation used and allows for the desired change in free energy of the

solvated system to be extracted (∆G◦bind,sol).
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Chapter 4

DFT Studies of Complexes

Between Ethylenediamine

Tetraacetate and Alkali and

Alkaline Earth Cations∗

4.1 Introduction

Ethylenediamine tetraacetic acid (H4EDTA) is a polyprotic acid that has been widely

used, together with its associated anion ethylenediamine tetraacetate (EDTA4−), since

the pioneering work on H4EDTA was done by Schwarzenbach in the 1940s [57]. One of

the most useful properties of EDTA4− is its ability to form exceptionally strong com-

plexes with Mn2+, Cu2+, Fe3+, and Co3+ [58]; EDTA4− will also form complexes with

many other cations. For this reason, EDTA4− can be used in sequestering heavy metal

ions, buffering of solutions, and many forms of titrations [59]. Also, some of the prop-

erties of EDTA4− allow it to be used in the pulp and paper industry [60], as well as

an industrial cleaner [58], a food preservative [61], and as a drug [62]; it is also used as

a detergent to complex with Ca2+ and Mg2+ in order to reduce the hardness of water [63].
∗A version of this Chapter has been published. Gajewski, M., Klobukowski, M.; 2009. Canadian

Journal of Chemistry. 87: 1492-1498.
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H4EDTA is a polyprotic acid with pKa1 = 1.99, pKa2 = 2.67, pKa3 = 6.16, and pKa4

= 10.26 [64]. This can allow for different ion selectivity based on the pH of the solution:

one can adjust the pH of the solution and influence the order in which the ions forms

complexes with HnEDTAn−4 (n=0, 1, 2, 3, 4). Crystal structures of EDTA4− complexed

with Na+, Mg2+, and Ca2+ are available [65–67] and may be used to compare with cal-

culated geometries.

One approach that can be taken to computationally establish the order with which

cations bind to EDTA4− is to calculate the energy difference between reactants and

products. Based on this energy difference (∆Erxn), the binding affinities of cations

to EDTA4− could be determined by comparing the energy of complexation. Equation

(4.1) illustrates the calculation of ∆Erxn, or the stabilization energy (SE), for cation-

EDTA4− and the cation-(H2O)6 complexes:

EDTA4− + Mn+ ⇀↽ [MEDTA]n−4 (4.1)

6H2O + Mn+ ⇀↽ [M(H2O)6]n+

where M ∈ { Na+, K+, Rb+, Mg2+, Ca2+, and Sr2+}.

DFT calculations that were performed in the present work were carried out for the

gas phase; in such a case, Equation (4.1) introduces errors because solvation effects have

not been taken into account. Thompson et al. [68] and Glendening et al. [69] suggested

that an alternative approach may be used to assess the binding affinity of cations to a

ligand in aqueous solution. Their method, which is shown in Equation (4.2) and depicted

in Figure 4.1,

[M1EDTA]n1−4 + [M2(H2O)6]n2+ ⇀↽ [M2EDTA]n2−4 + [M1(H2O)6]n1+ (4.2)
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where M1 6= M2 and Mi ∈ { Na+, K+, Rb+, Mg2+, Ca2+, and Sr2+}, is based on an

exchange reaction of two cations which are enclosed in six water molecules and the host

ligand, in the present case the EDTA4− anion.

Figure 4.1: Pictorial representation of the exchange reaction used to calculate ∆∆Erxn

Glendening et al. [69] demonstrated that this approach will mimic some of the solvation

effects that influence the binding affinity of cations to ligands. Their work on crown-

ether complexes [69] showed that by using Equation (4.2) changed the ordering of the

gas phase calculations binding affinity of cations to 18-crown-6 to match experimental

results obtained in aqueous solution. Using Equation (4.2) may also lead to a reduc-

tion in errors which are due to inadequate basis set representation because it may be

expected that these errors would be approximately equivalent on both sides of Equation

(4.2). In the present work, corrections for basis set superposition errors (BSSE) were

calculated and it was found that these BSSE corrections were approximately equal for

all the cation-EDTA4− complexes. Therefore the BSSE corrections need not be included

as they cancel out when using Equation (4.2).

Glendening et al. [70, 71] carried out extensive studies to determine the lowest energy

structure for different configurations of water clusters with various cations. The different

structures of water complexes are shown in Figure 4.2. Alkali cations have lower energies
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for the first two geometries depicted in Figure 4.2, with the first structure possessing S6

symmetry (Figure 4.2a) and the second C2v symmetry (Figure 4.2b). The results from

these calculations show that the energy difference between these two water complex con-

formations is either negligible or it slightly favors the C2v geometry. Therefore the C2v

geometry was chosen for all of the alkali cations. All alkaline earth cations prefer the

Th geometry that is shown in Figure 4.2c. As seen in Figure 4.2, the lowest energy

structures for the alkali cations are very different from the lowest energy structures of

the alkaline earth cations.

(a)
S6 symmetry

(b)
C2v symmetry

(c)
Th symmetry

Figure 4.2: Structures of water complexes with alkali and alkaline earth cations

The structures of free EDTA4− and the cation-EDTA4− complexes are quite different

and are shown in Figure 4.3. The free EDTA4− has all four carboxylate groups pointing

away from the central N-C-C-N dihedral angle, as shown in Figure 4.3a. The negatively

charged oxygen atoms on the carboxylate groups cause electrostatic repulsion between

the carboxylate side chains. The electrostatic repulsion, along with the flexible geome-

try of EDTA4−, causes the carboxylate groups to point away from the central N-C-C-N

dihedral angle in order to minimize the repulsion. As the cations are sequestered, three

or four oxygen atoms envelope the cation (one oxygen atom from each of the carboxylate
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groups). The case of three oxygen atoms from three carboxylate groups sequestering a

cation is shown in Figure 4.3b and the case of four oxygen atoms from four carboxylate

groups sequestering a cation is shown in Figure 4.3c. It is interesting to note that the

carboxylate groups do not lose their resonance structure (bond order for each C-O bond

is 1.5) upon complexation with a cation: all of the carbon-oxygen bond lengths are ap-

proximately 1.26 ± 0.03 Å in all of the calculated geometries and the crystal structure

geometries [65–67]. There is little change (±0.02 Å) in the carbon-oxygen bond lengths

between the free EDTA4− and the cation-EDTA4− complex.

(a)
EDTA4−

(b)
[Na EDTA]3−

(c)
[Ca EDTA]2−

Figure 4.3: Structures of EDTA4− and its complexes

It is the purpose of the present work to evaluate the binding energies of the cation-

EDTA4− complexes using two DFT functionals along with the all electron (AE) and the

model core potential (MCP) methods.

4.2 Method of Calculations

Density functional theory (DFT) with two different functionals was used to calculate the

cation-EDTA4− and the cation-(H2O)6 complexes. The DFT calculations in the first

set were carried out using Gill 1996 exchange [52] and Perdew 1986 correlation func-

tional [53] (GP86) while in the second set the commonly used B3LYP functional [51,54]
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was employed. The two functionals, GP86 and B3LYP, were employed in order to ensure

that the results were independent of the DFT functional used. Furthermore, two differ-

ent methods were used to describe electron distribution: the AE and a pseudopotential

method, more specifically the MCP. For all the studied systems geometry optimization

was performed, followed by hessian calculation and harmonic vibrational analysis. The

hessian calculation was done to ensure that the stationary points found in the geometry

optimization were minima rather than saddle points.

For the AE calculations, the following composite basis set was used: 6-31G* basis set

on carbon, magnesium, calcium, sodium, potassium [72, 73]; 6-31+G* on oxygen, nitro-

gen, hydrogen [72, 73]; a split-valence all-electron basis set (SVPall) on rubidium and

strontium [74]; the SVPall basis is roughly equivalent to 6-31G* [75]. The AE DFT

calculations are denoted by B3LYP/AE and GP86/AE.

In order to reduce computational effort as well as to calibrate the pseudopotential

method, the MCP method [76] and basis sets were used in the second set of DFT calcu-

lations. The MCP method approximates the core electrons by a potential and explicitly

treats only the valence electrons and thus offers an effective manner of reducing the

basis set size, leading to reduction of CPU time. The recently prepared MCP-DZP pa-

rameters and basis sets [77] were used. The MCP DFT calculations are referred to as

B3LYP/MCP and GP86/MCP.

All of the computations for the complexes were done for systems in gas phase. Computer

programs GAMESS [1] and Gaussian03 [2] were used, running concurrently on computer

clusters at the University of Alberta. The GP86 DFT functional is implemented equiv-

alently in both GAMESS and Gaussian03 for the AE calculations, which allowed for

both GAMESS and Gaussian03 to be used for the AE/GP86 calculations. Visualiza-
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tion of molecular structures, vibrational modes, and molecular orbitals were done using

MOLDEN [5] and MacMolPlt [6].

4.3 Results, Discussion, and Conclusions

Glendening et al. [70], who carried out calculations on the 18-crown-6 molecule and

calculated the binding affinities to the alkali cations, showed that by using an equa-

tion equivalent to Equation (4.1) the ordering of binding affinities matched experimental

results that were obtained using a kinetics method in a collision-induced dissociation, liq-

uid secondary ion mass spectrometry study of mixed crown ether/alkali halide complexes

which was done by Maleknia and Brodbelt [78]. The calculations that best describe this

type of experimental measurement are gas phase calculations. The gas phase calcula-

tions done by Glendening et al. and the experimental results given by Maleknia et al.

both gave the same order of binding affinities for the crown ether/alkali cation complexes.

Equation (4.2) was used to calculate the binding affinities which incorporates some of the

solvation effects, which is necessary since EDTA4− is typically used in aqueous solutions.

The equations given below show how the ∆∆E is derived using the equations for the

stabilization energies of individual complexes:

EDTA4− + Mn+
1

⇀↽ [M1EDTA]n−4 (∆E1)

EDTA4− + Mn+
2

⇀↽ [M2EDTA]n−4 (∆E2)

6H2O + Mn+
1

⇀↽ [M1(H2O)6]n2+ (∆E3)

6H2O + Mn+
2

⇀↽ [M2(H2O)6]n2+ (∆E4)

Suitable combination of these equations cancels out EDTA4− and six H2O molecules,

leaving only cation-EDTA4− or cation-(H2O)6 complexes, with the energy change given
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by

∆∆Erxn = (∆E1 + ∆E3)− (∆E2 + ∆E4) (4.3)

for the reaction

[M1EDTA]n1−4 + [M2(H2O)6]n2+ ⇀↽ [M2EDTA]n2−4 + [M1(H2O)6]n1+

that is equivalent to Equation (4.2). Thus the specific equation that was used to calculate

the binding affinities of the cation to EDTA4− is based on Equation (4.2):

∆∆Erxn =
(
E[M2EDTA]n2−4 + E[M1(H2O)6]n1+

)
−
(
E[M1EDTA]n1−4 + E[M2(H2O)6]n2+

)
(4.4)

A negative value of ∆∆E indicates that M2 binds with greater affinity to EDTA4− than

M1. The results for the calculated order of selectivity for some of the alkali and alkaline

earth cations are summarized in Tables 4.1 and 4.2.

The data shown in Tables 4.1 and 4.2 indicate that the relative difference between the

∆∆E for the two different functionals is smaller when using the AE DFT method. More

importantly, it is apparent from these tables that the same selectivity of cations to

EDTA4− was obtained for all four methods used, B3LYP/AE, GP86/AE, B3LYP/MCP,

and GP86/MCP, namely Mg2+> Ca2+> Sr2+> Na+> K+> Rb+, which matches ex-

perimental results except for the reversal of ordering of Ca2+ and Mg2+ [79]. In order

to understand this discrepancy, it must be noted that at the high pH is required for

the existence of EDTA4− in aqueous solution, Mg2+ would have precipitated out of so-

lution forming Mg(OH)2. The magnesium cation would more likely bind to HEDTA3−

according to the reaction,

HEDTA3− + Mg2+ ⇀↽ Mg[HEDTA]−, (4.5)
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unlike the calcium cation which reacts with EDTA4− as shown in the generic EDTA4− re-

action scheme given in Equation (4.1). In order to address the inconsistency in the

binding order, the stabilization energy for the Mg[HEDTA]− complex in Equation (4.5)

were calculated and compared it to the stabilization energy from the Ca[EDTA]2− com-

plex using the B3LYP/MCP method. It was found that the stabilization energy of

the calcium-EDTA complex was approximately 18 kcal/mol lower than that of the

magnesium-HEDTA complex. It may be assumed that if analogous calculations were

performed with the replacement of EDTA4− with HEDTA3−, the reversal of the Mg2+

and Ca2+ binding affinities for the complexes would remain consistent across all of the

DFT calculations and a correct matching of calculated binding affinities to experimental

results would be obtained.

In order to assess whether the same trend in the binding affinities would be seen in the

presence of implicit solvent, single point calculations were done using the polarizable

continuum model (PCM) [80] in GAMESS [1]. The previously described B3LYP/AE

DFT method was employed at the geometry optimized in B3LYP/AE calculations. The

uncorrected energies from the PCM calculations were corrected using the ZPE energy

corrections from the B3LYP/AE calculations and the results were analyzed using Equa-

tion (4.4) to determine the binding affinity for the cation-EDTA4− complexes. The same

trend, Mg2+> Ca2+> Sr2+> Na+> K+> Rb+, was observed for the PCM results as

well as for the gas-phase ones. It can be conjectured that if similar calculations were

performed using the other DFT methods described above, the same binding affinity or-

der would be obtained. It should be noted that compared to gas-phase results, all PCM

calculations led to more stable, lower energy metal-ligand systems. The alkali cation-

EDTA4− complexes are all more stable by approximately 330 kcal/mol where the alkaline

earth cation-EDTA4− complexes are all more stable by approximately 190 kcal/mol. A

similar trend is seen for the cation-(H2O)6 complexes with the increase in stability of 60
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Table 4.1: Binding affinity (in kcal/mol) for cation-EDTA4− complexes: results from
B3LYP/AE calculations (GP86/AE values in parentheses); PCM values in italics.

M1 / M2 Na+ K+ Rb+ Mg2+ Ca2+ Sr2+

Na+ — 6.8 10.6 -333.1 -315.1 -301.8
— (7.5) (11.7) (-335.3) (-315.9) (-299.8)
— 2.9 6.0 -63.3 -32.1 -15.0

K+ -6.8 — 3.7 -339.9 -322.0 -308.6
(-7.5) — (4.2) (-342.9) (-323.4) (-307.3)
-2.9 — 3.2 -66.1 -35.0 -17.9

Rb+ -10.6 -3.7 — -343.6 -325.7 -312.3
(-11.7) (-4.2) — (-347.0) (-327.6) (-311.5)

-6.0 -3.2 — -69.3 -38.2 -21.0

Mg2+ 333.1 339.9 343.6 — 17.9 31.3
(335.3) (342.9) (347.0) — (19.4) (35.6)

63.3 66.1 69.3 — 31.1 48.2

Ca2+ 315.1 322.0 325.7 -17.9 — 13.4
(315.9) (323.4) (327.6) (-19.4) — (16.1)

32.1 35.0 38.2 -31.1 — 17.1

Sr2+ 301.8 308.6 312.3 -31.3 -13.4 —
(299.8) (307.3) (311.5) (-35.6) (-16.1) —

15.0 17.9 21.0 -48.2 -17.1 —

kcal/mol and 190 kcal/mol for the alkali and alkaline earth cation complexes, respectively.

Experimental data for cation-EDTA4− complexes are available for all of the cation-

EDTA4− complexes that were studied in this Chapter except for Rb+ [79]. The experi-

mental results show that on the basis of the logarithms of the stability constants (log K),

the binding affinity ladder for the cation-EDTA4− complexes is Ca2+> Mg2+> Sr2+>

Na+> K+. The log K values are 1.7, 0.8, 8.8, 10.7, 8.7 for the reaction:

EDTA4− + Mn+ ⇀↽ [MEDTA]n−4
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Table 4.2: Binding affinity (in kcal/mol) for cation-EDTA4− complexes: results from
B3LYP/MCP calculations (GP86/MCP values in parentheses).

M1 / M2 Na+ K+ Rb+ Mg2+ Ca2+ Sr2+

Na+ — 8.7 9.7 -340.3 -320.3 -310.2
— (11.1) (17.8) (-342.7) (-319.9) (-306.6)

K+ -8.7 — 1.0 -349.0 -329.0 -318.9
(-11.1) — (6.7) (-353.8) (-331.0) (-317.7)

Rb+ -9.7 -1.0 — -350.0 -330.0 -319.9
(-17.8) (-6.7) — (-360.5) (-337.7) (-324.4)

Mg2+ 340.3 349.0 350.0 — 20.0 30.1
(342.7) (353.8) (360.5) — (22.9) (36.1)

Ca2+ 320.3 329.0 330.0 -20.0 — 10.1
(319.9) 3(331.0) (337.7) (-22.9) — (13.2)

Sr2+ 310.2 318.9 319.9 -30.1 -10.1 —
(306.6) (317.7) (324.4) (-36.1) (-13.2) —

for Na+, K+, Mg2+, Ca2+, and Sr2+, respectively. Using these values of log K, the

stability constants for the exchange reaction were calculated using the following equa-

tions (in aqueous solution),

EDTA4− + Mn+
1

⇀↽ [M1EDTA]n−4 (K1)

EDTA4− + Mn+
2

⇀↽ [M2EDTA]n−4 (K2)

[M2EDTA]n−4 + Mn+
1

⇀↽ [M1EDTA]n−4 + Mn+
2 (K3)

where K3 = K1/K2. These values of K3 inserted into the formula for Gibbs free energy,

∆G = −RT lnK, allowed for the experimental ∆Grxn values to be calculated for the

reaction shown in Equation (4.2), with the exception of Sr2+. These values are sum-

marized in Table 4.3 along with the values of ∆G obtained from the PCM calculations.
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Table 4.3: Experimental and B3LYP/AE PCM (in parentheses) values of ∆G values for
cation-EDTA4− complexes (in kcal/mol).

M1 / M2 Na+ K+ Mg2+ Ca2+ Sr2+

Na+ — 1.17(3.83) -9.72(-6.36) -12.3(-25.78) -9.64(-7.06)
K+ -1.17(-3.83) — -10.9(-63.6) -13.5(-29.6) -10.8(-10.9)

Mg2+ 9.72(6.36) 10.9(63.6) — -2.59(3.40) 0.082(52.7)
Ca2+ 12.3(25.8) 13.5(29.6) 2.59(-3.40) — 2.67(18.7)
Sr2+ 9.64(7.06) 10.8(10.9) -0.082(-52.7) -2.67(-18.7) —

The calculated values for ∆Grxn were obtained from the PCM results by using the un-

corrected energies (Eo(PCM)) from the AE B3LYP PCM single-point calculations and

adding the thermodynamic Gibbs free energy correction (Gcorr(GAS)) from the gas phase

hessian calculations of B3LYP/AE.

G[MnEDTA]n2−4 = Eo(PCM) + Gcorr(GAS)

G[Mn(H2O)6]n1+ = Eo(PCM) + Gcorr(GAS)

The values of the ∆Grxn that were obtained for the PCM calculations using Equation

(4.6),

∆Grxn =
(
G[M2EDTA]n2−4 +G[M1(H2O)6]n1+

)
−
(
G[M1EDTA]n1−4 +G[M2(H2O)6]n2+

)
, (4.6)

are summarized in Table 4.3. It is apparent from Table 4.3 that the calculated and ex-

perimental values of ∆Grxn match except for Mg2+. This is again due to the discrepancy

between these calculated binding affinities and the experimental binding affinities, i.e.,

the reversal of the Mg2+and Ca2+ ordering, which was discussed earlier.

The ZPE-corrected energies are shown in Tables 4.4 and 4.5. In these tables ∆E0 denotes
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the stabilization energy, calculated using Equation (4.1). The energies were taken at the

optimized geometry (minimum, as confirmed by hessian calculation). ∆ZPE is the zero-

point-energy (ZPE) correction which when added to ∆E0 gives the ZPE corrected energy

∆Ecorr. It is interesting to note that the magnitude of the ∆ZPE correction is much

larger for the water complexes than it is for the EDTA4− complexes. This difference is

due to the way ZPE was evaluated: the ZPE correction is calculated by summing over all

normal modes (3N-6 for non-linear molecules, where N is the number of atoms). In the

cation/water complexation reaction there is an increase of 33 normal modes when going

from reactants to products, while there is an increase of only 3 normal modes in the

cation-EDTA4− complexation reaction. This 11-fold increase in the number of normal

modes between the two different reactions is the reason that the cation-(H2O)6 com-

plexation reaction has a much greater ∆ZPE correction. The ∆ZPE is fairly consistent

across the two functionals (B3LYP and GP86) and the basis sets (AE and MCP).

The two different DFT functionals (B3LYP and GP86) provide similar results for the

AE and MCP calculations. The corrected stabilization energies (∆Ecorr) that are shown

in Table 4.4 for B3LYP/AE and GP86/AE and in Table 4.5 for B3LYP/MCP and

GP86/MCP, are summarized in Figure 4.4. The results given in Tables 4.4 and 4.5 are

in kcal/mol, where mol refers to a single mole of the cation. In addition to revealing that

the four methods give the same trend in the corrected stabilization energies, this figure

also shows that the MCP calculations for the cation-(H2O)6 and cation-EDTA4− com-

plexes give a lower stabilization energy.
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Table 4.4: All-electron stabilization energies of EDTA4− and hexaaqua complexes (in
kcal/mol).

Ion-Complex B3LYP GP86
∆E0 ∆ZPE ∆Ecorr ∆E0 ∆ ZPE ∆Ecorr

[Na(EDTA)]3− -333.2 2.4 -330.8 -322.5 2.3 -320.2
[K(EDTA)]3− -305.5 1.9 -303.6 -297.6 1.6 -296.0
[Rb(EDTA)]3− -296.5 1.3 -295.2 -288.7 1.3 -287.4
[Mg(EDTA)]2− -881.4 5.1 -876.3 -866.2 5.2 -861.0
[Ca(EDTA)]2− -786.0 4.1 -781.9 -775.9 4.2 -771.7
[Sr(EDTA)]2− -733.1 3.4 -729.7 -723.0 3.5 -719.5

[Na(H2O)6]+ -117.0 15.2 -101.8 -94.3 14.7 -79.6
[K(H2O)6]+ -96.2 14.7 -81.5 -76.9 13.9 -63.0
[Rb(H2O)6]+ -91.3 14.6 -76.7 -72.5 14.0 -58.5
[Mg(H2O)6]2+ -329.1 14.9 -314.2 -299.6 14.5 -285.1
[Ca(H2O)6]2+ -250.5 12.7 -237.8 -227.9 12.7 -215.2
[Sr(H2O)6]2+ -210.6 11.7 -198.9 -191.0 11.7 -179.3

Selected bond lengths and the C-N-N-C dihedral angle for the optimized structures of

ligands and complexes for the four sets of calculations are shown in Table 4.6. The calcu-

lated B3LYP/AE, GP86/AE, B3LYP/MCP, and GP86/MCP geometries exhibit great

similarity. The bond lengths and dihedral angles are also given for the crystal structures

that were available. However, it is difficult to compare the calculated gas phase struc-

tural parameters to the crystal structure data because in all crystal structures there are

other cations, water molecules, or other complexes present. The presence of these extra

atoms/molecules as well as the crystal packing effects will affect not only the dihedral an-

gle, but also the bond lengths. However, Durand et al. [81] showed in molecular dynamics

simulations that the cation-oxygen and cation-nitrogen bond distances are comparable

with calculated geometries in the present work. Specifically, Durand et al. found that

the cation-oxygen distances are 2.3 Å and 2.5 Å for Ca2+ and Sr2+ respectively and the

cation-nitrogen distances are 2.5 Å and 2.6 Å for Ca2+ and Sr2+, respectively, which is
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Table 4.5: MCP stabilization energies of EDTA4− and hexaaqua complexes (in kcal/mol).

Ion-Complex B3LYP GP86
∆E0 ∆ZPE ∆Ecorr ∆E0 ∆ ZPE ∆Ecorr

[Na(EDTA)]3− -351.0 2.3 -348.7 -338.1 2.2 -335.9
[K(EDTA)]3− -319.5 1.7 -317.8 -305.2 1.6 -303.6
[Rb(EDTA)]3− -318.8 1.2 -317.6 -293.3 0.9 -292.4
[Mg(EDTA)]2− -913.3 5.2 -908.1 -896.0 5.3 -890.8
[Ca(EDTA)]2− -799.9 4.4 -795.5 -785.7 4.4 -781.3
[Sr(EDTA)]2− -756.0 3.3 -752.7 -738.2 3.3 -734.9

[Na(H2O)6]+ -123.4 14.3 -109.1 -97.6 13.8 -83.8
[K(H2O)6]+ -100.8 14.0 -86.8 -75.8 13.3 -62.5
[Rb(H2O)6]+ -101.3 13.6 -87.7 -71.3 13.2 -58.1
[Mg(H2O)6]2+ -342.8 14.7 -328.1 -310.2 14.2 -296.0
[Ca(H2O)6]2+ -248.0 12.4 -235.6 -221.5 12.3 -209.2
[Sr(H2O)6]2+ -214.1 11.3 -202.8 -187.2 11.1 -176.1

within 0.1 Å of this works calculated values which are shown in Table 4.6.



CHAPTER 4. ETHYLENEDIAMINE TETRAACETATE 55

Figure 4.4: Stabilization energies (in kcal/mol)

The Natural Bond Orbital analysis (NBO) [82, 83] was carried out for both cation-

(H2O)6 and cation-EDTA4− complexes, and the obtained atomic charges are summarized

in Table 4.7. It may be noticed that cationic charge was reduced by approximately 10%

for all cations in both cation-(H2O)6 and cation-EDTA4− complexes. This indicates that

there is little transfer of charge between the ligand and the cation and thus the bonding

is mainly electrostatic.
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Table 4.6: Selected bond distances (Å) and C-N-N-C dihedral angle (degree) in
EDTA4− complexes for AE and MCP basis sets (MCP values in parenthesis); X-ray
experimental results shown in italics.

B3LYP GP86
Cation O-M N-M C-N-N-C O-M N-M C-N-N-C

AE/MCP AE/MCP AE/MCP AE/MCP AE/MCP AE/MCP

Na+ 2.373 2.578 69.276 2.428 2.559 71.142
(2.285) (2.612) (68.908) (2.330) (2.575) (70.421)
2.464 2.534 57.50

K+ 2.894 2.791 72.897 2.951 2.772 75.514
(2.779) (2.746) (71.357) (2.834) (2.731) (73.578)

Rb+ 3.017 2.909 76.462 3.057 2.883 78.915
(2.934) (2.859) (74.262) (3.041) (2.921) (79.055)

Mg2+ 2.085 2.318 59.027 2.105 2.301 59.584
(2.031) (2.280) (57.736) (2.050) (2.255) (57.977)
2.182 2.396 57.39

Ca2+ 2.364 2.559 63.045 2.331 2.536 63.383
(2.344) (2.538) (62.115) (2.356) (2.519) (62.683)
2.408 2.67 57.83

Sr2+ 2.554 2.727 66.384 2.562 2.700 67.243
(2.521) (2.691) (65.054) (2.540) (2.675) (66.046)
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Table 4.7: NBA charges on metal cations.

Ligand and Method
Cation

Na+ K+ Rb+ Mg2+ Ca2+ Sr2+

EDTA4−

B3LYP/AE 0.911 0.928 0.950 1.792 1.851 1.901
GP86/AE 0.918 0.935 0.934 1.778 1.843 1.900

B3LYP/MCP 0.866 0.903 0.873 1.741 1.809 1.816
GP86/MCP 0.872 0.909 0.935 1.723 1.801 1.833

(H2O)6

B3LYP/AE 0.958 0.986 0.996 1.826 1.890 1.936
GP86/AE 0.950 0.971 0.989 1.815 1.881 1.933

B3LYP/MCP 0.922 0.964 0.947 1.772 1.867 1.894
GP86/MCP 0.932 0.974 0.988 1.760 1.866 1.916
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Chapter 5

DFT Studies of the Electronic

Structure and Geometry of

18-Crown-6,

Hexaaza[18]annulene, and their

Complexes with Cations of the

Heavier Alkali and Alkaline Earth

Metals∗

5.1 Introduction

Ever since their discovery in 1967 [84], crown ethers have been a focus of intense ex-

perimental and computational studies. Crown ethers are widely used for their cation-

capturing ability [85–87]. This class of host molecules can form complexes with a wide

number of cations. The ability of the crown ethers to bind cations is used in industry

for the extraction of heavy metal cations from aqueous solutions [85–87]. Crown ethers
∗A version of this Chapter has been published. Gajewski, M., J. Tuszynski, H. Mori, E. Miyoshi, and

M. Klobukowski.; 2008. Inorganica Chimica Acta. 361: 2166-2171
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are also commonly used for the separation of various metal cations from different me-

dia [85–87]. Furthermore, crown ethers may stabilize metal cations in organic solvents. In

several recent studies the crown ether complexes were employed as a nano-switch [88–90].

The ability to bind metal cations is afforded through the interaction between the metal

cation and the lone electrons pairs from the oxygen atoms. Studies of the toxicity of

crown ethers indicated the compounds are not genotoxic in mammalian cells despite

their cytotoxicity. They have been shown to be highly toxic in prokaryotes and eukary-

otes [91]. Calculations of the electronic and geometrical structures of 18-crown-6 (18c6)

and their complexes with various cations have been performed [92–95]. Particularly de-

tailed studies were done by Feller and coworkers, who studied the complexes of 18c6 with

both light and heavy Group 1 and 2 cations using increasingly more sophisticated levels

of theory [69,70,96–99].

18c6 was shown to have different symmetry in different solvents [100–104]. Monte Carlo

and molecular dynamics simulations demonstrated that 18c6 prefers the prolate Ci con-

formation in non-polar solvents; this is the same conformation that is observed in crys-

tals [105, 106]. In a polar solvent 18c6 prefers the D3d symmetry [100–104]. The struc-

tural differences between these two conformers are shown in Figure 5.1. It is possible

to perform molecular dynamics calculations in either polar (H2O) or non-polar (CHCl3)

solvent to view this conversion between the D3d and Ci conformations of 18c6.

Experimental evidence shows different cation selectivity of crown ethers in the gas phase

as compared to solvated models [78, 107–109]. The ionic diameters of Rb+, Cs+, Sr2+,

and Ba2+ are 2.96 Å, 3.38 Å, 2.26 Å, and 2.90 Å, respectively [107], while the cavity size

of 18c6 measured as the O-O distance is 2.6-3.2 Å [78]. Maleknia and Brodbelt [78] sug-

gested that in the absence of solvent the prediction of the binding affinity for the cations

is described best by the “maximum contact point” concept. The maximum contact point
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Figure 5.1: Structures of the D3d and Ci configurations of 18-crown-6

concept predicts that 18c6 will have preference for slightly smaller cations because this

allows for higher electric field-dipole interaction [78]. This concept explains the trend

found in our results, with the stability of the series Sr2+> Ba2+> Rb+> Cs+, which

was corroborated by experimental evidence [78, 109]. A different ordering of Rb+and

Cs+, that was also found [108], may be attributed to the type of experiment used to

evaluate the selectivity of the crown ethers [110]. The ordering Cs+> Rb+ could re-

sult from better size matching of the cation to the ring structure and thus may mimic

solution trends. The two papers [78, 109] that give the ordering that agrees with our

results, Sr2+> Ba2+> Rb+> Cs+, used mass spectrometry and should give results that

are closer to the ones obtained in the computational studies of isolated complexes.

The unsaturated macrocyclic polyenes were synthesized in 1959 [111–113]. However,

few computational studies of the hexaaza analogs of [18] annulene, C18H18, with the

simplest of them being C12H12N6, (hexaaza[18]annulene), and corresponding metal com-

plexes were done, even though hexaaza[18]annulene (6aa) has a better configuration for

binding cations. The structures of the two molecules, 18c6 and 6aa, are compared in

Figure 5.2. In 18c6, the six atoms closest to the centre of the metal-binding cavity are

oxygens; in 6aa, the six atoms are nitrogens that replaced the inner six CH groups of
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[18] annulene. The cavity diameters of the two structures are remarkably similar: 5.8 Å

for 18c6 and 5.5 Å in 6aa (measured as the O-O distance and N-N distance, respectively).

In 18c6, out of the six oxygen atoms only every second atom has a donor electron pair

that points towards the centre of the ring where the cation is captured. In contrast, 6aa

has six nitrogen atoms with all of their donor pairs pointing towards the centre of the

ring. The cation thus has a greater access to the donor pairs of the nitrogen atoms which

might lead to a greater binding affinity. The X-ray crystal structure of a macrocycle ana-

logue of 6aa, in which four benzene rings are fused at the periphery of 6aa (torands),

was determined [114]. Since 1984 Bell studied the complexing capabilities of compounds

similar to the one studied crystallographically: he found that these torands have strong

binding affinity for several metal ions [115–120]. In particular, he showed that the sta-

bility of the potassium complex with an analogue of 6aa is an order of magnitude greater

than that of 18c6 [115].

(a)
18c6

(b)
6aa

Figure 5.2: Structures of 18-crown-6 (left) and hexaaza[18]annulene (right)

Early computational studies of 6aa include the Hartree-Fock calculations in the π-

electron approximation [121]. An aza-derivative of [18] annulene, in which nine of the

CH groups were replaced by nitrogen atoms to form an alternating chain of C-N bonds,

was studied computationally by Haddon [122] at the Hartree-Fock level with small basis
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sets. From Table 5.1 it is apparent that when RHF methods is used there is an alternat-

ing chain of C-N bonds, but when DFT is used the C-N bond lengths are all equal. Kao

used molecular mechanics based on molecular orbitals method [123] to find that 6aa is

planar [124].

It is the purpose of the present work to evaluate the stabilization energies of complexes

formed by 6aa with heavier alkali and alkaline earth cations; these values will be com-

pared with those found in 18c6 complexes.

5.2 Method of Calculation

The complexes formed by 18c6 and 6aa with metal cations are flexible structures that

require a substantial amount of computational time. A pseudopotential method was

needed to approximate the core electrons and explicitly treat only the valence electrons.

In the present work we used the model core potential (MCP) method [76]. The MCP

method offers an effective way of reducing the size of the basis set, which reduces the

amount of CPU time, while at the same time reducing the magnitude of the basis set

superposition error caused by inadequate basis sets used for the core electrons. We used

the newly developed MCP-DZP and MCP-TZP parameters and basis sets [77]; the qual-

ity of these MCP’s is comparable to that of all-electron correlation consistent basis set

cc-pVDZ [125] or ECP basis sets [126, 127]. The MCP parameters and basis sets for

heavier atoms incorporate the scalar relativistic effects [25].

The effects of electron correlation were included via the density functional theory with

the B3LYP functional [51, 54]. Geometry optimization at the B3LYP/MCP-DZP level

was followed by the evaluation of the hessian in order to ascertain that the stationary

points found corresponded to minima at the potential energy surface. Single-point ener-
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gies were calculated using the MCP-TZP basis set at the geometries optimized with the

smaller MCP-DZP basis set. The stabilization energies, defined as the difference between

the energy of the complex and the combined energies of the free ligand and metal ion,

included the zero-point energies evaluated at the B3LYP/MCP-DZP level. The basis

set superposition errors (BSSE) in the stabilization energies were corrected using the

full counterpoise method (CP) [128]. Atomic changes were evaluated using the Natural

Population Analysis (NPA) [82, 83], which is less dependent on the basis set than the

frequently used Mulliken population analysis [129]. Direct SCF method was used, as

the number of basis functions for MCP-DZP basis were 312, 320, 372, and 380 for 6aa,

M@6aa, 18c6, and M@18c6, respectively. For the MCP-TZP basis set, the molecular

basis set size increased to 792, 810, 972, and 990 functions.

In all calculations the GAMESS [1] program was used, running concurrently on computer

clusters at the University of Alberta. Visualization of molecular structures, vibrational

modes, and molecular orbitals was accomplished using the MacMolPlt [6] and Molden [5]

programs.

5.3 Results and Discussion

In our calculations, the gas-phase Ci conformation was found to have a lower total en-

ergy by only 1.2 kcal/mol compared to the D3d conformation. In preliminary geometry

optimization on the complexes we found even if the initial structure of the complex was

assumed to be of Ci symmetry, the optimized structure had higher symmetry; in sub-

sequent studies we started geometry optimization from a high-symmetry structure, D3d

for 18c6 and D6h for 6aa.

For the free ligand 6aa, we investigated the possibility of bond alternation that was
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studied for the neutral [18] annulene [130–133]. Using the MCP-DZP basis set, we found

that the symmetry of the stable structures of 6aa differs at the RHF and DFT levels of

theory, with the DFT-optimized structure showing no bond alternation. Selected bond

lengths of 6aa are shown in Table 5.1. Both structures were minima, RHF giving C3h

symmetry and DFT – D6h; in both cases the lowest frequencies correspond to the bend-

ing modes of the molecular plane.

Table 5.1: Selected bond bond lengths (in Å) of 6aa from RHF and B3LYP calculations

Bond RHF DFT

NC 1.253; 1.382 1.323
CC 1.345; 1.491 1.418
CN 1.253; 1.382 1.323

Selected bond lengths in the optimized structures of free ligands and complexes are

shown in Tables 5.2 and 5.3 for 18c6 and 6aa, respectively.

Table 5.2: Selected structural parameters (in Å) of 18c6 in the gas phase and in complexes

Cation
18c6

symm CC CO OO d

none D3d 1.514 1.412 2.937 5.800
Rb+ D3d 1.515 1.428 2.877 5.709
Cs+ C3v 1.514 1.426 2.875 5.705
Sr2+ C3v 1.507 1.442 2.713 5.423
Ba2+ C3v 1.514 1.444 2.807 5.599

In the case of 18c6, the relatively large Rb+ is the the only cation that binds in the centre

of the host ring. The other guest cations do not remain at the centre: they are displaced

from the plane of the ring and the symmetry is reduced to C3v. Complexation leads

to the lengthening of the CO bond, reduction of the cavity’s diameter d, and ensuing
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Table 5.3: Selected structural parameters (in Å) of 6aa in the gas phase and in complexes

Cation
6aa

symm CC CN NN d

none D6h 1.418 1.323 2.752 5.504
Rb+ C6v 1.419 1.329 2.769 5.538
Cs+ C6v 1.419 1.329 2.767 5.535
Sr2+ D6h 1.416 1.336 2.750 5.500
Ba2+ C6v 1.419 1.337 2.776 5.552

reduction of the distance between adjacent oxygens.

Experimental results indicate that while Rb+ has a favorable interaction with 18c6,

Cs+ has a less favoured interaction [78]. Maleknia and Brodbelt explain that the less

favorable interaction of Cs+ is probably due to the difficulty of Cs+ to maximize in-

teraction of the cation and crown, while simultaneously minimizing the van der Waals

repulsion between cation and crown [78].

In the case of 6aa, only the smallest cation Sr2+ binds in the centre of the host cav-

ity. The other guest cations are displaced from the plane of the ring, and the symmetry

of the complex is reduced to C6v. In contrast to 18c6, the rigid framework of the 6aa

ring does not allow for significant reorganization of molecular geometry upon complex-

ation and there is only slight variation in the CC and CN bond lengths; furthermore,

the diameter of the cavity d increases when complexation leads to reduction of symmetry.

The displacements are summarized in Table 5.4. For 6aa, the displacement (δ) is the

distance along the symmetry axis to the plane of the six nitrogen atoms. For the 18c6,

the distance was measured from the intersection point of the lines connecting opposite

oxygen atoms.
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Table 5.4: Displacement of cation δ (in Å)

Cation
18c6 6aa

symm δ symm δ

Rb+ D3d 0.000 C6v 1.023
Cs+ C3v 2.706 C6v 2.190
Sr2+ C3v 0.103 D6h 0.000
Ba2+ C3v 0.253 C6v 0.842

An argument based on experimental results [134–136] can be used to explain the phe-

nomenon of cations being out of the plane of the crown ether ring. The crystal structures

of the metal cations with crown ethers show that the out-of-plane distance of the cation

to the crown ether molecule increases with the size of the cation [134–136]. This sup-

ports our finding that the metal cations are displaced from the center of the rings. It

is hypothesized that Rb+ is in the center of the ring due to its smaller size and ability

to maximize the Rb+ 18c6 interaction while it minimizes the Rb+ 18c6 van der Waals

repulsion [78].

The stabilization energies and their components for the two families of complexes are

shown in Tables 5.5 and 5.6. In these Tables, ∆E0 denotes the energy difference at

the optimized minima, ZPE is the zero-point-energy correction, BSSE stands for the

correction from the counterpoise method, and ∆E is the stabilization energy corrected

for both zero-point-energy and basis set superposition error. The ZPE correction was

evaluated at the B3LYP/MCP-DZP level.

The BSSE correction is rather small and fairly constant for all the studied species. The

larger basis set MCP-TZP increases stability for both 18c6 and 6aa complexes. For both

18c6 and 6aa, the stabilization energies decrease with increasing size of the ion, follow-

ing the pattern found by Feller [69]. As expected, the stabilization energies are larger
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Table 5.5: Contributions to stabilization energies from B3LYP/MCP-DZP calculations
(in kcal/mol)

Cation
18c6 6aa

∆E0 ZPE BSSE ∆E ∆E0 ZPE BSSE ∆E

Rb+ -65.9 2.6 2.5 -60.8 -75.3 2.4 3.1 -69.8
Cs+ -43.0 2.3 2.6 -38.2 -50.1 1.9 3.8 -44.4
Sr2+ -184.2 4.2 3.6 -176.4 -207.5 4.6 3.7 -199.2
Ba2+ -155.5 3.5 3.4 -148.6 -169.7 4.0 4.0 -161.7

Table 5.6: Contributions to stabilization energies at the B3LYP/MCP-
TZP//B3LYP/MCP-DZP level of theory (in kcal/mol)

Cation
18c6 6aa

∆E0 ZPE BSSE ∆E ∆E0 ZPE BSSE ∆E

Rb+ -71.2 2.6 3.2 -65.4 -76.6 2.4 2.3 -72.0
Cs+ -47.1 2.3 3.4 -41.4 -51.9 1.9 3.7 -46.3
Sr2+ -200.2 4.2 3.0 -193.1 -218.7 4.6 2.1 -212.0
Ba2+ -181.4 3.5 3.0 -174.9 -190.2 4.0 2.4 -183.8

for the 6aa complexes. The difference in stabilities is reduced for the TZP basis set as

the result of preferential increase of stability of the 18c6 complexes. It is worth noting

that the cations are bound to 6aa more strongly than in the case of 18c6, even with the

displacement of the guest cation out of the plane of the ring that may indicate some

structural strain due to the increased size of the guest ion.

The NPA charge distributions in free ligands and their complexes, with the charges on

hydrogens added to the charges of the attached carbon atoms, are shown in Table 5.7.

For 18c6 in the lower symmetry (C3v), the charges were averaged for methylene and

oxygen. As anticipated, there is but a small variation in the computed atomic and group

charges when the basis set is changed from DZP to TZP. As the comparison with the

charges in the free ligands shows, presence of a cation induces polarization of electron
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distribution in both ligands. Analysis of data in Table 5.7 reveals transfer of electrons

from methylene group to oxygen upon complexation, with subsequent donation of elec-

trons to the cation and reduction of cation’s formal charge. The bivalent cations polarize

charge more than the univalent ones. In the case of the univalent cations, the charge

polarization is very similar for both 18c6 and 6aa complexes; for bivalent cations, 6aa

exhibits slightly larger redistribution of charge.

Table 5.7: Atomic and group charges from Natural Population Analysis (NPA) using
DZP basis set (TZP in parenthesis)

Cation
18c6 6aa

M O CH2 M N CH

none — -0.57(-0.53) 0.29(0 .27) — -0.39(-0.35) 0.20(0.18)
Rb+ 0.89(0.87) -0.62(-0.57) 0.32(0.30) 0.88(0.87) -0.46(-0.42) 0.24(0.22)
Cs+ 0.95(0.93) -0.61(-0.56) 0.31(0.29) 0.95(0.94) -0.46(-0.42) 0.23(0.21)
Sr2+ 1.87(1.84) -0.68(-0.63) 0.35(0.33) 1.81(1.80) -0.55(-0.51) 0.29(0.27)
Ba2+ 1.89(1.84) -0.68(-0.62) 0.35(0.33) 1.85(1.82) -0.54(-0.51) 0.28(0.27)

The harmonic vibrational analysis performed at the B3LYP/MCP-DZP level of theory

allows for simulating vibrational infrared spectra. The computed spectra for the free lig-

ands and gas-phase complexes are shown on Figure 5.3; these IR spectra were generated

using gnuplot [137], assuming a Lorentzian distribution and a half-width of 25 cm−1. In

order to determine if the addition of a counterion would change the IR spectra, simu-

lations were done using K+-18c6, KBr-18c6, and KSCN-18c6 complexes: only minute

differences between the three IR spectra were observed, therefore counterions were not

utilized to analyze the spectra. The spectra for each family (18c6 and 6aa) show similar

behaviour: the intensity of the high-frequency modes (comprised of the carbon-hydrogen

stretches) is quenched, with the extent of intensity reduction dependent on the charge

of the guest cation; the spectra in that region are slightly blue-shifted. A blue-shift is

caused by a strengthening of the bond corresponding to the IR peak. The bond lengths
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of the 18c6 and 6aa decrease from approximately 1.110 Å to 1.105 Å to 1.100 Å for

18c6/6aa to 18c6M1+/6aaM1+ to 18c6M2+/6aaM2+, respectively, which corresponds to

the bond strengthening and therefore the blue shifting of the C-H stretching region of

the IR spectra. Also, due to the strengthening of the C-H bond, there is also a re-

duction in the change in electric dipole during the C-H stretching, which corresponds

to the quenching of the C-H bond stretching mode upon the addition of cations. The

deformations of the rings (including bends of ring bonds, methylene groups, CH groups

and bond stretches) in the 800 – 1500 cm−1 region retain their intensity while being

minimally red-shifted.

5.4 Conclusion

Results of B3LYP calculations using MCP-DZP and MCP-TZP basis sets show that

Rb+, Cs+, Sr2+, and Ba2+ the cations bind more strongly to 6aa than to 18c6. The

cations were bonded with affinity greater by about 8-23 kcal/mol, even in the cases

where the cations were displaced from the plane of the ring. Complexation of the lig-

ands affects significantly more the geometry of the flexible 18c6 than that of the more

rigid 6aa. Presence of the cation induces polarization of electron charge distribution

within ligands, with the CH2 and CH groups donating electron density to the lone-pair

atoms (oxygens and nitrogens) and these in turn transferring some of the charge to the

cation. Computed infrared spectra show that complexation leads to quenching of the

carbon-hydrogen stretching modes.
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Figure 5.3: Simulated infrared spectra of 18c6 and 6aa systems. Frequencies in cm−1,
intensity in Debye2/(amu Å2).
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Chapter 6

Cancer and the Cell

6.1 Introduction

Cancer has touched the lives of most of the population either directly or indirectly. If

cancer is not caught during its early stages it can lead to the reduction of life expectancy.

Cancer is a debilitating disease that has taken many lives over the decades.

Cancer is a disease that targets cells, which are the building blocks of the human body.

Normal cells grow and divide according to a regulated cycle, know as the cell cycle. The

cell cycle is depicted in Figure 6.2 and a brief overview will be given in this Chapter.

At the onset of cancer the normal cells mutate due to some unknown factor(s) and the

cells begin to grow and divide at an unregulated (very fast) rate. Cancerous cells tend

to group together and form clusters, which are known as tumors. Tumors which are

growing can kill healthy cells and tissue that is nearby.

Cancer spreads when the cancerous cells detach from the tumor and move to other

areas of the body, and start dividing out of control again and form new tumors. The

spread of a tumor to another location in the body is known as metastasis. Once cancer
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has metastasized it is much more difficult to successfully treat.

Cancer can be treated with surgery, radiotherapy, chemotherapy, as well as combination

treatments. Treatment depends on the type and location of the tumor. When surgery

is performed it requires an invasive procedure in which both healthy cells and tissues

are removed to insure that all of the cancer cells have been resected. Radiotherapy uses

high energy electromagnetic waves, such as X-rays, to kill cancer cells. Radiotherapy

damages both cancer and healthy cells, but healthy cells can recover from the treatment,

whereas cancer cells are damaged in a manner that does not allow them to continue to

grow and divide.

Chemotherapy uses drugs to treat cancer. These drugs target cells which are divid-

ing and growing the most rapidly (cancer cells). Although some healthy cells are killed

in the process, the cancer cells are killed with greater frequency. Table 6.1 gives a list of

the most commonly used antimitotic cancer drugs that are in use today along with their

target cancer type. Many chemotherapy drugs work by targeting microtubules (micro-

tubules are essential for cellular division) and once the microtubule has been targeted,

the cell is no longer able to divide and eventually dies. Current chemotherapy drugs are

highly toxic and have unpleasant side effects. Therefore, finding new drugs which better

target cancer cells with a reduced affinity towards healthy cells is an important area of

research.

6.2 The Cell

A detailed description of all that is summarized in this Chapter can be found in most

biology textbooks, some examples are [138], [139], [140], and [141]. The cell is the basic

unit of life. It has a membrane that encloses the cell, separating and protecting it from its

surrounding. The membrane is selectively permeable to control what enters and leaves
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Table 6.1: Some commercially available chemotherapy drugs

Chemotherapy Brand Name Type of Cancer
Drug

Docetaxel Taxotere R© breast, prostate, lung

Vepesid R©
Paclitaxel Taxol R© breast, ovarian, lung

Vinblastine Velbe R© leukemia, lymphoma, breast, lung

Vincristine Oncovin R© leukemia, lymphoma, breast, lung

Vindesine Eldisine R© leukemia, lymphoma, melanoma
breast, lung

Vinorelbine Navelbine R© breast, lung

the cell. The cell is filled with cytoplasm, which is a viscous aqueous fluid where most of

the cellular activities take place. Within the cytoplasm there are many organelles which

perform various functions in the cell; the organelles and their roles within the cell are

described in Table 6.2.

6.2.1 The Cell Cycle and Microtubules

The cytoskeleton is composed of proteins which form microfilaments, intermediate fila-

ments, and microtubules. Microtubules are an important factor in many processes such

as cytokinesis, vesicular transport, and mitosis. Microtubules (depicted in the left image

of Figure 6.1) have an outer diameter of approximately 25 nm, and inner diameter of

approximately 15 nm, and they vary in length from 200 nm to 25 µm. Microtubules are

formed from α/β-tubulin dimers; an α/β-tubulin dimer is depicted in the right image

of Figure 6.1. The right image of Figure 6.1 was generated using VMD and the 1TUB

structure obtained from the Protein Data Bank (PDB), which has a resolution of 2.7 Å.
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Table 6.2: Components of the cell

Organelle Function

Nucleolus ribosomal RNA is transcribed and assembled
Nucleus contains genetic material
Ribosome assembles proteins from amino acids
Vesicle small membrane-enclosed sack
Rough endoplasmic reticulum synthesize proteins
Golgi apparatus processes and packages macromolecules
Cytoskeleton provides the cell with structure and shape
Smooth endoplasmic reticulum synthesize lipids and steroids
Mitochondria generate most of the cell’s energy
Lysosome break up waste materials
Vacuoles vesicle which stores food and waste

Mitosis takes place during cell division, and the mitotic cell cycle is depicted in Figure

6.2. During the cell cycle the cell starts in G1 phase or Gap 1 phase, and is marked

by an increase in cell size and a high biosynthesis of ribonucleic acid (RNA). The G1

checkpoint is a control mechanism that ensures the cell is ready for deoxyribonucleic acid

(DNA) synthesis. The G1 phase is immediately followed by the S phase or Synthesis

phase, when DNA replication occurs. G2 phase or Gap 2 phase occurs next and it is

during this phase that the cell continues to grow and α/β-tubulin dimers come together

to form microtubules. The G2 checkpoint ensures that the cell is ready to enter mitosis.

The cell then enters the mitotic phase.

The mitotic phase consists of four sub-phases: prophase, metaphase, anaphase, and

telophase. During prophase, the nuclear membrane disintegrates and the nucleolus dis-

appears. The chromosomes which were in the nucleolus navigate to the center of the

enlarged cell and microtubules begin to grow in length towards the center of the cell. It
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Figure 6.1: Structure of microtubule (left) and α/β-tubulin (right)

is then, during metaphase, that the microtubules attach themselves through kinetochore

to the chromosomes. The final checkpoint (metaphase checkpoint) ensures that the cell

is ready for complete cell division into two daughter cells. Once the microtubules are

attached to the chromosomes, the cell enters anaphase and the chromosomes are divided

and pulled to either end of the cell with the aid of the microtubule dynamics. Upon

completion, the cell starts telophase and the cell membrane begins to pinch down in the

middle of the cell until the cell divides into two (two daughter cells are created). After

the cell cycle is complete each new cell either reenters the G1 phase or goes into the

resting phase G0. In the G0 phase no part of the cellular division process is taking place

and the cell rests until it is ready to reenter the cell cycle in the G1 phase. If the cell

is damaged in any way the cell stays in the G0 phase and eventually dies. Cancer cells

never enter the G0 phase and this leads to an over production of cancer cells.
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Figure 6.2: Cell cycle

6.2.2 Antimitotic Drugs and α/β-tubulin

Antimitotic drugs interfere with the cell cycle, specifically during mitosis when micro-

tubule formation and dynamics are essential for correct cell division. Antimitotic drugs

such as paclitaxel, laulimalide, and peloruside are microtubule stabilizing agents. The

drugs bind to microtubules and prevent the microtubule from depolymerizing into the

α/β-tubulin dimers. The depolymerization/polymerization dynamics of microtubules is

essential in cell division, specifically when the chromosomes are being pulled to either

side of the cell in anaphase. Another class of antimitotic drugs consists of vinblastine,

vincristine, and vindesine; these drugs bind to microtubules and cause the microtubules
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to depolymerize into the α/β-tubulin dimers. Without microtubules, the cell is unable

to complete the cell cycle and therefore goes into apoptosis (cell death). The last type

of antimitotic behaviour is when the drug binds to the α/β-tubulin dimer and prevents

tubulin from polymerization to form microtubules; an example of this class of drugs is

colchicine. Similarly to the destabilizing drugs, if the microtubules cannot form, the cell

cannot undergo division and apoptosis occurs. X-ray and NMR determined structures

of several drugs can be found in the PDB and the interested reader is directed there for

further information on the structures of the tubulin/drug complexes.
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Chapter 7

Stability and Torsional Flexibility

of Noscapine and its Halogenated

Derivatives

7.1 Introduction

Noscapine ((3S)- 6,7-Dimethoxy-3-[(5R)-5,6,7,8-tetrahydro-4-methoxy-6-methyl-1,3-dioxolo(4,5-

g)isoquinolin-5-yl]-1(3H)-isobenzofuranone), is a benzylisoquinoline alkaloid derived from

plants of the Papaveraceae (poppy) family. Noscapine has been used as an antitussive

(cough suppressant) agent for over half a century; however, its recent usage as an an-

timitotic agent made it a focus of attention. Noscapine binds to microtubules [142] and

exhibits antimitotic properties that could lead to a new class of less toxic anti-cancer

drugs. Noscapine was shown to be effective in treating many forms of cancer such as

breast [143], small cell lung [144], colon [145], prostate [146], drug resistant cell lines,

and drug resistant lymphomas [147]. Experimental studies of halogenated derivatives

of noscapine have also been performed revealing that the halogenated complexes have

an increased antimitotic activity in several cell lines [142]. The chlorinated and bromi-

nated noscapine derivatives show particularly interesting properties. The chlorinated

derivative shows promising results against resistant ovarian cancer cell [148], and the
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brominated noscapine has shown to be particularly effective as an antimitotic [149] and

as an anti-inflammatory agent [150]. Due to the flexible nature of noscapine and the lack

of crystal structure data of noscapine bound to the tubulin protein, it is imperative that

possible conformations of noscapine be investigated in order to obtain an understanding

of the possible binding modes that could occur both in vivo and in vitro.

Noscapine (Figure 7.1) has two chiral carbons that connect two ring structures (meco-

nine and hydrocotarnine+; depicted in Figure 7.2). A racemic mixture of RS and SR

(α-noscapine) enantiomers [151] forms during the synthesis of noscapine, and therefore

both enantiomers are included in this study. Additionally, for the sake of completeness

the remaining two enantiomers (SS and RR) are included, leading to four enantiomers

(SS, SR, RS, and RR) considered in this study. In addition noscapine is often admin-

istered under acidic conditions leading to the protonation of the nitrogen atom. This

protonation can occur at either the axial or equatorial position. Using all four possible

enantiomers and both protonation sites leads to eight molecules: SS-ax, SS-eq, SR-ax,

SR-eq, RS-ax, RS-eq, RR-ax, and RR-eq. These two conformations of the four enan-

tiomers, will be investigated in order to find the lowest energy conformation about the

dihedral angle which goes through the two chiral carbons (highlighted in red in Figure

7.1). For each molecule, five derivatives were generated, giving a total of forty molecules

whose energies were optimized for several fixed values of the dihedral angle C-C∗2-C∗1-N.

7.2 Method of Calculation

All calculations were done using the semiempirical molecular orbital method Recife

Model 1 (RM1) [13], which is a reparameterization of the Austin Model 1 (AM1) [12]

method. The RM1 method was recently implemented in the GAMESS [1] program and

is also implemented in the MOPAC [3] program. All calculations were carried out on
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Figure 7.1: Noscapine

Figure 7.2: Meconine (left) and hydrocotarnine+ (right)

computer clusters at the University of Alberta. Visualization of molecular structures,

vibrational modes, and molecular orbitals were done using Molden [5] and MacMolPlt [6].

The first set of calculations was done using the GAMESS program. Geometry opti-

mization at the RM1 level was followed by the evaluation of the hessian in order to

ascertain that the stationary points found corresponded to minima or transition states

on the slice of the potential energy surface (PES). In the initial geometries the dihedral

angle along C-C∗2-C∗1-N was between 150◦ and 170◦. The initial value of the dihedral

angle was fixed, and partial geometry optimization and hessian calculation were carried

out. The dihedral angle was then changed by five degrees, the constraint was placed on
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the new value, and geometry optimization followed with the hessian calculations. This

process was repeated until the full slice of the PES along the C-C∗2-C∗1-N was investigated.

The hessian calculations showed that there was only one imaginary frequency, and only

around the local maxima corresponding to (local) transition states. The energies, shifted

by the lowest energy of the given conformation, are shown in Figures 7.3 and 7.4. The

lowest energy value for each conformer and the corresponding dihedral angle at which it

occurs are given in Table 7.1.

The second series of calculations was carried out using the MOPAC [3] program where

geometry optimization (energy minimization) was performed for each of the constrained

dihedral angles. These calculations were again used to create a slice of the PES along

the C-C∗2-C∗1-N dihedral angle. The first set of MOPAC calculations was done using the

RM1 method to ascertain that MOPAC found the same minima as GAMESS. The lowest

energy values and the dihedral angles at which it occurs for the MOPAC RM1 calcula-

tions are given in Table 7.2 and are shown in Figures 7.5 and 7.6. The change in energy

(∆E) is considered, which is depicted in Figures 7.3, 7.4, 7.5, 7.6 and it is apparent that

the same minima were obtained because the energy plots are essentially identical. The

second set of MOPAC calculations was performed using the RM1 method together with

the conductor-like screening model method (COSMO) [152] solvation model in order to

determine how solvation of noscapine affects the geometry minima. The same proce-

dure was used to calculate the slice of the PES by constraining the geometry at the

dihedral angle and optimizing with COSMO water (with a dielectric constant of 78.4

at 25◦C). The lowest energy values and corresponding dihedral angles from MOPAC

RM1/COSMO calculations are given in Table 7.3 and the PES slices are shown in Fig-

ures 7.7 and 7.8. The solvation effects on the PES slices are apparent when comparing

Figures Figures 7.3 and 7.4, 7.5, and 7.6 to Figures 7.7 and 7.8.
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7.3 Results and Discussion

Tables 7.1 and 7.2 summarize the lowest energy of the conformer found in the RM1

calculations about the dihedral angle for GAMESS and MOPAC calculations, respec-

tively. It is interesting to note that all but one of the lowest energy values for a given

enantiomer correspond to the same dihedral angle (± 10◦) regardless which derivative

is being investigated or which program is being used. All derivatives of SS-eq have the

lowest energy at a dihedral angle of 295◦, except the iodinated derivative, which has a

lowest energy at 180◦. The lowest energy value of SS-eq(I) differs only by 0.04 kcal/mol

(7 × 10−5 a.u., see Table 7.1) between the energy at the dihedral angles of 295◦ and

180◦, and thus both could be considered as stable minima.

Table 7.3 gives the lowest energy values and corresponding dihedral angles. For several

enantiomers (SS-ax, RS-eq, and SR-ax) the lowest energy geometry does not significantly

change (± 10◦), but for the remaining enantiomers there is a significant change in the

lowest energy conformation compared to the gas-phase results. The change in most sta-

ble minima is more apparent when comparing Figures 7.3, 7.4, 7.5, and 7.6 to 7.7 and

7.8. These Figures will be discussed in more detail later in this section.

In order to determine how the lowest energy conformations is affected by solvation for

the lowest energy conformations of the noscapine derivative in the solvent, a single point

calculation of the energy was done in the absence of the solvent. The difference between

the two energies defines the solvation energy (given by the difference, ERM1/COSMO -

ERM1). The values of the solvation stabilization energies, summarized in Table 7.4, are

between 55 and 60 kcal/mol.

Interestingly, for each of the enantiomers the plots for the gas phase and solvated
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Table 7.1: Lowest energy conformations of gas-phase noscapine derivatives calculated us-
ing GAMESS program and RM1 semi-empirical method. Energy values in a.u., dihedral
angles (in parentheses) in degrees

Derivative H F Cl Br I

SS-ax -202.577 -219.955 -216.162 -215.207 -211.192
(180) (180) (180) (180) (180)

SS-eq -202.578 -219.957 -216.164 -215.208 -211.193
(295) (295) (295) (295) (180)

SR-ax -202.574 -219.952 -216.160 -215.204 -211.188
(175) (175) (175) (175) (170)

SR-eq -202.579 -219.958 -216.165 -215.209 -211.194
(75) (75) (75) (75) (75)

RS-ax -202.580 -219.958 -216.165 -215.210 -211.194
(300) (305) (305) (305) (305)

RS-eq -202.575 -219.953 -216.160 -215.205 -211.189
(170) (175) (170) (170) (170)

RR-ax -202.580 -219.958 -216.165 -215.210 -211.195
(155) (160) (160) (160) (160)

RR-eq -202.578 -219.956 -216.163 -215.207 -211.192
(160) (165) (165) (165) (175)

molecules (which are shown in Figures 7.3, 7.4, 7.5, 7.6, 7.7, and 7.8), indicate that

most of the potential energy energy surfaces along the C-C∗2-C∗1-N coordinate are almost

identical for each of the derivatives. The enantiomer RR-ax is the sole exception. In

this case the hydrogen derivative undergoes a slight shift of the position of the nitrogen

at 50◦, but all other derivatives (F, Cl, Br, and I) have a corresponding nitrogen shift

at 100◦. After this nitrogen shift, regardless whether it takes place at 50◦ or 100◦, all

derivatives find the lowest energy geometry around 160◦.

In some of the slices of the PES there is a sharp increase or decrease in the energy.

This rapid change occurs when there is a shift in the position of the nitrogen atom.
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Table 7.2: Lowest energy conformations of gas-phase noscapine derivatives calculated
using MOPAC program and RM1 semi-empirical method. Energy values in a.u., dihedral
angles (in parentheses) in degrees

Derivative H F Cl Br I

SS-ax -202.580 -219.958 -216.166 -215.210 -211.195
(170) (170) (170) (170) (170)

SS-eq -202.581 -219.960 -216.167 -215.211 -211.196
(295) (295) (295) (295) (295)

SR-ax -202.577 -219.955 -216.163 -215.207 -211.192
(175) (175) (175) (175) (175)

SR-eq -202.582 -219.961 -216.168 -215.212 -211.197
(75) (75) (75) (75) (75)

RS-ax -202.583 -219.961 -216.168 -215.213 -211.197
(300) (300) (300) (300) (300)

RS-eq -202.577 -219.956 -216.164 -215.208 -211.193
(170) (170) (170) (170) (170)

RR-ax -202.583 -216.961 -216.168 -215.213 -211.198
(155) (155) (155) (165) (155)

RR-eq -202.580 -219.958 -216.166 -215.210 -211.195
(160) (160) (160) (160) (160)

This nitrogen shift is apparent in many of the slices of the PES (e.g. SS-ax, SR-ax,

and SR-eq): when there is a significant change in the orientation of the nitrogen, there

is also a significant change in the energy (between 10 to 30 kcal/mol). The nitrogen

atom is flipping from being in a downward facing positing (toward the meconine ring) to

an upward facing position (away from the meconine ring). The flipping of the nitrogen

atom is essential at various dihedral angles due to the bulky ring structure that make

up noscapine. At various dihedral angles there is steric hinderance due to the methyl

group on the nitrogen and considering this steric restraint the nitrogen must shift to

accommodate the rotation of these bulky ring structures.



CHAPTER 7. NOSCAPINE 85

Table 7.3: Lowest energy conformations of noscapine derivatives obtained using MOPAC
program and RM1 semi-empirical method with COSMO solvation. Energy values in a.u.,
dihedral angles (in parentheses) in degrees

Derivative H F Cl Br I

SS-ax -202.668 -220.049 -216.256 -215.300 -211.284
(160) (160) (160) (165) (165)

SS-eq -202.669 -220.051 -216.25 -215.301 -211.281
(175) (175) (175) (175) (180)

SR-ax -202.665 -220.046 -216.252 -215.297 -211.280
(175) (175) (175) (175) (175)

SR-eq -202.669 -220.050 -216.256 -215.300 -211.285
(190) (190) (190) (195) (190)

RS-ax -202.668 -220.050 -216.256 -215.300 -211.284
(160) (165) (165) (160) (160)

RS-eq -202.667 -220.049 -216.255 -215.299 -211.283
(170) (165) (170) (165) (165)

RR-ax -202.669 -220.051 -216.256 -215.300 -211.285
(185) (185) (180) (185) (185)

RR-eq -202.669 -220.050 -216.256 -215.300 -211.284
(195) (195) (195) (200) (195)

When comparing the slices of the PES in the gas and solvated phase, it is apparent

(Figures 7.3, 7.4, 7.5, 7.6, 7.7, and 7.8) that each of the enantiomers has two distinct

minima. These minima are the same for each of of the derivatives within the enan-

tiomeric set. When moving from the gas phase to solvated phase there is a lowering of

the potential energy barrier between the two minima of approximately 1 to 3 kcal/mol,

which will allow for easier rotation about the dihedral angle when noscapine is in so-

lution. In the case of SR-ax and SR-eq, the global and local minima are swapped and

there is again a distinct lowering of the energy barrier. The slices of the PES, by giving

possible conformations for noscapine, may give a more detailed understanding of how

noscapine in all of its enantiomeric forms and derivatives will behave when administered
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Table 7.4: Solvation energies of noscapine derivatives (in kcal/mol)

Derivative H F Cl Br I

SS-ax -56.8 -58.1 -57.5 -57.1 -56.6
SS-eq -56.3 -57.8 -57.1 -57.0 -55.0
SR-ax -55.4 -57.3 -56.6 -57.0 -56.2
SR-eq -58.1 -60.0 -59.2 -59.1 -58.7
RS-ax -58.1 -59.6 -59.3 -59.4 -58.6
RS-eq -57.1 -59.3 -58.2 -58.1 -57.8
RR-ax -56.0 -57.8 -56.6 -56.5 -56.1
RR-eq -56.6 -58.1 -57.3 -57.6 -56.8

for either antitussive or antimitotic effects.

7.4 Conclusion

Noscapine and its halogenated derivatives have potential to be useful antimitotic drugs

and this preliminary study aimed at determining some of the most likely conformations of

noscapine which could be used to predict the mode (or modes) of binding to tubulin. We

found that both noscapine and its derivatives are flexible molecules which can rotate by

360◦ about the torsional angle with a barrier that can be as small as 8.5 kcal/mol when in

solvent. We predicted that these drug candidates have several stable conformations that

could bind to tubulin. Thus, from the perspective of computational drug discovery, it

may be a challenging and interesting problem to determine the binding mode (or modes)

of noscapine with the tubulin dimer. In contrast to a crystal structure which if known,

would probably reveal only one binding mode realized in the solid state; computational

simulations may better mimic interactions in the cellular environment.
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Figure 7.3: Energy change during 360◦ rotation of the SS and SR enantiomers of noscap-
ine and the five derivatives using GAMESS program and RM1 semi-empirical method.
Note: all energies are scaled by the lowest energy conformation (values given in Table
7.1)
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Figure 7.4: Energy change during 360◦ rotation of the RS and RR enantiomers of noscap-
ine and the five derivatives using GAMESS program and RM1 semi-empirical method.
Note: all energies are scaled by the lowest energy conformation (values given in Table
7.1)
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Figure 7.5: Energy change during 360◦ rotation of the SS and SR enantiomers of noscap-
ine and the five derivatives, using MOPAC program and RM1 semi-empirical method.
Note: all energies are scaled by the lowest energy conformation (values given in Table
7.2)
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Figure 7.6: Energy change during 360◦ rotation of the RS and RR enantiomers of noscap-
ine and the five derivatives, using MOPAC program and RM1 semi-empirical method.
Note: all energies are scaled by the lowest energy conformation (values given in Table
7.2)
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Figure 7.7: Energy change during 360◦ rotation of the SS and SR enantiomers of noscap-
ine and the five derivatives, using MOPAC program and RM1 semi-empirical method
using COSMO solvent. Note: all energies are scaled by the lowest energy conformation
(values given in Table 7.3)
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Figure 7.8: Energy change during 360◦ rotation of the RS and RR enantiomers of noscap-
ine and the five derivatives, using MOPAC program and RM1 semi-empirical method
using COSMO solvent. Note: all energies are scaled by the lowest energy conformation
(values given in Table 7.3)
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Chapter 8

Interactions of Laulimalide,

Peloruside, and their Derivatives

with Ten Isotypes or Mutants and

1TUB from the PDB of β-tubulin

8.1 Introduction

Approximately 76,200 deaths from cancer occurred in Canada in 2010 [153]. An esti-

mated 173,800 new cases of cancer were diagnosed in Canada over the past year, which

is an increase by about 4.5% from 2009. Almost 11% of the people in Canada that were

newly diagnosed with cancer this year were Albertans (16,000 people). In 2010, 2,900

women and 3,300 men died of cancer in Alberta [153]. To improve the treatment and

reduce the number of deaths, there is a critical need for a fundamental understanding of

the interaction of cancer drugs with cancer cells.

Most of the cancer drugs used or investigated today have been extracted from natu-

ral sources or are modifications of natural products. For example: paclitaxel is found in

the bark of the Pacific yew tree, Taxus brevifolia, native to Sumatra and Celebes [154];
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peloruside is isolated from the marine sponge, Mycale hentscheli, growing around New

Zealand [155]; and laulimalide is isolated from the marine sponge, Cacospongia mycofi-

jiensis, growing in Vanuatu [156]. However, due to the disappearance of our forests and

contamination of our oceans, it is possible that a revolutionary antimitotic drug could

be destroyed before we have a chance to discover it. We must therefore alleviate some of

Mother Nature’s burdens by focusing on understanding how cancer drugs interact with

cancer cells. With this knowledge, designing a specific cancer drug to attack a specific

area of a cancer cell could be accomplished.

Due to the involvement of microtubules in cell division, they are an important focus

in anti-cancer research because cancerous cells proliferate by unregulated cell division.

Some drugs currently used in chemotherapy work by interfering with the process of

cellular division through binding to the α/β-tubulin heterodimer [157]. α/β-tubulin

heterodimers provide the building blocks for microtubules. There are eight common

isotypes of tubulin that are present in varying degrees in the body, all of which have

known mutations. Recent research [158] indicates that different isotypes of tubulin are

prevalent in different types of cancer cells. Therefore, augmenting the clinical cancer

drugs with molecular-engineered derivatives of peloruside or laulimalide families could

increase the efficiency of treatment by a synergistic effect.

Laulimalide and isolaulimalide, shown in Figure 8.1, (isolaulimalide forms from lauli-

malide under acidic conditions) were investigated for their antimitotic behaviour by

Mooberry et al. in 1999 [159] who found that laulimalide had an IC50
∗ only one order

of magnitude less potent than paclitaxel, but isolaulimalide is a thousand times less po-

tent. Mooberry and co-workers [160–162] along with Gallagher et al. [163] synthesized

several derivatives of laulimalide (ILD, ILG, L01, L02, L03, L04, L05, L13, L14, L15,
∗half maximal inhibitory concentration; IC50 measures the effectiveness of a compound at inhibiting

biological or biochemical function; in this case the IC50 is the concentration at which 50% of the cells die
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L16, L17, L18, LAD, and LAG) and experimentally determined the IC50 values (given in

Table 8.1) with respect to several cancerous cell lines. Cell lines 1A9, PTX10, PTX22,

A8, B10, SK-OV-3, and SKVLB are ovarian cancer cell lines, where PTX10, PTX22,

and A8 are paclitaxel resistant cell lines and SK-OV-3 is resistant to diphtheria toxin,

cis-platinum and adriamycin while SKVLB is a vinblastine resistant cell line. Cell lines

MDA-MD-435, and NCI/SDR are breast cancer cell lines and HCT-116 is a colon can-

cer cell line. All of the derivatives created did not show improvement over the parent

compound laulimalide for the cancer cell lines that they tested. The sixteen laulimalide

derivative were used in the present study to determine if the same trend that is found

experimentally can be computationally validated. A total of eighteen laulimalide com-

pounds were studied (sixteen derivatives mentioned above along with laulimalide (LAU)

and isolaulimalide (ILA)). Two-dimensional structures of all sixteen derivatives can be

found in Appendices E and G along with the cartesian coordinates in Appendices D and

F, (see Supplementary Data).

Figure 8.1: Laulimalide (left) and Isolaulimalide (right)

Peloruside A and B (depicted in Figure 8.2) is a new antimitotic agent which has been

extensively studied since 2000 [165–169]. De novo drug molecules were designed and a
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collection of 25 molecules were studied, (PEL-A, PEL-B and 23 de novo drug designs:

P13, P14, P15, P16, P17, P18, P1A, P1B, P1C, P1D, PAD, PAG, PLA, PLX, POX,

X13, X14, X15, X16, X17, X18, XAD, and XAG). The two-dimensional structures of

the twenty three derivatives are depicted in Appendices E and G, (see Supplementary

Data). The IC50 for Peloruside A with respect to several cancer cell lines which were

previously described are summarized in Table 8.1. Peloruside is a less potent antimitotic

agent than laulimalide, but nevertheless it shows promising results against drug resistant

cell lines, and unlike laulimalide it is stable in acidic conditions.

Figure 8.2: Peloruside-A (left) and Peloruside-B (right)

The ADMET program [170] was run to determine the toxicity of the peloruside and

laulimalide derivatives, and the computed toxicity risks for all forty-three derivatives is

given in Table 8.2. The toxicity risk is calculated based on several properties such as,

acute toxicity in rats, carcinogenicity in rodents, and Ames test mutagenicity. A toxicity

risk value of less then three corresponds with 90% of the world drug index and several

of the derivatives fall within this threshold. ADMET also calculates the Lipinski rule

of 5. The Lipinski rules for a compound are that molecular weight must be under 500

Daltons, less than five hydrogen bond donors, less than ten hydrogen bond acceptors and

the logarithm of the partition coefficient P must be less than five. Excluding molecular

weight (derivatives fall between 460 and 620 Daltons), only four peloruside derivatives

fail the remaining Lipinski rules: PELB, PAG, P1C and XAG.
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Table 8.2: ADMET toxicity risk

Toxicity Risk Derivative
1 PELA, PELB, P16, P1A, P1B, P1C, P1D
2 P13, P14, PLA, POX, X13, X14, X15, X16, XAG

ILD, ILG, L02, L04, L05, L13, L15, L16,LAD, LAG, THL

3 P15, P17, P18, PAD, PAG, PLX, X18, XAD
LAU, ILA, L01, L03, L14, L17, L18

4 X17

Tubulin isotypes (given in Table 8.3) are found in varying degree throughout healthy

cells in the human body; the most predominant source of these isotypes are listed in Ta-

ble 8.3. The β isotypes consist of 421 amino acid residues and approximately 1% of the

residues change between the isotypes [171]. Only one or two residues change within the

peloruside/laulimalide binding site, and therefore a single amino acid mutation within

the binding site can cause a drug to be ineffective against that tubulin mutation/isotype.

It is known [158] that although there is a main form of β-tubulin within a certain organ,

other isotypes are also found in lower amounts within the same organ. The percentage

of each isotype also changes when tissue turns cancerous; it is possible that this property

can be exploited to more effectively eliminate cancer cells. Cancer cells can become resis-

tant to this antimitotic agent, which could be due to the emergence of different isotypes

of β-tubulin which are naturally resistant to this drug. If the isotypes distribution of

the cancerous tissue is known, along with the effectiveness of many drugs against those

isotypes, determining the optimum drug for each patient could be easily accomplished.

It is the goal of this work to provide computational predictions to the problem of drug

resistance by determining promising new cancer drugs which can kill current drug resis-

tant cancer cells.
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Table 8.3: Tissue distribution of β-tubulin isotypes in normal cells

Isoform Organ Expression Cellular Expression

βI Constitutive Most cells
βIIa/b Brain, nerve, muscle; Restricted to particular

rare elsewhere cell types
βIII Brain Neurons only

Testes Sertoli cells
Colon (very slight amounts) Epithelial cells only

βIVa Brain only Neurons and glia
βIVb Constitutive High in ciliated cells,

(not as widespread as βI) lower in others
βV Unknown Unknown
βVI Blood, bone marrow, spleen Erythroid cells, platelets
βVII Brain Unknown
βVIII Unknown Unknown

A matrix of binding affinities of different isotypes of tubulin (10 isotypes or mutants and

the 1TUB PDB structure) to derivatives of peloruside (25 derivatives) and laulimalide

(18 derivatives) was created. The binding affinity calculations were accomplished with

the AMBER [4] program utilizing molecular mechanical and molecular dynamical cal-

culations. Several peloruside de novo drug designs have shown improvement in tubulin

binding affinities.

8.2 Method of Calculations

Docking and mass shift perturbation mapping [172] studies were performed on both

laulimalide [173] and peloruside [174], and it was determined that both peloruside and

laulimalide share the same binding pocket within β-tubulin. The binding sites/modes

for laulimalide and peloruside are depicted in Figure 8.3. The images in Figure 8.3 were
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generated using VMD and the 1TUB structure obtained from the Protein Data Bank

(PDB) with laulimalide and peloruside docked into their binding sites. The docking

calculation were performed by Barakat [173] and Huzil [174] in the Tuszynski lab for

laulimalide and peloruside, respectively, and the docking predictions were experimentally

validated by Schriemer’s lab by mass shift perturbation mapping. The details for this

work can be found in the references previously cited. It is these studies that provide

the foundation for the present project. The assumption that the docking calculations

and the experimental results provide an adequate representation of the binding mode

of laulimalide and peloruside was necessary. In addition to the docked structures of

laulimalide and peloruside, the ten isotypes of β-tubulin (βI, βIIa, βIIb, βIII, βIVa,

βIVb, βV, βVI, βVII, and βVIII) were obtained form work done by Huzil et al. [171]

and it was also assumed that these adequately represented the isotypes found within the

human body.

The α-tubulin used for all of the α/β-tubulin dimers was from the 1TUB complex. The

positions of the guanosine triphosphate (GTP) and guanosine diphosphate (GDP) on

the α-tubulin and β-tubulin, respectively, were also conserved from the 1TUB isotype.

The alignment of all of the α-tubulin with the β-tubulin isotypes as well as the position-

ing of the GTP and GDP molecules within the tubulin fragments was done using the

VMD [7] program. Molecular mechanics as implemented in the AMBER program was

used to perform energy minimization. The systems were solvated with 30,000 TIP3P

water molecules. The input parameters to the calculations specified that a maximum of

6000 cycles of steepest descent minimization was used, followed by heating the system

to 310K using Langevin temperature scaling was used to keep the system at 310K. An

NVT ensemble for the molecular dynamics simulation was used and the simulations was

run for 4,250,000 steps with a time step of 2 femtoseconds. Average structures of the

α/β-tubulin dimers were obtained from the last 3,000,000 steps of the simulation. The
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Figure 8.3: Laulimalide (left) and peloruside (right) bound to α-β tubulin dimer

FF99SB force field parameters [175] were used for the α/β-tubulin dimers and the FF03

force field parameters [176] were used for GDP and GTP. The calculations were run on

WestGrid and computer clusters at the University of Alberta.

The three-dimensional structures of the laulimalide and peloruside derivatives were cre-

ated using the MOLDEN [5] program and an energy/geometry minimization was fol-

lowed by the evaluation of the hessian in order to ascertain that the stationary points

found corresponded to minima. The calculations were performed using the semiempirical

molecular orbital method Austin Model 1 (AM1) [12] method within the GAMESS [1]

program. These calculations were carried out on computer clusters at the University

of Alberta. Visualization of molecular structures, vibrational modes, and molecular or-

bitals were performed with MOLDEN [5] and MacMolPlt [6].



CHAPTER 8. LAULIMALIDE AND PELORUSIDE 102

The alignment of the isotypes with drug molecule was performed using the VMD pro-

gram and a maximum overlap between the different isotypes was obtained. The molecu-

lar mechanics and molecular dynamics calculations were run according to the procedure

described previously, with the exception that laulimalide, peloruside and the derivatives

were run using the generalized AMBER force field (GAFF) parameters [177] because

there is no specific set of force field parameters for the new drugs. The calculations were

primarily run on the PharmaMatrix cluster which is generously supported by the Allard

Foundation, as well as WestGrid clusters, and computer clusters at the University of

Alberta.

Using molecular mechanics - generalized Born surface area (MM-GBSA) calculations,

the changes in free energies (∆G) or binding energies were extracted for all of the drug

molecules with respect to each of the tubulin isotypes. The results of the calculations

are presented in Figures 8.4 and 8.6 and full numerical data can be found in Appen-

dices E and G, (see Supplementary Data). Figures 8.4 and 8.6 provide a simple visual

representation of the binding matrix. If the predominant isotype of tubulin is known,

determining the optimum drug is simply a matter of finding the isotype on the x-axis

and searching along the y-axis (drug derivative) for the lightest square (highest binding

affinity).

8.3 Results and Discussion

In Figures 8.4 and 8.6, the tubulin isotype is plotted against the drugs and the colour

on the plots ranges from black (no bonding of drug to tubulin isotype) to white (strong

bonding of drug to tubulin isotype). Colon, breast, and ovarian cancer have high levels

of βI tubulin, furthermore, βIII tubulin is often thought to be the cause of paclitaxel

and drug resistant cancer cells [178]. It is apparent from Figure 8.4 that none of the
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laulimalide derivatives bond well with any of these tubulin isotypes. It can be conjec-

tured that if a cancer cell line with a higher concentration of βIIb or βIVa isotypes is

investigated, the laulimalide derivatives L05 and L04 respectively could be used and

these derivatives show greater binding affinity. The lack of bonding of the laulimalide

derivatives is corroborated by the experimental data presented in Table 8.1. Table 8.4

demonstrates that there is a distinct change in the ratios of isotypes when a healthy cell

turns cancerous. The change in tubulin isotype distribution could possibly be exploited

and therefore a specific drug could be chosen to maximize cancer cell death.

Table 8.4: Change in distribution of isotypes of tubulin in several cancer types
(↑ / ↓ indicated increase/decrease in tubulin isotype in cancer cells with resect to healthy
cell and ≈ indicates that there is no change in isotype distribution)

Cancer βI βIIa βIII βIVb βV

Colon ↑ ↓ ↓ ↓ ↓
Ovarian ≈ ↑ ↑ ↓ ↓
Kidney ↑ ↓ ≈ ↓ ↑
Prostate ↓ ↑ ≈ ↑ ↓
Breast ↑ ↓ ↑ ≈ ↓
Lung ↑ ↑ ↑ ↓ ↓

According to Leandro-Garćıa et al. [158], colon and prostate cancer cells have βI as the

most abundant source of the β-tubulin isotype and βIVb as the second most abundant

isotype. Additionally, ovarian, kidney, breast, lung and larynx cancer all have the op-

posite distribution (βIVb as the most abundant and βI as the second most abundant

isotype). Several of the peloruside derivatives show an increased binding affinity to these

two tubulin isotypes. P15, P16, P1D, PLX, and X15 derivatives show increased bind-

ing over the parent compounds peloruside A/B for the βI isotype and P14, P17, P1B,

PLX, X14, and X15 show increased binding over the parent compounds peloruside A/B

for the βIVb isotype. Also, increased amount of the βIII isotype in some tissues can
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be associated with cancerous cells and thus determining which drug will bind to this

isotype is extremely important. An increase in βIII isotype can be observed for lung

cancer which is the second most prevalent form of cancer (13.9% of cancer cases) [153]

and also accounts for over one-quarter (27%) of all cancer deaths. Finding a drug that

binds strongly and specifically to this isotype is of great importance. According to Figure

8.6, the derivative PAD has a strong binding affinity towards βIII and only mediocre or

non-bonding to the other tubulin isotypes with the exception of βVII isotype. Peloruside

derivative P15, P17, PAD, PAG, and X14 also show improved binding affinity to the βIII

isotype. Such data could be extremely useful in targeting a specific cancer with a known

tubulin isotype distribution by choosing the drug with the greatest affinity for it. For

instance, prostate cancer in particular shows an increase in the βIIa isotype and peloru-

side derivatives PAG, PLA, PLX, X18 and XAG have the highest binding affinities to

this tubulin isotype. Cancer of the larynx, which interestingly has seen a decrease in the

number of cases over the past year [153], has an increased amount of βV isotype the and

derivatives P13, P16, and P1D bind with greater affinity to that isotype. Once the dis-

tribution of β tubulin is known for a specific cancer, an optimum drug that corresponds

to that cancer could be easily determined: For example, lung cancer shows an increase

in β isotypes I, IIa, III and a decrease in isotypes IVb and V. In Figure 8.5 the derivative

that has the most stars (green for increased affinity and red for decreased affinity), is the

derivative L14. Choosing laulimalide derivative L14 to treat lung cancer would target

the isotypes which have an increase in the cancerous cells, while simultaneously having

a lower affinity for the isotypes that have decreased in the cancerous cells. Similarly, the

best peloruside derivative to treat breast cancer, which has an increase in β isotypes I

and III and a decrease in isotypes IIa and V, would be derivative P15 as shown in Figure

8.7. Once further information about tubulin isotype distribution is known for the wide

varieties of cancers with respect to healthy cells, determining the best antimitotic drug

could be carried out theoretically.
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8.4 Conclusion

Results of the molecular mechanics and molecular dynamics calculations show that within

the matrix of binding affinities of different isotypes of tubulin (11 isotypes or mutants)

to derivatives of peloruside (25 derivatives) and laulimalide (18 derivatives), there are

several peloruside derivatives that could be promising new drugs for many types of cancer.

It should also be noted that some laulimalide derivates may be used at attack cancer cells

with an increased content of a specific tubulin isotype, regardless of the type of cancer.

For example, L04 would theoretically bind very strongly to cancer cells with increased

βIVa isotype. Further derivatization of peloruside and laulimalide could be performed

in order to obtain a complete set of drugs which bind optimally to one or more of

the tubulin isotypes. This research shows that the exploitation of the differentiation of

tubulin isotypes in different cell tissues, as well as between healthy and cancerous cells,

is possible and exploiting these properties could allow for maximum cancer cell death.
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Figure 8.4: ∆G values in kcal/mol of laulimalide and its derivatives
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Figure 8.5: Utilizing chart to determine optimized laulimalide derivative for lung cancer
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Figure 8.6: ∆G values in kcal/mol of peloruside and its derivatives
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Figure 8.7: Utilizing chart to determine optimized peloruside derivative for breast cancer
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Chapter 9

Future Work and Conclusions

9.1 Cation Capturing Molecules

Using the ∆∆E equation shown in Chapter 4 it is possible to mimic the solution trends in

experimental data by performing only gas phase calculations. Similar systems could be

investigated in the same manner, giving insight into cation-capturing molecules. Addi-

tionally, it is evident from this study using either AE or MCP at the DFT level provides

no significant differences in the results, so it is possible to use the method which is most

computationally inexpensive and/or most convenient.

The ring structures 18c6 and 6aa discussed in Chapter 5 are extremely useful molecules

to sequester metal ions, and future computational studies could investigate derivatives

of these molecules to optimize the selectivity of cations to these molecules. Furthermore,

computing the IR spectra of these molecules could give insight into the complexation

reaction that is taking place when a ring structure sequesters a cation.

9.2 Additional Laulimalide Derivatives

Ten new laulimalide derivatives were created based on the outcome of the calculations

for the previously described laulimalide derivatives. These ten new derivatives are de-
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picted in Figure 9.1. The same procedure was used for these derivatives as for all other

drugs that were investigated and this procedure is described in Chapter 8. The data for

the calculations is summarized in Table 9.1. Three of the ten derivatives (L21, L24, and

L25) show a greater or similar binding affinity towards the 1TUB tubulin as the parent

compound laulimalide. It would be a logical next step to perform calculations on these

three laulimalide derivative with respect to the ten tubulin isotypes.

Table 9.1: Calculated ∆G values (kcal/mol) of laulimalide derivatives in 1TUB

Isotype ∆G error

LAU -30.67 ± 4.32
L20 -7.19 ± 3.65
L21 -45.13 ± 3.44
L22 -21.07 ± 3.79
L23 >0 ± —
L24 -30.26 ± 2.87
L25 -33.08 ± 4.74
L26 >0 ± —
L27 -12.70 ± 4.58
L28 -17.14 ± 2.49
L29 -17.37 ± 3.39

9.3 Fragmented Laulimalide Derivatives

In addition, another approach to de novo drug design will be investigated; it is based

on fragmenting the parent drugs (peloruside and laulimalide) into smaller molecules. It

is the goal of the fragmentation approach to retain the chemical activity of the parent

drug while simultaneously providing a simpler/cheaper chemical synthesis. The ability

to chemically synthesize the fragment molecules would permit experimental validation



CHAPTER 9. FUTURE WORK AND CONCLUSIONS 112

of the calculations. Some examples of fragmented laulimalide molecules are depicted

in Figure 9.2, and preliminary calculations using β-tubulin from 1JFF were performed.

The binding mode of the fragments was assumed to be the same as the parent compound

laulimalide. The NVT ensemble was run, at 310 K for 1.5 ps of equilibration, followed

by 3.0 ps of production, with a time step of 2 fs. MM-GBSA calculation determined the

change in free energy (∆G) or binding affinities for the drug fragment with respect to

the β-tubulin. Preliminary results show that some of the fragments bind with similar

affinity as laulimalide. Therefore, further calculations are currently being carried out.

If the results show promising binding affinities, the fragments will be synthesized by

Professor Hall at the University of Alberta, and mass shift perturbation mapping will

be performed by Professor Schriemer at the University of Calgary.

It is apparent from the studies described within this Thesis that a merging of medicine

and computational studies is imminent. Computational chemistry can have a synergistic

relationship by weeding out unpromising compounds, while simultaneously promoting

further experimental investigation on compounds that show promising binding affinities

to the protein of interest. Although computational validation and prediction is an old

concept, it is now within our computer hardware capacity to combine the worlds of ex-

perimental and theoretical chemistry. Predicting the binding site of ligands to proteins

can be accomplished by using docking protocols, allowing for simpler and easier experi-

mental measures to be implemented to validate the binding mode without waiting until

the X-ray crystal structure can be resolved. Once an experimentally validated binding

site on a protein is found, derivatization of the ligand could be accomplished using the

methods described within this Thesis, and by synthesizing only the promising complexes

a drastic reduction in synthesis costs and time could be achieved. In addition, by plot-

ting the calculated data (in the fashion of Figures 8.4 and 8.6), a better understanding is

obtained of how mutants of different proteins can drastically change the binding affinities
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of the ligands. To my knowledge this is the first time that protein mutants versus ligand

interactions have been plotted in such a manner.

9.4 Conclusions

To my knowledge this work presents the first studies to determine the optimum method

and basis set for studying a cation-sequestering system of interest. It is apparent from

the studies discussed in Chapters 4 and 5 that utilizing the MCP method (where the

core electrons are replaced by a potential) does not affect the stabilization energies.

Furthermore, adding the first solvation shell can reduce error introduced by using an in-

adequate basis set and provide results that are comparable to solvated experimental data.

Utilizing the graphs given in 8.5 and 8.7, in the manner described in Chapter 8, is

the first attempt at optimizing chemotherapy for an individual patient. In this manner

personalized medicine can be accomplished by first determining the tubulin isotype dis-

tribution of the patient and then administering the drug that best targets the cancer

cells. Additionally, to combat cancer drug resistance, a second tubulin isotype distribu-

tion measurement can be performed after the first round of chemotherapy and a lower

dose of the new optimized drug can be given in order to target the new isotype distribu-

tion; this process can be continued until it is certain that all cancerous cells have been

eradicated.

In conclusion, following the procedures outlined within this Thesis can be extended

to any similar system, whether the interests lie with rings and metal, in cancer drug

conformations, or in protein/drug interactions.
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(a)
L20, L21, L22, and L23

(b)
L24 and L25

(c)
L26, L27, L28, and L29

Figure 9.1: Laulimalide derivatives: L20, L21, L22, L23 L24, L25, L26, L27, L28, and
L29
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(a)
A2.0

(b)
A2.1.4

(c)
A3.1

(d)
A3.2

(e)
A3.4

(f)
A4.1

(g)
A4.2

(h)
A4.3

Figure 9.2: Laulimalide fragments: A2.0, A2.1.4, A3.1, A3.2, A3.4, A4.1, A4.2, A4.3
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