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Every experiment proves something.
If it doesn't prove what you wanted it
to prove, it proves something else.

Prof. Anon
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Abstract

In cardiovascular MRI, breathing will sometimes blur images beyond diagnostic
value. Free-breathing cine-navigator imaging corrects respiratory-related
displacements using the k-space data for both motion correction and image
reconstruction. An interleaved segmented radial trajectory was implemented in a
retrospectively-gated SSFP scan, allowing real-time images to be acquired
throughout a conventional gated-segmented experiment. The real-time images
were registered for each cardiac phase, providing cardiac-motion-independent
respiratory motion information that was used to correct the k-space data prior to
gated-segmented cine image reconstruction. Profiles were drawn over
uncorrected, corrected free-breathing and breath-hold images to measure the
maximum normalized sharpness. There is significant improvement in edge
sharpness, especially in the direction of respiratory motion, and residual blurring
artifacts are due to local deformations uncorrectable by the current affine motion
model or regridding error. Thresholding and masking did not affect the

reconstruction, but this may be due to the success of the motion correction.
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1 Introduction

Magnetic resonance imaging (MRI) is currently the gold standard for myocardial
function assessment due to its high spatial resolution, excellent tissue contrast and
reliable reproducibility. One drawback is that the acquisition time is still long, so
respiratory motion from breathing will introduce blurring into the image. Breath-
hold imaging is currently the method of choice due to its easy implementation, but
it limits the acquisition time within which data can be acquired to the maximum
duration of a breath-hold and excludes a portion of the population, including
children and the very ill, who experience difficulty in holding their breath.
Various techniques for respiratory gating have been tried, but all are slow and
have certain amounts of dead time during which no data is acquired. Navigator
techniques are inappropriate for cine imaging due to the time required to excite
the tissue, acquire the navigator information and then re-establish the steady-state
conditions for the primary imaging experiment. A method for free breathing
motion correction called free-breathing cine-navigator imaging is presented in this
thesis which will increase the duty cycle to 100%, correct the motion artifacts
using only the k-space data itself, and allow imaging of previously excluded

patient populations.

To refresh the reader’s memory of MRI, chapter 2 will present MR physics and
imaging concepts necessary to understand the rest of the thesis. Chapter 3 will
introduce some previous methods of respiratory motion correction in the literature

and other cardiac imaging considerations such as cardiac gating and cine-imaging.
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The cine-navigator technique will be introduced and explained in chapter 4, with
results and discussion presented in chapters 5 and 6 respectively. Chapter 5 will
consist of a comparison between uncorrected, corrected free-breathing and gold-
standard breath-hold images, and normalized sharpness profiling analysis will be
performed as a quantitative measure of image quality and the effectiveness of
motion correction. Chapter 6 will discuss the strengths and drawbacks of cine-
navigator imaging and propose future steps for improvement and further

development.
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2 MR Physics and Imaging Basics

Where previously medical practitioners relied on indirect or invasive methods to
diagnose disease, the development of tomographic imaging provided a means of directly
viewing internal physical and chemical structures based on external detection of various
properties of the human body. Transmission tomography such as x-ray and computed
tomography (CT) relies on the attenuation of transmitted waves (x-rays) as it passes
through the body, and diffraction tomography such as ultrasound relies on the reflection
of acoustic pressure waves. Magnetic resonance imaging, on the other hand, is in an
entirely different category. It does not measure the alteration in an externally applied
wave but rather measures the change in an intrinsic property after external excitation.

This property is called nuclear magnetic resonance (NMR).

2.1 NMR Phenomenon

In 1946, Felix Bloch and Edward Purcell independently discovered that magnetic nuclei
in bulk matter could absorb radiofrequency energy when in the presence of a magnetic
field and in turn produce a detectable signal [5, 44]. This is known as the nuclear

magnetic resonance phenomenon.

2.1.1 Quantum Mechanical Properties

To understand what NMR is, an explanation of what makes nuclei magnetic is required.

Each atomic nuclei possesses protons and neutrons in varying amounts, with the number
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of protons determining the atomic number Z or static positive charge and the sum of the
number of protons and neutrons determining the mass number A or nuclear mass of the
nucleus. If either or both of the neutrons and protons are present in odd quantities, the
nucleus possesses an angular momentum or spin. Although spin is a quantum mechanical
property, it is represented as the nucleus rotating about its own axis in the classical vector
model. As with any charged spinning object, a local magnetic dipole is generated. This is

called the magnetic moment |, and is represented by a vector (Figure 2.1).

Figure 2.1 Rersentation of classical vector model. Left,
spinning charged nuclei v!)ith magnetic field lines. Right,
magnetic moment vector | represented as an arrow.

The spin angular momentum J and the magnetic moment i are related to each other by a

physical constant called the magnetogyric ratio y, where:

@.1)

k=t
i

=<
<

This ratio is unique for every atomic nucleus. It is also commonly converted to frequency

scale and renamed to ¥

y=1 2)
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Some values for ¥of useful nuclei for diagnostic imaging are given in Table 2.1.

7 is referred to as a quantified vector because it is only allowed discrete orientations. The

spin angular momentum magnitude is given by:

|7} =h T+ 1) 23)

where h is Planck’s constant in frequency scale and I is another quantum mechanical
property called the nuclear spin quantum number. I takes on only integer, half-integer and

zero values such as:

1=o,1/2,1,3/2,2,5/2,... @4

and is chosen based on the atomic mass and charge numbers. Odd mass numbers give
half-integral spin, even mass and charge numbers give zero spin, and even mass but odd
charge numbers give integral spin. Non-zero spin in turn gives rise to non-zero magnetic

moment. Common nuclei like 'H, 1*C, 19F, 3P have 1 = %, and are called spin-%%

systems.
Isotope Magnetogyric Ratio I (nuclear spin quantum number)
(MHz/T)
'H 42.58 Ve
“He 32.44 2
e 10.71 2
0 5.77 512
3 40.08 72
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“Na 11.27 3R
3p 17.25 Y

Table 2.1 Table of magnetogyric ratios for isotopes common in medical imaging, with T values.

2.1.2 Polarization

Undisturbed, the nuclei’s magnetic moments are oriented randomly due to Brownian
motion and cancel each other out, meaning there is no net magnetization at thermal
equilibrium. When a strong uniform magnetic field E; is applied, the magnetic moments
orient themselves parallel and anti-parallel to the field direction, conventionally called the
z-direction. The z-projection of the magnetic moment vector can only assume one of a set

of discrete values, given by:

p,o=ymh (2.5)

where my is the magnetic quantum number and can be any of (2I+1) values as follows:

m =-1,-I+1, ..., I 2.6)

Thus there are (2I+1) possible orientations for yi with respect to the z-direction. In the
case of a spin-'2 system, there are 2 possible orientations, -¥2 and Y, or parallel and anti-
parallel. Speaking in terms of quantum mechanics, each of the orientations represents a
different quantum state with different energy. The parallel orientation represents the
quantum state with lower energy and thus is preferred, making the net magnetization

oriented parallel with the external magnetic field (Figure 2.2). The process of aligning the
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magnetic moments with _B; initializes the spin system for uniform response to external

perturbation and is called polarization.

[T
\'//\2? lﬂﬁ

Figure 2.2 Left, randomly oriented magnetic moment
vectors. Right, external field vector B, and parallel/anti-
parallel moment vectors for spin-%2 system.

2.1.3 Energy Levels

Let’s take a closer look at the energies of the quantum states. The interaction energy of

the magnetic moment and the external magnetic field is given by:

E=—Jie B,=—yIhB, @7

and the number of energy levels is the same as the number of possible spin quantum

numbers. For a spin-%; system, the difference between the two energy levels is:

1 1
AE=E<B> —‘E«x> ='YFLBO<§”"(-‘ —i)) ='YhBO (2-8)

This difference is referred to as the Zeeman splitting phenomenon (Figure 2.3).
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Figure 2.3 Zeeman splitting pilenomenon for spin-%; system. When in the presence of

Z{d the spins will populate parallel and anti-parallel energy states (m = -4, %), with an
energy level difference AE.

From thermodynamics, at a finite temperature T (given in Kelvins) both orientations will

also have different spin populations as described by the Boltzmann relation:

AE

n, /n, =ek’ 2.9)

where ny is the number of parallel spins, n, is the number of anti-parallel spins, and kg is

the Boltzmann constant (1.38 x 102 J/K).

For protons (hydrogen) at room temperature (293 K) under a field strength of 1.5T, there
are 0.001% more spins in the parallel rather than the anti-parallel orientation, resulting in
a small net magnetization aligned with E) The small ratio precludes detection of

individual magnetic moments but is adequate for the generation of a significant net
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magnetization in a larger sample size, there being approximately 7 x 10%* protons for

every mL of water.

2.1.4 Bulk Magnetization

The bulk or net magnetization is the sum of all the magnetic moments in the system. The
xy-components of the magnetic moments sum to zero because they still have random

orientation and cancel each other out. The magnitude of the spin-% system z-component

is given by:
7R’ BN, (2.10)
M. = 4KT

where N; is the total number of spins in a system. For a general spin-I system, the

equation becomes:

y =y2thONS I(I1+1)
: 3KT

2.11)

The bulk magnetization can be increased by turning up the external field strength or
decreasing the temperature of the object. In most clinical exams, decreasing the patient’s
body temperature is out of the question, and detection sensitivity increases with field

strength roughly proportional to B, ™.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2.1.5 Nuclear Precession

From classical mechanics, a magnetic field also applies torque on a classical magnetic
moment vector. The torque is equal to the rate of change of the angular momentum, given

by:

N

W

_tzﬁx ' 2.12)

which is related to the rate of change of magnetic moment by the gyromagnetic ratio:

Q.

T

szuxBo (2.13)

This is the classical equation of motion for isolated spins. The solution is given as:

Mxy (t) = “‘xy (0) e 1o (2.142)
. (5)=p,(0) (2.14b)

The torque applied is perpendicular to the plane containing the magnetic moment and the
external field, so the vector precesses around the field direction (Figure 2.4). The
direction of precession is given by the left-hand rule, where the thumb is held in the

direction of 1—3; and the nuclear precession follows the direction of the fingers.
The angular frequency at which [i precesses is called the Larmor frequency o, where:
®,=YB, (2.15)

10
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X

Figure 2.4 Precession of spil fl, about the
longitudinal magnetic field p, at Larmeor
frequency wy. Direction of precession follows
left-hand rule.

2.1.6 Transverse Excitation

In the previous section, the spin system has been polarized to create a uniform net
magnetization M aligned with the external magnetic field E:, Since M is grossly
overmatched by E), there is no way to distinguish it along the longitudinal or z-direction;
thus, the system must be excited such that the magnetization tips down into the transverse

or xy-plane, where it can be detected.

If a radiofrequency (RF) pulse is applied with the same energy as AE, the energy

difference between the spin-’2 quantum states, the system’s nuclei absorb the RF energy

11
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and equalize the populations in each energy level. This behaviour is called resonance.

Recalling that the energy of a photon is given by:

E=h-v,=ho (2.16)

rf

and combining this with Equation 2.8, we find that the RF pulse must have a frequency

of:

o, =YB,=0, (.17)

which turns out to be the Larmor frequency of the selected nuclei. The Larmor frequency
is the natural resonant frequency unique to each nucleus, allowing imaging of separate

spin systems without overlap.

As the nuclei move to the anti-parallel quantum state, the resulting magnetization is
tipped down to the transverse plane. When M is tipped down, it will have two
components, one in the longitudinal direction M,, and one in the transverse plane Mj,.
Similar to nuclear precession for a single magnetic moment p, a static longitudinal
magnetic field F = (0,0,Bo) will apply a torque to My, which will precess about the

longitudinal axis at the Larmor frequency .

How is this RF pulse generated? A secondary time-varying magnetic field Z?: (¢) is turned
on that rotates in the same sense as the desired M,y about the longitudinal axis and at the

same resonant frequency as the target spins. The formal representation is given as:

12
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E; (1)=Bi (1) [cos (mrf t+ (p) 7~ sin ((orf t+ (p) A'] =B (¢) e (2r1+9) (2.18)

where Bj (f)is the envelope function and ¢ the initial phase angle, assumed to be zero for
simplicity. The envelope function describes the shape and duration of the RF pulse, and
will be discussed in a later section. E (t) has a time-varying rotating transverse
component perpendicular to E; and ﬁwhich, when the RF pulse is on resonance with the

nuclei, will exert torque on M and tip it away from the longitudinal direction.

After the excitation is terminated, the magnetization will tend to go back to equilibrium.
The transverse magnetization will decay to zero and the longitudinal magnetization will
return to My, its equilibrium value. This relaxation can be utilized as a way of providing

soft tissue contrast, discussed further in section 2.2.5.

By Faraday’s law of induction, any rotating net magnetization will induce an
electromotive force (EMF) in a coil positioned with its axis perpendicular to the
longitudinal direction, say along the y-axis. This measured EMF signal is called the free
induction decay (FID) and for a uniform spin system with Larmor frequency o, the FID
will be a sinusoid oscillating at frequency wo, modulated by a decay function (Figure
2.5). The sinusoid comes from the precession of the spin about its own axis, while the
decay function is a result of relaxation. The Fourier transform of the FID or the spectrum
is a delta function at (. Every magnetic nucleus has a unique spectrum which forms the

basis for data used to reconstruct tomographical images.

13
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FID signal
e
>
Y

/oy
X M

ELS
Figure 2.5 [llustration of precessing transverse
magnetization M, inducing an FID signal in an RF coil
placed along the y-axis. The signal decays away with
time due to relaxation.

2.1.7 Nuclear shielding

Usually all spin systems have more than just one resonant frequency. Inhomogeneities in
the background By field can result in different Larmor frequencies for the same nuclei in
different spatial locations. In molecular structures, nuclei can also be shielded from the
effects of By by interactions with different adjacent nuclei and their surrounding
electrons. This phenomenon is called the chemical shift effect. Nuclei in homogenous Bg
but different molecular environments will have different resonant frequencies, allowing
for the differentiation of different chemical structures. For example, fat will have a 3.35

ppm shift in Larmor frequency from water.

14
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2.1.8 Bloch Equation & Rotating Frame of Reference

Mathematically, the system’s behaviour under the influence of different magnetic fields,
static or otherwise, can be described with what is known as the Bloch equation:
dM

M TixB-

— (2.19)

where My, are the transverse components, M is the initial longitudinal magnetization as
calculated by equation 2.10 or 2.11, and T} , are the time constants that govern relaxation

of the perturbed magnetization back to equilibrium conditions.

Since the transverse magnetization is rotating at a set frequency, a rotating frame of
reference is applied in which the axes are rotating at the same frequency as the
magnetization such that My, appears stationary. This makes it conceptually easier to
describe the effect of excitation on the magnetization. To mathematically illustrate the
simplification, the equation of motion for the system will now include both B, and B, (¢):
d ﬁ —_ - — — A A . A,

———t——=yM><B=yM>< B,k + B, coswt i+ B, sin(wt?) j (2.20)
This equation of motion comes from the Bloch equation under the assumption that it
describes the behaviour of M only during excitation, and that the RF pulse duration is

short compared to T and T,. It is analogous to the equation of motion for an individual

magnetic moment in equation 2.13.

The x-, y-, and z-components thus become:

15
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<

d%/t/x =y (My B,— M. B, sin(cot)) (2.212)
dﬂy =y (MZB1 cos (of) — M, Bo) ‘ (2.21b)
—a—t—’— =y (Mx B, sin(wt)— M, B, cos (mt)) (221¢)

To switch from the laboratory to the rotating frame of reference, the following conversion

is used:

b = cos (o) 1 — sin (wf) ] (2.22a)
Jo=sin(w?) 7+ cos (wf) (2.22b)
c =k (2.22¢)

p

where o is the frequency of rotation and the rotating frame directional vectors are
denoted by p. Note that only the transverse components rotate, while the longitudinal

component remains the same. Applying this conversion to Myand M,:

M., =M, cos(ot)+ M, sin(ot) (2.23a)

M, =— M, sin(ot)+ M, cos (wt) (2.23b)

where My, and My, are the new transverse components of M, in the rotating frame. After

differentiation and substitution into 2.21a-c, the following is obtained:

y =(vB, + ®) M,, (2.242)
d
—E[f‘i=—(v30+ ©) M+ VB, M., (2:24b)
dm
= P=—yB M, (2.24¢)
16
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It is seen that the rotation about the longitudinal axis has been removed and instead of the

time-dependent combination of Fo and B, (¢), there is a static effective magnetic field:

B, =B, b+ (Bo +0/ Y) k, (2.25)

such that;

M, — — ,
==Y M, xB,, (2:26)

which is the rotating frame’s analogue to the laboratory frame’s equation of motion in
2.20. B; is now a static magnetic field perpendicular to the longitudinal axis, and the
longitudinal magnetization is By plus some off-resonant field component w/y. Vp
precesses in a cone about ~B—4;, that is incident upon the longitudinal axis. When the RF
pulse is exactly on resonance with the spin system, the effective field is —B_: alone and —]\Z,

precesses about the x,, axis at a frequency of o = yBj, as in Figure 2.6.

17
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a) b)

Figure 2.6 Rotating frame of reference. a) In the general case, ﬁ; rotates in a cone of precession
about B,, at frequency @,y b) When the resonance condition is fulfilled, /, precesses about 5,
at frequency ;. The flip angle 0 is measured from the positive z-axis and depends on the
strength and duration of the excitation RF pulse.

2.1.9 Flip Angle

The forced precession about B, tips the bulk magnetization away from the z-axis, and
creates a measurable transverse component M,y ,. The angle that H:forms with the
longitudinal axis is called the flip angle (see Figure 2.6), and depends on the strength and

duration tgr of the RF pulse. For a rectangular RF pulse, it can be calculated as follows:

0= o by =VYBL L, (2.27

18
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To place the magnetization squarely in the transverse plane, a flip angle of 90° or n/2 is
applied, making tgr = (n/2)/ yB;. This results in maximal signal along the y,-axis, where
the RF receiver coil is located. If the RF pulse is left on for double that amount of time,
as with a 180° or = pulse, the magnetization will be pushed down to the negative z-axis or

inverted, and there will be no transverse magnetization.

2.1.10 Relaxation

After the excitation is stopped, the magnetization will slowly “relax™ back to equilibrium
conditions. This relaxation occurs in two separate ways, the return of the longitudinal
magnetization back to equilibrium or My and the decay of the transverse magnetization.
The following describes the relaxation behaviour as well as how to measure the

relaxation time constants using combinations of RF pulses.

2.1.10.1 Longitudinal Relaxation

The longitudinal relaxation is governed by interactions between the nuclear spins and
their surrounding environment, which consists of unexcited nuclei and the surrounding
electric fields. These are collectively known as the “lattice” and so the process is called
spin-lattice relaxation. The spins begin to go back to equilibrium conditions as governed
by the Boltzmann relation in equation 2.9. It can be described by a first-order rate

equation:

__ : (2.28)

19
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where T denotes the time at which M, is restored to 63% of A . The solution to this

equation for biological tissue is given as:

] {

M_,.p(t)=M0<1 —e'77>+M:p (O+)e g (2.29)

where M,,(0-) is the longitudinal magnetization immediately after the RF pulse. It shows
an exponential dependence on time, as seen in Figure 2.7, with different starting points

depending on the flip angle.

M (1)
4

M,

Folowing a 96 Puise
M) = M1 - exp-4T.0}

Time [U/T,]
i i 2 m
2 3 4

Following inversion
Myl = Mp{1 - 2e0p(YT}}

I A I WO G M e N e e o e e 0 e A e K e T R U R S e e o 0

Figure 2.7 Longitudinal relaxation curves for 90° and 180° pulses[58].

To measure T, an inversion-recovery experiment is undertaken. A 180 pulse is applied
that tips the magnetization to the negative longitudinal axis, and allowed to decay over a

time t. A 90 pulse then tips the magnetization to the transverse plane for immediate

acquisition of an FID signal. Varying t and acquiring the corresponding FIDs gives a

20
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time-dependent relaxation function as seen above in the inversion case, for which the

time constant T; can be calculated.

2.1.10.2 Transverse Relaxation

The transversal relaxation is governed by interactions between the excited nuclei, and is
called spin-spin relaxation. In a real system, each spin will experience a slightly different
magnetic field due to local fields from neighbouring nuclear dipoles and electrons, so
individual spins will precess at slightly different frequencies. These magnetization
vectors destructively interfere with each other and thus cause an irreversible dephasing,
decreasing the overall transverse magnetization to zero. It is also described by a first-

order rate equation:

deyp _ Mxyp

= (2.30)
dt T

2

where T, denotes the time at which the transverse magnetization has decayed to 37% of
its initial value. Note that both equations are derived from the rotating frame Bloch
equation in which B, is zero, as B, (#)has been turned off and the other term goes to zero

if the resonance condition is satisfied. The solution is:

{

Mo (1)=M 4, (0.) e T @.31)

where M,,,(0+) is the initial transverse magnetization immediately after the RF pulse.

This shows an exponential decay to zero, as seen below.

21
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Figure 2.8 Transverse relaxation curve,

magnetization decay over time [58].

Transverse relaxation depends both on the spin-lattice interactions, which push the spin
vectors from the transverse plane back to the longitudinal axis, and the additional
dephasing of the spin vectors in the transverse plane, so T, values are always shorter than
the T, values. Relaxation times for biological subjects are dependent on tissue

composition, structure and surroundings, which provide a means for developing contrast

between different tissues. This is further discussed in section 2.2.5.

Another source of dephasing is static inhomogeneities in the background B, field caused
by imperfections in magnet design and construction. These inhomogeneities cause the
spin vectors to precess at slightly different frequencies, and over time the vectors will be

spread out over the transverse plane. The decay of the transverse magnetization is

hastened and the overall time constant Tz* is given as:

22
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L _ 1 1
T2*——T2 T2/

(2.32)

where T,' is the time constant for the dephasing from static inhomogeneities alone. The

equation governing the decay of the detected signal S(t) is thus:

S(t)=8(0)e ™° (2.33)

Unlike spin-spin relaxation, inhomogeneity-based dephasing can be reversed by applying
a refocusing RF pulse, as in Figure 2.9. After an initial 90; pulse that tips the
magnetization into the transverse plane, the spin vectors will eventually dephase, some

precessing faster than others. If a transverse 180, refocusing RF pulse is applied along,
say, the X,-axis, the spins are flipped over that axis and now travel towards a common
point on the y,-axis. The once-decayed FID signal grows back to its original value in a
certain time T, at which point another measurement can be made. The second FID

response is called a spin-echo, which was discovered by Erwin Hahn in 1950 [19].

23
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Figure 2.9 Spin-echo generation. The dephasing transverse magnetization is refocused
by applying a 180, pulse that flips the spins over the x,-axis. After a time 1, the spins
meet up again on the opposite side of the y,—axis, generating a second FID signal called
the spin-echo [58].

After the refocusing pulse, the spins will immediately start to dephase again. Repeating
the 180° refocusing pulses once the signal fades will continue to refocus the spins at a
time interval known as the echo time (TE), which is designated as the time from the
refocusing pulse to the occurrence of the spin-echo. The signal will continue to decay
because of spin-spin relaxation, but the influence from static magnetic field
inhomogeneities is eliminated, thus allowing the measurement of T,, which is an intrinsic

property of the nuclei themselves.

2.2 Imaging Basics

Paul Lauterbur first applied the principles of NMR to creating a 2-D image in 1973,
calling it zeugmatography. After applying what is now called a field gradient to the

background magnetic field, he was able to relate the spin’s Larmor frequency to its
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spatial location [27]. About the same time, Peter Mansfield was able to use time-
dependent gradient waveforms to create rapidly repeated spin-echoes for high-speed
imaging [29]. Lauterbur and Mansfield are recognized as the forefathers of modern MR
imaging. The following section will explain how to detect the spatial location of spins in

3D space and some different methods used to provide contrast.

2.2.1 Gradients

For a homogenous E; field, the entire spin system of the selected nuclei will display one
resonant frequency in the spectrum, but there is no way of telling where the individual
spins are in the spatial domain. This problem is solved by varying the magnetic field such
that each spatial location’s spins will precess at a different Larmor frequency. Additional
gradient magnetic fields increase or decrease the main magnetic field by a certain amount

depending on the distance from the iso-center of the magnet.

For each direction, there will be a field gradient that varies linearly with position. The
strength of these gradients are expressed as the slope of the generated field, in units of
G/cm = 10 mT/cm. The effective field B along, say, the x-axis is calculated as:

B=B,+G, x (2.34)

where Gy is the gradient slope along the x-axis and x is the distance from the iso-centre

along the x-axis (Figure 2.10). The Larmor frequency of the spin at that location is now:
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O =Y (BO +G, x) =0, +YG. X (2.35)

and is directly related to its spatial location. For the y and z axes, simply replace Gy and x

with their analogues in the other directions.

Magnetic Field

Strenpth B
S

B-B+Gx

B

P distance x

T

1Bo-centre

Figure 2.10 Plot of magnetic field strength B versus distance x from the iso-centre of the
magnet while a linear gradient G, is applied. Gradient strength is zero at iso-centre
(effective field is By).

In the laboratory frame of reference, each spin will precess at a frequency offset from wy |
by a fixed amount. In the rotating frame of reference, the spin vectors will be rotating at
different frequencies o in the transverse plane, and in the positive or negative sense about
the z-axis depending on if wes is faster or slower than wg. The angle that they rotate from

the x-axis in a given amount of time t is called the phase angle ¢ of those particular spins:

¢=0t=yGxt (2.36)
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For a spin rotating in the negative sense about the z-axis, its phase will also be negative,

as seen below,

—
K,
-

Figure 2.11 After excitation, spin vectors :Ll and |, precess away
from the y-axis and accumulate a phase angle ¢, dependent on the
spin’s frequency ® and precession time,

Gradient performance is often the limiting factor for any imaging procedure. The slew
rate of a given gradient coil is a measure of the gradient coil performance, and is

calculated as:

SR = —= (2.37)

rise

where SR is the slew rate (T/m/s), Gmax is the peak gradient strength, and t;; is the rise

time or the time it takes the gradient amplitude to reach its maximum value.
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2.2.2 Slice Selection

The first step is to isolate an imaging plane in a single direction. As previously explained,
to excite the target nuclei, the RF pulse must have the same frequency as their resonant
frequency, but if a gradient normal to the slice plane is present, the frequency of the RF
pulse also determines the location of the slice. It can be summed up in the following

equation:
w(z)=w0+mz=y(Bo+Gzz) (2.38)

where o(z) is the frequency corresponding to the spatial location at distance z from the
isocentre of the gradient G, and . is the offset frequency from the base Larmor
frequency w¢. The frequency bandwidth Awgr of the RF pulse will determine the slice

width Az as follows:
Acorf =vG, Az (2.39)
The flip angle is calculated as the area under the RF pulse envelope function:

0= J B, dt (2.40)

One of the flexibilities of MRI is that any arbitrary axis can be used to select an imaging

plane, using alternate or a combination of gradients. Generally, imaging planes are
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defined along the x-, y-, and z-axes, but they can be selected to conform to a specific

object’s geometry, such as the heart.

w=vB

éﬁ}rf
Figure 2.12 Slice selection on an arbitrary r-axis involving the spatial encoding of spin

frequency o by a linear gradient G,. The slice width Ar is determined by the RF pulse
bandwidth Awogy.

The application of the slice select gradient introduces a linear phase shift across the slice
width resulting in dephasing of the transverse magnetization, so it is standard procedure
to apply a rephasing gradient immediately after excitation to refocus the spins. The
rephasing lobe must be opposite in polarity and have half the area of the initial slice

select gradient, as seen in Figure 2.13.
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Figure 2.13 Rephasing lobe which is half the total area of the slice select
gradient.

The frequency bandwidth is modulated by choosing the envelope function of the RF
pulse. Ideally, in the frequency domain, the desired profile will be as close to a rectangle
as possible, so the time domain RF pulse envelope will be as close to its Fourier pair, a
sinc function, as possible. In practice, it is impossible to generate the infinite extent of a
sinc pulse, so a truncated sinc envelope function is used which produces oscillations or
ripples in the excitation profile, and decreases the cut-off steepness. More advanced
envelope functions can be used, such as those which modulate the phase as well as the
amplitude of the excited magnetization, or those that are calibrated to refocus the

magnetization themselves.

2.2.3 Frequency and Phase Encoding

Post-excitation, the spins will precess freely in the transverse plane. Spatial information
about spin location within the slice can be found through manipulation of two aspects, the

frequency and the phase of the spins.
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For frequency encoding, the frequency at which the spins precess about the longitudinal
axis can be made to reflect spatial location with the application of a gradient along the
transverse plane. Through combinations of different x- and y-gradients, the effective
gradient can go along any angle through the object. When Lauterbur demonstrated MR
imaging in 1973, he varied the frequency encode (FE) gradient direction and obtained
projections at various angles, which were then back-projected to attain an image of the
original object. This method is called projection reconstruction (PR), and its application

to this project will be discussed in section 2.3.

The RF coil detects the FID signals of all the spins over the entire object at the same

time. The resultant signal, influenced by frequency encoding along the x-axis, is given

by:
S,.(t)=e "YBo'JMXy (x) e "9 dx (2.41)

and in the rotating frame of reference, the static By term is eliminated. This resembles the
Fourier transform relation, such that the original spatially encoded magnetization Myy(x)

can be returned as:

M, (x)=1G, J S (1) e d 2.42)

using YGyt as the conjugate for the spatial variable x. The magnetization is proportional to
spin density p(x) by an invariable scaling constant, so the spatial map generated could

represent one or the other.
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To obtain information about the second transverse dimension, a different gradient is
applied orthogonal to the FE gradient, a concept introduced by Edelstein in 1980 which is
not used in any other imaging modality [12]. While the phase-encode (PE) gradient is on,
the spins’ precessional frequencies are altered, and the spins will accumulate phase
according to equation 2.36, in which the phase depends on the spatial location of the spin
and the duration of the gradient pulse. After the PE gradient is turned off, the spins will
return to their base Larmor frequency, but the signal will be spatially encoded by the

phase angles of the spins, and is thus called phase-encoded.
The resulting signal for phase-encoding along the y-axis is given as:

Spe(f) =€ J M. (y)e "9 o dy (243)

where Tpe is the duration of Gy, and once again the static By term is removed by
transfetring the equation into the rotating frame of reference. If phase-encoding is done
alone, the result is all the spins rotating at the same precessional frequency with an initial
phase angle determined by the location of the spins along the y-axis. The phase angle can
be adjusted by increasing the PE gradient amplitude or altering the duration of the pulse,
but for efficient imaging the former is more commonly practiced. The frequency of

variation of phase will determine the location of the spins along the y-axis.

After frequency and phase encoding, both the frequency and phase of each spin are

dependent on its spatial location within the 2D slice. The FE and PE gradients cannot be
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turned on simultaneously, or it would simply result in a frequency-encoded projection
along the effective gradient axis. Generally, the PE gradient is applied prior to the FE
gradient such that the data is acquired for a projection parallel to the x-axis at a specific
location along the y-axis. To acquire a full dataset, the PE gradient amplitude is varied
while holding the FE gradient steady for each acquisition readout. Gradient-time
waveforms illustrating the implementation of the pulse sequence are given in section

2.2.6.

2.2.4 K-space Formalism

The FID is decomposed into its component frequencies by taking the Fourier transform
of the signal, which returns both real and imaginary components, preserving the phase
information. The 2D frequency map can be taken as a direct spatial map of spin location,
due to the linearity of the gradients. Thus the magnitude of the frequency components can
be taken as an indication of nuclear density and converted to a gray-scale intensity map,

where each pixel value represents the amount of the target nuclei present in that region.

The domain in which the FID is acquired is conventionally called k-space, with the
frequency encode direction named the ky-axis, the phase encode direction the ky-axis, and
the slice-select dimension the k,-axis. This formalism greatly simplifies the Fourier
analysis of the signal. K-space can also be thought of as the spatial domain’s spatial
frequency counterpart. The centre of k-space or low-frequency components hold the
majority of the image intensity and contrast information, while the edges or high-

frequency components have to do with edges and sharpness.
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Transformation of the frequency-encoded time domain signal Sg(t) into the k-space

domain requires the following substitution into 2.41:

k, G, t (2.44)

.

2n
such that the signal can now be written as:

S s (k) =J My, (x) ™2™ dx (2.45)

Similarly, for the phase-encoded signal, the conversion used is:

k,= QYE G, T pe (2.46)

such that the signal is now given by:

o)< o e

In real life, the raw data is sampled discretely and uniformly over a finite extent of k-
space. This is referred to as the sampling trajectory. For simplicity, the following will
refer to only the rectangular grid or Cartesian sampling, with discussion of the PR
trajectory put off until section 2.3. In the phase-encode direction, this translates into

varying the gradient amplitude by discrete amounts (AGy), while in the frequency-encode

direction the signal is sampled at points separated by a uniform time interval At.
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Thus the distance Aky y between raw data points in k-space is given respectively by:

Ak, =% |G, |At (2.482)

Ak, =¥ AG,T ,. (2.48b)

The Nyquist sampling criterion states that to be able to fully reconstruct a frequency-

band-limited signal from its sampled data values, the sampling interval At must be:

(2.49)

where f; is the sampling rate and fi,ax is the frequency bandwidth of the signal. If the
sampling interval is any higher than this value, the reconstructed signal will suffer from
aliasing or overlap of signal replicas. Applying this to MR, the separation in k-space is

related to the field of view (FOV) in the spatial domain by:

1

< 2.50
»=FOvV,, @30

Ak

Conversely, the spacing between image points (Ax) or the spatial resolution of the image

is determined by the extent of the raw dataset or the spatial frequency bandwidth FOV:

1

2.51
FOV, @30

Ax <
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Combining equations 2.47 and 2.49 returns the sampling requirements for an object with

dimensions FOV, by FOV;:
2n
MG TFO,
2n
=— 2.52b
AG, YT FOV, (2.52b)

K-space and the spatial domain are now related by the discrete Fourier transform, as

given by:

N

=z

-1 —1 2rmp 21:m])

M(pr, qu)= 22: Z S(mAkx,nAky>e_i( NR

N
2 2

(2.53)

m=— n=

where N is the k-space FOV, assumed to be the same for both dimensions, divided by the

sampling interval Akyy, also assumed to be identical for both dimensions:

_Fov,

N Ak

(2.54)

Combining this with equation 2.50 gives us the number of returned image pixel points

along a single dimension as identical to the number of points along a single dimension in

k-space, N:
FOov, 1/Mk
Ax  1/NAk 2:55)
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2.2.5 Contrast Mechanisms

The gray-scale intensity of the pixels represents the strength of the transverse
magnetization detected. Contrast is thus defined as the difference between gray-scale
levels corresponding to the difference in magnetization strength. The greater the
difference, the better the human eye can distinguish different features within the object.
With transmission tomography, contrast is sometimes achieved through injection of
contrast agent such as a dye or air that enhances the scattering effect of the tissue. This
contrast mechanism is exogenous and can rarely result in morbidity or even mortality.
With MRI, properties inherent to the tissue are manipulated for endogenous contrast
mechanisms, and the exogenous paramagnetic contrast agent has shown less morbidity

than the agents for CT [58].

The most basic tissue property is the spin density of the specific nuclei in the system,
which is directly proportional to the amount of magnetization derived from equation 2.52.
Usually proton spin density is measured for biological systems, but there is not much
difference in the water content of different tissues. A better method of contrast
enhancement is relaxation, where the relaxation times differ depending on the interaction
of water with the molecular environment and cellular structure of the tissue. Structures in
which the water is unable to freely move generally have lower T;, values than more
fluidic environments such as cerebrospinal fluid. The shorter relaxation times means the
magnetization will recover more quickly towards equilibrium conditions, and a difference

in magnetization signal strength will evolve over time, as in Figure 2.14.
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Figure 2.14 T, relaxation contrast mechanism. Tissues with different T,
values will have different longitudinal magnetization amounts after a
time t. The larger the difference in magnetization, the more image
contrast obtained [58].

Different contrast agents can be used to either enhance T; or T, contrast. The use of
paramagnetic contrast agent gadolinium diethylenetriamine pentetate (Gd-DTPA)
decreases the T, relaxation time, while super-paramagnetic iron oxide (SPIO) particles

distort the spins’ local magnetic field and accelerate transverse dephasing, decreasing T».

2.2.6 Pulse Sequences

A pulse sequence is the combination and timing of field gradients and RF pulses that
acquires k-space data in a specific manner, depending on the purpose of the imaging
experiment. The following section will describe the most common pulse sequences used,

including spin-echo (SE), gradient-echo (GRE), and steady-state free precession (SSFP).
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2.2.6.1 Spin-Echo

As in section 2.1.10.2, the spin-echo is a secondary signal that arises from the rephasing
of the transverse magnetization. The initial 90; excitation pulse is applied simultaneously
with a slice-select gradient G, to tip the spin vectors into the transverse plane.
Immediately after the excitation pulse is turned off, a rephasing lobe is applied to refocus
the spins within the slice. As can be seen in Figure 2.15, the phase encode gradient is
incremented as described in section 2.2.3, while the frequency encode gradient
application is a little more complex. To ensure that the centre pixel of the k-space dataset
corresponds to the centre of the acquisition period of the FID signal, an FE preparation
gradient is applied, which has half the area of the actual readout gradient. The spins
acquire FE gradient-dependent phase that is reversed after the 180; refocusing pulse. The
readout gradient then rephases the spins such that the maximum amplitude of the FID
occurs at the centre of the acquisition period, after which the FID will decay away once
again. The period between the excitation pulse and the spin-echo is labeled the echo time

(TE), while the period between each excitation pulse is called the repetition time (TR).
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Figure 2.15 Spin-echo pulse sequence. After the 90;
excitation RF pulse, the spins are dephased by a preparation
FE gradient, then flipped over the x-axis by the 180_ pulse.
This creates a spin echo signal in the middle of the
acquisition period. Gy, slice-select gradient; G,..q4, readout
gradient; Gppase, phase-encode gradient; ADC, analog-to-
digital converter; TE, excitation time, Adapted from [15].

Depending on the TE/TR ratio, the image contrast can be altered to depend on any of the
mechanisms described in section 2.2.5. For a long TR (>3T;) and short TE, all the
tissues’ longitudinal magnetization reaches full relaxation prior to the next excitation
pulse, and the image contrast relies solely on spin density. A short TR prevents complete
longitudinal relaxation, and the recovered magnetization amplitude will depend on Tj.
Conversely, when a long TE is used, the transverse magnetization has more time to relax
and differences in signal amplitude develop based on T,. For purely T;-weighted

imaging, a short TE and short TR are used to eliminate the effects of T, relaxation.
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In SE black-blood imaging, blood spins are washed out of the image plane in the time
between excitation and refocusing, reducing the signal and increasing the contrast
between blood and the surrounding walls. Spin echo is a relatively slow technique, so
multiple 180, pulses can be applied after the initial excitation to form multiple echoes, as
in turbo or fast spin echo (TSE or FSE). Multiple lines of k-space are acquired for a
single excitation, increasing the efficiency and speed of the experiment. Prepulses can be
used to further suppress blood signal for increased contrast, but at the cost of further
acquisition time. With the advent of faster pulse sequences, SE category methods are no
longer used for cine imaging, but segmented multiecho SE sequences are clinically used

for black-blood morphological imaging [25].

2.2.6.2 Gradient-Recalled Echo

Another way of creating a signal echo is to use gradient pulses instead of RF pulses to
reverse the phase of the spins, like in Fast Low Angle Shot or FLASH imaging (Figure
2.16). Instead of an FE preparation gradient, a gradient with the opposite polarity and half
the duration of the readout gradient is applied to dephase the spins. This is effectively
reversed by the first half of the readout gradient, and the maximum amplitude of the FID
signal is again at the centre of the acquisition period, after which the spins will dephase
again. The 180, pulse is eliminated, and transverse magnetization phase coherences can
be destroyed or spoiled after the readout and before the next RF pulse by a gradient or RF

spoiling in the slice-encode direction.
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Furthermore, the flip angle used for the excitation pulse is less than 90°, in contrast to the
spin-echo sequence. As such, the longitudinal magnetization will not be completely
depleted and the relaxation time to equilibrium is shorter than if all the magnetization
were flipped down. This allows for shorter TR than in the spin-echo sequence, but also
results in less available transverse magnetization for FID signal production. Since the
dephasing due to field inhomogeneities is not reversed with this method, the signal’s
maximum amplitude will be less than that of the spin-echo, being dependent on T," rather
than T,. Field inhomogeneity-dependent relaxation increases with increasing TE, so a
relatively short TE is used for GRE pulse sequences. Thus a balance between flip angle
and TE must be reached for effective imaging. Multiple echoes can be sampled after each
individual excitation for increased speed, as in turboFLASH, but images will have limited

signal-to-noise ratio (SNR).
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Figure 2.16 Gradient-echo or FLASH pulse sequence. A
preparatory dephasing gradient is applied in the readout
direction to create a gradient echo at the centre of the
acquisition period. The excitation RF pulse flip angle o
is less than 90°. Adapted from [15].
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T," weighting is implemented by using a small flip angle, such that the longitudinal
magnetization has a short relaxation time, and a large TE allows for the evolution of T,
dependent dephasing. Large flip angles and short TR can be used without much loss in
signal amplitude in those tissues with sufficient concentrations of contrast agent. GRE
sequences are most commonly used for T; contrast-enhanced imaging because of the
short TE, which results in strong T;-weighting with short acquisition times. Rapid flow of
blood through orifices enhances the signal, so cine GRE is used for imaging of heart

valve flow and stenoses [25].

2.2.6.3 Steady-State Free Precession

The last pulse sequence described in this section is called a variety of names, such as true
fast imaging with steady-state precession (TrueFISP), steady-state free precession
(SSFP), balanced fast field echo (FFE), and fast imaging employing steady-state
acquisition (FIESTA). The principle behind this imaging sequence is that the effects of
all the separate components are reversed or rewound in each sequence repetition [38].
Thus the transverse magnetization is not spoiled after the readout acquisition, but rather
refocused prior to the next sequence repetition, where it is combined with the next
excitation of the remaining longitudinal magnetization (Figure 2.17). Although the
technique has been around since the 1980s, implementation was not feasible until the

advent of stronger and faster gradient systems.

All the gradients have dephasing and rephasing components, and each excitation RF

pulse is opposite in phase from the previous. This results in a steady-state transverse

43

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



magnetization and TR is made extremely short to prevent additional dephasing due to
field inhomogeneities. A large flip angle is used for high signal amplitude, and is

optimized for the T)/T, times of the region of interest as follows:

T -T
cos (eoptimal) = —Ti_‘:—l_ﬁ (2.56)
such that:
T %M
2 0
My (8 imar) =<TT> =° 2.57)

provided that TR is short and TE is zero.

Several T, times are required to get the equilibrium transverse magnetization to the
steady-state. Preparation pulses can be applied to put the magnetization close to the
steady-state, after which acquisition can be started immediately. Contrast can be
manipulated with the use of other prepulses for the purposes of fat saturation or T,

weighting [15].

For short TE and TR, the signal intensity depends on the combined effects of T; and T».
Substances with a high T,/T; ratio, such as blood, will have the greatest intensity, and the
short TE/TR times lead to insensitivity to flow artifacts. Thus the pulse sequence has high
SNR and blood-myocardium contrast and is now commonly used for cardiac function and
anatomical studies. Dark band artifacts can occur if TR is not short enough, but generally

contrast and SNR are higher than that of GRE techniques.
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Figure 2.17 Typical SSFP pulse sequence. RF pulses are
symmetrical and all gradient effects are rewound. TR, repetition
time [15].

2.3 Projection Reconstruction Trajectory

Radial or projection reconstruction (PR) has been around since the development of
computed tomography imaging, and improvements in gradient coil hardware and
computational power has led to renewed interest in its application. One of the strengths of
this trajectory is its insensitivity to motion, which is especially attractive for imaging
regions with a large degree of movement, such as the heart. This section will describe the
implementation of the sampling trajectory and its associated advantages and

disadvantages as compared to Cartesian imaging.
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2.3.1 Projection Reconstruction

A line of k-space (projection) consisting of a set number of readout points is acquired at a
set angle from the x-axis, and the angle is varied for subsequent projections until k-space

is fully covered (Figure 2.18). The trajectory is defined as:

k (t)=y<cos (8.(1))+isin(0 (r))) @.58)

Where k(t) = ky(t)+ik,(t) is the complex location in k-space (radians/length), r is the
radius from the origin and 6(?) is the projection angle. Typically 6 is specified such that

the projections are spaced at equal intervals around the origin.

Figure 2.18 Projection reconstruction trajectory with 32
evenly spaced projections. The dotted circle delineates
the threshold for full FOV reconstruction [S6].

The number of projections is selected such that the maximum spacing between adjacent

points should be 1/FOV to reconstruct a fully sampled image, according to the Nyquist
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sampling criterion. If there are N; readout points per projection, the number of required

projections N, is given as:

N,=ZN, (2.59)

Note that this formula applies to an end-to-end 180° acquisition, while a centre-out 360°
acquisition would require double the number of projections. There is a factor of 7/2
increase in data acquisition time from Cartesian to PR because of the higher sampling
density near the origin. The centre of k-space is updated with each projection, and the
averaging of low spatial-frequency components results in decreased motion artifacts, but
spatial resolution is decreased due to reduced sampling at the edge of k-space. PR also
features shortened minimum TE between excitation and data acquisition, which is useful

in imaging short T, species and dynamic imaging.

2.3.2 Regridding

A disadvantage inherent in all non-Cartesian trajectories is the complexity of conversion
from k-space to image space. The most common approach is to regrid the data points to a

Cartesian grid and apply the FFT.

Infinite k-space is sampled with a non-Cartesian trajectory S such that k-space is zero
everywhere except at the sampling points (delta functions). These points will be gridded
to a Cartesian trajectory by convolution where the data points within a certain range of

the nearest Cartesian point contribute varying weights of their magnitude to the Cartesian
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point’s magnitude. Any arbitrary convolution kernel function can be used that has its
maximum value at the centre and drops off towards the edges of the nearest
neighbourhood, with the easily computable Kaiser-Bessel function providing the best
performance [22]. Specifications for Kaiser-Bessel kernel design include the order of the
Besseli function, B which is used to calculate the shape of the kernel, the number of
sampling points N in the nearest neighbourhood and the number of inter-sampling points

M between them (Figure 2.19).
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Figure 2.19 Kaiser-Bessel function used as the convolution kernel. N =

3, M = 2048, order = 8. a) B = 8. b) B = 16. Circles indicate the N

sampling trajectory points.

The sampling density is non-uniform being weighted more in the centre than at the edges,
which will introduce unwanted signal variation. This can be corrected prior to regridding
by multiplying the k-space dataset by a density compensation function (DCF) that is the
inverse of the current sampling density. After regridding, the image may have signal

variations due to the convolution operation, which is correctable by deconvolving k-space
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by the convolution kernel, or dividing the image by the Fourier transform of the kernel

(termed the apodization function).

In general:

M. (k. k)= {KM (ko) o 1 (ke ) )@ C (ki ,ky)} o R (k. ,ky)}®‘ 'C(kik,) @60)

where Mc(ky.ky) is the regridded k-space data, Mg(ky,ky) is the k-space data sampled with
the non-Cartesian trajectory S(kx.ky), W(kyky) is the density compensation function,

C(kx.ky) is the convolution kernel, and R(ky,ky) is the desired output Cartesian trajectory.
The density compensation function W can influence the amount of high-frequency
artifacts and ringing present in the image. The simplest is the absolute ramp or Ram-Lak
function, which is simply an inverted triangle. Other functions include the Shepp-Logan
(Ram-Lak modulated by a sinc function), the cosine, or the Hamming and Hann filters.
Pipe et al proposed an iterative density compensation scheme, which uses the k-space
trajectory S itself to design the weighting function [41, 43].

The goal of data weighting is to produce an even sampling density across S, such that:

Swe®c)=S (2.61)

Solving for W, the iterative function is as follows:
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w.. = : 2.62
i+1 I’Vl ® C ( )

where each estimate of the weighting function W; is updated by dividing it by the
convolution of itself with the kernel function C. The initial starting point (i=1) uses S as
the weighting function W, given that W will be zero everywhere except on the S
trajectory, and every point is initially weighted at its full value. An advantage of this
technique is that it does not require information about the type of sampling trajectory, and
can handle variable sampling density, but requires an excessive amount of processing

time.

2.3.3 Undersampling

One approach for improving temporal resolution is to reduce the number of k-space data
points through undersampling (Figure 2.20). Most of the energy of an image is contained
in the centre of k-space, so trajectories that oversample that region such as PR can reduce
the number of projections/interleaves such that the overall image contrast is preserved
with minimal artifacts. This strategy is used mainly for ultra-fast applications such as
real-time interactive imaging that requires high temporal resolution and can tolerate

reduced spatial resolution.
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Figure 2.20 Undersampling for projection reconstruction
trajectory can be accomplished by reducing the number of
projections Np so the angular spacing Akgny,, exceeds the
radial spacing Ak,. The angular step size is given by n/Np
[40].

The main effect of undersampling can be seen in the point spread function (PSF), which
is the impulse response of the sampling trajectory, where the diameter of the alias-free
region of the PSF decreases as a function of the maximum fully sampled FOV that can be
reconstructed. The missing spatial frequencies from unsampled regions will alias into the
full reconstructed image FOV, causing ghosting or ringing (Gibbs ringing). Truncating
the extent of k-space will widen the main lobe of the PSF, increasing blurring, but

reduces the overall level of artifacting so that the SNR improves (Figure 2.21).
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Figure 2.21 Point spread functions of a) undersampled PR and b) truncated
undersampled PR. The unaliased or low-aliasing zone and the main lobe is wider for
b), leading to increased blurring but decreased overall aliasing [S6].

During image reconstruction, if the convolution kernel width is smaller than the
maximum inter-point spacing, the iterative weighting function will flatten out at the point
the Nyquist sampling criterion is violated because there is no correlation between
adjacent points thereafter. This reduces undersampling artifacts and widens the PSF main
lobe causing blurring. Increasing the kernel width will eliminate mainlobe spreading but
increase the aliasing energy outside of the PSF low-aliasing region, degrading the overall
image quality. A balance between image artifact and blurring must be reached to obtain

the best quality image.
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3 Cardiac Imaging (Literature Review)

This chapter will describe the specifics of how to image the dynamics of the
cardiovascular system. Challenges include the separation of motion of the heart and the
respiratory system, as well as correction or suppression of respiratory motion artifacts.
Various techniques to correct for respiratory motion will be discussed in the following
sections while a detailed discussion of the specific approach taken in this project is

provided in Chapter 4, Methods.

3.1 Cardiac Gating

When imaging a dynamic process like the cardiac cycle, often there is a trade-off
between temporal and spatial resolution, where increasing one will drastically decrease
the other beyond any useful capacity. The periodicity of the cardiac cycle allows for
gated-segmented acquisition, where a reduced k-space dataset (segment) is acquired for
each stage of motion or cardiac phase over several heartbeats with an interleaved
sampling trajectory such that the combination of the segments for each phase create a
fully sampled dataset that has excellent temporal and spatial resolution [25]. It is assumed
that issues regarding flow and gradient induced distortion of the ECG have been

sufficiently dealt with and will not be discussed here.

The acquisition can be matched to the ECG signal either prospectively or retrospectively.
Prospectively triggered gating starts the segment sequence upon the acquisition of the

ECG R-wave, and each segment acquired represents a single cardiac phase (Figure 3.1a).
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The acquisition is often set to a certain number of segments regardless of the actual
length of the individual heartbeat, so phases at the end of the cardiac cycle may not be
fully sampled and early R-waves may be missed. Retrospectively triggered gating
acquires segments over the entire acquisition regardless of where they are in the
heartbeat, and reconstruct the images by using recorded ECG signal data to match the
segments to corresponding cardiac phases (Figure 3.1b). The segments no longer line up
within the cardiac cycle, so there is a chance that two segments with identical sampling
trajectories and cardiac phases could be acquired, and full sampling would not be

attained; however, the entire cardiac cycle is covered for full temporal sampling [8, 16].

Drawbacks to this method are that the images are not real-time, so cannot be used for
processes that require constant updating such as contrast-enhanced angiography. Also,
any extraneous motion between heartbeats will introduce motion artifacts into the final
reconstructed images. If the ECG signal is erratic, as with arrhythmia, some k-space
regions may get less coverage for certain cardiac phases, and the final images may
contain undersampling artifacts. Retrospective cine imaging can be performed with
rejection of data acquired during arrhythmic cardiac cycles to produce good quality
images [25]. An advantage of segmented acquisition is that each segment can be used to
measure real-time motion, either by reconstructing low-resolution images for use in
image registration or by measuring errors in k-space characteristics such as first moments

[55, 57].
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Figure 3.1 Cardiac gated-segmented acquisition. K-space data acquired at each cardiac phase can be
combined into a fully sampled dataset that gives a high spatial and temporal resolution image. a)
Prospective triggering acquires a certain number of segments for each cardiac cycle starting at a
particular point in the cardiac cycle, regardless of the length of each individual heartbeat. b)
Retrospective triggering acquires segments over the entire acquisition, relying on recorded ECG
signal data to match up the data for the appropriate phases post-acquisition.

A variant on gated-segmented imaging is data sharing or sliding window reconstruction,
where images are constructed closer together in time by overlapping the data acquired in
adjacent segments. This does not alter temporal resolution in that it still takes the same
amount of time to acquire a single image, but the time interval between two images is

decreased, leading to smoother cines.

3.2 Respiratory Motion

Motion contamination has been a major issue since the 1980s, when a number of

scientists noted théydetrimental effects of respiration on abdominal imaging [1, 3, 17, 49,
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59, 60]. The effect of respiration on the position of the heart is complex, including 3D
translation, rotation, and local deformation [33]. There is also great variability between
patients and positional differences that are dependent on the respiratory waveform [10,
23, 36]. The following section describes image artifacts due to motion, and ways that it

can be corrected during acquisition or post-acquisition.

3.2.1 Artifacts

Diffusion and perfusion can dephase the magnetic moments within the tissue reducing
signal amplitude, while physiological motion can introduce discrepancies between the
excitation pulse and the actual acquisition of the signal (intra-view), or between two
consecutive acquisitions (inter-view), causing signal intensity and phase modulation.
Pulsatile blood flow will move the excited nuclei out of the imaging FOV during the scan

and introduce fresh blood signal flowing in.

The signal s(t') acquired in a particular direction will be modulated by a signal intensity
variation function m(t') caused by motion (where t' is the index along the phase-encode
direction), which in image space translates into the convolution of the corresponding
component of the object S(f') by the Fourier transform of the modulation function M(f")
(Figure 3.2) [3]. For periodic motion, M(f) will consist of spikes separated by the
frequency of motion fny, resulting in repetitions of the object component across the

image, or ghosts. The distance between the ghosts can be calculated as follows:

d=f AtN (2.63)

mot
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where d is the separation distance, fi is the frequency of motion, At is the time before k-
space is incremented in a particular direction, and N is the number of points in that
direction [54]. Basically the formula says that ghost separation is dependent on the time
used to acquire the dataset in one direction (AtN) and the rate of movement f,o;. Thus for
Cartesian acquisition, ghosts in the phase-encoding direction are more noticeable than in
the frequency-encoding direction (which suffers more from blurring) because acquisition
time is longer (repetition time TR between excitation pulses as opposed to sampling time
At between readout points) allowing for greater signal modulation [3, 17, 49, 59]. Ghosts
that would appear beyond the image FOV are wrapped back around to the other side and
aliased back into the image. Ghost artifact appearance can vary from complete copies of
the static image to less defined curvilinear artifacts due to self-interference which
reinforces the artifacts at some points and cancels them out at others. Motion that is not

periodic results in smearing rather than ghosting in the phase-encode direction.

$(t) mit}

81

- g
Figure 3.2 A 1D signal s(t') obtained by applying different

phase-encode gradient pulses is modulated by a periodic
motion-induced variation in signal m(t'). In image space, this
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translates into the convolution of the corresponding
component of the stationary object S(f') by the Fourier
transform of the modulation function M(f") [3].

Trajectories that re-acquire the centre of k-space for every projection benefit from signal-
averaging of low-frequency components that minimizes ghosting by increasing the
signal-to-noise ratio, but increases acquisition time and does not eliminate blurring [60].
PR also suffers from additional radial streaking perpendicular to the endocardial border.
Three artifact suppression approaches are typical in imaging: limiting or reducing the
motion during acquisition such as with breath-holds or gating; acquiring the information
in a time that is relatively short compared to the motion; or using post-acquisition

techniques to correct the motion-distorted dataset.

3.2.2 Motion Artifact Suppression

The major techniques for suppression of motion artifacts during data acquisition will be

explained and discussed in terms of overall success and effect on image acquisition.

3.2.2.1 Breath-hold

Usually the patient is asked to hold their breath during acquisition, ranging from 5 to 20
seconds. Consistency is important for selecting subsequent image orientations based on

previous scans, and is generally better for end-expiration breath-holds [8]. It requires no
equipment or extra MR pulses, and a complete cine-image series for a single slice can be

acquired within a breath-hold with fast pulse sequences such as turboFLASH or SSFP.
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The breath-hold is currently the gold standard for motion-free cardiac imaging, easily

eliminating much of the blurring due to respiration as in Figure 3.3.

Figure 3.3 a) Breath-hold gold standard and b) free-breathing short-axis cardiac images. In
b), the edge of the myocardium is blurred, and fine features such as pulmonary vessels in the
lungs are obscured (arrows). Adapted from [52].

One drawback is the increased patient discomfort during the procedure. Furthermore,
children or the very ill who are unable to voluntarily hold their breath are excluded from
this technique. Spatial and tempbral resolution are decreased by limitations on scan
duration, and the technique is not perfect in that there can still be motion between breath-
holds, which can cause misregistration of consecutively acquired images, or during the
breath-hold itself, resulting in motion artifacts. Holland et al found that the mean
diaphragm displacement during a breath-hold was a quarter of the displacement during
normal breathing, and the heart did not maintain a consistent position during consecutive
heartbeats [21]. Small objects such as the coronary arteries cannot be distinguished due to
this inconsistency. The overall scan time is prolonged by recovery periods between

breath-holds, during which no data can be acquired. Thus developing techniques to
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maintain free-breathing during data acquisition is an important goal for clinical cardiac

imaging.

3.2.2.2 Gating

One method of motion suppression during free-breathing is gating or windowing, where
the data acquisition only occurs when the region of interest is within a certain spatial
window. This involves measuring a signal that represents thoracic expansion or
relaxation, which usually comes from a pneumatic pressure belt strapped across the

abdomen, and triggering the acquisition around end-expiration [47].

The duty cycle must be kept low to minimize motion during acquisition, prolonging the
scan time. Also, the respiratory waveform can be inconsistent, so data acquisition may
not be triggered regularly. Respiratory motion is an indirect measure of cardiac position,
so there may be positional inconsistencies across respiratory cycles that are not
adequately characterized, resulting in motion artifacts. Gating is not a widely used

technique for these reasons.

A related method is the diminishing variance algorithm (DVA), where initially a
complete scan is done simultaneously with position measurement, creating a histogram of
positions. The data is then analysed for deviation from a reference position, and the
portions that were recorded far from the reference are rescanned [48]. Again, the scan

time is prolonged and several passes may be needed to produce a complete dataset.
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3.2.2.3 Navigators

More accurate determination of the heart’s position allows for a longer gating acquisition
window, so Ehman and Felmlee came up with the navigator echo [13]. This involves
excitation of spins within a column of tissue parallel to the direction of motion and a spin
or gradient echo is recorded while a frequency-encode gradient is applied along the
column. The column is typically placed across the boundary between the diaphragm and
lung and the signal is measured prior to each phase-encode line, taking less than 50 ms.
This gives a 1D edge signal that can be used to determine respiratory motion, as in Figure
3.4. Because the navigator echo is an additional excitation extraneous to the main
experiment, care must be taken not to interfere with the region of interest and introduce
saturation artifacts. The relative displacement or correction factor is used to either correct
the image slice location during acquisition, as in real-time prospective slice ~following
for coronary angiography [9, 31], or post-acquisition, to allow for patient-specific

correction factor optimization.
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Figure 3.4 Typical vertical navigator echo used in cardiac imaging. a) Coronal scout MR
image showing column of excited spins across liver-diaphragm-lung boundary marked by
white rectangle, with right hemidiaphragm marked by white arrow. b) 1D edge signal
representing respiratory motion over time [30].

The additional acquisition of the navigator information prolongs the acquisition and
reduces scan efficiency. Despite the additional accuracy, the respiratory waveform is still
an indirect method of assessing heart position, and the drawbacks of section 3.2.2.2 still
apply. The heart undergoes 3-D translation that is not represented by the superior-inferior
translation of the diaphragm, and Nerhke et al found that certain patients exhibited
hysteresis, where the position of the heart differed at expiration and inspiration for the
same diaphragmatic position [36]. Applying a navigator directly to the heart would
resolve this issue, but placement is difficult due to its complex geometry and 3D motion

[23, 30]. If positioned incorrectly, the navigator will not pass through the same region of
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the heart at all points of the respiratory cycle. Wang et al used a navigator on the
epicardial fat surrounding the coronary arteries that measured global heart motion as
accurately as or better than a diaphragmatic navigator, and provided slightly shorter scan

times [37].

The accuracy of the navigator technique depends on the navigator signal-to-noise ratio
and spatial resolution. The more navigators that are repeated in a single cardiac cycle, the
lower the signal-to-noise ratio. Thus for cine-imaging, navigators interleaved with the
image acquisition reduce the time in which actual data can be acquired, and will be

reduced in quality themselves [14].

3.2.2.4 Phase-encode Reordering

To eliminate periodicity of the motion, and resultant ghosting artifacts, the phase-encode
lines or views are ordered to match respiratory motion amplitude. In respiratory ordered
phase encoding (ROPE), the smallest amplitude is matched to the most negative phase
encoding value and the largest amplitude is matched to the most positive phase encoding
value. As a result, the motion function increases monotonically with time during
inspiration [4]. The decreased period of motion decreases the separation of the ghosting
artifacts to a pixel and essentially eliminates them. ROPE has an asymmetric effect on k-
space, causing phase shifts in image space. Another technique, centrally ordered phase
encoding (COPE), orders the data from the central region outwards [17]. This creates
symmetrically equivalent spatial frequency components, which can be symmetrically

filtered while preserving all the best data.
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Phase-encode reordering in itself does not prolong imaging time with extra acquisitions
or gating, but requires the measurement of the amplitude of motion through navigators or
other methods. The artifact energy is conserved and spread over the image as additional

blur and distortion, which may be unacceptable for applications with inherently low SNR.

3.2.2.5 Gradient Moment Nulling

Intra-view motion artifacts are caused by motion along the gradients, which leads to
dephasing of magnetization and consequent blurring in the image. The motion is modeled
as a Taylor series, of which the first three terms correspond to position, velocity and
acceleration. A series of gradients are tailored to null the corresponding moments. This
procedure is generally called gradient moment nulling, but is also known by other names
such as motion artifact suppression technique (MAST) [39], rephasing gradients
technique [18], and compensating gradients technique [45]. This does not increase
imaging time, but any additional gradients increases the minimum achievable TE. The
complicated respiratory motion introduces complexity into sequence design, especially
for nonconstant velocities [46]. Other factors such as original gradient functions for slice
selection and readout, avoidance of unwanted gradient echoes, and system limitations

need to be considered [42].
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3.2.3 Real-time Ultrafast Imaging

Another approach is to use ultrafast imaging sequences that are relatively insensitive to
motion. The data for an entire image slice is acquired in one distinct temporal window, as
opposed to segmented acquisition. There is no need for cardiac or respiratory gating but
the reduction in data acquisition time will reduce the spatial resolution and SNR of the
image. The combination of parallel imaging with fast pulse sequences such as SSFP can
increase the temporal resolution four-fold and alternative trajectories like spiral imaging
can sample k-space efficiently with reduced flow and motion artifacts [25, 35]. Echo-
planar imaging is very fast, acquiring data in under 100 ms, but issues with spatial
resolution and magnetic susceptibility disqualify it from clinical use at present [54]. SNR
can be improved by imaging at higher fields, but that comes with its own inherent
artifacts arising from susceptibility, off-resonance, RF inhomogeneity and tissue

relaxation differences [35].

3.2.4 Motion Artifact Correction

The third approach is the correction of motion artifacts post-acquisition, which requires
knowledge of the nature of the motion. Characterization of cardiac motion due to
respiration is difficult because of its complex and inconsistent nature. The simplest
motion model would be based purely on in-plane translation and rotation. From the
Fourier theorem, translation and rotation result in phase modulation and rotation in k-
space respectively [24, 60]. Translation motion perpendicular to the imaging plane was
found to cause signal amplitude modulation [34]. Chest expansion or dilation was found

to cause distortion of both signal phase and amplitude [2]. The heart undergoes twisting
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and elastic deformation as well, so more complex modeling is needed for complete

characterization.

Manke et al proposed a 3D affine motion model that included scaling (dilation or
compression) and shear [28]. Mathematically, the transformation can be written in matrix

form as follows:

ap ap ap X t,
A(r)=Aer+t=|a, a, a,|y|+| (3.1)
a3 853 Ay | 2 l,

where A(r) is the complete transformation of spatial point r = (x,y,z), A is the affine
transformation matrix, and t is the 3D translation matrix. There are 12 degrees of freedom
in total, with the 9 in A representing a 3D linear transformation. A can be decomposed

into rotation, scaling and shear matrices as follows:

1S, S.Js. o o
A=R(@,0,y)0 1 S_[0 S, 0 (3.2)
0 0 10 0 §

where R(¢,0,y) is the 3D rotation matrix, {S.y, Sxz, Sy} is the 3D shear matrix, and {S,,
Sy, S.} is the 3D scaling (dilation or compression) matrix. The lower triangle of the shear

matrix represents the perpendicular shearing components of the upper triangle elements
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{Syx, Sz, Sz}. Taking advantage of Fourier transform properties, the spatial affine

transformation can be applied to k-space with
k'=A4"k (3.3)

where k' is the transformation of the spatial frequency k. It then follows that the k-space

dataset F is related to the transformed dataset F' as follows:
=——FI(K' 34
ey (k) (3.4)

This motion model describes complex motion and yet is easily applicable to k-space.
Local elastic deformation is present but there is no way to tell the individual effects on k-

space, so residual blurring may be present after affine motion correction [33].

3.2.5 Dual-Purpose Acquisition

In gated-segmented imaging, it is possible to use the reduced k-space segments to
reconstruct real-time images that are diagnostically useless, but still good enough to
measure the motion of the heart. Each segment acquires data evenly over the whole of k-
space, but is severely undersampled. The same data is also used to reconstruct high
temporal and spatial resolution cine-images, where the segments that make up one

cardiac phase’s cine-image are interleaved such that there is full sampling of k-space.
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Larson et al used a cine radial experiment to monitor the cardiac cycle of the heart in
real-time, in order to collect an MRI-gating signal, which was subsequently used to
reconstruct the same data via a conventional gated-segmented approach [7, 26]. A similar
method was reported for phase-contrast blood velocity experiments [53]. Several
coronary angiography groups have compared real-time sub-images to a pre-defined
template to detect data acquired without excessive distortion or through-plane motion
[20, 50]. McLeish et al reported the use of under-sampled radial images to monitor
respiratory motion over many cardiac cycles in order to correct the motion prior to
combining the image data into a fully sampled image [32]. However, this study relied on
a separate navigator acquisition to monitor through-plane motion and thus was limited to

only a single cardiac phase.

The advantage to this technique is the possibility of 100% duty cycle and accurate direct

measurement of in-plane or 3D motion of the heart. Using an appropriate motion model

such as in section 3.2.4, post-acquisition motion correction can be used to eliminate

ghosting and blurring artifacts.
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4 Methods

Cardiac cine-imaging is a difficult process due to the need for simultaneously high
temporal and spatial resolution. External methods of respiratory motion measurement are
not accurate, and internal methods such as navigators require extra acquisition time that
will lower the duty cycle and thus the temporal resolution. Real-time imaging has low
spatial resolution due to the reduced data acquisition window available for each cardiac

phase, and as such, cannot be used diagnostically.

The cine-navigator method advanced in this section proposes to use the k-space data
itself to measure cardiac motion, without any extraneous data acquisition or external
transducers. It will expand on previous studies by adapting the dual-purpose acquisition
for continuous cine-imaging, as opposed to a single cardiac phase, and correcting the

motion effects in k-space so as to use a greater percentage of the data.

4.1 K-space Acquisition Scheme

Normally a Cartesian gated-segmented cine experiment would acquire multiple segments
of k-space lines over many heartbeats and combine the lines at the same cardiac phase to
create a more densely sampled k-space dataset, resulting in higher spatial resolution. This
allows for higher temporal resolution since fewer lines can be acquired per segment than
would be needed for adequate image quality. The cine-navigator technique incorporated
k-space ordering which allowed real-time images to be acquired throughout a
conventional gated-segmented cine-experiment, using the same k-space for both

purposes. A conventional trueFISP or SSFP pulse sequence was chosen for its high
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myocardium-blood contrast and fast imaging speed. Shimming was required to eliminate
off-resonance artifacts caused by field inhomogeneity, and the shim box was reduced to

cover only the region of the heart for maximum uniformity in that area.

The entire acquisition was broken up into segments of time within which undersampled
k-space datasets are acquired. In this study, interleaved radial k-space trajectories were
used to allow full field of view, full spatial resolution real-time (RT) images to be directly
reconstructed from reduced k-space datasets. Theoretically this could be done with
Cartesian trajectories and parallel imaging techniques, but the radial trajectory also

allows for easier application of affine motion correction parameters to k-space.
For the gated-segmented (GS) images, the k-space lines at the same true cardiac phase in
all the heartbeats were used to reconstruct a fully sampled high-resolution image of that

cardiac phase (Figure 4.1), and each unique segment configuration was angularly offset

from the previous one to maintain even k-space coverage in the GS dataset (Figure 4.2).
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Figure 4.1 K-space dual-purpose acquisition scheme. Sliding window reconstruction is
used to create a series of real-time subimages (left) for respiratory motion navigation
purposes. The corrected k-space lines are then used in conventional gated-segmented
reconstruction to create high temporal and spatial resolution cine-images, which contain
blurring and ghosting due to motion (right). For greater temporal resolution of each line,
each unique segment configuration (i.e. segment 1, 2, 3, 4, 5, etc) is acquired over several

heartbeats.
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Figure 4.2 K-space radial trajectory interleaving. Each
consecutive radial segment configuration is angularly offset from
the previous. This gives even coverage of k-space for both the
undersampled real-time and the combined gated-segmented
dataset.

In conventional interleaving, each segment’s lines are acquired at equispaced intervals to
evenly cover k-space. With cine-navigator interleaving, evel:y segment’s lines cover half
of k-space, such that every two segments’ worth of lines is used to create one real-time
image, as in Figure 4.3. The minimization of large jumps in k-space reduces artifacts due
to eddy currents. The segments are acquired over a fixed period of time, regardless of the
length of the cardiac cycle, so each line will not be acquired at the exact same time within
each cardiac phase of each heartbeat. In order to maintain the temporal resolution of the
GS cine-image series, each unique segment configuration is acquired over several
heartbeats to increase the temporal sampling frequency of each line (Figure 4.1). Sliding
window reconstruction is used to reconstruct RT images for user-defined real-time

cardiac phases, with a temporal resolution of less than 100 ms.
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Figure 4.3 K-space segment line ordering. a) Conventional cine-imaging line interleaving
with each segment’s lines or projections evenly covering k-space, and b) cine-navigator
line interleaving, where every two consecutive segments’ projections combine for a more
densely sampled dataset. Each line is acquired at different times for each heartbeat due to
retrospective triggering, so each unique segment configuration is acquired over several
heartbeats to maintain the temporal resolution of the k-space lines (in this example, lines
have been shifted by a whole cardiac phase from one heartbeat to the next).

The radial dataset was regridded to a Cartesian trajectory for use with the fast Fourier
transform, using a Kaiser-Bessel convolution kernel (B = 8, order = 8, M = 2048) of
width N = 9 for the RT reconstruction and N = 3 for the GS reconstruction [22, 43]. The
undersampling ratio, or the ratio between the maximum inter-projection spacing and the

readout point spacing, for the RT reconstruction was 14.5, but a nearest neighbourhood of
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N = 29 produced excessive blurring, so a smaller value was chosen to minimize blurring
yet suppress overall image artifacting. For the gated-segmented image reconstruction,
temporal as well as spatial regridding was performed, with each image’s reconstruction
including data from neighbouring cardiac phases weighted by the temporal convolution
kernel (B = (0.257)20N/ncargphases; N = 3). Since cardiac motion is cyclic, the data from
phases at the beginning and end of the cardiac cycle were wrapped around to the other
side for use in regridding. Iterative density compensation was applied to even out the RT
sampling density and the GS DCF was calculated as the multiplication of the entire
dataset’s spatial DCF by its temporal weighting (Figure 4.4). Due to reconstruction time
constraints, a Shepp-Logan filter was used as the GS DCF, as the iterative density

compensation function calculation time exceeded 35 hours.
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Figure 4.4 a) Undersampled RT DCF (calculated with N =9, B = 8 Kaiser-Bessel kernel). b) Fully
sampled GS DCF