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ABSTRACT

Buried pipelines for transportations of oil and gas function in complex
environments, such as Arctic and sub-Arctic regions. In addition to the normal operational
loading conditions, for example, the internal pressure, buried pipelines are subject to
various types of imposed deformations. The objectives of this work are to develop a
predictive approach for the behavior of pipelines under imposed deformations and to
establish associated criteria for design, maintenance and assessment of pipelines. The
standard procedure for analysis of buried pipelines at the present time, which has been
developed by industry, is based on an elastic-plastic beamm model for the pipeline, combined
with elastic-plastic soil springs for the surrounding soil. A design criterion commonly used
is the buckling strain criterion. This criterion has been demonstrated to be owverly
conservative, in general, by both experimental and analytical studies.

The predictive approach developed in this study is based on the fact that local
buckling of pipe walls interacts with overall response of the line of pipe. A two-step
predictive approach has been developed. These are denoted as segment analysis and line
analysis. The segment analysis is based on a three-dimensional shell model simulating a
pipe segment. The line analysis models the pipeline by using a pipeline-beam element,
developed in this study, acting interactively with the soil. To integrate the local behavior
into the overall behavior, representative cross-sectional stiffness is abstracted from the
segment analysis and is then fed into the line analysis.

For the segment analysis, a solution technique based on an improved arc-length
controlled equilibrium iterative method is developed. A solution procedure based on a direct
search technique is explored as an aiternative. The results of segment analyses
demonstrated the softening behavior in postbuckling regions. Two basic buckling modes,
referred to as diamond and bulging modes, and significant cross-sectional distortions have
been predicted.

A program ABP has been developed for the line analysis. It is based on the ISPDR
and RMDI techniques, defined herein, which include and exclude the effects of local
buckling, respectively. Responses of lires of pipe, characterized by localization of
deformation, have been predicted and analyzed. Results demonstrate great influence for
eftects of local buckling and the strengths of bearing and uplifting springs.



Based on the predicted behavior, criteria tor design and assessment of pipelines are
proposed on a more rational basis. The procedures for establishment and applicaton of

these criteria have been illustrated.
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CHAPTER 1 INTRODUCTION

Buried pipelines as a means of transportation of oil and gas have become more and
more important to the oil and gas industries in the last few decades. As the resource
exploration moves to remote frontiers such as the Arctic and sub-Arctic, pipelines have
been extended into new and more challenging environments. Consequently, there is a great
need to have better understanding of pipeline behavior and a refined design procedure to
meet the requirements imposed by the new working conditions. This project was proposed
based principally on this fact. The thesis as a whole will present the research work carried
out by the author between 1989 and 1992, and summarize the findings and suggestions
achieved. The first chapter presents the objectives of the project in Sect. 1.1 tfollowed by a
brief literature review on relevant subjects in Sect. 1.2. A general discussion on conceptual
approach to the analysis of pipelines subjected to imposed deformation is presented in Sect.
1.3. The chapter ends with a brief description of the content of subsequent chapters.

Pipelines subjected to imposed deformation are often forced to deform into the
elastic-plastic region of the pipe steel. Due to the self-limiting nature of the deformation
imposed loads, the load carrying capacity is not the major concern. Fundamentally, failure
of pipelines should be defined in terms of two conditions, namely, leaking and excessive
deformation. Leaking of the pipe wall starts from fracture initiation and propagates into
through-thickness cracks which leads to loss of containment integrity. Predicuons oi
fracture initiation and propagation requires a fracture mechanics approach and is not the
primary objective of this project. Excessive deformation may be associated with local
buckling which can be produced by various types of imposed deformation. Predictions of
pipeline behavior under imposed deformation and the study of limit states associated with

excessive deformations are the objective of this project, as is detailed in the following
section.

1.1 OBJECTIVES

The general objective of this project is to analyze deformational behavior of
pipelines and to contribute to the rationalization of the design criteria based on limit states
design principles. To elaborate this general objective, the specific objectives are :

(1) to develop a robust solution technique which is able to trace various types of
equilibrium paths for shell structures.

(2) to carry out nonlinear large deformation analysis and analyze the postbuckling



behavior of cylindrical sheill segments, and determine the effects of loading conditions and
geometric parameters, such as, diameter and wall thickness on the postbuckling behavior.

(3) to develop a procedure of buckling analysis, especially for cylindrical shells
subjected to combined loads, and carry out buckling analyses to identify the onset of
buckling. This onset is the phenomenon on which the current design criteria used in the
pipeline industry, for imposed deformation loading conditions on pipelines, are based.

(4) to examine the effects of loading conditions and geometric parameters on the
onset of buckling.

(5) to develop an analytical model for buried pipelines which can account for both
the characteristics of a pipeline as a shell structure and as a long line structure.

(6) to determine the interaction between the pipeline and surrounding soil.

(7) Based on the behavioral understanding obtained from analysis of buckling and
postbuckling of pipe segments and the integrated pipeline, propose a procedure on which
more rational limit states design for imposed deformation can be established.

1.2 LITERATURE REVIEW

Pipelines are a type of structure which must function in complex environments. The
behavior of pipelines is co1plicated by such factors as local shell buckling, soil-structure
interaction, and combinatioas of externally applied loads and imposed deformations.

Despite the complex behavior and conditions imposed on pipelines, the design
procedure specified by the current Canadian design code (CAN/CSA-Z183,1989),
hereinafter referred to as ‘the code', is based on linear elastic stress analysis and working
stress design principies which can't be considered as a2 completely rational approach for
pipeline design problems. This is particularly true for the conditions of imposed
deformation where significant local yielding, local buckling, and large deformation may
occur. A rational nonlinear deformation analysis should be employed to analyze this highly
nonlinear response and to design pipelines safely and economically. Recognizing the
inadequacy of the design procedure in the code and the need for more rational design
criteria, a substantial effort has been made herein to improve the knowledge and
understanding of pipeline behavior. In the remainder of Sect. 1.2, a review of the subjects
related to the behavior and design of buried pipelines subjected to imposed deformations is

[\



presented. This focuses on the design procedure in the code, on complementary design
criteria and procedures used in the oil and gas industries, and on the critical buckling strain
of pipes subjected to combined axial load, bending load and internal pressure.

1.2.1 Design Procedure in the Code

The code for oil pipeline systems in Canada, CAN/CSA-Z183 (Canadian Standard
Association,1989), is based on linear elastic stress analysis and accumulated experience
with the design loads of pressure, temperature differential, and sustained forces. The
design specifications, as stated in Clause 5.6.1.1 of the codu, are the following
requirements : (a) design wall thickness, (b) maximum allowable temperature difterental in
restrained sections, (¢) maximum allowable freely supported spans for axially restrained
sections, (d) minimum required flexibility in partially or fully unrestrained sections, (¢)
maximum allowable support spacings for stress design of unrestrained sections, and, (1)
maximum allowable cold-sprung reactions on equipment attached to flexible piping.

The code recognizes design conditions other than the basic conditions of pressure,
temperature and sustained forces, such as slope movements, fault movements, seismic
related earth movements, thaw settlements and frost heave. These are imposed
deformations with regard to pipelines and would normally result in a locally nonlincar
response which is not covered by the design procedure in the code. The code does not
provide design requirements for conditions arising from imposed deformations. As stated
in Clause 5.1.4 the designer is required to determine what supplemental design criteria are
necessary for these effects. Clause 5.2.1.3 states that the designer is responsible for
determining supplemental local design criteria for structural limits for denting, wrinkling,
secondary tensile loading and structural stability.

1.2.2 Design Criteria Currently Used in Industry

As stated in the previous section, the current design code does not provide any
guidance on design criteria for conditions of imposed deformations. Consequently,
designers of pipelines must develop their own supplemental design criteria. Longitudinal
strain has been chosen as a quantity upon which to establish the governing criteria for loads
imposed by deformations for the following reasons.

First, the loads arising from imposed deformations are self-limiting in nature,
because they are developed by the constraints of adjacent materials or by self-constraint of
the structure itself. That is, stresses arise to satisfy strain-displacement compatibility within
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the structure or between the structure and its supporting medium. The magnitudes of these
loads depend on the imposed deformation, and more importantly, on the stiffness of the
structure. Deformations or strains, rather than the loads, are the dominant quantities which
control the response of the structure under these conditions.

Second, the amount of displacement involved in slope movements, fault
movements, thaw settlements and frost heave, are usually large enough to force pipelines to
deform into the elastic-plastic range of the material. Because the typical stress-strain curve
for pipeline metal is very flat in the elastic-plastic range, strain is a far more sensitive
quantity than stress with regard to the equilibrium state of pipeline.

Third, the longitudinal strain is used because local buckling of the pipe wall
depends mainly on its (compressive) magnitude. In addition, in the case of tensile
longitudinal strain, the total inelastic behavior is bounded by limiting the longitudinal strain
provided that the circumferential stress due to internal pressure is limited to a value below
yield strength of the matenal.

The strain criteria are intendzd to prevent the failure of pipelines. Pipelines may fail
because of leaking, which is the result of crack initiation and propagation, or because of
excessive deformation associated with local buckling. A criterion in terms of the maximum
wensile strain in the longitudinal direction is used to prevent crack initiation and propagation.
This has been commonly set at 0.5 percent (CANUCK Engineering Ltd., 1983). Studies
(Price, 1990) show that this is, in general, a conservative critcrion. Although much work is
currently under way to develop rational criteria for the conditions of crack initiation and
propagation, this aspect is not the principal interest of this project.

The maximum acceptable value of compressive longitudinal strain is normally set at
the onset of local buckling in the pipe wall. The rationale for this is based on the fact that
thin cylindrical shells have unstable postbuckling behavior. Load carrying capability of
such a shell usually drops dramatically upon the initiation of local buckling and deformation
ot the postbuckling pattern, either axisymmetric or non-axisymmetric, grows rapidly after
»uckling occurs. To preserve load carrying capability and prevent excessive deformation
and cross-sectional distortion, it appears to be natural to avoid local buckling completely.
However, for a buried pipeline subjected to imposed deformation, the load carrying
capability of the pipeline is not not significance and large additional deformation can be
accommodated by the pipeline without affecting its capacity to carry the internal pressure.
This behavior will be further developed in subsequent sections since it is one of the major



concerns of this research.

Because local buckling of shells is such a complicated phenomenon, as will be
discussed in detail in Chapter 2, great etforts have been made to evaluate the strain at the
onset of buckling both experimentally and analytically. This will be elaborated on in the
next section. A typical value for maximum compressive strain in the current design
procedures is 0.5 percent. A derivation of this value for a pipeline with outer-diameter of
12.75 inches and wall thickness of 0.25 inches was given by Workman (1981).

The common design procedure for pipelines appears to be to design the preliminary
wall thickness for internal pressure according to stress criteria and then check for given
imposed deformations. If the maximum permissible strain is exceeded, the wall thickness is
adjusted or other measures, such as soft padding beneath the pipeline, are introduced to
improve the geotechnical performance, so that the strain criteria are satisfied.

1.2.3 Experimental Studies of Buckling Strain

Many testing programs have been carried out in the past to study the buckling
behavior of cylinders under various load combinations. However, most of them focused on
buckling strength instead of buckling strain because buckling strength has much more
engineering significance if the principal function of the cylinder is to carry loads.
Consequently, only a handful of testing programs on buckling strain were conducted and
reported (Bouwkamp and Stephen, 1973, 1974, 1975; Korol, 1979; Reddy, 1979; Jirsa er
al, 1972; and Sherman, 1976). Some of these tests were carried out deep into the
postbuckling ranges, but little measurement on postbuckling behavior has been reported up

to present time. The testing programs and their results are briefly reviewed in the following
subsections.

1.2.3.1 Tests of Bouwkamp and Stephen

Bouwkamp and Stephen carried out a series of tests at the University of California-
Berkeley, in 1973, for pipes to be used on the Trans-Alaska pipeline. Eight tests on seven
specimens were conducted. The specimens were fabricated from nominal 48 inch (1219
mm) diameter longitudinally seam-welded pipe. The test sections, except for one specimen,
were fabricated from X60 pipe with a nominal wall thickness 0.462 inches (11.7 mm) and
an yield strength of 60 ksi (413.7 MPa). The loading conditions were increasing bending
moment combined with constant internal pressure and constant axial load. The internal
pressure was set at two levels, high pressure at about 950 and 150 psi (6.55 and 1.03



MPa) and low pressure at 25 psi (0.17 MPa). The axial load was also set at two levels
which correspond to tem: ~:zrature differentials of 135° and 90°F (57.2° and 32.2° C). The
measured thickness and loading conditions are listed in Table 1.1.

The primary objective of the test series was to investigate the strain at the onset of
buckling under various load combinations and loading sequences. After the results from the
first test showed that the operational integrity of the line would not be impaired by
development of buckling , the subsequent tests were continued into their postbuckling
region to assess the postbuckling strength and deformation capability. Unfortunately, only
minimum measurements were taken. However, the postbuckling deformation patterns from
these tests are probably the best available information hp to the present time. The buckling
strains and radii of buckling curvatures are Jisted in Table 1.1.

The primary conclusions from this test series are summarized in the following.
Failure, which occurred only at the end of the postbuckling phase, resulted from excessive
local deformations except for one case of tearing of the pipe wall. When the pipes buckled
at relatively low curvature values, the cross-sectional distortions were small enough not to
affect the flow-through capacity of the pipeline. Following buckling the pipe is capable of
undergoing further deformations which are twenty to thirty times those observed at
buckling. The buckling mode has two basic forms : (1) For the pipes with middle to high
pressure (150-950 psi) initial buckling develops as an outward buckling of the pipe wall
over a substantial portion (up to 75%) of the pipe circumference; and, (2) For pipes with
low pressure (25 psi), the buckled wall takes on a diamond like in-and-outward type of
deformation pattern. On the sections other than the buckled sections, the distributions of
longitudinal strain are basically linear up to a load level close to the buckling load, and only
departs slightly from linearity afterward.

1.2.3.2 Tests of Reddy

Reddy (1979) performed a series of tests on stainless steel and aluminium allcy to
investigate the plastic buckling behavior of pipes which had D/t from 35 to 80. It was
realized that curvature is a much more satisfactory measure of buckling processes than
bending moment, or equivalently, that extreme fiber compressive strain is a better measure
than the corresponding stress. This is so because the shape of a typical moment-curvature
response is very flat in the plastic range. Consequently, the strains at the onset of buckling
were taken as the major measurements. Ten steel specimens and nine aluminium alloy
specimens were tested. The specimens had a nominal diameter of 25 mm and were tested



under pure bending loading conditions. The thickness and buckling strains are listed in
Table 1.2.

An important observation from Reddy’s tests is the presence of wave-like ripples
on the compression sides of the specimens before collapse took place. These ripples were
found to remain after unloading at the end of test. They were non-uniformly distributed
along the extreme compression side and had a principal ripple which was significant larger
than the others in some cases. The average wavelengths of the ripples are smaller than the
one of the plastic axisymmetric buckling of axially compressed cylinders. It was concluded
that the ripples, rather than the small amount of ovalization, were the primary cause of
collapses. This implied that the tubes behaved as imperfect cylinders, the imperfections of
which gave rise to a steady growth of these ripple which eventually led to collapse.

The strain data in Table 1.2 was not directly available in the paper given by Reddy
(1979). They have been retrieved from the plots in the published paper. Consequently,

some errors may be expected. The reported buckling strains were defined at the limit poinis
where collapses occurred.

1.2.2.3 Tests of Korol and Jirsa

Korol (1979) carried out a scries of 1 tests on single and double span circular
hollow tubular beams to compare with inelastic bending and axial compression theorics of
buckling. The main purpose of this series of tests was to investigate the D/t limit for tubular
sections which can be used in plastic design. The test sections were loaded in uniform
moments. The geometric properties of specimens, buckling strains at the onset of
bifurcation which are observed visuaily, and strains at limit points are listed in Table 1.3.

Jirsa et. al (1972) conducted tests on six pipes to study the influence of ovaling on
the flexural behavior of pipelines stressed beyond the elastic limit. The diameters of pipes
range from 10.75 to 20 inches (273 and 508 mm) and D/t ratio from 30 to 80. Four of the
pipes tested were uncoated and two were coated with concrete. The test sections were
loaded in uniform moments. Geometric properties of specimens and buckling curvatures
are listed in Table 1.4. The stress-strain curve was reported for each of the specimens. The
buckling curvatures were recorded at the limit points. The values of buckling curvature are
retrieved from plots in the published paper. One conclusion about the effects of ovaling
from this test series is that the influence of ovaling on the moment capacity is relatively
small in general, and local buckling occurred before large reductions in moment capacity



were observed. Therefore, local buckling, rather than ovaling is the principal cause of pipe
failure.

1.2.3.4 Tests of Sherman

Sherman (1976) carried out a series of tests to determine the moment redistribution
capabilities of round tubes and to determine if the plastic design principle could be applied
' tubes subjected to flexure. Eighteen specimens were tested with nominal diameter of
10.75 inches and diameter-to thickness ratio ranging from 18 to 102. Three arrangements
of suppor. conditions were included in testing. They were simple supports at both ends,
fixed supports at both ends and a cantilever. The fixed ends were welded to heavy end
plates which allowed no distortion of the cross-section. The properties of the specimens are
listed in Table 1.5 where simple, fixed, and cantilever are designated for boundary
conditions mentioned atove. respectively. The test results for those which failed by
buckling are also listed in Table 1.5, where the buckling curvature was defined as that at
which a diameter change of 0.05 inches occurred or was visually evident.

The following are some cunclusions and observations obtained from this series of
tests. Members with D/t of 35 or less could develop a plastic moment and sustain sufficient
rotation to fully redistribute the moments. Ovalization at the hinge was slight and buckling
did not occur. The section with D/t of 102 buckled in the elastic-plastic range. A deep
buckle with single wave formed suddenly and the moment could not be maintained. The
presence of a moment gradient and a stiffened end causec the initial buckle to occur at
higher strains than when there was a constant moment region. For the heavier sections, the
buckle formed slowly. The same or an increased load was sustained after the initiation of
buckling, and the load started to drop at larger curvatures.

1.2.3.5 Tests in Progress

Two independent test programs in progress at the present time are being carried out
at the University of Alberta (U of A) and at the Center for Frontier Engineering Research
(C-FER). The objectives of these two test programs are to determine the strain at the onset
of buckling and study the postbuckling behavior of pipe segments subjected to combined
axial load, internal pressure and bending moment. The test program at U of A includes 7
specimens where 4 of them have a diameter of 20 inches (508 mm) and the other three have
a diameter of 12.75 inches (324 mm). These tests have been completed at this moment.
However, the data reduction is yet to be carried out. The test program at C-FER may



include 6 to 10 specimens which have a diameter of 24 inches (610 mm). The tests have yet
to be completed. It is believed that the results from these test programs will be an important
contribution to the knowledge of buckling and postbuckling behavior of pipe scgments.

1.2.4 Analytical Studies of Buckling Strain

Predicting the buckling strain by an analytical approach or by numerical analysis is
a research subject which has attracted the attention of many researchers. Similar to the
experimental studies carried out in the past, most analytical studies were directed at the
buckling loads instead of the buckling strains. Therefore, only relatively tew studics are
closely related to the current subject. These will be reviewed in the following subsections.

They are grouped into closed-form solutions based on differential equations and numerical
solutions based on finite element procedures.

1.2.4.1 Solutions Based on Differential Equations

Solutions based on differential equations are largely for axially compressed
cylinders because the uniform membrane stress state existing in the prebuckling cylinder is
easier to treat theoretically. The classical elastic buckling strain of an axially compressed
cylinder has been studied by many researchers and reported in many references. These arce
summarized in the book by Brush and Almroth (1975). For cylinders of intermediate
length, the elastic buckling strain can be expressed as

Eer = 1.21-6— (1.1)

1.2.4.1.1 Analysis of Batterman

Batterman (1965) used a procedure similar to that for elastic buckling for plastic
buckling. Starting with an incremental differential equation of equilibrium, Batterman
employed an elastic-plastic stress-strain relation to evaluate stress increments according to
either the incremental theory or the deformation theory of plasticity. Great efforts were
made to examine the differences in solutions because of the controversy that existed, which
is, that incremental theory is essential for a proper description of irreversible plastic
behavior. Nevertheless, the experimentally obtained loads are in good agreement with
predictions of deformation theory. In analogy with the tangent modulus theory for columns
it was assumed that the entire thickness of the shell wall is loading at buckling. The elastic-
plastic buckling strains were expressed as
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Ex = A —6— (1.2)
where A= Y, (1.3)
V3 (5-4vyy - (1-2v)2)
for the incremental theory of plasticity and
A sk L (1.4)

- N Gy +2-av)y, - (1-2v)2

for the deformation theory. In Egs. (1.3) and (1.4), v is Poisson ratio, and Y. and s are
the ratios of the elastic modulus to tangent modulus and elastic modulus to secant modulus,
respectively. If unloading was allowed, as in the reduced modulus theory for columns,
solutions were obtained with much more complex forms which are not presented here. It
should be pointed out that the coefficient A in Eq. (1.2) which is defined by Egs. (1.3) and
(1.4) is dependent on the strain states because the tangent modulus and secant modulus
have to be properly evaluated at the current strain state. Consequently, an iterative

procedure is needed to determine the value of the buckling strain. This is usually a
numerical procedure.

1.2.4.1.2 Analysis of Workman

Workman (1981) did an analysis for the Norman Wells pipeline. Despite the fact
that the pipeline goes through the sub-arctic environment and might be subject to a complex
combination of internal pressure, axial loads and bending moment, Workman idealized the
problem of determining the buckling strain of such a pipeline to the relatively simple
problem of finding the buckling strain of an axially compressed cylinder with internal
pressure. The assumption employed was that the buckling strain of the pipe subjected to
internal pressure and axial ioad is equal to or less than the buckling strain of the same pipe
subjected to internal pressure, axial and bending loads. By employing deformation theory
of plasticity and a Ramberg-Osgood curvilinear material representation, and assuming sine
waves in both the longitudinal and hoop directions, a characteristic equation was cbtained
for a given material description and pipe size. This equation is

¢(va GS’ mvn) = O (1.5)

where Ox and Os are stresses, while m and n are wave numbers, in the longitudinal and
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hoop directions, respectively. The lowest possible longitudinal stress state was identitied as
the buckling stress. This was determined by a numerical procedure in which the hoop
stress was assumed to be constant and the buckling stress was obtained by scarch through
the various wave numbers. Since the deformation theory of plasticity was employed, the
buckling strain was determined from the buckling stress.

1.2.4.1.3 Analysis of Popov

The theoretical study by Popov (1973, 1974) proposed a methodology for
determining the buckling strain of pipelines when subjected to the combined loading ot
pressure, axial and bending loads. His procedure had two steps.

The pipe was first subjected to internal pressure and axial load. It was modelled as
an inelastic axisymmetric shell by finite element. An isotropic strain hardening material
model with a curvilinear stress-strain relationship was used. From the axisymmetric model,
an average stress-strain relationship representing the axisymmetric buckling characteristics
was obtained by an incremental solution approach, which then served as a material
constitutive law to be used in the bending problem.

In the second step, bending was introduced and the cross section was assumed to
remain circular throughout the deformation history. A theory which formulates the behavior
of a membrane tube under internal pressure, axial and bending loads was developed. The
bulging effects were introduced by using the stress-strain relation derived from the
axisymmetric model instead of the actual material properties on the compressive face of the
pipe. Failure of the pipe due t¢c wrinkling was then defined as the point at which the strain
in the compression side reached the average axial strain at bulging in the axisymmetric
problem. The proposed methodology was supported by good agreement between the
predicted curvatures at which the wrinkle formed and the test results of Bouwkamp (1973).

1.2.4.2 Solutions Based on Finite Element Procedure

Finite element procedures have been used extensively to determine the buckling
strain of cylinders. In general, three types of finite element model can be employed for
buckling of a cylinder. The first is a model based on general shell elements which are
available in many general-purpose programs on the market today. This model is the most
general and capable in the sense that it can model any geometry of the shell and any type of
deformation pattern. The second is based on the so-called ‘clbow element” such as the one
in ABAQUS (Hibbit, 1984). Elbow elements have polynomial interpolation between the
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nodes in the longitudinal direction and Fourier interpolation around the circumierence. Due
to the nature of the interpolation, elbow elements have relatively limited capability of
modelling detormation. The third is the axisymmetric model based on axisymmetric
clements. This modcl has great advantages of efficiency, but can only model axisymmetric
geometry and deformation.

1.2.4.2.1 Solutions of Row

Row er al (1983a) did a numerical study, in which he employed a similar
methodology to Popov (1973, 1974). For the pipe subjected to internal pressure and axial
load, the pipe wall was modeled using a 8-node axisymmetric solid finite element. A
general mulitilinear stress-strain relationship with a kinematic hardening model was
adopted, and an axisymmetric imperfection was introduced to represent thickness variation
and/or offset at circumferential welds. With the axisymmetric model, the average stress-
strain curve and the critical strain at which wrinkling or buckling occurs were obtained. The
bending problem was modelled using an inelastic large deformation three dimensional shell
clement. Both the actual stress-strain curve and the average stress-strain curve were used in
bending analysis. The results of the analyses indicated that, if the critical extreme fiber
strains were defined at limit point in both bending and axisymmetric analyses, the critical
cextreme fiber strains in a bending analysis were substantially larger than those in an
axisymmetric analysis because of the strain gradient in the bending case. A similar
conclusion for curvatures corresponding to the extreme fiber strains was also valid. The
use of the average stress-strain curve resulted in some difference in the moment-curvature
response from the solution using actual material properties. This difference is significantly
increased in the post-buckling softening range.

1.2.4.2.2 Solutions of Lara

P.F. Lara (1987) is probably the first one who studied the post-buckling behavior of
pipe and tried to validate the strain criteria which are commonly used at the present time.
The pipe was modeled by elbow elements, available, for example, in ABAQUS
(Hibbit, 1984). The cross sectional deformation is incorporated by Fourier interpolation.
The wrinkle formation and wrinkle growth in pipes under combined loading were studied.

The results indicated that, for the low pressure cases which had the 'diamond
shaped’ wrinkle, a rapid wrinkle growth followed wrinkle formation. However, for high
pressure cases, rapid wrinkle growth happened much later than when the wrinkle first



formed. It was concluded that the strain criterion based on wrinkle onset is adequate tor
low pressure cases, and too conservative for high pressure cases.

The strain at which rapid wrinkle growth begins was proposed as a more rational
failure criterion. Sensitivity analysis of wrinkle growth was carried out to understand how
the failure criteria would vary qualitatively when the design parameters, such as pressure,
operating temperature, material properties, and wall thickness, were changed. Outward
wrinkle formation was determined to be mildly sensitive to pressure effects, while inward
wrinkle formation was a strong function of pressure. The pressure had a favorable effect in
delaying wrinkle growth, and its intfluence was very significant for inward wrinkle growth.
The operating temperature, or the compressive load had secondary effect on wrinkle
growth. Increase in wall thickness could slightly delay the wrinkle growth. But thicker wall
tended to revert the buckling mode from the outward bulging mode to the inward diamond
mode, and consequently reduced the critical failure strain significantly. With regard to the

material properties, wrinkle growth was found to be mainly dependent on the plastic
properties.

1.2.4.2.3 Solutions of Bushnell

Bushnell published a series of papers (Bushnell, 1974,1976, 1981 and 1984) and a
comprehensive book (Bushnell, 1985) on numerical buckling analysis of shells with a
good portion of them devoted to cylindrical shells. In his works, an axisymmetric model
for buckling analysis of shells of revolution was established and a program for this
purpose, BOSORS, was developed. With this tool, buckling behavior of various types of
shells of revolution were analyzed for various loading and boundary conditions. The
bifurcation analysis was based on eigen-value analysis, and an incremental solution
approach was employed for nonlinear path analysis. The focus has been on determining the
bifurcation load or limit load rather than the post-buckling behavior, although initial post-
buckling behavior was one of the topics in his works. The prebuckling behavior is found to
have a significant influence on imperfection sensitive shell buckling.

1.2.4.3 Comment on Previous Analytical Studies

A few comments will be made with regard to previous studies reviewed in this
section.

First, there does not appear to be a firm basis for the assumption that the critical
longitudinal buckling strain from axisymmetric conditions is applicable to general
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conditions. This assumption is based upon the observation that the elastic buckling stress
of a cylindrical shell subjected to axial load is about equal to or less than that of a cylindrical
shell subjected to bending moment (Seide, 1961). Even though the elastic buckling stresses
are close for the two load cases, there is no indication that the elastic-plastic buckling loads
will be close, and even less support for elastic-plastic buckling strains to be close. It is well
known that the buckling of the pipe with particular geometries of interest in buried oil
pipeline design occurs after the initiation of elastic-plastic behavior, and therefore the
strains could be much different while the stresses are reasonably close. Therefore, this
fundamental assumption, which has been used directly by Workman (1981), and indirecdy
by Popov (1973) and Row (1983a), does not appear to have a sound theoretical basis.
Furthermore, the axisymmetric model is not sufficient because it can only predict
axisymmetric buckling modes, while tests (Bouwkamp, 1973) indicated that the buckling
mode at low internal pressure was of the inward diamond shape which was obviously non-
axisymmetric.

Sccond, the assumption that the cross-section remains circular does not appear to be
satisfactory for predicting behavior in the post-buckling range. For shell type local
buckling, cross sectional distortion, which results from both ovalization and local buckling,
has a significant effect on post-buckling structural behavior, and should be included. The
circular assumption was used by Popov (1973).

Third, only limited test results for pipes, in terms of buckling strain and buckling
curvature are available. The test results from Berkeley are probably the best available.
However, because the objective of these tests was to establish design criteria based on the
onset of local buckling, there is no data with regard to post-buckling, even though the tests
were carried on into the final collapse stage. For the range of practically used geometry and
material properties, the post-buckling behavior is virtually unknown and more study is
NECessary.

Finally, the rationality of the practice of defining the pipe failure condition at the point
of wrinkle onset is in question. As observed in Bouwkamp’s tests (1973), the cross-
scctional changes were small after the initiation of buckling occurred and the pipe appeared
to remain in a condition which would permit it to be fully operational. Row (1987)
indicated that wrinkle initiation is one of the damage conditions but not a failure conditicn,
and a certain amount of wrinkling could be allowed. Lara (1987) showed that the criteria
bascd on the initial buckling strains are very conservative for pipe with high internal
pressure.
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In view of the research work related to the buckling strain limits, design criteri
currently employed are. in general. very conservative and the basis for them is n2ither
rational nor complete. In the present study, by predicting the behavior of pipe, particuiarty
the post-buckling behavior, through a rational and general numerical analysis. an attempt is
being made to establish a firmer basis for more rational and complete design criteria for
deformation imposed loads.

1.2.5 Analysis of Pipeline Subjected to Settlement

Within the past decade, analysis of soil support and stress distribution in buried
pipelines has evolved from simple approximatinns using closed form solutions (Yen ez al,
1981) to the use of sophisticated analytical methods which incorporate plastic analysis of
steel and nonlinear soil behavior (Row er al, 1983b). One of the reasons for this
development is the need for pipelines in adverse environments, such as buricd pipelines in
the arctic and pipelines under deep water. Buried arctic pipelines have to be designed for
adequate restraint against thermal loading as well as to maintain integrity against thaw
settlement and frost heave. Analysis of pipclines when subject to differential thaw
settlement has two fundamental roles which are : {a) determining the acceptable design of a

pipeline for a given differential settlement; and, (b) determining the allowable differential
settlement for a given pipeline.

The model for analysis of pipelines subjected to differential settlement should cover
several important issues. Soil settlement induces deformation of the pipeline which disturbs
the distribution of strains and stresses existing in the line prior to the settlement. The
magnitude and pattern of this disturbance depends on the structural response of the pipeline
to the imposed deformation from soil settlement. Pipeline-soil interaction is an important
feature. Because of the interaction, both the pipeline as a structure and the soil as a

supporting medium have to be properly modelled. This usually leads to a complicated
analytical model.

Depending on the major interest of the investigator, one could have a combination
of a relatively simple model for soil and a relatively elegant model for pipeline or vice
versa. In settlement analysis, more interest may be directed at the redistribution of the
strains and stresses over the length than at the local cross-sectional deformation.
Consequently, the analytical model has to cover sufficient length of the pipeline in order to
properly evaluate this overall response. This usually results in a large scale model
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depending on the particular discretization technique empioyed. Because of the large scale
involved, full scale experimental studies of pipelines subjected to differential settlement are
rare, and those that exist are questionable. Therefore, most studies reported on this subject
were based on numerical and theoretical models.

1.2.5.1 Interaction Model

There are, in general, two types of analytical models for two different purposes.
One is the pipe-soil interaction model which includes a segment of pipe and surrounding
soil. The purpose of this model is to analyze the interaction between the pipe and the soil
with the focus on the resistance provided by the soil. Consequently, a simple model for the
pipe and relatively accurate model for the soil are usually employed. Examples of this type
of analysis are studies carried out by Selvadurai (1983), Selig (1988), and Wagner (1939)
where the proper soil parameters used for design of buried pipelines are the main concern.
Because the scale of the model to de . mine the soil parameters is relatively small,
experimental studies (Sultanov, 1986 and Wagner, 1989) were carried out to support and
cstablish the analytical model. Detailed discussion is beyond the scope of this project.
However, some discussion on the model, and results obtained, will be presented in Ch. 6.

The second type of analytical model is the pipeline-soil interaction model which
includes a sufficient long pipeline and supporting soil. The purpose of this model is to
analyzc the response of the pipeline when it is subjected to imposed deformation that is
applied through the interaction between the pipeline and soil. As the main interest is or the
behavior of the pipeline, it is natural to have a relatively complicated model for pipeline that
may include both geometric and material nonlinearities and a reasonable model for soil such
as elastic-plastic soil springs. Because of the long length of pipeline that has to be covered
in this type of study and the surrounding soil which is difficuit to model, experimental
study is difficult to carry out with a few exceptions. Two of them that can be mentioned
here are tests on the effects of thermal loading (Iimura and Nishio, 1986) where only axial
deformation needs to be considered; and tests on effects of frost heave (Williams, 1992).
For the same reason, pipelines would normally be discretized by beam-type elements in

numerical models, although other options, such as elbow elements and shell elements are
possible.

Because of the great number of degrees of freedom introduced by discrete models
of pipelines based on elbow elements and shell elements, the analysis becomes very
expensive in terms of .omputer resources and, therefore, unrealistic for practical
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application of pipeline design. Several models proposed for settlement analysis are
reviewed in the following.

1.2.5.2 Model of Nyman

Nyman (1983) carried out a study on thaw settlement analysis tor buried pipelines.
After discussing the classification of thaw settlement configurations and mechanisms, a
beam-on-elastic foundation model was proposed. In his model, the pipeline was modelled
by an elastic beam element which is governed by maximum allowable stress. The soil

loading and support coi.ditions were represented as soil springs attached to the pipeline.

Each soil spring had a load-displacement relationship which is, typically. in the
form of an elastic-perfectly plastic curve represented by the ultimate value of soil restraint
and the corresponding yielding displacement. There are three aspects of soil etfects needed
to be modelled by soil springs. These aze, soil overburden loading above the pipeline,
bearing support below the pipeline and the longitudinal friction along the pipeline. Three
types of soil springs were designated for these soil effects. These are, uplift springs,
bearing springs and longitudinal springs, respectively. EqQuations to determine the ulumate
soil resistance and yield displacement for each type of soil spring were proposcd tor both
the settlement zone and the transition zone. The computations were cairied out by using a
public domain program which can model the pipeline as a beam-on-¢lastic foundation and
predict settlement subject 1o a governing criterion of maximum allowable stress.

1.2.5.3 Miodel in Program PIPLIN-III

A more elegant model was proposed by Row er al (1983b) who was associated
with the development of the specialized computer program for stress and deformation
analysis of pipelines, PIPLIN-III (Structural Software Development, Inc., 1989). The
model presented in his paper summarized the theoretical basis for the program PIPLIN-IIL.
Since this program has been on the market for more than a decade and is extensively used
by the pipeline industry, this particular model reflects the state-of-art in the field of pipeline

analysis. The pipeline was modelled as a series of inelastic beam-type finite elements in a
plane.

The pipeline material was represented by a material model proposed by Mroz.
(1967) which could consider yield under biaxial stress (hoop and longitudinal), nonlinear
strain hardening and arbitrary cycling loading. The pipe cross-section was assumed to
remain circular which means the cross-sectional ovaling is neglected. The local buckling of



the pipe wall was not directly modelled; instead, the strain at the onset of buckling was
used to be the governing failure criterion. The buckling sirain was required to be
determined by separate theoretical and experimental studies.

The soil was modelled as a nonlinear Winkler foundation, i.e. a series of uncoupled
nonlinear springs. The transverse soil spring consisted of four components. These were :
the inelastic spring which models the basic nonlinear behavior; and, a spring and two
dashpots which are used to model the creep effects. The inelastic spring component was
assigned properties which accountec. for nonlinear behavior, including : initial loading;
inelastic unloading; development of gaps between the soil and pipeline under reversed
loading; and, seasonal variation of uplift resistance. The longitudinal spring was &
nonlinear spring similar to the transverse spring except that it was not dependent on the
direction of the axial movement of the pipeline.

1.2.5.4 Model of Selvadurai

A interesting model was proposed by Selvadurai (1985) where elastic beam
elements were used to model the pipeline and boundary elements were used to model the
surrounding soil. The advantage of this model was that the soil was modelled as a three-
dgimensional continuous elastic medinm rather than a series of uncoupled soil springs.
Consequently, the effects of surrounding soil were more accurately simulated. The price
paid for this is that the soil had to be two-dimensionally discretized on the exterior surface
and the interface between the pipeline and elastic medium, which resulted in larger scale
system. Th: ‘e, its application in practical problems was limited. It is interesting to
notice, however, that the three-dimensional medium can be modelled by a two-dimensional
mesh through the use of the boundary element technique.

1.3 CONCEPTUAL APPROACH TO DEFORMATION ANALYSIS

The analysis of a pipeline subjected to imposed deformations is a complex problem
due to the effects of material non-linearity, geometrical non-linearity, local buckling, and
soil-structural interaction. A pipeline is a type of shell structure, and a three-dimensional
shell model is necessary to properly examine its buckling and post-buckling behavior and
to evaluate the nonlinear effects, both material and geometric. Considering the size of the
problem, in terms of the length of pipeline which has to be covered in order to properly
model the interactive soil-structural response when subjected to differential soil setdement,
a three-dimensional shell model, which is theoretically possible, is intractable. Therefore, a
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beam-type of line element has been employed. The settlement analysis of the pipeline is,
then. divided into two phases, which are discussed in the fnllowing.

In the first phase, a three-dimensional shell model is used to represent a short
segment of pipeline, which is free from soil support, in order to study buckling and
postbuckling behavior. This includes the effects of material nonlinearity, geometrical
nonlinearity, and geometric parameters, such as, diameter and wall thickness. and load
combinations of axial load, internal pressure and bending moment. In this phase, the
initiation of local buckling can be identified, and postbuckling response can be examined.
The characteristics of the response include moment capacity vs. average strain history,
where this latter term includes average curvature and average axial strain, cross-sectional
deformation and distortion, and the development of v rinkling. With this model, parametric
studies relative to the onset of local buckling and post-buckling behavior can be carried out.
In addition, a variety of incremental stiffness properties can be determined and more
rational criteria for serviceability deformation limit states can be established, based on the
post-buckling prediction of the cross-sectional distortion. This type of analysis will be

called a segment analysis and is the basis for boxes with A to F linkages in the flow chart
of Fig. 1.1.

In the second phase, beam-type elements are used to moedel a pipeline of sufficient
length for the settlement analysis. The effects of soil-structural interaction, differential
temperature, lateral load and supports are included in this phase. Stiffness properties
determined from the first phase are available to simulate the response of beam elements.
Several aspects of the response of the pipeline can be examined from such an analysis. The
results include the distribution of the curvature, axial strain, moment, and axial force along
the pipeline length for any given settlement. For a given design and failure criteria, the
allowable settlement can be determined. The sensitivity of the pipeline response to the
various soil parameters can be studied. Rational criteria for deformation limit states in terms
of critical curvature or compressive strain can be related to the settlement. This type of

analysis will be called a line analysis and is the basis for the boxes with G to N linkages in
the flow chart of Fig. 1.1.

All approaches to solutions will be discussed conceptually in the following sub-
sections and are summarized in the flow chart shown in Fig. 1.1.
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1.3.1 Shell Model Analysis of Segments

In the shell model analysis of pipeline segments, i.e. the segment analysis, the local
buckling behavior and postbuckling behavior are of main interest. In order to numerically
simulate these aspects of behavior, a robust solution technique which is able to account for
the effects of nonlinear material properties and large displacements, and to trace various
types of equilibrium paths which may include snap-back and snap-through types of
behavior, is essential. In addition to robust solution techniques, a finite element model must
be developed which can properly model the loading and boundary conditions, and
deformation patterns anticipated. With such a finite element model and solution technique,
the incremental nonlinear analysis of pipeline segments can be carried out to trace the
equilibrium path up to any required degree.

The objective of buckling analysis is to identify the onset of buckling. Because the
strain at the onset of buckling is currently used for many applications as the governing
design criteria for excessive deformation when pipelines are subject to deformation
imposed load, buckling analysis becomes an important part of the analysis, in spite of the
fact that design criteria based on buckling strain cannot be totally rationalized. Detailed
discussion on the rationaiity wiil be presented in Ch. 8. Depending on the definition and
understanding of the buckling phenomenon, different approaches can be employed to
determine the onset of buckling. For a pipeline segment subjected to a combined loading
condition, a procedure based on incremental nonlinear analysis is developed and employed.
With buckling strains predicted from this procedure, comparison with experimental data
can be made which would be able to verify this procedure. Parametric study on the
sensitivity of the buckling strain with respect to geometric, loading and material parameters
can be carried out to expand the data base of buckling strains and the understanding of

buckling behavior. Buckling analysis is confined to the path joining boxes with linkages B
and C in Fig. 1.1.

The objective of postbuckling analysis is to study the structural response after
buckling occurs. Since it is probable that pipelines can operate normally in the postbuckling
range as implied by Bouwkamp and Stephen (1973), Row er al (1987) and Lara (1987), it
is natural and reasonable to extend the acceptable design conditions into the postbuckling
range. Consequently, understanding of postbuckling behavior is necessary. Postbuckling
analysis of pipeline segments, which can be considered as imperfect shell structures
because of imperfections from various sources, is essentially incremental nonlinear analysis



which covers the entire equilibrium path. With such postbuckling analyses, deformation
history in terms of strains, cross-sectional deformation, and development of wrinkling and
buckling patterns can be established. This solution path is represented by the shortest path
with links from A to E in Fig. 1.1. Here, the effects of geometric, loading and material
parameters can be studied. In addition, postbuckling analysis can also generate the
Stiffness-Property-Deformation relationships used in beam models as generalized stress-
strain relationships that define the incremental force-strain relations on the cross-s¢ction of
the beam. This is a way to summarize and synthesize local buckling dominated behavior
obtained from shell medel analysis in such a way that it is suitable for input into the beam
modcl, where it is impossible to directly simulate the local effects. This function is
illustrated by linkage F in the flow chart of fig. 1.1.

For this work, segment analysis is carried out using a modified version of the
NISA program developed by Stegmuller and Ramm (1984).

1.3.2 Beam Model Analysis of Pipelines

In the phase of beam model analysis of pipelines, i.e. the linc analysis, the major
concemns are the pipeline-soil interaction and the resulting distribution of forces and strains
along the pipeline, when it is subject to imposed deformation. The pipeline is modelled by
using inelastic pipeline elements. This is discussed further in the following, for cases with
and without local buckling, respectively.

The soil is modelled as an inelastic Winkler foundation, which is a series of
uncoupled soil springs. Uplift, bearing and longitudinal soil springs are used to simulate
the soil resistance to uplift, soil support and longitudinal friction. The soil springs can
model inelastic behavior and develop gaps between the pipeline and soil. Since the beam
model line analysis is used for settlement analysis which involves long segments of
pipelines and surrounding soil, it is economically prohibitive to use more elegant models
for the pipeline and soil. It is believed that the current line model can capture ail the
essential features of behavior for the anticipated problem.

1.3.2.1 Response of the Pipeline without Buckling

Considering a pipeline with elastic-plastic strain-hardening material, the responsc
of the pipeline, in general, can be characterized by a hardening moment-curvature
relationship, providing that local buckling does not occur. The elastic-plastic prediction of
the response, that is appropriate to be applied in this case, is discussed in the following.



For any specified path of loading in deformation space (ie.-¢-& space). and any
clastic-plastic material stress strain curve, the values of P and M for the pipe can be
determined to within any prescribed tolerance (previding, again, that local buckling does
not occur), by integrating along the deformation path. In general, the stress resultants can
be determined from the integration of the final stresses over the cross-section which
remains circuiar. The stresses may be evaluated by using incremental hardening elastic-
plastic stress-strain relations with proper loading and unloading control associated with the
loading function at each integration point on the cross-section. The resulting technique can
properly follow strain reversals as they occur across any part of the cross-section. For
reliable results stresses should be determined using a subincrement technique. In the
absence of local buckling, this direct integration technique gives the correct solution. It will
be referred to subsequently as the reduced modulus direct integration (RMDI) technique
and is contained in Fig. 1.1 as the path along links from G to M.

When applied to a line of pipe the RMDI technique suffers from the deficiency that
it is extremely demanding on storage, because strain-history information must be retained at
cach integration point of each cross-section which is associated with the longitudinal
integration of the pipeline solution. It is also numerically intensive since, in addition to the
incremental evaluation of the stresses, the equilibrium equations must be iterated to achieve
an equilibrium position. This latter characteristic is, however, common to all techniques for
solving nonlinear beam or pipeline problems.

1.3.2.2 Response of the Pipeline Including Local Buckling

At least two motivations exist to induce the analyst to discard the RMDI technique.
First, if the objective is to investigate pipeline behavior including the effects of local
buckling, it is not possible to handle this effect by direct integration techniques. This is
because stress is no longer related to apparent compressive strain through a material law.
Second, because of the amount of numerical computation in- olved, the direct integration
techniques may be inefficient even for simple loading paths. Consequently, one looks for
altemative methods.

The first consideration in the paragraph above is, of course, the predominant
consideration for this study. Popov (1973, 1974) developed a methodology to analyze pipe
segments subjected to combined load. This has been reviewed in Sect. 1.2.4.1. Following
the same principal idea, the methods developed for the study of the pipe problem have been



based on the generation and application of generalized stress-generalized strain
relationships. For a pipeline these relationships are the moment-curvature relationship. the
axial stiffness-curvature relationship and some other relevant relationships giving strain
dependent cross-sectional properties. We can refer to these relationships as cross sectional
stiffness-property-deformation relationships (SPD relationships). and will refer to the
solution methods employing them as integration of stiffness-property-deformation
relationship (ISPDR) methods. The ISPDR technique is illustrated by the path along the
links from G to K in Fig. 1.1, and the SPD relationships are required through the link F.

An ISPDR method has two separate steps. The first step is to construct the SPD
relationships utilizing a three-dimensional shell model of a pipeline segment under selected
loading and support conditions. The second step is to apply the SPD relationships as
generalized-stress generalized-strain relationships to the soil-structure interactive beam
model and analyze the response and behavior of the pipeline subjected to imposed
deformation. The verification procedure to establish the applicability of this approach to
settlement analysis, is discussed in following section.

The response of the pipeline with local buckling can be characterized by a post-
buckling softening moment-curvature relationship. The hardening and softening moment-
curvature relationships lead to very diffc =nt response of the pipeline when it is subject 1o
imposed deformation. When subject to actions beyond the yield point, the pipeline with a
hardening moment-curvature relationship forms plastic hinges and may be expected to
redistribute internal forces because of the resulting variations of stiffness along the length
of the pipeline. If the moment-curvature relationship softens, the moment at the point of
maximum curvature begins to decrease with increasing rotation. As a result of this,
moments in segments adjacent to the developing ‘hinge' also decrease and these segments
unload elastically. The effect of the unloading in adjacent segments is to concentrate the
curvature into the softening segment rather than to distribute it along the length of the beam.
This effect leads to curvatures which are much greater locally than would be expected from
settlements of a pipe with hardening in its moment-curvature curve.

Because local buckling results in softening of the moment-curvature curve, which
leads to curvature concentration within a particular pipe segment, its effect is that all aspects
of local buckling deformations are accentuated in this critical segment. Consequently, any
limit state criterion based on local buckling is directly influenced by the concentration. This
implies that analyses which do not include softening produce results that are non-
conservative with respect to limit state deformation criteria for post-buckling regions.



1.3.2.3 Verification of ISPDR Technique

The ISPDR technique to analyze a line of pipe is a technique based on the
construction and application of SPD relationships. Comparing the RMDI technique of Sect.
1.3.2.1 with the ISPDR technique of Sect. 1.3.2.2, the fundamental difference can be
found in the integration process. In the RMDI technique, the integration over the volume of
the pipeline material is carried out in a continuous operation by first integrating over the
cross-section and then over the length. In the ISPDR technique, however, the volume
integration over the pipeline material is broken into two separate processes carried out at
different times, namely, the generation procedure for properties, and, the solution
procedure for the pipeline.

The generated SPD relationships are used to define cross-sectional stiffness
properties on which the incremental-stress incremental-generalized-strain relationship is
hased. The generation procedure can be considered as equivalent to the integration over the
cross-section in the RMDI technique. At some later time, during the solution procedure
using the SPD relationships, the element stiffness matrix is evaluated by integrating the
cross-sectional stiffness over the element length. The question about the validity of ISPDR
tcchnique arises from the fact that the deformation paths in the generation and in the
solution procedures may be different. These deformation paths will be referred to in

subsequent discussion as the generating deformation path and actual deformation path,
respectively.

A verification procedure is proposed here to establish the validity of ISPDR
technique or to determine the boundary of its applicability. In the absence of local buckling
the applicability of ISPDR technique can be verified by comparing the behavior it predices
with that obtained from the RMDI technique of Sect. 1.3.2.1, which gives the ‘correct’
answer under stated conditions. The comparisons between the ISPDR technique and RMDI
technique can be made for various material models. In particular, they can be made for an
clastic-plastic hardening (EPH) material and for an elastic-plastic softening (EPS) material.
If a (fictitious) EPS material stress-strain relation can be evaluated, which simulates the
softening moment-curvature curve produced by the effect of local buckling, the validity of
the ISPDR technique for this type of characteristic behavior can ailso be inferred. This
verification procedure is indicated by links L and O to the common box in Fig. 1.1.

Additional verification can be extended to comparisons with results obtained by
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program PIPLIN (Structural Software Development, Inc., 1989). However, these analyses
will not include the effects of local buckling because, to the writers' knowledge, PIPLIN
does not have a rational solution procedure to evaluate these eftects, although it permits the
input of properties for a user supplied “wrinkling element”. Nevertheless, the comparisons
will establish the reliability of the programs developed in association with this project to
produce the correct results associated with standard pipeline behavioral characteristics.

For this work, line analyses are carried out using the program Analysis of Buried
Pipelines (ABP) developed by the writer.

1.4 SCOPE OF FOLLOWING CHAPTERS

The remainder of this work develops in detail the method of deformation analysis
which has been described conceptually in Sect. 1.3. The major subjects and content
presented in each of the following chapters may be summarized as follows.

Chapter 2 reviews the formulations for analysis of shell structures in the form of

continuum mechanics equations and finite element equations. This provides the theoretical
background for the numerical analyses carried out in this work. A relatively detailed
discussion on behavioral characteristics of the shell structures is also presented with the
tocus on buckling and postbuckling behavior of cylindrical shells. This serves as a general
guideline for buckling and postbuckling analyses of pipeline segments that are discussed in
Chs. 4 and 5.

Chapter 3 presents the solution technique developed in this work for incremental
nonlinear analysis of three-dimensional shell structures, which is shown in the box below
link A of Fig. 1.1. The solution technique includes two independent procedures which can
be employed either independently or in combination. One is the equilibrium iteration
procedure with modified arc-length control, loading and convergence criteria. The other is a
subspace searching technique which is particularly efficient for postbuckling analysis of
certain shell structures. This procedure is developed based on the algorithms commonly
used for optimization problems and the fact that there are only a few displacement modes
dominating the deformation. Maximum efficiency can be achieved by using a proper
combination of these two procedures.

Chapter 4 focus on postbuckling analysis and behavior of pipeline segments. A
shell model is established with proper discretization, loading and boundary conditions. A
discussion on buckling modes, deformation history, and effects of loading is presented.

Lty
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The characteristics of the postbuckling behavior are summarized. It describes the
developments required in the box at the end of link D in Fig. 1.1.

Chapter S is about buckling analysis and behavior of pipeline segments. It starts
with a review ot approaches for buckling analysis. Based on the understanding of the
problem of pipeline segments subjected to combined loading conditions, a procedure for
buckling analysis based on incremental nonlinear analysis is proposed. Comparisons
between predicted buckling strains and corresponding test data are carried out to verify this
procedure. Significant factors relative to buckling strain, and their influences, are also
discussed. Chapter S contains the development for the boxes at the ends of links B and C
of Fig. 1.1.

Chapter 6 presents the formulation of the pipeline beam element developed in this
project for sctlement analysis of pipelines. The formulation includes the following aspects :

(a) strain-displacement relationships that account for large displacements;

(b) stress-strain relationships for the RMDI technique which consider yielding

under biaxial stress (hoop and longitudinal) and mixed hardening rules;

{(c) stiffness-property-deformation relationships for the ISPDR technique, and their

generation procedure, which can account for the effects of local buckling and cross-

sectivnal distortion; and,

(d) pipeline-soil interaction modelling where the soil is modelled as a series of

uncoupled inelastic springs.
Finite element discretization and interpolation schemes are then applied to this formulation.
Development and verification of the program Analysis of Buried Pipelines (ABP) which
implements this formulation and provides a solution tool for settiement analysis of pipelines
are also discussed. Chapter 6, therefore, covers details of the subjects contained in the
boxes at the ends of links G, H, L, M and O of Fig. 1.1.

Chapter 7 focuses on the analysis and behavior of pipelines subjected to imposed
deformation. First a model for analysis is established which inctudes finite element
discretization, stress-strain relationship, generated stiffness-property-deformation
rclationships and proper soil parameters. With the solution based on this model, behavior
of such a pipeline is summarized. Parametric studies are carried out to examine the
sensitivity of the pipeline behavior to soil parameters. The contents of boxes at the ends of
links J and N of Fig. 1.1 are, therefore, contained in Ch. 7.

Chapter 8 discusses the design criteria for imposed deformations. It is believed that



the criterion based on buckling strain is not a rational one. The rational design criteria that
are proposed are based either on the service limit states, characterized by cross-sectional
distortion, or on the pipeline behavior represented by the rapid growth of the curvature or
strain. Although the criteria are not able to be completely established due to the limited data

base available at present time, the procedure proposed here appears to be more rational than
present practices.

Chapter 9 draws the conclusions from previous chapters.
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CHAPTER 2 SHELL STRUCTURE FORMULATIONS AND BEHAVIOR :
A REVIEW

Shell structures have been used extensively in various engineering fields because of
their superior load carrying capacity and adaptive geometry. Pipelines represent one type of
shell structure that has become a very important means to transport oil, gas, water and other
types of fluid. Before pipeline behavior and its prediction are discussed, the formulations
and behavior of general shell structures are described systematically in this chapter. The
formulations for analysis of shell structures are reviewed in Sect. 2.1 and this serves as a
framework for analytical procedures which are referenced in later chapters. The behavior

discussed in Sect. 2.2 will serve as a general guideline for the discussion of pipeline
behavior.

2.1 FORMULATION

Shell structure analysis can be formulated in linear and nonlinear form dependent on
whether or not the nonlinear effects of geometry and materials are included. The linear
formulation involves only linear relationships for equilibrium, displacement and strain, and
the stress-strain material relationship. These restrictions make the linear formulation
relatively simple but, at the same time, limit its application to analyses with small
displacements and linear elastic materials. Nonlinear formulations may include both large
displacements and nonlinear material behavior. Therefore, it is applicable to general
analysis of shell structures. The complexity of the geometrical relationships is one of the
characteristics of shell structures, and has to be simplified by assumptions introduced by
analyst according to his purpose and understanding. Different assumptions will eventually
result in formulations which are different from each other in detail (Bathe, 1982; Ramm and
Matzenmiller, 1986; Basar and Kratzig, 1990; and, Onate er al, 1990). In this section,
representative linear and nonlinear formulations will be reviewed. Finite element
discretization, in which the definitions of various stiffness matrices and load vectors will be
discussed atterward.

2.1.1 Linear Formulation

In linear formulations of shell structures, differences are few because of the
simplicity in the strain-displacement and stress-strain relations. However, description of the
geometry of a shell can be different from one formulation to another by utilizing some
special features of shell structures such as shells of revolution and shallow siiells. The



formulation presented in the following is for general shell structures and based upon
Bathe’s work (1982).

2.1.1.1 Geometrical Relations

An element of a shell structure is shown in Fig. 2.1 where three coordinate systems
are defined. They are the global Cartesian coordinate system x|, X2. and xa, the Cartesian
shell-aligned coordinate system T, §, and t, and the curvilinear natural coordinate system r,
s, and t. The global Cartesian coordinate system is a reference system in which equilibrium
equations are assembied. The natural coordinate system is defined by the element such that
each of r, s, t vary from -1 to +1 within the element. The natural coordinate system is, in
general, not an orthogonal system. The Cartesian shell-aligned coordinate system is an

orthogonal system with unit vectors defined in terms of unit vectors of natural coordinate
system as

e- = €5 X €
r €5 X € (2.13)
e; = e; X €; (2.1b)

where e;, €5, € and €5, €5, €; are the unit vectors ter the natural coordinate system and the
Cariesian shell-aligned coordinaie sysiem, respectively.

-

A direction normal to the mid-surface of the shell element in the undeformed
configuration is introduced where its unit vector is denoted as OV3 in Fig. 2.1. Thac
Cartesian coordinates of any point in the shell can be expressed in terms of the Cartesian

coordinates of a corresponding point on the mid-surface and a unit vector in the normal
direction as

myi(r,s,t) = ™x;(r.s) + %—["‘V3i i=1,2,3 (2.2)

where xi(r,s,t) = Cartesian coordinates of any point in the element,
xi(r,s) = Cartesian coordinates of any point on the mid-surface,
a =

Thickness of shell in t direction at point r.s,

Vi = Cartesian components of normal unit vector "V3.

35



The left superscript m denotes the configuration of the shell element; i.e. m = 0 and 1
denote the original and final configuration of the shell element.

2.1.1.2 Deformation Relations

In order to introduce two-dimensional displacement variables, the following
assumptions are made, i.e. the straight line in the normal direction remains straight and
normal during deformation and no change of the length occurs in normal direction. Based
on these assumptions, the displacements can be expressed in terms of the displacements on

the mid-surface of shell element and the incremental vector of th= unit normal vector as
following,

u; (r,s,t) = ui(r,s) + —%t V3j i=1,2,3 (2.3)
wher. u; (r,s,t) = displacement components at any point in the shell element,

ui(r,s) = displacement components at any point on the mid-surface,

Vi = components of incremental vector of unit normal vector.

The incremental vector of the unit normzl vector can be written as
Vi = V3 - 0V, Z.4)

The components of V3 should be expressed in terms of rotations at the point on the mid-
surface, so that all the displacement variables can be located on the mid-surface of the shell
element. Cne way of doing this is to introduce two unit vectors 0V, and 0V, which are

orthogonal to V3 as well as to each other as show: in Fig. 2.1. The first unit vector is
defined as

oy, = 22 x 'V, (2.5)
|62X°V3|

where ez is a unit vector in the direction of xs-axis. For the special case where 0V,
paralleis to e and Eq. (2.5) fails to define a non-zero vector, 9V, can be set to equal to e3
as an alternative. The other unit vector can be defined as

OVZ = OV3 x°V| (2-6)
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Let o and B be the rotations of the normal vector 0V 3 about the vectors OV, and
0V ,. Considering the fact that & and B are small angles, the increment vector of the normal

unit vector can be expressed as follows and demonstrated in Fig. 2.2

-

Vi =-Voa +°V, B 2.7)

Substituting Eq. (2.7) into Eq. (2.3), it becomes

ui (r.8,1) = u; (r.s) + %t(‘OVZia'*'OVliB) (2.8)

With the assumption of small displacement, the strain-displacement relations can he
defined as

LeOu, 9y iy g3

& ox;  Oxj

j =5 (2.9)
Since the displacements and global Cartesian coordinates are defined in terms of natural
coordinates as shown in Egs. (2.8) and (2.2), the differential operators with respect to
Cartesian coordinates in Eq. (2.9) have to be expressed in terms of differential operators
with respect to natural coordinates. By the chain rule, following relation can be obtained

3) My ax ]2
or Y o Jor Or oxy
| _]ox axy axs || 2 2.10
ds|{ | Os oJs Os 0x, (2.10)
a_ axl aX2 aX3 d
ot gt Jt Jdt || odx3

or. in matrix notation

or ax 2.11)

where r and x are position vectors in the natural and global Cartesian coordinate system,
respectively, and J is the Jacobian operator relating derivatives with respect to the natural
coordinate to those with respect to the Cartesian coordinates. The entries of J can be easily
evaluated from Eq. (2.2). The differential operator with respect to Cartesian coordinates
can be expressed from Eq. (2.11) as



d 1
2 -yt
ox or (2.12)
which requires that the inverse of J exists. This inverse exists provided that there is a one-
to-one correspondence between the natural and the Cartesian coordinates of the shell
element. The general explicit expression for the inverse of J is difficult to obtain, therefore
it is usually evaluated at each integration point by numerical procedures.

With the differential operator and displacement defined in Egs. (2.12) and (2.8), the
derivative in Eq. (2.9) can be obtained and consequently the strain-displacement relation is
cstablished.

2.1.1.3 Constitutive Relation

For the linear formulation, the material behavior is assumed to be lirear elastic. In
the Cartesian shell-aligned coordinate system, the general Hook's law has the following
form after introducing the shell assumption that the stress normal to the mid-surface of the
shell element is zero.

Te = CeEe (2.13)

where r [TF T35 Tu T Tst T

el = [ex &3 Eu 267 285, 264

-
1 v 0 0 0
0 0 0
0 0 0
c. = —E 1-v 2.14)
€ 1- vz '—i— 0 O
symmetrical liy— 0
1-v
L 2 -

To transform the constitutive relation defined in Eq. (2.13) trom the shell-aligned
coordinate system T, S. t into global Cartesian coordinate system x;, xz and x3, 2
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transformation matrix Qs is introduced. The entries of the matrix Qg are obtained trom

the direction cosines of the T, §, t coordinate axes measured in the x;. X; and x3, coordinate
directions. The matrix Qg can be expressed as (Bathe, 1982)

i}
2
l2

Qsh = 1'24

where
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The constitutive relation in the global Cartesian coordinate system

becomes

where

2.1.1.4 Virtual Work Equations

T

€

T = [111 T22 T33 Ti2 T23 T3l

T = [e1) €22 €33 2812 2623 2g43]

T = Csbe

Csh = th Ce Qsh

2.1%

(2.16)

(2.17)

The virtual work principle can be stated as following : for any kinematically
compatible deformation field (du, 8€), the external virtual work, with consistent body

forces and surface tractions, must equal to the internal virtual work. Expressing the virtual
work principle in the form of an equation, the virtual work equation is

v

tTdedv =

FT8udv +

v

3

TT Su dS

(2.18)



This virtual work equation is valid for any constitutive relation provided that the virtual
deformation field is small.

Substituting Eq. (2.16) into Eq. (2.18), a form of virtual work equation which is
the basis of a linear formulation of the finite element method for shell structures is obtained
as

Ie’fcsh dedV = fFTSU dv + fTTSu ds (2.19)
v v S

2.1.2 Nonlinear Formulation
2.1.2.1 Introduction

Linear formulations are based on the assumptions of small displacements, linear
elastic constitutive relationships, and unchanging nature of the boundary conditions, as
discussed in Sect. 2.1.1. If any of these assumptions is not satisfied, nonlinear effects will
be introduced and a nonlinear formulation should be used for analysis. Depending on the
sources from which the nonlinear effects are introduced, nonlinear analysis can be
categorized int: following four types.

(1) Material-nonlinear-only. In this type ~+ - caunear analysis, displacements and strains
are assumed to be small, and only the stress-suc:n relation is nonlinear.

(2) Large displacement, large rotations, but small strains. In this type of nonlinear analysis,
displacements and rotations of fibers may be large, but fiber extension and angle changes
between fibers are small. The stress-strain relation may be linear or nonlinear.

(3) Large displacements, large rotations and large strains. In this type of nonlinear analysis,
displacements and rotations of fibers may be large. Fiber extension and angle changes
between fibers may also be large. The stress-strain relation may be linear or nonlinear.

(4) Contact Problems. In this type of nonlinear analysis, the boundary conditions change
during the motion of the body under consideration. The displacements and rotations may be
smali or large, and the stress-strain relation may be linear and nonlinear.

For the purpose of analyzing a structure made from common structural materials,
such as steel and concrete, the second type of nonlinear analysis is considered to be the
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most appropriate formulation. In this section, a nonlinear formulation bascd on the
assumptions of large displacements, large rotations, small strains and a nonlincar clastic-
plastic stress-strain relationship is presented.

There are two fundamental approaches to describe the motion of material in a
nonlinear analysis, i.e. Lagrangian (or material) formulation and Eulerian tormulation. In a
Lagrangian formulation, all particles of the body are followed in their motion, from the
original to the final configuration of the body (Fung, 1965). In an Eulerian formulation,
attention is focused on the motion of the material through a stationary control volume.
Considering the analysis of solids and structures, a Lagrangian formulation usually
represents a more natural and effective analytical approach than an Eulerian formulation.

In general, it is necessary to employ an incremental formulation for nonlinear
analysis, because the equilibrium of the body under consideration must be established in
the current configuration based on the fact that the strains and stress-strain relation are
dependent on the current configuration. The motion of a general body in a stationary
Cartesian coordinate system is shown in Fig. 2.3, and large displacements and rotations
and nonlinear stress-strain relation are assumed to occur. The aim of incremental solution
procedures is to evaluate the equilibrium configurations at the discrete time points 0, At,
2At, 3At, -+, to cover entire equilibrivm path, where At is an increment in time,

For an effective use and understanding of notation, a convention is employed as
follows (Bathe, 1982). In the stationary Cartesian coordinate system in Fig. 2.3, the
coordinates of a generic point P in the body are (“xi, °x2, %x3), ('Xy, 'x2, 'x3) and
{*81xy, *Atx 5, Atya) at times 0, t and t + At, respectively, where the left superscripts
indicate the configurations of the body and the subscripts refer to the coordinate axes. For
quantities such as strain and suess, a left subscript will be used w indicate the configuration
with respect to which the guantities are measured.

2.1.2.2 Geometrical Reiations and Displacements

The geometrical relations and displacement expressions are essentially the same as
those in the linear formulation discussed in Sect. 2.1.1.1 and 2.1.1.2. In tensor notation,
ihe coordinates and displacements at time t can be expressed as

xi(r,s,t) =%i(r,8) + 21'Vy i=1,2,3 (2.20)
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tui(r,s,t) = tui(r.s) + %l ('V3; - V3;) i=1,2,3 (2.21)

The incremental displacements are detined as

or in terms of incremental rotations about two vectors which are orthogonal to 'V; as

ui(r.s,t) = u(r,s) + %t (-'Vzioe+VyiB) i=1,2,3 (2.22b)

where the vectors are defined in a similar manner to the linear formulation

'V, = ey x'Vs (2.23a)
le; x V3]
YV, = Vix'V, (2.23b)

. . t
and o and B are measured with respect to configuration T.

The assumption activated in Sect. 2.1.1.2, which is that the straight line in the
normal direction remains straight and normal and no change of length occurs, is also valid
in the nonlinear formulation of shell structures. Therefore, thickness "a" in Egs. {2.21) to
(2.22) is considered as constant.

2.1.2.3 Stress and Strain Tensors

In nonlinear analysis including large displacements and rotations, special attention
must be given to the fact that the configuration of the shell is changing continuously. This
change in configuration can be dealt with in an elegant and effective manner by defining
auxiliar’ -*ress and strain measures. In this section, stresses and strains are defined which
are ceeme . 0 be most citective in an incremental formulation by the virtual work principle.
They can be found in the book by Bathe (1982).

The Cauchy stress and its increment, denoted by 'tg,, (or {14,,) and 14, (or (Tmy)
respectively, are the current stress and stress increment referred to the current
configuration. From the Cauchy stress, a stress measure which is used most extensively,
the 2nd Piola-Kirchhoft stress tensor, can be defined. At time t the 2nd Piola-Kirchhoff
stress referred to the configuration at time O is defined as
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oSij = % &i.m Tmn Xj.n (2.2

where °p / 'p represents the ratio of the mass densities at time 0 and time t. and

_ o

. %
Alternatively, the following relation is equally valid
P
p

where &Xm.i is now a entrv of the deformation gradient tensor X . which can be defined as
following

—a‘xl 8‘x1 a‘xl
% 0% 0%s

E)X = atX2 atX2 a‘X2
o%1 0%3 9%3

8‘x3 8‘x3 9%(3 !
| 3%, a%; o'xs |

In the incremental form, the Egs. (2.24) and (2.26) become

0
_ P )
onj = g?xl,m Tmn (!)xj‘n (2.28)

t
Tmn = g‘g‘&xm.i oSij Xn.j (2.29)

The mass density ratio in Egs. (2.24) and (2.26) can be cvaluated by applying the
mass conservation law to the material under consideration which is

tp dtx; d'x, dix; = 05 d0x, d%x5 d%x;
f-v P : 2 I"V P (2.30)



Considering the definition of the deformation gradient tensor in Eq. (2.27), the tollowing
cquation can be obtained

d'x; d'x; d'x3 = (det X ) dOx; d®x; dx3 2.31)

Substituing Eq.(2.31) into Eq. (2.30), ard since the relation in Eq. (2.30) must hold for
an’ o+ ...y volume, the relation of mass densities is obtained as

Op = (det {X)'p (2.32)

The 2nd Piola-Kirchhoff siress tensor is symmetrical, and most importantly, its
components are invariant under a rigid body rotation of the material. It should be also
recognized that the 2nd Piola-Kirchhoff stresses have little physical meaning, and they do
not represent the stress physically existing in the body. In practice, Cauchy stresses must

be calculated in order to properly interpret the physical state in the material under
consideration.

Having stress tensors defined, two strain tensors, the small strain and the Green-
Lagrange Strain tensors, will be defined in the following. The small strain tensor is the
same as the strain defined in Eq. (2.9) in the linear formulation except that it is defined with
respect o 'I". which can be expressed in tensor notation as

leij 2 a(xj a‘Xi

(2.33)

In the nonlinear formulation. the small strain tensor is normally used in the incremental
form or variational form such as

=1 (2w, O, (2.34
2 8‘xj B‘Xi ) )
The Green-Lagrange strain tensor and its increment with respect to T ars defined
as

dly; . d'u; . o'uy dtuy
aOXj 6°xi aoxi aOXj

ey = % ( ) (2.352)



_ : e Jus _ J'uy )
ofi; = ‘1,_ ( ou; . du; +auk du; N Juy J'uy . dug Juy Y (2350
2 9%; 9°x; 9% d%;  90x; 9% d%x; 3%,
These become the following if ‘T is taken as reference configuration
toy. Ly t
lEU - ‘1)_ (aU, + aUJ 8\]k aluk (2.36‘1)
< a'Xj 8‘xi a‘xi a‘.‘(j
£ = 1 (aui + auj auk auk ) (2.36h)
2 a‘Xj a‘xi B'xi a‘xj

The Green-Lagrange strain tensor is symmetrical and its components are invariant
under a rigid body rotation of the material. In addition, the incremental small strain ensor
in Eq. (2.34), and the incremental Green-Lagrange strain tensors in Eqgs. (2.35b) and
(2.36b) are energetically conjugate to the Cauchy stress and 2nd Piola-Kirchhoft stress
increment tensors, respectively. In other words, T d.eij represents incremental virtual
work at time t per unit current volume, and 0S; 8o¢€ij represents incremental virntual work at
time t per unit original volume. Hence, the total incremental internal virtual work can be
calculated using either the Cauchy stress or 2nd Piola-Kirchhoff stress tensors as stress
measures provided that the energetically conjugate strain tensors are employed and the
integrations are pertormed over the current and original volumc, respectvely.

2.1.2.4 Nonlinear Constitutive Relation

As discussed in Sect. 2.1.2.1, the constitutive relation for nonlincar analysis may
be linear or nonlinear. Since the linear-elastic constitutive relation has been defined in Eq.
(2.13), only the nonlinear elastic-plastic constitutive relation in incremental form 1s
discussed in this section.

The general incremental form of stress-strain relationship in terms of incremental
Cauchy stresses and incremental small strains can be expressed as

Tij = Cijr (ki - b)) (2.37)

and also in terms of incremental 2nd Piola-Kirchhoff stresses and incrementa! Green-
Lagrange strains as

0Sij = 0Cijk1 (0€k1 - 0%y ) (2.382)
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p
Sij = Cija (€ - €xy) (2.38b)

. 4] t . . - . . .
with I and T as reference configurations. 0Cijki and :Cijki are the elasticity tensors
0 t . -
referred to T and ‘T, respectively, and. f), os,’;l and !€E1 are the plastic components of the
incremental strains. With the small strain assumption, the elasticity tensor can be

considered to be independent of the configuration and both of them can be expressed as

Cijm = 2G 0y 8 + Ag ;0 (2.39)
where

G = ﬂ'lEIT;—) (2.40)

Ak VE (2.41)

T (T+v)(1-2v)

with E and v as the elastic modulus and Poisson ratio of the material. In the following
derivation, the 2nd Piola-Kirchhoff stress and Green-Lagrange strain with respect to the

original configuration are used. Similar equations can be ohtained with the Cauchy stress
and small strain.

The classical von-Mises yield function is employed here (Chen and Han, 1988)

which is

F(Si0y)=S -0y =0 (2.42)

where gy is the yield stress and S is effective stress defined as

S = v 32 aSij 2Sij (2.43)

with $$ij as the deviator tensor of the 2nd Piola-Kirchhoff stress tensor, which is defined by
following equation

Sij = :)Sij - %}J&S” (2.44)

The associated flow rule is used which assumes plastic strain increments to be
normal 1o the yield surtace (Chen and Han, 1988). Thus,
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£ = d

oF(:Sij.ov)
f A————

(2.45
oisi;
where dA is the plastic strain parameter which is a scalar proportionality factor. From the
definition of the yield function in Eq. (2.42) and carrying out the partial ditferentiaton, Eq.
(2.45) becomes

&‘.—

1j (2.46)

Prager's consistency condition, to insure that the stress point in stress space stays
on the yield surface, is obtained by differentiation of Eq. (2.42) to yield

=P
dF = I?‘E"osij , OF d‘iY de” gx = 0 (2.47)
03Sij 90¢ dg da

where oSij is the incremental deviator stress tensor and de’ is the incremental effective
plastic strain which is defined as

de” = 4 —§ £5 £ (2.4%)
Substituting Eq. (2.46) into Eq. (2.48), yiclds

Substituting Eqgs. (2.38a) and {2.45) into Eq. (2.47) and grouping the tecrms
according to the plastic strain parametcr dA, yields
dF oF JdF

—p |
=i Cii €ij - (57— Cija 31— + Q‘Z—‘,ﬁig)dx =0 (2.50)
disj 9isij dsij  dgb di.

Solving Eq. (2.50), dA can be obtained as

oF
~— Ciji ki
dh = disi;
~ OF oF doy 4¢ (2.51)
Ciji1 v de

+
03sij desij  def dA

Substituting Eq. (2.51) into Eq. (2.45), the incremental plastic strains arc obtained as
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08an = Pkl £kI (2.52)
where
dF OF
; =— Cijul
OSmn 95Sij
F’mnld =

(2.53)

dF JF doy def
. Cijrs T + —p
dssij e ON det dA

Substituting Eq. (2.52) into Eq. (2.38a), the incremental elastic-prastic relationship is
obtained as

oSrs = C’rispm okl (2.54)

EP | . . . . .
where Crskl is the elastic-plastic tensor of the material at the current configuration, and is
defined as

CEsl:d = Crsmn ( Okm O1n - Pmnw ) (2.55)

Eq. (2.54) defines the general form of the incremental elastic-plastic stress-strain
relationship.

The expression of the elastic-plastic tensor Cg‘l can be further detailed and
simplified with following derivation. Substituting Eq. (2.39) and the derivative of the yield
function with respect to stress components into the numerator of Eq. (2.51), Eq. (2.51)
becomes

oF

éS"
Cii = 32U (232G 8. S Ag 8;; O =l_‘g—(i' .
95sij jkl o€kl AN ( i Ojt + AE O Oul ) oFi S =51j £kl (2.56)

Similarly, the first term of the denominator of Eq. (2.51) becomes

JéF dF 38
Cjj =30 4,38k - 3G
sy Sk S @2.57)

Eq. (2.49) results in the tollowing equation

de? _ 1 (2.58)



and the second term in the denominator of Eq. (2.51) can be derived, with reference to a

uniaxial stress-strain test as shown in Fig. 2.4, as

doy _ _EEr _ g
de? E - Er (2.59)
Substituting Egs. (2.56) to (2.58) into Eq. (2.51). it becomes
dA = Sij £kl 9
(1+H/(3G))S (2.60)
and Eq. (2.53) becomes
le.. lg..
Pmnkl = 3 5 5y — (2.61)
2(1+H733G))S?
Finally, substituting Egs. (2.39) and (2.61) into Eq. (2.55). yields
‘CE;PLSI = (2 Gsrk 8sl + )"E 8rs 8kl ) - 3G Skl "uSkl (2.62)

(1 + H/(3G))S?

It should be pointed out that H' defined in Eq. (2.59) is infinitely large for an elastic
stress state. Theretore, the elastic-plastic tensor of the material in Eq. (2.62) reverts back to

the elasticity tensor. Hence, Eq. (2.62) defines a material wensor covering both clastic and
elastic-plastic stress states.

From the general elastic-plastic constitutive relation defined in Egs. (2.54) and
(2.62), a specialized constitutive relation for shell structure can be established by
introducing the assumption that the normal stress component in the thickress direction is
zero. In the Cartesian shell-aligned coordinate system, let the subscripts 1, 2, and 3
correspond to 7, §, and t direction, respectively. The constraint condition of zero stress in
the t direction can be expressed in following equation

o833 = 'CHhii e = 0 (2.63)

Solving Eq. (2.63) for the strain component in the t direction, the following equation is
obtained
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{CEPS
£33 = - —23KL £, (1 - 83,83) (2.64)

1—~EPS

c5iss
Substituting Eq. (2.64) into Eq. (2.54), the elastic-plastic constitutive relation for the shell
structure can be worked out as

Sij = 'CELY £ (2.65)

where ‘CiEJ.‘;? is the elastic-plastic tensor for shell structures and is defined as
y~EP (~EP
Cij33 Ciam )

1~EP
3333

'Cﬁisl = (I - 83i53j) ( (Cliij}l)cl - (2.66)

To obtain the elastic-plastic tensor in the global Cartesian coordinate system, the
transtformation defined in Eq. (2.17) for the linear formulation is also valid for the
nonlinear formulation discussed in this section.

Z.1.2.5 Equation of Virtual Work

Having defined the stress and strain tensors in Sect. 2.1.2.3 and constitutive
relations in Sect. 2.1.2.4, equation of virtual work of the body can be developed. Two
formulations, the total and updated Lagrangian formulations, are commonly adopted for
nonlinear analysis of structures with the difference being the choice of the reference
configuration. The total Lagrangian formulation has OT as the reference configuration, and
therefore, all the quantities such as strains, stresses and constitutive relation are evaluated in
°C. In the updated Lagrangian formulation, 'T is taken as reference configuration for the
solution at time t+At. Both formulations can include all kinematic nonlinear effects and
material nonlinear effects. In this section, virtual equations for both formulations will be
presented.

The virtual equation of displacements for the total Lagrangian formuladon is

j “AéSij 8“A§Eij d°Vv = f F; 8t+aty; d°V + f T; &t+Aty; d°S (2.67)
v oV s



H'A\[,Sij = E!Sij + oSij 2.6R8)
‘*’-"E.eij = &jj + & (2.69)

Decomposing the strain increment into lincar and nonlincar components, Eq. (2.46)
becomes

o€ij = o4 + oNjj (2.7
where wij = 1 ( oui , 9V L9k dug . Juy d'uk ) 2.71)
2 aOXj aoxi aoxi aox,- a"xi aOXj
= L O% O (2.72)
Y 2 aOXi aOXj

Substituting Egs. (2.65) into (2.68) and the result into Eq. (2.67), and noting that
d"*“€ij = Ocfijand §“4u; = du; Eq. (2.67) becomes

f ‘Cﬁ‘:ss Ers 8ogij d’V + j .l,Sij Sonij dV = j F, 6u; d'V
v oy 0y

+ j T; dy; d'S - j éSij SUcij a'v
°s ov

By introducing approximation that &5 = &5 and doErs = dolrs int0 the first term of Eq.
(2.73), the linearized virtual work equation for the total Lagrangian formulation is obtained
as

(273

I 'Cﬁlr)ss Lrs dLjj dV + [ 6Sij OoNij dV = f F; 6u; d"V
% by v

+ j T; SUg d('S - j LS‘.J' &cij d"v
°s v

This equation is the basic equation for further finite clement discretization which will be
discussed in Sect. 2.1 3.

(2.74)
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Similar equations can bec developed for the updated Lagrangian formulation. The
cquations are presented in the following without derivation. The stresses and strains are
decomposed as

”AESU’ = "tij + Sjj (2.75)

HA%Sij - tEij (276)

where the strain increment can be decomposed into linear and nonlinear components as

€j5 = €55 + Myj (2.77)

The linear components of the strain increment are defined in Eq. (2.34) and the nonlinear
component in following equation

dug dui

(2.78)
alxi alXj

Mij = %

The linearized equation of virtual displacements for the updated Lagrangian
formulation 1s

[ 'C%l:ss €rs &eij d'V + J t“Cij Blnij dvVv = j F; 8u; d°V
Y% W oy

.79
+ j T; 8u; d°S - I “T;; e dv (2.79)
Os V

The integrations of the body forces and surface tractions on the right side of Eq. (2.79) are
performed over °F because the body forces and surface tractions are assumed to be
conservative, and these integrations are usually carried out only once at the beginning of the
solution procedure. However, if the load such as pressure is treated as displacement
dependent load, the integration of the load terms should be carried out over T and updated
properly as the solution proceeds.

2.1.3 Finite Element Discretization

In the previous sections, the continuum mechanics equations for linear and
nonlinear analysis, which form the basis of general and displacement-based finite element
analysis. are presented. Following the procedure of finite element discretization, the

(W]}
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governing finite element equations can be developed. In this section, only the discretization
of the nonlinear equations is discussed. As linear analysis is a special case of nonlinear
analysis, the governing finite element equations tor this case can be established by a similar
procedure.

The basic steps in the derivation of the governing finite equations are : (1) the
selection of the interpolation functions; (2) the interpolation of the element coordinates and
the displacements with the appropriate interpolation functions in the governing continuum
mechanics equations; and, (3) by invoking the principle of virtual displacements for cach
of the nodal displacements in turn, the governing finite clement equations are obtained.
Since the governing equilibrium equations of an assemblage of elements can be constructed
by the direct stiffness procedure from the contribution of each element, only a typical single
element needs to be considered in the derivation.

Considering the element coordinate and displacement interpolations. it should be
recognized that it is important to employ the isoparametric or the subparamctric finite
element approximations, which is to employ the same or lower order interpolation for the
coordinates than for the displacements at any and all times during the motion of the
element. Since the new element coordinates are obtained by adding the clement
displacements to the original coordinates, isoparametric finite element approximation
assures that an assemblage of elements which are displacement-compatible across clement

boundaries in the original configuration will preserve this compatibility in all subsequent
conrigurations.

In this section, matrix and vector notation will be used extensively. The
correspondences between the tensor notations in previous sections and the matrix notations
will be defined when they first occur, except for very obvious correspondences. As a
convention, the matrices and vectors are denoted by bold characters, and their components
by plain characters with right subscripts. The supscripts and left subscripts used in tensor
notation are usually preserved in matrix notation.

2.1.3.1 Interpolation of Coordinates and Displacements

In this section, the interpolation of the coordinates and displacements for the
"variable number of node" isoparametric shell element is discussed. A typical cight-node
element in its original position and its configuration at time t is shown in Fig. 2.5. The
coordinates of a generic point in the shell element which undergoes very large



displacements and rotations can be expressed in terms of the interpolation of nodal
coordinates and normal direction as (Bathe, 1982)

N N
'Xi = z hk 'X‘i‘ + :%- Z ag hk ‘V§i (2'80)
k=1 “ k=1

A close resemblance between Eq. (2.80) and Eq. (2.20) is recognized by realizing that the
summations in the first and second terms in Eq. (2.80) are the interpolations of coordinates
on mid-surface of the element and the normal direction, respectively. N stands for the
number of nodes in the element which can be varied with typical values of 4, 8, and 16 for
linear, quadratic and cubic interpolation. The hy are the interpolation functions which are
defined in Figs. 2.6 and 2.7 corresponding to 8 and 16-node elements, respectively.

The summation in Eq. (2.80) is carried over all the nodes within the element. The
subscript or supscript k is not a index in tensor notation, instead it is simply a indication of
association with node k. This can be translated into a rule applying to equations in Sect.
2.1.3 that the summation indicated by the summation symbol does not follow the
summation convention in tensor notatior.

Applying the same interpolation for coordinates in Eq. (2.80) to displacements and
its increment defined in Egs. (2.21) and (2.22), they becomes

N N
i = ), b+ 'zt‘z ax hi ('VE; - °VE) (2.81)
k=1 k=1
N N
u; = Z hg ut + —%Z ay h (-VE; o + VK, By ) (2.82)
k=1 k=1

The finite clement solution will yield the variables nodal point k, such as u¥, oy and

Bx. which can then be employed to evaluate accuraiely wayK by the following integration

wayk = tyk o f ( -VE doy(r) + VT dB(®) ) (2.83)
At

Myk are needed to define the configuration and total displacement at time t+At in Egs.
(2.80) and (2.81). Carrying out the integration in only one interval of integration

corresponds to the assumption which is demonstrated in Fig. 2.2 and used in Egs. (2.7)
and (2.82).
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In matrix form, Eq. (2.82) becomes

u=Hzu (2.8
where ul = [u; u; us] (2.85)
GT = [ ull u% U% o Bl u[;l US‘ ug‘ oN BN | (2.86)

he 0 0 the'g§y the'gh
H=|--- 0 n 0 thegh, the'gh

(2.87)
0 O hy the'ghy the'ghs
for nodal point k
with 'gK; and 'g¥; defined as
ghi = - D'V (2.882)
‘g = Sac'Vy, (2.88b)

2.1.3.2 Strain-Displacement Matrices

Having the incremental displacement discretized in Eqgs. (2.82) and (2.87), the
strain-displacement matrices of the shell element can be worked out by cvaluating the
derivatives with which the strain-displacement relations are defined. As discussed in Sect.
2.1.2, the Green-Lagrange strains employed by the total and updated Lagrangian
formulations have different expressions which will result in different expressions for
strain-displacement matrices. To keep the volum: of the thesis in reasonable size, only the

updated Lagrangian formulation is discretized and the detailed equations and definitions of

matrices are then presented.

Considering the incremental displacement s in Eq. (2.82), the derivatives with
respect to the natural coordinates r, s, and t are obtained as

o N hi.r t'gihe,  t'gs; b ’u'.‘\

1,r 1

’ui.s\ =, hi s tghihes t'ghihes | jon (2.89)
Ui.lf k=1 0 (gﬁi hk ‘g%i hk \Bk’



To evaluate the derivatives with respect to the global Cartesian coordinates at time t, 'x;, the
Jacobian transforrnation is defined in the following as it is in Eq. (2.12) for linear analysis.
That is

Jd d

. = lJ-l il
o'x or {2.90)

where the Jacobian matrix, ‘I, contains the derivativ:s of the current coordinates 'x;
expressed by Eq. (2.80) with respect to the natural coordinates r, s, and t, as required by
Eq. (2.10).

Substituting Eq. (2.89) into Eq. (2.99), the derivatives of incremental
displacements with respect to the global Cartesian coordinates are obiained as

Ou;. -
aa;xl N [ by ‘g% G ‘g5 GY i ‘ul_g\
___UA 1 t !
| 2[ bz g0 ‘g5 Of | \ax‘ 2.91)
k=1
dy; b g% G g5 G Bi
alX3
where hii = Fi1 her + i3 i (2.92a)
G¥ = (T her + Tidheo) + Tiihg (2.92b)

and '3;} is the clement (i,j) of the matrix 1! in Eq. (2.90).

With the displacement derivative defined in Eq. (2.91), the strain-displacement
matrices ¢an be directly assembled. As in Eq. (2.70), the strain increment is decomposed
into linear components and nonlinear cocmponenis which are as following in matrix notation

€ = € + M (2.93)
\Vhﬂl:C lET = [tE[l €22 €33 2€12 2€23 2(8[3] (2.94a)
eT = [ €22 €33 2€12 2€23 2€13] (2.94b)

M’ = [ M M22 Ma3 2M12 2M23 2013) (2.94c¢)



Substituting the displacement derivatives in Eq. (2.91) into Eq. (2.3,

strain components are obtained as

where
1hk‘[ 0 0
0 hgo O
B, = 0 0 {hgs
gz g O
0 thk.3 &hk.z
g3 0 hygy

(151

- ~
133
L ¥T 4
[ ] -
O Q
VR Y o

~
a%
[T S
‘>

gk, GY + 252G g5y G + gk, GY)
gk, GX + tg¥3 G5 (g%, G + %3 G5

gk, (G + g%, G5 (g%, GY + 251 GY

for nodal point k

(2.96)

The nonlinear strain-displacement matrix will be written in a form integrated

together with the stresses for the calculation of virtual work as in Eq. (2.79). The integrand
of the second term on the left hand side of Eq. (2.79) can be expressed as

l‘tij &nij = SﬁTiBgL ‘T lKBNLﬁ

where

BaL =

and

hgr O 0 ‘21 Gl
0 h, 0 ‘#hGi
0 0 hy ‘g‘h <Gif
hg2 O 0 gk, G¥
0 hgo 9 gk, G
0 0 2 'g%;Gh
s 00 gk, GY
0 s O ‘g%, G5
0 0 s tgky G

for nodal point k

(2.98)



!- !111 13 symm. 1‘
T =| T2l T2l I (2.99)
L tal sl 't b
with
1 0 0
I =1 0 1 0 (2.100)
0 0 1 d
While the stress matrix is defined in Eq. (2.99), the stress vector is defined as
et t t t t t
T = ['t11 't22 "33 'Ti2 'T23 ‘T3 (2.101)

2.1.3.3 Finite Element Equation and Stiffness Matrices

With the interpolation tfunctions and strain-displacement matrices defined in Sects.
2.1.3.1 and 2.1.3.2, the virtual work equation can be discretized. For the similar reason in
previous section, only equations for updated Lagrangian formulation are presented.

Substituting Eqs. (2.84), (2.95) and (2.97) into the virtual work equation of Eq.
(2.79), it becomes

ZSGTJ:

:BE 'CBLdVUd + 2 SﬁTj :Bgu_ ‘T BnLd'VU =
Ve

( SV (2.102)
> sul’ J HTFdV + ) L’ f HTTdS - ) &' f Bl Td'V
Ve %Se ‘Ve

To simplify above equation, following definition of stiffness matrices and load vectors are
introduced. The element elastic-plastic stiffness matrix and the geometric stiffness matrix
are defined as

Kep = [ ‘B 'C™ B d'V (2.103)
'Ve

~~ r .
Kg = j BrL 't BNL d'V (2.104;
'\"e
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The applied load vector and internal load vector are defined as

P f HTF 4V +I HTTd's (2.105)
‘\'c l\se

pa T ' gt
= 1 2.106
Q‘j BL tdV (2.106)
l\le

With matrices and vectors defined above, Eq. (2.102) bzcomes

~ ~

Y &6T ((Kep+Kg)@-P+Q)=0 (2.107)

where the summation is over all elements in the analysis model. By the direct stiffness
procedure, the equilibrium equaton is obtained as

(Kgp+ Kg)u = P-Q (2.108)

where Kgp. Kg, P and Q are global stiffness matrices and load vectors assembled from the
correspunding element stifiness matrices and ivad vectors.

For total Lagrangian formulation, similar equations can be obtained. The main
differences are that the origirrz! configuration is the reference configuration to which all the
measurements should refer, and an extra term in strain cxpression has to be dealt with.

2.2 BEHAVIORAL CHARACTERISTICS

Shell structures have complex behavior which includes the cffects of material
yielding, loading conditions, large displacements, local and overall buckling and post-peak
softening. Considering the special case of buried pipelines, the behavior 1s further
complicated by the interaction between the pipeline and surrounding soil. It is believed to
be beneficial to first have a overview on general shell behavior before fully exploring the
behavior of buried pipelines as will be done in subsequent chapters. A general discussion
on shell behavior also helps to define the required numerical solution techniques for shell
analysis. Therefore, the following aspects of the general shell behavior are discusscd in this
section : elastic and inelastic response; buckling behavior; the effects of prebuckling
deformation and large displacements; and, postbuckling and softening behavior. To limit
the scope of the discussion, the emphasis is on unstiffened cylindrical shells subjected to



load combinations of axial force, bending moment and internal pressure, because these
particular conditions arc most representative for a pipeline. The general concepts of
buckling will bz presented followed by more specific discussion on the behavior of
cylindrical shells :nder axial load and bending moment.

2.2.1 Concepts of Shell Buckling

The response of a shell structure depends on the material properties, geometric
configuration, loading and boundary conditions. A shell structure fails when the maximum
loading capacity as a beam or column is reached or when shell buckling occurs. Only
relatively thick shells can behave as beams or columns whose failure is governed by the
maximum loading capacity with undeformed cross-section. Then it can be treated as a
normal beam or column. The behavior of shell structures is, however, dominated by shell
buckling because of the thinness of shell wall. Shell buckling is a very complex
phenomenon, and no effort is made to cover all aspects of buckling. In the following some
physical explanations and definitions will be introduced to establish the basic concepts of
shell buckling.

2.2.1.1 Nonlinear Collapse and Bifuication Buckling

Shell buckling is the direct consequence of the thinness of the shell wall, as has
veen pointed out, for example, by Bushnell (1984). The membrane stiffness is in general
several crders of magnitude greater than the bending stiffness. A thin shell can absort: a
great deal of membrane strain energy without mnch deformation. It must deform much
more in order to absorb an equivalent amount of bending strain energy. If the shell is
loaded in such a way that most of its strain energy is in the form of membrane
compression, and if there is a way that this stored men.brane energy can be converted into
bending energy, the shell may fail rather dramatically in a process called buckling as it
exchanges its membrane energy for bend'ng energy. Very large deflections are generally

required to convert a g:ven amount of membrane energy into bending energy.

The way in which buckling occurs depends on how the shell is loaded and on its
geometric and material properties. The prebuckling deformation and stress may also affect
the buckling process if significant non-uniformity and nonlinearity are introduced by the
prebuckling process. There are two types of buckling, namely, nonlinear collapse and
bifurcation buckling. If the stiffness of the structure, or the slope of the load-deflection
curve has zero or negative slope and if the load is maintained as the structure deforms, such
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as gravity loading, failure of the structure is usually dramatic and aimost instantancous.
This type of instability failure is often called snap-through. bec:  :c the structure will
deform in a dynamic manner to an equilibrium configuration in the postbuckling regime tor
which the deformation may be very large. Nonlinear collapse. or snap-through buckling,
can be predicted by means of nonlinear incremental analysis which follows the deformaton
history of the structure to locate the limit point.

Nonlinear ccllapse is a phenomenon that depends on both the loading system and
the structure. A structure may initiate snap-through at difterent configurations for an active
loading system and a reactive loading system. An active loading system applies specitied
loads directly on the structure and keeps them constant, such as gravity load. A reactive
loading system applies loads by imposing deformations. As a result, the magnitudes of the
loads depend on the stiffness of loading system. For an active loading system, snap-
through initiates at the limi* point on the load-deflection curve, where the energy delivered
by th. constant external lou.. is larger than that the structure can absorb. This is shown in
Fig. 2.12. For a reactive loading system, snap-ihrcugh may ipitiate at a configuration in the
post-peak region, where the loading system is softer than the structure. As a result, the
reduction in load-carrying capacity of the structure is larger than the reduction in the
external lnad. and the load svster-. .ielivers mare energy than that the structure can absorh.
This is shown in Fig. 2.12. In practical application, however, the stiffness of the loading
syster.» is difficult «o determine. The limit point can be conservatively taken as an
approximation of the initiation of snap-through for reactive loading system. Conscequen.
in the rest of this work :he snap-through is, in general, considered to be initiated at the limit
point.

Bifurcation buckling refers to another type of instability. At the buckling load, or
the bifurcation point, two or more possivle equilibrium paths cross cach other, and the
deformation begins to grow into a new pattern which is _.ste different from the prebuckling
pattern. Whether the structure wil. fail immediately after bifurce*ion buckling depends on
the postbuckling behavior of the structure. The onset of bifurcation buckling can be
predicted by means of an eigenvalue analysis.

In the static anaiysis of perfect structures, both types of buckling are possible to
occur as illustrated in Fig. 2.8. Taking the axially loaded cylindrical shell as an example,
two situations may occurs as shown in Fig. 2.8(a) and 2.8(b). In the first situation, the
cylinder deforms axisymmetrically along the equilibrium path OA until 2 maximum or limit
load is reached at point A. The perfect shell will fail if the load is maintained, following
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cither the path ABC along which it continues to deform axisymmetrically, or the other path
ABD along which it first deforms axisymmetrically from A to B and then non-
symmc-rically from B to D. Snap-through occurs at point A and bifurcation buckling at
point B. The equilibrium path OABC, corresponding to the axisymmetric mode of
deformation, is called the primary pat! The path BD, corresponding to non-symmetrical
mode of deformation, is called the secondary path. Since bifurcaticn buckling occurs after
the snap-through, bifurcation buckling is less significant in this particular case with regard
to the load carrying capacity of the structure.

A common situation is shown in Fig. 2.8(b). The bifurcation point B occurs before
the limit load is reached. The primary path OAC and postbuckling path BD correspond to
the axisymmeiric and non-symmetrical deformation, respectively. The failure of the
structure would geie My be characterized by rapidly growing non-symmetrical
deformati 5. 7 other words, deformation would generally follow tne path OBD. In this
case the i. -« *==.! - the perfect structure is of less engineering signiticance than the
bifurcation ot

2.2.1.2 Various Types of Bifurcation Buckling

For a perfect shell, various types of bifurcation buckling are shown in Fig. 2.9. A
lincarized incdel of elastic stability, that is a classical eigenvalue formulation of the buckling
problem, would result in the response of neutral postbuckling shown in Fig. 2.9(a), where
the amplitude of the bifurcation buckling mode is undetermined. In other words, the load P
remains constant with increasing buckling mode displa. uent. Restricted to perfect
?" e=nent and the linear formuiation, this type of response can, in general, only represent
the initial postbuckling response immediately after the bifurcation point.

If nonlinear postbuckling effects are accounted for, equilibrium paths for most
structures have the forms shown in Fig. 2.9(b,c,d). The asymmetric nature of the curves in
Fig. 2.9(b) indicates that the structure continues to carry loads above the bifurcation load if
it is forced to buckle one way. However, it collapses if it is allowed to buckle in the other
way. An example of this type of behavior is for a structure with parts that come in contact
and support each other for positive deflections but move away from each other, forming
gaps, for similar negative deflections. The symmetric stable postbuckling hehavior shown
in Fig. 2.9(c) is typical of axially compressed isotropic flat plates and stiffened cylindrical
shells. The symmetrical unstable postbuckling behavior shown in Fig. 2.9(d) is typical of



the early post-bifurcation regimes of axially compressed thin cylindrical shells and
externally pressurized thin spherical shells.

The response of a shell structure is complicated by the fact that both snap-through
and bifurcation buckling may occur. The possible equilibrium paths are summarized in Fig.
2.10 (Bushnell, 1985) based on the discussion in Sect. 2.2.1.1 and above paragraphs. The
response predicted depends on the analytical approach applied to the prediction. Biturcation
buckling predicted by the classical eigenvalue formulation, in which all prebuckling
deformations are neglected, is illu.:rated by point No. 1 in Fig. 2.10. The points
corresponding to the extended eigenvalue fermulation, which incluies the effect of
prebuckling, are Nos. 2 and 3 in Fig. 2.10. This iilustrate the effects of  prebuckling
deformations with linear and nonlinear paths, respsctively. The posttuckling behavior may
follow path No. 3a in Fig. 2.10 with stable postbuckling behavior or No. 3b with unstabie
postbuckling behavior. In both cases, the postbuckling behavior can be symmetric or non-
symmetric. In the course of the postbuckling path, secondary bifurcation points may occur
as indicated by point No. 4 in Fig. 2.10. The structure may exhibit limit point buckling
behavior as shown by point No. 5 in Fig. 2.10 with the possibility of bifurcation points
occuring before or after the limit point.

Based on the discussion of the response of shell structures summarized in Fig.
2.10, it is recognized that any analytical approach for the complete treatment of the
nonlinear and instabi'’:~ response of shell structures should at ieast contain the following
two components : (1) « nonlinear incremental solution technique which can tollow the
entire equilibrium path; and, (2) a general bifurcation point detection-aigorithm with the
possibility of evaluation of the eigenvector to be used as a starting vector for the secondary
equilibrium path.

2.2.1.3 Imperfection 3ensitivity

In the case of real structures, unavoidable imperfections always exist. These
imperfections may arise from many dirferent sources, suc: s, the manulacture process,
handling and transpornation, material non-uniformity, impertect aiignment and geometric
shape, etc. Because the imperfections usually contain, or resy’s 5, components of both
prebuckling and postbuckling deformation patterns, bifurcation buckling cannot occur in a
imperfect structure. As an example, the resnonse of a linear elastic imperfect thin cylinder
subjected to axial compression will follow a primary path OEF shown by the dashed line in
Fig. 2.8(b), with the failure corresponding to the snap-through limit point E at the collapse



load. The relationship between the response of the perfect «nd imperfect cylinder can be
established by the following observations. The failure of the perfect cylinder is
characterized by bifurcation buckling into a non-symmetric deformation pattern, while the
failure of the imperfect cylinder beyond the limit point E involves rapid development of the
non-symmetric postbuckling deformation pattern. The postbuckling deformation pattern
and equilibrium paths of the perfect and imperfect cylinder in the deep postbuckling regime
are very close.

For the various types of postbuckling behavior shown by the solid lines in Fig. 2.9
for perfect shells, response of linearly elastic imperfect shells are illustrated by the dashed
lines in the corresponding figures. The ccrrelation between the response of perfect and
imperfect shells is demonstrated by the fact that the path of the perfect shell serves as an
asymptotic path for the imperfect shell with the major difference around the bifurcation
point. For shell structures with unstable postbuckling behavior, there is a difference
between the bifurcation load of the perfect structure, P, and the limit load of the imperfect
structure, P,. The magnitude of the difference depends on the amplitudc of the inital
imperfection and the shape of the postbuckling path. The structure is called imperfection
sensitive if its maximum load carrying capability is significandy reduced by imperfections.

Since imperfections may be responsible for significant reduction in load carrying
capability of imperfection sensitive structures, great effort has been made to analyze and
predict the magnitudes of reductions associated with imperfection sensitivity. There are
mainly two types of approaches for imperfection sensitivity analysis. One is the nonlinear
incremental analysis approach to trace the equilibrium path and the limit load of a structure
with assumed initial imperfections, which may include prebuckling and postbuckling
detformation patterns or only one of these components (Donnell and Wan, 1950;
Hutchinson, 1965; Arbocz and Babcock, 196¢; and, Pickney et al, 1983). The other is the
application of Koiter's theory (Koiter, 1945, 1963a) to the initial postbuckling range
(Koiter, 1963b; Tennyson and Muggeridge, 1969; Hutchinson and Amazigo, 1967; and,
Amazigo and Budiansky, 1972).

The presence of imperfections converts the behavior of a perfect structure. which is
usually dominated by biturcation buckling, into that of an imperfect structure characterized
by limit point collapse or snap-through. As a result, the analytical approach for an imperfect
structure needs to have only the ability to trace the entire equilibrium path using a nonlinear
incremental solution technique.
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2.2.1.4 Effects of Prebuckling Deformation and Yielding

Significant influence on bifurcation behavior can arise trom the eftects of nontrivial
prebuckling deformation and material yielding. There are two principal kinds of influence
that the prebuckling state has on the bifurcation load and mode (Bushnell, 1985). First, the
loaded shell has a different prebuckling shape from the unloaded shell, and tor a given
prebuckling membrane stress distribution this new shap: .iay have different effects on the
stability of the structure than for the original undeformed shape. Second, the prebuckling
membrane stress distribution is an important factor to the stability. Given a prebuckling
shape of the sheil, different prebuckling membrane stress distributions may have drastic
effects on the bifurcation load and mode shape.

Material yielding increascs the non-uniformity and nonlincarity of the prebuckling
response. Because yielding usually occurs in a localized area in a shell structure which
introduces a relatively weakened area with regard to stiffness. “he bifurcation hehavior can
be significantly altered. Elastic buckling is usually more sensitive to imperfections. Elastic-
plastic buckling is more sensitive to prebuckling deformations, particularly to the non-
uniform structural stiffness and stress distributions.

Boundary conditions also have important effects on the bifurcation load and the
mode shape. The influences of boundary conditions on the stability are present through
their influences on the prebuckling membrane stress distributions and deformations, and
the structural stiffness at the boundary. As much as 20% difference in bifurcation load can
be introduced by different boundary conditions (Hutchinson, 1965).

2.2.2 Cylindrical Sheil under Axial Load

The axially compresse! ylindrical shell has been 2 classical shell buckling problem
for a long time and still atracts much attention at present. Numerous papers have been
published to investigate the buckling behavior of compresscd cylindrical shells, both
analytically and experimentally. Instead of doing a comprehensive review on this subject,
only some aspects of the buckling behavior will be discussed in this section. These include:
the linear elastic buckling theory; buckling modes; nonlinear collapse; imperfection

sensitivity; and, the influence of inelastic prebuckling deformations and boundary
conditions.
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2.2.2.1 Linear Elastic Buckling Theory

Within the framework of elasuc small-displacement theory, the behavior of axially
compressed cylindrical shells is governed by the following equation if the prebuckling
deformation can be determined with sufficient accuracy by the linear membrane equations
(Brush and Almroth, 1975).

4 IPw

4
DV8w + otV (—)+ &_L-a—-—‘iz() (2.109a)
ox? R< ox4

in which ¥ is the biharmonic operator

v2 9% 9?

= + (2.109b)
dx2 Jdy?

and D = .__EJ?_Z_ is the bending stiffness, E and v are Young’s modulus and Poisson's
12 (1-v9)

ratio, R and t are the shell radius and thickness, & is the axial stress, x is the ¢. ordinate in
the axial direction, and w is displacement in the radial direction.

A critical equation can be derived from Eq. (2.109a) which is (Brush and Almroth,
1975)

=52 2 - —
o= @ g2, m? (2.110a)
m2 12 (i-v) R? (m2+n2)?
where m = moR (2.110b)

and m, n are the number of buckling waves in the longitudinal and circumferential
directions, respectively. L in Eq. (2.110b) is the len.gtl: of the cylinder. The buckling stress
is the minimum solution of Eq. (2.110a) and it is determined for the cylinders of
intermediate length and short length as in the following. Cylinders are classified into short
and intermediate length according to the Batdorf parameter Z which is defined as (Brush
and Almroth, 1975)

Z = (.Il.i.)z(_l%)ﬂ[‘—‘(l_vz) (2.111)
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Short cytinders are defined by Z < 2.85, and long cylinders are defined as those that buckle
like Euler columns with undetformed cross section. The cylinders of intermediate length are
cylinders with Z > 2.85 tha: have shell buckling characteristics.

For cylinders of intermediate length, the buckling stress determined tor simply
supported boundary conditions is obtained as

GCT = ___—E——-(_‘r_)

(2.1120)

N3 (1v) R

If vis 0.3, Eq. (2.112a) becomes
Ger = 0.605 E () (2.112b)
For short cylinders, the buckling stress is obtained as

e = KIZE_ (L) (2.113)

12 (1-v?) L

_1+1272
where b ¢ for simply supported edges 2.114
4 372

and k = 4 for fully clamped edges (2.115)

2.2.2.2 Buckling Modes

Buckling modes of an axially compressed cylindrical shells depend on the type of
buckling, the material and geometric properties. The elastic bifurcation buckiing for perfect
cylinders has two common modes (Chajes, 1985), namely, axisymmetric and non-
axisymmetric buckling modes, as shown in Fig. 2.11. In general, cylinders with high
diameter to thickness ratio, D/t, tend to buckle in the non-axisymmetric mode shown in
Fig. 2.11(b), which is often called the "diamond mode". Cylinders with relative low D/

ratio tend to buckle in the axisymmetric mode shown in Fig. 2.11(a) which is also called
the "bulging mode".

A cylinder buckled in the elastic-plastic range would usually have the axisymmetric
mode. Instead of having bulges developed uniformly over the length, the deformation
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would concentrate more in outward bulges near the ends where the buckling usually starts
due to the radial restraint provided by the end conditions.

The mode shape for nonlinear coilapse, or snap-through buckling, in the deep
postbuckling range is a series of fully developed folds that contact each other to cover the
entire length of the cylinder (Bushnell, 1985).

2.2.2.3 Imperfection Sensitivity

The problem of buckling of axially compressed cylindrical shells has received far
more attention than most problems in structurai mechanics because of the extraordinary
discrepancy between the test and theory which remained unexplained for so many years. A
summary and illustrations of this discrepancy can be found in many references such as the
book by Brush and Almroth (1975). It has been found and confirmed by many researchers
that this discrepancy arises from the extreme sensitivity of the buckling load to initial
imperfections.

The axially compressed cylinder is very sensitive to small initial imperiections
because the buckling load corresponds to a mode for which the axial and circumferential
wavelengths are quite small compared to the radius, and the buckling is insensitive to
wavelength. Thus, a great variety of small initial imperfections occuring anywhere on the
entire shell surface would contain significant components of critical or almost critical
bifurcation buckling mode shapes, which grow as the load increases, and eventually cause
snap-through at a load far below that predicted for bifurcation buckling of the perfect shell.

The axially compressed cylinder buckling in the plastic range is not as sensitive to
initial imperfe.tion as is the elastic cylinder (Gellin, 1975, and Hutchinson, 1972).
Bushnell (1985) concluded that the following facts have contributed to reduce the
imperfection sensitivity of plastic buckling. First, the tangent modulus of most metals
decrcases by more than an order of magnitude within a s*ress range of 20% of the yield
stress after the material vields. Second, high quality cylinders with the relatively low D/t
required for plastic buckling are easier to fabricate than those with high D/t, and therefore
the imperfections are relatively small. Third, predictable axisymmetric bulges due to radiai
end restraints grow as the load increases and are much more significan: than any vnknown
imperfections due to fabrication an:! handiing. The combination of these facts dramaucally
reduce the effect of random unkauwr i cctions awd o - reliable gicdiction of
buckling load possible.
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The nature of the imperfection sensitivity of axially compressed cylinders .is
determined by their postbuckling behavior. Both clastic and plastic buckling have unstable
postbuckling behavior in the initial postbuckling range where a significant drop of load
carrying capability occurs. The drop for ¢! tic buckling is much more significant than that
for plastic buckling which makes elast i cx:iing more sensitive to initial imperfections
than plastic buckling.

2.2.2.4 Effects of Internal Pre: .. :

The behavior of cylindricz! shells under a..ial compression and internal pressure
were studied by several research« - Harris et al, 1957, 1961; and, Almroth, 1966). The

internal pressure has been found to influence two principal aspects, the buckling mode and
the buckling load.

For a cylinder which buckles elastically in a non-axisymmetric buckling mode, the
buckles become smaller and more elongated in the circumferential direction as the internal
pressure increases. Very high pressure can change the buckling of the cylinder from elastic
buckling to elastic-plastic buckling and from the non-axisymmetric buckling mode to the
axisymmetric modc. For a cylinder originally buckled in the axisymmetric mode, intemnal
pressure reduces the dimension of the buckles in the longitudinal direction.

The elastic buckling load is relatively insensitive to the internal pressure. The plastic
buckling load is usually reduced by internal pressure because of earlier yielding in the
material. The cylinders with higher internal pressure are also found to be somewhat less
sensitive to initial imperfections than those with lower internal pressure, because the
prebuckling deformations introduced by internai pressure remove part of the initial
imperfections, particularly the non-axisymmetric components.

2.2.3 Cylindrical Shell under Bending

Many aspects of the behavior of cylindrical shells under bending are similar to those
of axia'ly compressed cylinders, Nevertheless, cylinders under bending have some
different behaviora! characteristics because of the strain gradient over the cross-section and
the ovalization introduced by bending deformation. In the following discussion, more
attention is given to these differences than to the similarities. Nonlinear collapse and
bifurcation buckling are covered in Sect. 2.2.3.1, and the effects of prebuckling and
internal pressure in Sect. 2.2.3.2.

69



2.2.3.1 Nonlinear Collapse and Bifurcation Buckling

As for axially loaded cylinders, the failure of cylinders under bending has two
forms. One is noniinear collapse because the cross-section of the cylinder flattens as
bending moment increases. As a consegquence, its bending stiffness deteriorates, and the
primary path in terms of moment-curvature curve exhibits a maximum. When this
maximum moment is reached, the cylinders fails in a snap-through manner. The other is
bifurcation buckling that is initiated and concentrated on the compressive side of the
cylinder. Some available elastic solutions are reviewed in the following.

For an infinitely long cylinder, the nonlinear collapse moment was found by Brazier
(1926) as

M=2{2— ExR¢? (2.116)

9 Y12

If the maximum stress caused by this moment is computed with the use of the undistorted
cross-section properties, it is found (with v =0.3) to be

O = 0.33E(§L) Q.117)

The bifurcation buckling problem was solved by Seide and Weingarten (1961).
Assuming that the prebuckling behavior can be defined with sufficient accuracy by a linear
membrane solution, the critical buckling stress is found to be only 1.5 percent higher than
the critical uniform compression stress for a shell with D/t = 200. For thinner shells the
difference is even smaller. Thus for a practical purposes, the critical buckling stress for a
uniformly compressed cylinder can be taken as the critical buckling stress for a cylinder
under bending which is

O = 0.6055(?1‘{) (2.118)

This value for bifurcation buckling is well above the critical stress for collapse in Eg.
(2.117).

For a cylinder of finite length, houndary condition usually restrict deformations so
that the cross-section remains circular. This restrains the cross-sectional flattening over the
entire length. Finite length cylinders therefore collapse at load levels that are higher than the
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one predicted by Brazier’s equation in Eq. (2.117). For sufficiendy short cylinders, the
prebuckling behavior is approximated well by the linear membrane solution, and the
collapse stress is close to the classical critical stress in Eq. (2.118) without considering
initial imperfections.

For a cylinder of finite length, the displacement pattern associated with the
secondary path is not orthogonal to the prebuckling displacement because of the effects of
boundary conditions. Therefore, bifurcation buckling in its exact sense does not exist.
However, the displacement pattern associated with the secondary path, as a component of
the prebuckling displacement, is extremely small until a load level is reached at which it
begins to grow rapidly. The structural behavior is therefore approximately the same as if a
bifurcation point does exist.

2.2.3.2 Effects of Prebuckling Deformation and Internal Pressure

Prebuckling deformation has more significant influence on buckling behavior for a
cylinder under bending than for an axially compressed cylinder, because of the interaction
between the prebuckling deformation and the buckling load and mode. The flattening of the
cross-section decreases the local radius of the cross-section and therefore increases the
actual bending stress. Consequently, it reduces the load level at which the wrinkling pattern
appears. Local yielding of material from prebuckling deformation reduces the structural
stiffness and introduces non-uniformity and nonlinearity which also reduces the buckling
load.

The strain gradient on the cross-section helps to restrain the buckling mode to a
narrow strip on the compressive side, and makes the drop of the load carrying capability in
the initial postbuckling range less significant. Therefore, the cylinder under bending is less
sensitive to initial imperfections than the axially compressed cylinder.

If a cylinder with initial imperfections buckles in the plastic range, there is usually a
principal buckle which is larger in terms of wavelength and amplitude than the others. The
postbuckling deformation tends to concentrate in the principal buckle. The principal buckle
for a cylinder without internal pressure is more likely to be an inward buckle, but the one
for a cylinder with high internal pressure is an outward bulge type of buckle (Bouwkamp
and Stephen, 1973). For a plastically buckled cylinder, internal pressure would in general
increase the critical buckling strain but reduce the critical buckling moment.
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2.2.4 Comments

In shell buckling problem, most of the attention has been given to the prediction of
the critical buckling load either analytically or experimentally, because shell structures are
implicitly assumed to be load carrying structures. But there are some shell structures. such
as buried pipelines, for which the principal loads are deformation imposed loads rather than
the externally applied loads. In these cases, the load carrying capability is less significant
because the externally applied loads alone cannot fai! the structure and deformation imposed
loads are self-limiting in nature. The failures of this type of structure are more likely to be
controlled by deformation, and therefore the prediction of postbuckling deformation
including the deformation pattern and its amplitude is more important than the prediction of
critical buckling load. Since postbuckling deformation, in general, is not sensitive to initial

imperfections, as shown in Fig. 2.9, the analysis with respect to imperfections can be
deemphasized for these structures.
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CHAPTER 3 NUMERICAL SOLUTION TECHNIQUES

In this chapter, the solution technique for the set of nonlinear algebraic cquations
that arises after discretization of a nonlinear continuum is treated in some detail, The chapter
starts with an overview of existing procedures that can be used t» obtain a properly
converged solution. The arc-length control technique is considered to be one of the most
elegant procedures for nonlinear structural analysis at the present time, However,
deficiencies are found when it is applied to three-dimensional shell analysis with softening
characteristic. An improved iterative arc-length control is then proposed. Finally, a solution
procedure designed for postbuckling analysis is developed based on a direct search
technique which has been commonly used in optimization. As a basic tool for subscquent
analysis. such a robust and efficient solution procedure is a very important component of
this project.

J.1 OVERVIEW OF SOLUTION PROCEDURES

A difficulty in nonlinear analysis is the dependency of the stiffness and internal
forces on the displacements, which has to be accounted for by the solution procedure.
Various procedures have been developed with different ways to deal with this dependency.
The most desirable features of solution procedures are stability and efficiency, but it is
often difficult to accomplish both of them simultaneously, especiaily for problems with
severe nonlinearity and local conditions of loading and unloading. If the fundamenial
phenomena required by the analysis can be captured by the solution procedure,
approximation and simplification can be intrciuced to improve its efficiency, which is often
sacrificed to insure stability. Consequently many alternatives have been explored and it is
not the intention herein to review all solution procedures developed in the past. In this
section, the incremental-iterative procedure for static analysis of nonlinear structures is first
reviewed. This defines a basic formulation for solution procedures. The Newton-Raphson
procedure, which is the classical procedure, is then discussed. Control techniques such as
load, displacement, arc-length and indirect control are then presented. Finally, the reduction
method and multi-dimensional search techniques are introduced. This serves as background
for the solution procedure developed herein based on a search technique, as discussed in
Sect. 3.3.

3.1.1 Incremental-Iterative Solution Procedure

Nonlinear finite element analysis will, in general, end up with the following set of



equations

Ku=P-Q (3.1

where K is the stiffness matrix, u is the incremental nodal displacement vector, and P and
Q are the external and the equilibrating force vectors respectively as shown in Fig. 3.1. For
nonlinear analysis, K and Q depend on the displacements and stresses in the structure
which is a direct consequence of the nonlinear structural behavior. When a structure is in
equilibrium, the difference between the equilibrating forces and the external loads vanish.

In principle it would be possible to impose the entire external load in a single step,
but this is not very sensible in practical applications because iterative procedures usually
have a hard time to converge towards a proper solution for large load steps, and the path-
dependent material behavior requires relatively small strain increments to insure the
accuracy of the prediction. Consequently, it is recommended to apply the total external load
in a number of small loading steps (or increments). Such a procedure is usually called an
incremental procedure an is illustrated in Fig. 3.2. Starting from a known displacement
vector u,, an incremental displacement may be calculated according to

KAu = AP+P,-Q (3.2)

where the total external load is decomposed to a contribution P, that is already present at the
beginning of the load step and a load increment AP.

In the solution by incremental noniterative procedures, a significant drifting of the
predicted path from the true equilibrium path may occur as shown in Fig. 3.2. There are
two principal reasons for the drifting. One is the unbalanced loads at the end of each
loading step because perfect convergence is seldom accomplished. These unbalanced loads
will be carried along in all subsequent loading steps, which implies that the errors will be
accumulated and cause a significant drift. The other is the fact that the tangential stiffness
matrix may be derived through linearization of the nonlinear equations at the beginning of
the loading step which is only valid, strictly speaking, at the beginning of the loading step.
The tangent stiffness matrix is only an approximation for the loading step, and an error is
therefore introduced and accumulated. This gradual departure of the numerical solution
from the true solution can be prevented or at least substantially reduced, by adding
cquilibrium iterations within each loading step which defines an incremental-iterative
procedure.
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In an incremental-iterative solution procedure. a first estimate for the displacement
increment is made through

Au, = K-l (AP“'Pn‘ Lus 3.3)

where the subscript 1 for Au signifies the estimate in the first iteration for the incremental
displacement vector. Likewise, the subscript O of the intemal force vector Q relates to the
fact that the vector is calculated using the stresses at the beginning of the loading step or the
end of the previous loading step. From the incremental displacement vector Au,. a first
estimate of the Ag, strain increment can be calculated, and then the stress increment Ag, can

be evaluated through the tangential stress-strain law. In a finite element formulation the
equilibrating forces after the first iteration are given by (see Eq. (2.106))

Q = fBT(cro+Acl)dV (3.4)

where B is the strain-displacement operator, and o, is stress at the previous converged
configuration. In general, equilibrating forces Q, are not in balance with the external load
AP+P,. For this reason a correction to the displacement increment is necessary which is

du; = K'' (AP +P,-Q)) (3.5)

The accumulated displacement increment becomes (see Fig. 3.3)

Au; = Au; +du; (3.6)

Repetition of this process can be formulated mathematically as

d0j+1 = K1 (AP + P, - QJ)

(3.7)
Anj,; = Auj+du;,, (3.8)
Agj,) = B Auj,, (3.9)
ACj.1 = f(Agj.) (3.10)
Gj.1 = Go+ AGj, (3.11)

This iterative process ultimately results in stresses that are in equilibrium with each other



and with the applied external load to within some user-prescribed convergence tolerance.
3.1.2 Newton-Raphson Iterative Procedures

Newton-Raphson (N-R) iteration is one of the classical iterative procedures. In the
full Newton-Raphson iteration, the tangent stiffness matrix is updated and factorized in
every iteration as shown in Fig. 3.4. The advantage of this scheme is quadratic
convergence which becomes the characteristic of N-R iteration. The disadvantage is the
high cost to evaluate and factorize the stiffness matrix in every iteration, which may not be
necessary.

It is recognized that updating the stiffness matrix in every iteration, as in the full N-
R iteration, is by no means necessary since it is quite irrelevant which stiffness matrix is
being used to iterate towards equilibrium as long as the stresses are determined in a proper
manner and the resulting equilibrating force vector is computed on the basis of these
stresses. This has motivated several researchers to seek for methods which obviate the need
to construct and decompo._ a tangent stiffness matrix in every iteration. There are, in
general, two classes of such methods. In the first class, the stiffness is obtained by setting
up a new tangent stiffness, cither every few iterations or only once within a loading step.
Basically, it is assumed that the stiffness matrix varies so slowly that the stiffness matrix
sct up in a particular iteration serves as a sufficiently accurate approximation of the tangent
stiffness matrix for several subsequent iterations. The second class of methods consists of
the so called Quasi-Newton or Secant-Newton methods. These methods apply updates on
existing tangential matrices such that the stiffness in the subsequent iterations is computed
using a multi-dimensional secant approximauon.

One example of the alternatives on the full N-R schem=, that exists within the first
class defined above, is modified N-R iteration as shown in Fig. 3.5. Here the stiffness
matrix is set up and decomposed only at the beginning of every loading step. The modified
N-R iteration loses the quadratic convergence characteristic of the full N-R iteration, but
often the slowing down of the convergence rate is off-set by the gain in computer time
within each iteration.

3.1.3 Load and Displacement Control

There are two methods to control the application of the load and the process of
achieving convergence within each loading step. First, the external load can be directly
applied in a number of steps and kept constant for that step. This is usually called load
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control because a specific load level is specified for each of loading step. Second. the
increments of one or more displacements can be prescribed which causes development of
stress increments within the specimen and then results in incremental reactive nodal forces
at the nodes where the displacement increments are prescribed. Summation of these
genrated incremental nodal forces -ives the total reactive forces, which equal the external
loads, for the prescribed displacements. This process is often called displacement control.

Often the physics of the problems dictates which type of application is the most
obvious choice. However when there is no preference for either load or displacement
control from a physical point of view, the latter method is nearly always to be preferred.
One reason for this is that the tangent stiffness matrix is better conditioned for displacement
control than for load control, and consequently faster convergence of the iterative procedure
can be expected. Another reason is that under load control, the tangent stiffness matrix
becomes singular at a limit point in the load-deflection diagram. The tangent stiffness
matrix of the displacement controlled problem on the other hand does not become singular.

Decomposing the incremental displacement vector du into a vector that contains
only degrees of freedom that are free, du,, and displacement increments that have

prescribed nonzero values, du,, it can be written for the first and subsequent increments,
respectively, as

au! = (du (3.12a)
du}

duw = {d(';-i} j=23,-- 3.12b)
In a similar way the tangent stiffness matrix can be partitioned as follows

K = | Ke Kfp] (3.13)

l Kpr Kpp
With Egs. (3.12) and (3.13), Eq. (3.2) becomes
j+1 j
[Kfr Kfp}fdu” \.=-’Q"\ (3.14
Kpr Kpp \dujpu‘ \ 0 [ A4

where Q,f are the equilibrating forces corresponding to the free degrees of freedom,



respectively, at the end of the iteration j in the loading step n. It has been assumed in Eq.
(3.14) that no other forces act on the structure apart from the prescribed displacements. The
free displacement increment can be determined by solving the first equation in Eq. (3.14).
For the first iteration it becomes

du} = - Kj} (Krpdub + Qb  (3.15)
and for subsequent iterations, it becoimes
dul' = - Ky Qh j=12, --n (3.16)

Comparison of Egs. (3.2) and (3.15) shows that for the first iteration the external load,
AP+P,, must be replaced by the ‘equivalent force vector’, K¢ dup, when switching from

load to displacement control. In the subsequent iterations, this contribution vanishes for
displacement control.

The most important mathematical difference between load control and displacement
control lies in the fact that load controi requires the inversion (or in practice the LDU-
decomposion) of the stiffness matrix K while in the latter method only the reduced stiffness
matrix K needs to be inverted. Graphically, the solution for the load controlled process
may be represented by the intersection between the horizontal line on the load-displacement
diagram, which characterizes the load level imposed on the structure, and the load-
displacement path as shown in Fig. 3.6. In a displacement conirolled process an
intersection between the vertical line. which characterizes the magnitude of the
displacement, and the ioad-displacement path as shown in Fig. 3.7 represents the solution.
As shown in Fig. 3.6 the load controlled iterative process diverges when the horizontal line
does not intersect the load-displacement path. This condition manifests itself in an
unbounded growth of unbalanced load. Consequently, load control is not applicable to
problems which exhibit limit point and, thereafter, snap-through behavior.

Displacement control does not share this disadvantage, since the intersection
between a vertical line and load-displacement path can always be found for this type of
behavior. Nevertheless, some types of structural behavior are still not traceable with a
displacement controlled procedure. An example is shown in Fig. 3.7 where snap-back
behavior, which is often encountered in thin shells and cracking of concrete, is illustrated.
A restriction on displacement control is that displacement control, in general, can be applied
to only one degree of freedom. It can be applied to more degrees of freedom if the relative
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ratios between these degrees of freedom are specitied.
3.1.4 Arc-Length Control and Indirect Displacement Control

Due to the liiuitations of load and displacement controls, alternative are sought. One
of the most elegant procedures that can be used to analyze nonlinear structural response is
known as arc-length control (Wempner, 1971, Riks, 1972, 1979, and Ramm, 1980). This
method can be explained starting from Eq. (3.7) as follows. Expressing the load increment

AP by AR, Hﬁ, with A as a scalar load factor and P as a reference load vector, gives
duj,; = K1 (AL P +P,-Q)) (3.17)

for the correction to the displacement increment, where

Alj.,.l = A)\.j + d}\,j.,_[ (318)

The essence of the arc-length control is now that the correction to the displacecment
increment in iteration j+1, duj.1, is conceived to be the sum of two scparate contributions,
The first part is purely due to the external load components that are being incremented
within this load step and represented by the reference load P

dul,; = K-'P (3.19)
Tre second part is the response to the unbalanced forces, namely the difference between the
sum of all external loads and the equilibrating forces after iteration Js

dull; = K'' (AP + P, - Q)) (3.20)

Comparison of Egs. (3.19) and (3.20) with Eq. (3.17) shows that

dIIj.,.l = dlj...l du}“ + du}lﬂ (3.21)

The crucial difference from load control is that the increment of scalar load factor is
no longer fixed and is considered as an additional variable, which is determined by an
additional equation that is usually called the constraint equation. This constraint equation is
established based on a constraint condition on the step size, such as, that the Euclidean

norm of the accumulated incremental displacement vector,Au;, |, and the accumulated
increment of load factor, AAj.1, in a load step remains constant during the loading step,



ie.
2
AujT” Auj.; + AAj,; = AP (3.22)

where Al is a prescribed reference length. By substituting Egs. (3.8) and (3.21) into Eq.

(3.22), an algebraic equation is obtained which can be used to determine d)\-j+l. A
simplification can be introduced by linearization of Eq. (3.22).

Expansion of Eq. (3.22) is

(AuT Auj+ AA] - AP) + 2 (Auf dujy + AAj dAjar)

(3.23)
+ (duf,, duj,y +dA) = 0

Since Eq. (3.22) is valid at iteration j, the first bracket in the above equation vanishes.
Ignoring the second order terms in the third bracket, Eq. (3.23) becomes

Auf duj,; + AXjdAj, = 0 (3.24a)

This cquation requires that the increment in iteration j+! in the load-displacement space,
(duj, . dA 1), is perpendicular 1o the accumulated increment up to iteration j, (Au;, Mj).

Substituting Eq. (3.21) into Eq. (3.23), dAj+1 can be solved as

Aul dull
Ay = - (3.24b)
Auj de+l + Al}
To further simplify the constraint equation, Eq. (3.24a) may be replaced by
AUT dl.lj+‘ + Akl d)\'j.,.l =0 (3.253)

where the accumulated increments are replaced by the increments of the displacement and
load factor in the first iteration (or predictor step). As & reselt, Eg. {3.24b) becomes

I
All'{ de+1

dAjyy = -
: AuT dul,, + AL (3.25b)

The form of equation defined in Eq. (3.25a) with its solution in Eq. (3.25b) is usually
called the linear constraint equation because of the linear relation between the incremental
load factor and the displacement increments due to the unbalanced forces. The iterative



process is graphically shown in Fig. 3.8 where the moditied N-R iteration procedure is
assumed. The iteration is along a line perpendicular to the first increment detined by Au,
and AA;, and approaches the intersection of this line and the equilibrium path which
defines the converged solution.

The constraint equation defined in Eq. (3.22) which results in a quadratic algebraic
equation for the incremental load factor is usually called the spherical constraint equation
because it defines the iteration on a sphere in the load-displacement space and converges o
the intersection of the sphere and the equilibrium path. The iterative process based on the
spherical constraint equation is, as shown in Fig. 3.10, along a circular curve. An
intersection of this curve and the equilibrium path is ensured.

The spherical constraint equation can be generalized into a general quadratic
equation as

2

where { is a constant which permits different weights to ke assigned :o the relative
significance of the increments of displacement and load factor. When § equals to one, Eq.
(3.26j defines the spherical constraint equation. When § equals to zero, the equation is
often referred to as the cylindrical constraint equation. For other values the equation
becomes, the sc called, ellipsoidal constraint equation. A large value of the constant &
essentially converts the arc-length control in Eq. (3.26) into a load control.

Bellini (1987) reviewed and compared these three forms of quadratic constraint
control equations, namely, the spherical, cylindrical and ellipsoidal constraint equations.
Based on numerical studies of six cases including several benchmark problems, the
cylindrical constraint equation was recommended for snap-through behavior. For snap-
back behavior and paths with very stiff loading and unloading where the load increments
are obviously more important, ar cllipsoidal constraint equation should be used. In this

case, a proper way to determine the value of constant  should be used.

Arc-length methods may fail in cases which involve highly localized failure or
bifurcation modes (de Borst, 1987), because the norm of the global displacement increment
on which the arc-length method is based may not be sensitive enough to control highly
localized displacement increments. As an alternative, the indirect displacement control
technique was developed (de Borst, 1987,1988; and, Rots, 1988). To distinguish between
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the methods, the method of displacement control applied on one or more degrees of
freedom in Sect. 3.1.3 is called direct displacement control.

The basic idea of indirect displacement control is that the norm of the displacement
increment in the arc-length control equation is replaced by the norm of a weighted
displacement increment as

2
Aul,, W Auj,, + AN, = Af (3.27)

where W is a weighting matrix. The weights applied to the components of the displacement
increment con be chosen in such a way that the norm of the weighted displacement
increment will be sensitive to selected localized failure or bifurcation modes. Since the
failure or bifurcation modes are problem dependent, selection of the weight matrix W
depends on the individual problem and the experience of analyst. Therefore, the application
of indirect displaccment control is limit. .

3.1.5 Reduction Methods

Researchers have been attempting to develop analytical models and robust solution
techniques which can capture the essence of overall structural behavior in an efficient and
cost-effective manner. Detailed solutions are not always necessary as long as the analysis
can provide the designer with sufficient information. Among various alternatives to
leration on the full system obtained from discretization of the structure, reduction methods
(Noort, 1980, 1981a, and 1981b) are one approach which shows some promise. Ideas
similar to the reduction methods have been extensively used in dynamic analysis. In
dynamic analysis of large structures, the response is described in terms of the superposition
of a small number of displacement patterns associated with the natural modes of vibration
of lowest frequencies. It is generally accepted that this technique is capable of capturing the
cssence of the structural response to global actions. It is believed that a similar technique
can also be used to car ire the essence of the nonlinear static response of many common
types of structures in sufficient detail to provide the designer with the information which he
requires to make judgements on the performance of structures.

The principal idea of reduction methods for nonlinear analysis is to limit the
displacement increments of the discretized structure to some known displacement modes
which form the reduced basis, and leads to a system with a considerably smaller number of
degrees of freedom than the system on the natural basis defined directly by the
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discretization. Selection of these displacement modes. or base vecrors. is the most
important step in reduction methods and determines the capability of the base vectors to
model the incremental displacements on the natural basis and. conscquently, the accuracy
of the solution.

There are four general criteria for selection of base veciors, summarized (Noor,
1981b) in the following. First, the vectors must be linearly independent and span a solution
space in the neighborhood of the solution point on the equilibrium path under current
consideration. Second, the generation of these vectors should be both simple and
computationally inexpensive and the number of vectors that can be generated should be
variable. The vectors should be a subset of a complete basis in which the displacement
increment can be fully represented. Third, the vectors should have good approximation
properties in the sense that they provide satisfactory solution on a large interval of the
equilibrium path. Finally, the application of reduction methods based on the selected
vectors should simplify the tracing of post-buckling behavior.

Several optioss for base vectors have been proposed in the past. Nonlinear
incremental displacements and their various orders of path derivatives were used (Noor,
1980; and, Noor and Peters, 1981a). Global shape functions derived according to a set of
rules were selected by Almroth ez al (1978). Wilson er al (1982) developed a procedure to
obtain a set of Ritz vectors which were used in dynamic analysis and can potentially be
used as base vectors in static analysis. Eigenmodes have been used as base vectors by
Nagy and Konig (1979) and Napoleao et al (1990, 1991a, and 1991b). These are some of
the best explored options at present time. In the following, discussion will focus on the
reduction methods based on eigenmodes.

The incremental displacements for materially nonlinear structures, such as concrete
beams, were found to be accurately approximated by a linear combination of a few
eigenmodes corresponding to the lowest eigenvalues (Napoleao er al, 1991a).
Mathematically the approximation can be expressed as

Au = b (3.28)

where @ is a matrix composed of base vectors and & is the reduced displacement increment
vector which is composed of a magnitude (ie. generalized coordinate) for each
corresponding base vector. All the base vectors must be kinematically admissible, i.c. they
should satisfy the prescribed displacement boundary conditions and strain compatibility,
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and are assumed to be normalized. The number of base vectors, or the number of reduced
degrees of freedom, is much smaller than the number of degrees of freedom on the natural
basis, and a typical number of 3 has been used (Napoleao er al, 1991b) for concrete beam
structures.

A general solution strategy based on eigenvectors for materially nonlinear structures
has been developed (Napoleao et al, 1991b). With the approximation defined in Eq. (3.28),
the system equations on the natural basis in Eq. (3.2) can be converted into the system of
eguations on the reduced basis as

Ao =7 (3.29)

where A is the reduced stiffness and yare the reduced generalized unbalanced forces. These
quantives are defined as

A = CDTK o (3.30)

Y= ® (AP+P,-Q) (3.31)

Based on the reduced system in Eq. (3.29) and together with solution procedures and
control technique discussed in Sect. 3.1.1 to 3.1.4, a solution approach can be formulated.
The details can be found in Napoleao et al (1991b).

In this reduction method the iteration is carried out on the reduced basis and the
base vectors change throughout the history of the structural response. But the
displacements are accumulated in the natural basis and consequently will have acceptable
accuracy if the displacements within each of the load steps are adequately represented. The
detail of local behavior is retained because the evaluation of strains, stresses and
unbalanced forces is always carried out at the local level on the natural basis. However, the
influence of the loading at the local level is filtered through the eigenvectors and only
affects the behavior of the overall structures insofar as it affects the lower energy
eigenmodes.

This reduction technique does not have a cost advantage on the basis of iteration by
iteration, because the tangent stiffness matrix on the natural basis still must be assembled
and factorized, and additional cost is required for eigen-analysis. However, this technique
appears to be very robust and the penalty for carrying out eigen-analysis appears to be
overcome by the more rapid convergence characteristics. In the example of a deep concrete
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beam, the overall efficiency was improved by a factor of 2. Therefore, this approach
appears to be comr "¢ with some of the more standard solution procedures.

3.1.6 Direct Search Techniques

Search techniques in static analysis of nonlinear structures are often associated with
line searches. These are used as techniques in combination with an iterative procedure, to
improve the convergence characteristics of the iterative procedure. The direct search
technique discussed here is, however, much more sophisticated and serves as an
independent solution procedure rather than a part of an equilibrium iteration procedure.

Many engineering problem, such as optimum design of structures and structural
analysis, can be formulated mathematically in the following form

Find solution x* such that f(x*) = minimum f(x) (3.32)

where x is the state variable vector, that defines the state of the system under consideration,
and f(x) is the objective function which defines the preference for the selection of the
solution. For example, in the classical problem of optimum structural design, namely,
minimum weight design problem, f(x) is the weight of the concemned structure and x is a
set of possible selections of the dimensions of structure components. The solution is
searched in the feasible solution domain.

A nonlinear structural analysis problem can also be formulated in the form of a
minimization problem, where the objective function f(x) can be selected in a number of
ways. It may be taken as the norm of unbalanced forces, or the magnitude of maximum
components of unbalanced forces, or the energy corresponding to unbalanced forces. The
state variables can be displacements, or some generalized displacements based on selected
displacement modes, and the load factor representing the applied load. This can be
mathematically expressed, for example, as

Find solution Au* such that ”U(u,,-&-Au‘)H = minimum ||U(un+Au)“ (3.33)

where Au is the displacement increment on the natural basis and ” U(u,+Au) H is the norm
of the unbalanced forces which is related to displacements through stresses and strains. The
possible minimum of the objective function in this case is zero.

If a solution Au* that results in a minimum value of zero for the norm of the
unbalanced forces is found, and correct strain-displacement relations and stress-strain
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relations are used, it can be concluded that a new equilibrium configuration is then
established. Comparing with the equilibrium formulation commonly used in finite element
structural analysis, differences are found within each of the solution steps. In the
equilibrium formulation, the new equil brium configuration is established by an iterative
procedure on equilibrium equations, while in the minimization formulation, it is achieved
by a direct search among possible displacement increments.

The solution in the minimization formulation does not have to satisfy a set of
equations such as the equilibrium equations in an equilibrium formulation. Consequently,
solution procedures based on equilibrium iteration are obviously not appropriate. Direct
search methods as one of the effective solution procedures for minimization formulations
are well developed (Fox, 1971, Aoki, 1971, Dixon, 1972 and Wolfe, 1978). There are
many techniques that can be employed to solve the problem defined in Eq. (3.33). These
can be grouped into two categories. The first category consists of gradient based methods
which require the calculation of the first order derivatives to determine the best direction for
scarch. The second category consists of direct search techniques in which finite differences
are used to replace the derivatives. This type of technique is particularly suitable to the
problem where the derivatives of the objective function with respect to the state variables
are difficult to obtain. Nonlinear structural analysis is an example of this kind where the
derivatives of the norm of the unbalanced forces with respect to displacement increments
are next to impossible to obtain. Therefore, direct search technigues will be empleyed,
herein, for nonlinear structural analysis. There are many methods in the category of direct
search technique, among which the method proposed by Powell (1964, 1966) is one of the
most efficient methods. The details of the method will be discussed in Sect. 3.3, where a
solution procedure for nonlinear structural analysis is developed.

3.2 EQUILIBRIUM ITERATION WITH AN IMPROVED METHOD OF
ARC-LENGTH CONTROL

Shell model analysis is carried out in this study using a general purpose program
developed at the University of Stuttgart, Germany (Stegmuller, 1984), known as Nonlinear
Inelastic Structural Analysis (NISA), which contains a carefully developed shell element
and a solution technique with arc-length controlled equilibrium iteration. Unfortunately,
difficulties and inefficiencies arise for postbuckling analysis of thin shell structures from
the existing solution technique in NISA. Consequently, a more robust and efficient solution
technique has been developed that is based on an improved arc-length control, combined
with full and modified N-R iterative procedures, proper loading and convergence criteria.
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This section begins with a brief description of the existing solution technique in NISA,
followed by discussion of its deficiencies and details of the proposed improved technique.

3.2.1 Existing Solution Technique in Program NISA

The equilibrium iteration procedure is either full or modified N-R iteration
combined with the linear constraint equation of the arc-length control technique. This is
considered to be one of the procedures representing the state-of- art for nonlinear structural
analysis. Newton-Raphson iteration and arc-length control have been discussed in Sects.
3.1.2 and 3.1.4, respectively. The convergence of the iteration is measured by the ratio
between the norm of the displacement increment at iteration j and the norm of the
accumulated displacement increment up to iteration j, i.e.

&q (3.34)

where &4 is a specified tolerance for the displacement increment. A typical value of €4 can
be one percent in the elastic ascending region, but is relaxed somewhat in the region with
significant nonlinearity and in the post-peak region.

The loading criterion refers to the way to impose applied loads on the structure. In
the existing solution technique, loads are applied incrementally, and whether the structure is
in the state of loading or unloading is determined by whether one or more negative pivots
are found in the process of factorization of the global stiffness matrix. The loading criterion
states that the structure is in a state of loading if the current stiffncss matrix is found to be
positive definite. Otherwise an unloading state is assumed. The stiffness matrix can be
shown to be positive definiie if no negative pivot is found. This is because the number of
negative eigenvalues of a matrix is equal to the number of negative pivots of the matrix
(Strang, 1988), and if all the eigenvalues are positive, the matrix must be positive definite.

3.2.2 Discussion of the Existing Solution Techniques of NISA

Based on numerical ~xamples and experience with program NISA, several
problems that result from deficiencies of the solution technique were found and arc
summarized below. Five aspects will be examined in the following. They are : iterative
procedure; the arc-length constraint equation; the convergence criteria; the loading criterion;
and, the reference arc-length.



Newton-Raphson iteration is the standard iterative procedure for nonlinear
structural analysis. As discussed in Sect. 3.1.2, full N-R iteration is more stable and is
preferable in solution steps involving highly local and nonlinear behavior. On the other
hand, modified N-R iteration is more cost-effective and should be used as long as
convergence can be achieved. A difficult decision faced by the analyst is to determine a
proper iterative scheme for the coming load step. This is sometimes very difficult,
especially in the postbuckling region where deformation is localized, and the nonlinear
effects due to plastification of material and large displacements are significant. Since the
analyst cannot afford to use full N-R iteration all the way if he wants to carry the analvsis
into the deep postbuckling region, a combination of full and modified N-R iteratiu is
usually required, where modified N-R iteration is the default but full N-R iteration is
activated automatically whenever it is necessary. This combination is deemed to achieve the
best efficiency and stability of the solution procedure.

The linear constraint equation for arc-length control is defined in Eq. (3.25). The
process of iteration with linear constraint equation is to find iteratively the intersection of a
“plane” normal to the first increment in the load-displacement space and the equilibrium
path, as shown in Fig. 3.8. If this intersection does not exist, as for the responses shown
in Fig. 3.9, which are often encountered for thin sheil structures with relatively high
diameter-to-thickness ratios, the linearized arc-length control leads to divergence. At other
times, the size of the load steps has to be kept extremely small in order tc achieve
convergence. Obviously a better arc-length equation is needed to prevent failures of the
sclution process associated with the linear constraint equation. The fundamental problem is
tha: the constraint only restricts the direction of subsequent displacement increments and
places no limit on the magnitude of the accumulated displacement increment in the load
step. This problem can be prevented by a quadratic arc-length equation.

The convergence criterion defined in Eq. (3.34) is generally accepted for analysis of
common structures. This is based on the fact that only if the unbalanced forces become
very small does the displacement increment at iteration j, duj, becomes very small.
Consequently, Eq. (3.34) can be satisfied. However, in order to insure the unbalanced
forces are small enough, the tolerance in Eq. (3.34), &4, is normally required to be very
small. For example tolerance 104 is often required but sometimes difficult to achieve,
especially in the postbuckling region. As a result, convergence may be misjudged and a
significant amount of time may be wasted to satisfy the extremely small tolerance. The



problem here is that the displacement convergence criterion in Eq. (3.34) is not a direct
measurement of the accuracy of the equilibrium configuration. A convergence criterion
based on the magnitude of unbalanced forces should be used tegether with displacement
criterion to insure that both displacement and unbalanced forces converge to a rcasonable
accuracy.

The loading criterion used in NISA is based on the positive definiteness of the
tangent stiffness matrix. If one or more negative pivot elements of the factorized tangent
stiffness matrix is detected, a negative load increment is assumed for the predictor step of
the iteration. This criterion works well on the ascending branch of the equilibrium path
where the structure is generally in the loading state. Here lcading and unloading correspond
to a load increase and decrease, respectively. However, difficulty arises for the descending
branch which is typical for postbuckling behavior of thin shell structures. On the
descending branch, both loading and unloading states correspond to load decreases, with
the difference in the nature of the displacement increment. In general, loading is
accompanied by an increase in magnitude of the displacement and amplification of the
displacement pattern. Unloading is associated with a decrease in the magnitude of the
principal displacement pattern. Loading and unioading cannot be identified conclusively by
the positive definiteness of the stiffness matrix either, because a stiffness matrix that is not
positive definite can be associated with either loading or unloading. Consequently, a
loading criterion based on an increment of applied load cannot effectively develop the
solution into the deep postbuckling region. A loading criterion based on incremental
imposed deformation can prevent confusion between the loading and unloading.

The reference arc-length, Al, in the arc-length equation is found to have significant
influence on the overall efficiency and stability of the solution process. A large reference
arc-length will likely lead to difficulty on convergence because the convergence
characteristics of the iteration procedure are only valid locally. On the other hand, a smali
one increases the number of the load steps and reduces the efficiency. In the existing
solution technique in NISA, however, no effort is made to adjust the reference arc-length to
achieve maximum efficiency. Consideration should be given to this aspect, especially for
users with little experience with the solution technigue and the type of problem to be
analyzed.

In attempting to meet the requirements arising from the deficiencies of the existing
solution technique as discussed above, a more robust and efficient technique has been
developed. This is detailed in the following sections.



3.2.3 Modified Arc-Length Constraint Egnation

prevent the deficiencies arising from the linear constraint equation. The general form of
quadratic arc-length equation is defined in Eq. (3.26) with the displacement increment
being expressed by Eq. (3.21). Substituting Eq. (3.21) into Eq. (3.26), it becomes a

quadratic equation in terms of the load factor increment, dAjq - ie.

AdA, + BdA, + C =0 (3.35)
where A =dul, " dul, + ¢ (3.36a)
B =2(dul,," dull, + Auj dul,, + {A%)) (3.36b)

C =dull," dull, + 24Au] dull; + Auf Au; + CANS - AP (3.360)

To have at least one real root from Eq. (3.35), which is necessary for the existence of a
physically meaningful load factor increment, the following condition has to be satisfied,
i.e.

B2-4AC=20 3.37)

This is not always true. Numerical examples indicate that the condition in Eq. (3.37) cannot
be satisfied when the contribution of the displacement increment from unbalanced forces,
dufl . is s ificant compared to the contribution from reference load, dul, ;.

Consequently, the solution process based on the arc-length Eq. (3.35) fails.

To prevent failures in the solution process, a relaxation factor B is introduced into
Eq. (3.21) as

duj,y = dAj, duj,; + Bdull, 0<B<1 (3.38)

where B is referred to as the relaxation factor. When B is set to be one, Eq. (3.38) reverts
to Eq. (3.21). Mathematically, the relaxation factor B is introduced to satisfy the condition
in Eq. (3.37). As will be shown later, Eq. (3.37) can always be satisfied as long as a
proper value of factor B is used. A physical interpretation of the relaxation factor B is that
only a fraction of the unbalanced forces are taken into account in some of the iterations
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rather than the full amount of unbalanced force in every iteration, as is common in iterative
procedures. Equivalently, the iterative procedure based on Eq. (3.38) can be viewed as one
where the unbalanced forces are applied partly. Consequently the number of iterations may
be increased, but the stability of iterative process can be improved and failure of the
solution can be prevented. Substituting Eq. (3.38) into Eq. (3.26), Eq. (3.26) bccomes the
quadratic equation, Eq. (3.35), with B and C defined as

B =2(Bdul,,” dul, + Auj dul,, + {AA)) (3.39h)
C =p’ dull,T dull, + 2B Ay} dull, + Auf Aw; + AA] - AL (3.39¢)

For a proper value of 3, the real roots of Eq. (3.35) can be solved as

-B + YB2-aAC

Q2 = A (5.40)

Normally two real roots exist but only one value car be chosen to be the load factor
increment. The following criterion is used for this selection (Bellini and Chulya, 1987).

dAj.1 = oy if Auj (0 duf,(+B dull)) < Auj (o dul, +Bdull))  (3.41a)
de.,.i = 0 if AUj ((11 du}+l+[3 du}i,) < Al.lj (az du}+,+B du}il) (3-4”’)

This criterion is based on experience and intuition to keep the direction of displacement
increment as close as possible to that of accumulated displacement increment.

The possible range of factor B is determined in the following. The factor B is
supposed to vary between zero to one, including one, and has to satisfy condition in Eq.
(3.37). Substituting A, B and C defined in Egs. (3.36a), (3.39b) and (3.39c¢) into Eq.

(3.37), and setting it equal to zero, Eq. (3.37) becomes a quadratic equation in terms of the
relaxation factor f, i.e.

DR’ +ER+F =0 (3.42)
where

D = (dul,," dul,)? - (dul,," dul,;) (dull,"dull)) - Cdull,"dull, (3.43)
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E = 2 Ay dul,p) (dul, T dull ) + 2 AN (dul, T dull )

T
-2 (du}“T du}H) (AujT dull)) - 2§ Au; dull

(3.43b)

F = (Au dul,, +£AN)? - (dul,,Tdul , + Q) (Au;Tau; + £ ALY - A12) (3.43c)

Real roots for equation (3.42) are guaranteed because the condition E2 - 4 DF = 0 can
always be satisfied. This can be proved by the following facts. By using Eq. (3.26) for
iteration j, the second term in Eq. (3.43c) vanishes and F 2= 0 is valid under all conditions.
Noting that the first term in Eq. (3.43a) can be expressed as

T T T
(dul,;” dell;)? = (dul,;" dul,;)( dufl ;" dull, ) cos26 (3.44)

in which 8 is the angle between vectors du} +1 and du}lﬂ, and § is positive number, D is

obviously a non-positive number. As . result, the condition E? - 4 DF = 0 is satisfied
under all conditions. The roots are

-E+xYE2-4DF

Bra = 2E (3.45)

where B1 <0and B2 = 0. Eq. (3.37) is satisfied when the value of B is between these two
roots. The acceptable range for factor 3 can be determined as

0 < B = Bmax (3.46)

where Bmax = min ( 1, BZ) (3.47)

Obviously, the magnitude of Bmax has an influence on the efficiency of the solution
process, and smaller values are likely to reduce the efficiency. To prevent extreme
conditions with nearly zero values of Bmax, the default modified N-R iteration is replaced
by full N-R iteration when B  is less then 0.01. This combination can, in general, insure
the stability of the solution procedure and achieve the best efficiency possible.

The reference arc-length should be adjusted as iteration proceeds to achieve
maximum efficiency. Since the optimum value largely depends on the structural behavior
and the current state of the structure, it is very difficult to develop a universal method to
choose a generally applicable value. Therefore, an automatic adjustment was implemented
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in NISA (Stegmuller, 1984} as

Alpew = 2Pt Alold

Nod (3.48)

where N, is the prescribed optimal number of iterations, and N, is the number of
iterations for the previous load step. By Eq. (3.48) the reference arc-length is decreased
when the convergence becomes slow, and increased when convergence becomes rapid.

Based on experience accumulated in this project, Eq. (3.48) is too sensitive for cylindrical
shell analysis. A revision is used as

_ 4/Nopt
Alm:w = Nold Alold (3_49)

Egs. (3.48) and (3.49) are based on the assumption that the current load step has
similar convergence charactcristics to the previous one, which is sometimes not true. In
addition, a good initial estimation of reference arc-length is difficult to obtain for a new
problem to be analyzed. Consequently, the reference arc-length may be excessive even with
the adjustment defined in Eq. (3.49). Then the iterative procedure either converges very
slowly, or does not converge within the specified maximum number of iterations. For these
cases, the reference arc-length is reduced by a factor of 0.3 to 0.5, and the iterative
procedure is restarted from the previous equilibrium configuration.

3.2.4 Loading and Convergence Criteria

As discussed in Sect. 3.2.2, a loading criterion based on incrementally imposcd
deformation can effectively follow the solution deep into the postbuckling region. For a
structural system, there is always a principal loading system and a corresponding principal
deformation pattern. Examples are an axial load and axial shortening for an axially
compressed cylinder, and, end moment and end rotations for a bent cylinder. The principal

deformation pattern monotonically increases in all regions for structures without snap-back
behavior.

The loading criterion can be established based on the fact that the principal loading
system, which is represented by the reference loads, always does positive work on the
increments of the principal deformation pattern under a state of loading except for snap-
back behavior. Snap-back can be distinguished from elastic unloading by checking the
positive definiteness of the tangent stiffness matrix. The tangent stiffness matrix is, in
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general, positive definite for elastic unloading. and is not positive detinite for snap-back.
The loading criterion is established in such a way that the structure is kept in a state of
loading along ‘::e entire load-deformation curve.

For the predictive step (j =0) in the loading step, dull |, Auj and AA; are zero and
Eq. (3.40) gives

Al

+
+ (3.50)
\/du'lT du} +

A2 =

To determine which root should be used, the criterion in Eq. (3.41) is not applicable
because the accumulated displacement increment in this load step is zero before the first
iteration. The displacement incrernent for predictive step can be expressed as

Au; = AAp dul 3.51)

where the direction of the displacement increment is determined by following loading
criterion

Aky = oy if PTdul>0 and NPE=0 (3.52a)
AN = 0 if P dul>0 and NPE>O0 (3.52b)
ANy = o if P dul<0 (3.52¢)

where P is the reference load and NPE is the number of negative pivot elements in the
diagonalized tangent stiffness matrix. The number of negative pivot elements is equal to the
number of negative eigenvalues of the tangent stiffness matrix (Strang, 1988). Therefore,
the tangent stiffness matrix is positive definite if NPE is zero, and is not if NPE is larger
than zero.

This loading criterion can be explained in the following. Load-deformation curves,
in general, can be divided into an ascending branch and a descending branch. On the
ascending branch, the tangent stiffness matrix is positive definite and consequently NPE is
zero. The tangent stiffness matrix is, however, no longer positive definite in the descending
branch and NPE is larger than zero. As a result, the condition of NPE in Egs. (3.52a) and
(3.52b) can, in general, distinguish the ascending and descending branches of the load-
deformation curve. Cn the descending branch for thin shell structures, snap-through and
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snap-back behavior are expected which are characterized by the increases and decreases in
the magnitude of the principal displacement pattern. These two behaviors can be
distinguished by the slope of the load-deformation curve. The slope is negative tor snap-
through behavior and positive for snap-back behavior. This can be, in turn, represented by
the sign of the work done by the reference load on the displacement increment

corresponding to the reference load, P’ dul. Consequently, checking on the sign of the

work. P* du!, would indicate the direction of the first displacement increment in the load
step. In summary, the conditions stated in Eq. (3.52a) define the loading state. The
conditions in Eq. (3.52b) define the loading state with snap-back behavior, and that in Egy.
(3.52¢) defines the loading state with snap-through behavior on the descending branch.
For the subsequent iterations, the state of loading can be, in general, insured by the
selection criterion in Eq. (3.41).

The convergence criteria needs to be modified to include unbalanced forces, as
discussed in Sect. 3.2.2. In addition to the displacement convergence criterion defined in
Eq. (3.34), a force convergence criterion added is

lav]l (3.53)
|2l

where &¢ is a small positive number used as specified tolerance for unbalanced force. The
recommended value for &¢ is one percent. This can be relaxed in regions of difficult in
convergence. With the force convergence criterion, the tolerance for displacement

convergence criterion &4 can be relaxed to 10 percent or even larger in the postbuckiing
region without great loss in accuracy due to the accumulated error, because the size of load
step is generally small. The fundamental principle for choosing numbers for tolerances is to
insure that the unbalanced forces are bounded and that the solution can be continued with
acceptable accuracy in the next load step.

3.2.5 Flow Chart

The flow chart of the solution procedure based on equilibrium iteration with the
modified arc-length method is shown in Fig. 3.11. Emphasis in the flow chart is on the
new features discussed in Sects. 3.2.3 and 3.2.4.
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3.3 SOLUTION PROCEDURE BASED ON DIRECT SEARCH
TECHNIQUE

In this section, discussion about a direct search solution procedure, which is a
completely different approach from the one described in Sect. 3.2, will be presented. As
demonstrated in Sect. 3.1.6, a problem of nonlinear structural analysis can be formulated
as a minimization problem, for which a direct search technique may be employed to obtain
the solution. This solution procedure is intended to be an alternative to the arc-length
technique for use in the postbuckling region where it is expected to be more stabie and
efficient than solution procedures based on equilibrium iterations. The formulation is first
presented, and the selected direct search technique is then described. Finally, the solution
procedure, and its characteristics and application, are discussed.

3.3.1 Formuolation

The concept for the minimization formulation of nonlinear structural analysis on the
natural basis has been expressed in Eq. (3.33). If the number of degrees of freedom is
NDOF, the number of search directions which have to be searched to get the solution is
NDOF+1, which are each of the degrees of freedom and the load factor. A search direction
is a direction in a multi-dimensional space along which a one-dimensional search is carried
out. Noting that the time required to get a solution depends on the number of search
directions, this formulation is obviously not appropriate for large structural systems. One
of the alternatives is to formulate the problem based on a reduced basis as discussed in
Sect. 3.1.5 for reduction methods. The displacement increment in the load step, defined in
Eq. (3.28), is

Au = P (3.28)

where @ is a matrix composed of base vectors which do not change during the load step,
and a is the reduced set of generalized displacement coordinate increments for the
displacement increment which is referred to as the generalized displacement increment. The
number of degrees of freedom of the generalized displacement increment is significantly
smaller than that for the displacement increment on the natural basis. The rational for Eq.
(3.28) is explained (Napoleao et al, 1991a, 1991b) for materially nonlinear problems where
the base vectors are taken to be eigenvectors of the current tangent stiffness matrix. It is
assumed that the same arguments can be extended to shell analysis with both geometrical
and material nonlinearities.



The solution to be solved is now tor the generalized displacement increments, a.
Consequently the formulation of minimization problem becomes

Find the solution a" such that || Uupre+® 0™ = minimum || Uupre+®@ o] (3.54)

where Upre is the total displacement at previously converged configuration. Each of the basc
vectors defines a search direction in this formulation. Assuming the number of base vectors
is NBV, Eq. (3.28) converts a problem with NDOF+1 search directions into one with
NBV+1 search directions. Eigenvectors are used as base vectors, as in the reduction
method (Napoleao et al, 1991b). The accuracy and efficiency depend on the direct search

method employed and the representativeness of the sub-space spanned by the base vectors.
These are discussed in following sections.

3.3.2 Powell’s Search Method

Powell’s direct search method is considered to be one of the most efficicnt methods
and it is intended for multi-dimensional search problems. Before discussing its details, a
one-dimensional search technique, or line search technique, which is fundamental to all
direct search methods, is introduced.

3.3.2.1 A One-Dimensional Search Technique

One-dimensional search means searching along one direction which degenerates
any multi-variable function into a single-variable function, or, geometrically, from a multi-
dimensional surface to a one-dimensional curve. Similarly, some of the techniques utilize
the function values and derivatives, while others use the function values only. To he
consistent with direct search techniques, only those that do not use derivatives can be
employed. The parabolic interpolation method is the most efficient one of its kind for
relatively smooth curves and consequently was chosen to be employed in this project.

The objective function is denoted as f(x) with xo as the initial point. A one-
dimensional search is carried out to find the minimum of the objective function in the
neighborhood of xo. This process includes following steps.

Step 1 : Find a region [x1. X2} which includes the initial point x¢ and the solution
x*. This is true if f(xo) < f(x) and f(xg) < f(x3) for x| < Xg < X».

Step 2 : Interpolate parabolically through points x;, xo and x3 to approximate the

106



objective function, as

(x-x1) (X-X2) (xo) + (X-x0) (X-X2) (x1) (X-Xp) (X-x1)
(x0-x1) (xo-x2) 7 (x1-%0) (X1-X3) (x2-x0) (x2-x1)

P(x) =

f(x2) (3.55)
Step 3 : Obtain the minimum point of the parabolic curve X as an estimation of the
solution x*, where

= = __(xf-xd) f(xo) + (x3-x3) f(x1) + (xF-x}) fix2)
2 ((x1-x2) f(x0) + (x2-X0) f(x1) + (x0-x1) f(x2))

(3.56)

Step 4 : Check the accuracy of the estimation. Since both the solution x* and its
estimation X are in the region [X1, X2], the error between x* and X is certainly less
than the difference between x; and x;. Therefore, the accuracy can be insured if

Ix2-x1] < & (3.57)

where € is a small positive number used as a prescribed tolerance. If condition
(3.57) is satisfied, the solution is obtained as

x* = %(xl +X3) (3.58)

with acceptable accuracy. If not, one of the boundary point is set to X to get the new
reduced region and step 2 to 4 are repeated until the solution is obtained. This
process is shown in the flow chart in Fig. 3.12.

3.3.2.2 A Multi-Dimensional Search Technique

With the one-dimensional search technique described in previous section, a multi-
dimensional search technique developed by Powell (1964, 1966) can be presented. In the
multi-dimensional search problem, the efficiency is largely dependent on the selection of
the search direction provided that the same one-dimensional search technique is used. The
search process begins from an initial point and searches along one given search direction to
find the local minimum point on the line by the one-dimensional search technique. Next,
the line search is followed from the previous local minimum point along the next search
direction. This process is repeated until a solution is obtained. The natural choice for search
directions are the directions defined by the reduced basis vectors. But this may not be the
most efficient choice. Powell’s method generates a set of search directions in the search
process, with little extra work, which significantly improves the efficiency of the search

107



process.

The procedure is outlined in tlow chart in Fig. 3.13. In the tflow chart, ¢; represents
a base vector, P; represents a search direction, and a}‘ is the estimated solution point atter
search along the i'®? direction in the k't search cycle. A search cycle includes line searches
along all search directions that are linearly independent. The process is terminaicd by two
criteria. The first is a converged solution. This is defined by the difference between the
solution estimates at the beginning and end of a search cycle, i.c.

log= o] _

(3.59)

where NBYV is the number of base vectors. The second criterion is based on the magnitude
of the unbalanced forces and the difference between them for the solution estimates at the
beginning and end of a search cycle, i.e.

NBV+1
HU(rﬁ%” 1| (3.60)
v NBV+14 1} PN
and ’”L(ak ”;I”-l Yo | < &y (3.61)

In Egs. (3.60) and (3.61) H ﬁ“ is the norm of reference load.

If Egs. (3.59) and (3.61) are satisfied, a converged solution, which is acceptable in
terms of the accuracy of the equilibrium state, has been obtained as

o = BV (3.62)
If Eq. (3.59) is satisfied and Eq. (3.60) is not, the solution is converged but is not accurate
enough. If Eq. (3.61) is satisfied, the search process is converging very slowly. The above
two conditions mear that the base vectors are no longer able to represent the displacement
increment with sufficient accuracy. Updating or increasing the number of base vectors is
necessary. More detail about this is contained in the next section where the solution
technique based on the direct search method is presented.

3.3.3 Solution Procedure

A solution technique based on the direct search method requires several other
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components in addition to the search method described previously. They are : the
generation and updating of base vectors; the starting point for the search process; and, the

convergence criteria.

Since no special effort is made to develop a procedure for efficient generation of
high quality base vectors, eigenvectors are used as base vectors following the work done
by Napoleao et al (1991a, 1991b, 1990). To get the eigenvectors corresponding to the
lowest eigenvalues, a shift technique in eigen-analysis is often required because the lowest
cigenvalues become negative in the postbuckling region. The number of base vectors can
be managed by specifying three parameters based primarily on experience. These are the
reference number, the incremental number, and the maximum number of base vectors,
denoted as NBVR, NBVI and NBVM, respectively. The reference number is the number
that would normally be used. When more base vectors are needed to improve the
representation, an additional NBVI base vectors are added as long as the total number of
base vectors do not exceed the maximum number NBVM. The maximum number is
imposed to prevent excessive computation. Typical numbers are, for example, 3 for NBVR
and NBVI, and 9 for NBVM. These have been used in the analysis of an axially
compressed cylinder to be discussed later in this section.

To determine the starting point, a predictor step is required to get the initial

displacement increment a. The magnitude of initial displacement increment is restricted by
the step size Al which is similar to the reference arc-length used in the solution procedure

with equilibrium iterations. The direction of o is determined by the ratio between its

components. The following equations are proposed for 0L8

o) = Ale (3.63)
T
where g, = di Alpre (3.64)
l| Aupee|

with Aupce as the accumulated displacement increment in the previously converged load
step. Noting that base vectors @i are unit vectors, it is obvious that 8 is also a unit vector
and the norm of o is equal to Al. Eq. (3.63) is based on the assumption that the
displacement increment in the current load step is similar to that in previous load step. This
assumption is more satisfactory in the postbuckling region where the solution procedure is
intended to apply, because thc buckling mode is well developed and deformation is mainly
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in the form of amplification of the principal detormation pattern. Consequently, it is
reasonable to expect displacement increments similar to each other. On the other hand, the

quality of the starting point is more likely to increase the number of search cycles and less
important to the stability of the search process.

The convergence criteria have been discussed in Sect. 3.3.2.2 and are used as the
terminating condition of the search process.

The solution technique is outlined in the flow chart in Fig. 3.13 where it has been
combined with the flow chart for Powell’s multi-dimensional search method.

3.3.4 Application and Comments

The solution procedure described in Sect. 3.3.3 can be applied independently in any
region of solution path with little modification. However, best efficiency can be achieved
from the combination of solution procedures based on equilibrium iteration and the direct
search procedure. The equilibrium iterative procedure is used in the prebuckling and initial
postbuckling regions, while the direct search procedure is used for the deep postbuckling
region. The convergence characteristics of the equilibrium iteration are more sensitive 0 the
state of the structure and the condition of its stiffness matrix than those of the direct search
procedure. In the prebuckling region, a well conditioned stiffness matrix requires relatively
few iterations and few updates of the stiffness matrix. Consequentily, the equilibrium
iterative procedure is expected to be more efficient than the direct search procedure, for
which two search cycles are usually the minimum requirement. In the initial postbuckling
region, the dominant buckling modes are not well developed, and frequent updates of base
vectors and more base vectors are probably needed to represent the displacement increment
accurately if the direct search procedure is applied in this region. This is highly demanding
and reduces the efficiency. However, in the deep postbuckling region, the deteriorated
stiffness matrix results in significantly more iterations and updates of the stiffness matrix.
The stability of the iterative procedure may even be lost. On the other hand, for the search
method detrimental effects of the stiffness matrix depend only on the quality of base
vectors. These may not be very sensitive, because dominant buckling modes are well

developed. Consequently, the direct search procedure is expected to be more robust and
efficient in this region.

The stability of the direct search procedure is almost guaranteed by the fact that the
search process proceeds by comparing the norms of unbalanced forces and therefore a
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beuter estimation of solution is obtained after search along each of search directions in every
search cycle. The efficiency, or in other words, how fast the search process converges and
how accurate the converged solution is, is mainly dependent on the representativeness and
the number of base vectors. The penalty to carry out eigen-analysis when it is needed is
expected to be compensated for by savings in the following three aspects. The first is the
fact that assembling and factorization of the stiffness matrix is no longer needed. The
second is the expected higher convergence rate, if a search cycle is counted as being
equivalent 1o an iteration. Finally, convergence can be achieved in significantly larger step
sizes compared to the equilibrium iterative procedure. As a result, a very significant saving
in computational effort can be achieved.

3.4 NUMERICAL EXAMPLE

To illustrate the performance of the solution procedures, for both the equilibrium
iterative procedure and the direct search procedure, a numerical example is presented in this
section.

An axially compressed cylinder is analyzed as an axisymmetric model. The cylinder
is 12.75 inches (324 mm) in diameter, 0.25 inches (6.35 mm) in wall thickness and 48
inches (1219 mm) in length. The axisymmetric model consists of twelve S5-node
axisymmetric elements and 49 nodes as described in Fig. 3.14. The rotations at both ends
are restricted, but the radial displacements are free at both ends. The axial displacement is
fixed at one end and the compressive force is applied at the other end. A bilinear stress-
strain curve is used as the material property representation, with an elastic modulus of
29600 ksi (204092 MPa), yield strength of 52 ksi (358.5 MPa) and strain hardening
modulus of 94.44 ksi (651.2 MPa).

The analysis is carried out by the equilibrium iterative procedure from the beginning
to end, as shown in Fig. 3.15, in terms of the dimensionless average stress-strain curve.
The solution in the deep postbuckling region is repeated by the direct search procedure also
shown in Fig. 3.15. The difference between the solutions from the two solution procedures
is negligible and very good agreement has been achieved. This conclusion can be further
demonstrated by the good agreement between the deformed configurations of the cylinder
in the final solution steps from both solution procedures, as shown in Fig. 3.16. It can be
seen that two buckles along the longitudinal direction are well developed and the deformed
configurations obtained from the two solution procedures agree with each other in terms of
the location of the buckles, and both the magnitudes and wavelengths of the buckles.
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Some comparisons on performance of solution procedures are sumn:arized in the
following. The equilibrium iterative procedure used 87 solution steps and 2541 seconds to
cover the region, while the direct search procedure used 7 solution steps and 884 scconds
to cover the same region. The typical number of iterations for the equilibrram iterative
procedure is 4 with a range from 2 to 8. For all 7 solution steps in tha: diect search
procedure, only 2 search ¢ vcles are needed. The time needed for one search cycle is
certainly mucl: more than that for one equilibrium iteration. However the rapid convergence
characteristics and the stability for solution steps of much larger size makc the total time
needed for the direct search procedure be about one third of that for the equilibrium iterative
procedure. The L:chnique employed for eigen-analysis is the sub-space iteration technigue
(Bathe, 1982) which is contained in the program NISA.

It is not the intention to conclude that the direct search procedure is more stable and
efficient than the equilibrium procedure by this one example. However, this example
shows sufficient potential of the direct search procedure in order for it to be cm ployed as an
alternative to the equilibrium iterative procedure for postbuckling analysis. It is possible to
achieve comparable accuracy of the solutions with much less computer time consumed.

Despite the promise of the direct search procedure shown by this example, the
postbuckling analyses to be discussed in Ch. 4 are carried out by the equilibrium iterative
procedure. This is because the time available has not permitted the direct search procedure
to be tested on three-dimensional sheli analysis.
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CHAPTER 4 POSTBUCKLING ANALYSIS OF PIPE SEGMENTS

Overall, a pipeline behaves as a beam structure. However, a segment of pipeline
can be sensitive to the local deformation due to the instability of the pipe wall when it is
subjected to applied loads and imposed deformations. The local and the overall behaviors
interact with each other and the resuit of the interaction determines the response of the
pipeline. The conceptual approach to the analysis of pipeline response has been discussed
in Sect. 1.3. In general, there are two steps : in the first, a three-dimensional shell model is
used to analyze the local behavior. In the second step, the effects of the local behavior are
integrated into the overall behavior by using a beam model based on the pipeline-beam
element developed herein. The development of the pipeline-beam element, and the analysis
of the overall behavior of pipeline, will be discussed in Chapters 6 and 7. The current
chapter and Ch. 5 are devoted to the analysis of local shell buckling behavior of pipe
segments.

The formulation for, and genera’ discussion of, shell buckling have been presented
in Chapter 2 which is the theoretical foundation of shell buckling and postbuckling
analysis. A robust solution technique has been developed in Chapter 3 which is the basic
numerical tool to carry out the shell analysis. The local behavior of pipelines with large D/t
is dominated by local shell buckling. Two important aspects are the onset of buckling and
the postbuckling response. Postbuckling analysis is the topic of the current chapter and the
identification of the onset of buckling will be discussed in next chapter. The discussions
about postbuckling analysis include its significance and scope, the finite element model
used, and the summary of the characteristics of postbuckling behavior.

4.1 SIGNIFICANCE AND SCOPE OF POSTBUCKLING ANALYSIS

Postbuckling analysis is advantageous for pipeline analysis and design because a
better understanding of postbuckling behavior will lead to more economic and safe design
and operation of pipelines. There is a real potential to allow the local deformation of
pipelines to extend into the postbuckling region in order to optimize pipeline operation,
because the initiation of buckling alone should not impair the normal operation of the line.
The postbuckling analysis will be carried out on a pipe segment by using a three-
dimensionai shell model. Because the shell model analysis has a large number of degrees of
freedom, elastic-plastic material behavior and large displacements, this is a very demanding
task. Due to limited computer and human resources, the scope of postbuckling analysis has



had to be limited to a reasonable number of cases. In this section, the significance of
postbuckling analysis is discussed to rationalize the great efforts that have been made in
carrying out the postbuckling analyses, and the scope of these analyses is defined.

4.1.1 Significance of Postbuckling Analysis

Postbuckling analysis is a means to explore postbuckling behavior, and therefore
the significance of the postbuckling analysis is determined by the significance of the
postbuckling behavior. At present the significance of the postbuckling behavior of load
carrying structures is better understood than that of structures subjected to imposed
deformations. For load carrying structures, it is important to know whether the
postbuckling behavior is hardening or softening because in the former case buckling only
means a change in the load carrying mechanism, while in the later case it predicts
catastrophic failure. For structures subjected to imposed deformation, the load carrying
capacity does not cause failure because the structure is not required to carry significant
loads. However, the hardening and softening characteristics of the postbuckling load-
carrying capacity lead to very different characteristics of the localization of the deformation
and strain, and this, in turn, determines the limit states for this type of structure.

A buried pipeline in an Arctic or sub-Arctic region is typical of structures subject to
imposed deformation in addition to applied loads. The applied loads are the internal
pressure, which is constant during operation, and the overburden loads due to the soil
cover above the pipelines. These applied loads alone are sustainable by the pipeline well
into the deep postbuckling region. In addition to these applied loads, pipelines are subject
to deformation imposed loads such as axial load due to temperature differential and lateral
loads due to differential settlements, frost heave and fault movements. The reactions of
pipelines to these deformation imposed loads largely depends on the stiffness of the
pipeline and the restraint of the soil on the line. When the stiffness of a pipeline
deteriorates, the reactions are eventually reduced to a negligible level. Consequently, the

load-carrying capacity of pipelines, with respect to these deformation imposed loads, is not
a major concern.

The limit states of the pipeline may be considered to be leaking and excessive
deformation of cross-section. Leaking is obviously an ultimate limit state which is due to

the initiation and propagation of cracks under applied loads and deformation. Prediction of
a leakage limit state requires the utilization of fracture mechanics and is beyond the scope of

this study. Excessive deformation of the cross-section is considered to be a service limit
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statc. The industry has not yet defined limits on deformations of the cross-section in a
rational way. For the purpose of this study the limit may be defined as a state where the
passage of on-line inspection equipment, so called pigging devices, is blocked. Prediction
of such deformation states is one of the objectives of this study.

For structures such as buried pipelines, postbuckling behavior has special
importance, because the service limit state of pipelines is determined by the postbuckling
deformation. The prebuckling deformation is in general very small and can certainly be
tolerated. Knowing only the hardening or softening characteristics of the postbuckling
behavior is no longer sufficient, as it is for the load carrying structures, because it is the
development of deformation in the postbuckling region which is important. As a result, the
postbuckling analysis has to be carried out into the deep postbuckling region. This is very
different from the postbuckling analysis in the initial postbuckling region because it places
heavy demands on the required solution technique and computer resources.

In summary, postbuckling behavior is the basis on which to develop rational limit
states design criteria for pipelines subjected to imposed deformation.

4.1.2 Scope of the Postbuckling Analysis

The postbuckling behavior of pipelines is affected by many factors such as the pipe
geometry, the pipe material properties and load conditions. The pipe geometry is
characterized by the diameter D, the wall thickness t, and the D/t ratio. In the modern
pipeline industry, typical pipelines can be as small as 12.75 inches (324 mm) in diameter
with D/t ratio of 52 (Workman, 1981). and as large as 48 inches (1219 mm) in diameter
with D/t ratio of 104 (Bouwkamp and Stephen, 1973). The postbuckling behavior of these
pipelines is expected to differ significantly. The pipe material properties are also expected to
influence postbuckling behavior because of the differences in yield strength, the shape of
the stress-strain curve, and the tangential modulus.

The loading condition is obviously an important factor because the deformation
response for a given pipeline is largely determined by the load conditions and loading
history. The operating load condition of pipelines varies from one pipeline to another and
from one location to another. Typical loads for a buried pipeline segment are internal
pressure, axial load due to temperature differential, and imposed curvature due to
differential settlements. The transverse load due to soil cover above the pipeline is usually
small and can be neglected for simplification. The internal pressure and axial load can be
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assumed constant although they have different values at different locations. The bending
moment arising from the imposed deformaton is assumed to be uniform over the length of

the pipe segment and changing in its magnitude to simulate the increasing differential
settlenents.

The analyses were carried out by program NISA (Stegmuller, 1984) on a SUN
SPARK 1+ station and later on a SUN ELC station. As the postbuckling analysis is
required to be continued deep into the postbuckling region, a successful analysis of a
specimen includes hundreds of load steps and takes a few weeks of clapsed time.
Consequently, the number of specimens which can be analyzed in a limited period is highly
restricted. Based on this fact, it was decided that the postbuckling analysis would be
confined to one particular pipe geometry with one particular material property. This would
be sufficient to investigate the physical phenomena and techniques of analysis.

The effects of the operating load conditions are systematically investigated. Three
levels of internal pressure have been chosen to cover the possible range. The pressures
produce hoop stresses of 0, 35, and 72 percent of the yield strength. The latter percentage
was the highest ratio allowed in the previous design code for oil pipelines (Canadian
Standard Associauon. {9y(\. f“our levels of axial load have been chosen for the low and
middle levels of interna’ - res:..re. They are 0, 10, 20 and 40 percent of the axial yield load
in compression. Five levels of axial load at the high level of internal pressure are chosen.
They are at the ratios of 0, 20, and 40 percent for both compression and tension. The
highest ratio of the axial yield load is considered to be the maximum level produced by
temperature differential in the Norman Wells pipeline, and was recommended by
Interprovincial Pipe Line Company Ltd. The combination of the above different levels of
pressure and axial load gives thirteen specimen loading conditions which are listed in Table
4.1. In addition to constant pressure and axial load, bending moment is applied for all the
specimens as the active load.

A name is assigned to each of the simulated specimens. It is composed of three
letters followed by a two-digit number. The first letier is P which identifies this series of
analysis as a postbuckling analysis series. The second letter is one of L, M and H which
represent low, middle and high levels of internal pressure, respectively. The third letter is
either C or T which represents compressive or tensile axial load. The two-digit number is
the percentage of axial load with respect to the axial yield load.
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4.2 FINIT™ ELEMENT MODEL

The finite element model for postbuckling analysis of a pipe segment is discussed in
this section. This includes the finite element mesh, boundary and loading conditions, and
material properties. The finite element model is for simulation of the behavior of a typical
pipe segment under operating conditions. Consequently, the model is required to have the
capability to capture the characteristic behavior of the pipe segment. This requires that the
mesh is of a proper size to model the deformation. This deformation is often localized at
one or two locations. The boundary conditions are properly defined to simulate a pipe
segment as a part of a pipeline. In addition, the material properties should be representative
since different material characteristics would certainly result in different postbuckling
behavior.

4.2.1 Finite Element Mesh

Consistent with the defined scope in Sect. 4.1.2, only one particular geometry is
used for postbuckling analysis. The pipe is 48 inches (1219 mm) in outside diameter and
0.462 inches (11.7 mm) in wall- thickness. This particular size is that used for the Trans-
Alaska Pipeline (Bouwkamp and Stephen, 1974) which is probably the largest size used
for a major oil pipeline. The diameter-thickness ratio (D/t) is about 104 which also
represents an up-bound for oil pipelines. Since pipes with high D/t ratio are expected to be
more sensitive to effects of buckling, this particular geometry is chosen to highlight the
postbuckling behavior. In addition, the test series carried out at Berkeley (Bouwkamp and
Stephen, 1974) is considered to contain the best experimental results available for a full-
sized pipe. Consequently, some comparisons between the t. .t results and this analysis are
possible. The length of pipe segment is selected as 276 inches (7010 mm) which is about
five and a half times the diameter. This length is considered to be moderate and allows the
pipe segment to have shell buckling characteristics. The buckle localizes at a small portion
of this length. This is the response observed in pipelines under test and therefore is the
behavior to be simulated.

Two symmetry conditions are utilized to reduce the size of the model. These are the
symmetry conditions in the bending plane and on the mid-span cross-section, which are in
the x-z plane and y-z plane, respectively, of Fig. 4.1. The bending plane is defined by the
global coordinate system x, z and the symmetry condition on the bending plane is
supported. in general, by the observations from tests (Bouwkamp and Stephen, 1974; Jirsa



et al, 1972; Reddy, 1979; and, Sherman, 1976). A test program currently in progress at the
University of Alberta also confirms this symmetry condition. The symmetry condition
about the mid-span cross-section is more of an assumption than a fact. Elastic stability
theory predicts that buckling waves in an axially compressed cylinder repeat themselves
over the length. The symmetry condition about the mid-span cross-section is valid as long
as the mid-span section occurs at the peak or botiom of a buckling wave. However, pipe
segments usually buckle in the elastic-plastic range and the buckles are often localized at
unpredictable locations due to the plasticity and initial imperfections. Consequently, the
symmetry condition is only valid at the middle of the buckle. The mid-span cross-section is
not the symmetry plane unless the buckle locates at the middle of pipe segment which is not
always true. Nevertheless, because the main objective of postbuckling analysis is to
investigate the behavior of a typical buckle, instead of the pipe segment as a whole, it is
satisfactory to employ the symmetry condition about the mid-span cross-section provided
that the complete buckle can be simulated. With the dominant buckle completely simulated

somewhere in half of the pipe segment, the loading and deformation characteristics of the
buckle can be studied.

With the symmetry conditions about the bending plane and the mid-span cross-
section, only a quarter of the pipe segment needs to be discretized. The quarter pipe
segment is divided into the main segment and boundary ring as shown in Fig. 4.2, with
132 inches (3353 mm) and 6 inches (152.4 mm) of length, respectively. The boundary ring
is introduced for simulation of boundary and loading conditions which will be discussed in
dciail in the next section. The main segment is discretized by fourty-rig!.. :6-node shell
elements (Stegmuller, 1984), and the boundary ring by eighteen # --..."_ shkell elements

(Stegmuller, 1984). There are a total of 494 nodes and the me.:: ;.. - 3rm in both the
main segment and the boundary ring. A side view and a thyv::+- li:: -nsional view of the
mesh are shown in Fig. 4.3, The mesh is uniform in longitu.....* <irection because the

dominant buckle can be anywhere along the longitudinal direction. Although buckling
usually isitiates on the compressive side of the pipe segment, under combination of internal
pressure, axial load and bending moment, it wiil develop and expand in the circumferential
direction and sometimes covers the entire circumference. Consequenty, the uniform mesh
is used in circumferential direction.

The 16-node and 4-node shell elements shown in Fig. 4.4 have cubic and linear
interpolations, in both the r and s directions, respectively. The elements can model large
displacements and elastic-plastic response. The cubic interpolation gives the 16-node
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element strong capability to model deformation with relatively lower nodal density and
better convergence characteristics. The 4-node element is simple and appropriate to be used
in the boundary ring where the major concem is to distribute applied load and fulfill the end
boundary conditions (see Sect. 4.2.2).

4.2.2 Boundary and Loading Conditions

Boundary conditions are needed at the mid-span cross-section, end cross-section,
and the top and bottom edges as shown in Fig. 4.2. The boundary conditions on the mid-
span cross-section, and the top and bottom edges are obviously the symmetry conditions.
On the top and bottom edges, the symmetry conditions are that the displacements in global
y-direction, and the rotation about the global x and z axes are restricted. The symmetry
conditions on the mid-span cross-section are more complicated. The local shell coordinate
system is first defined in Fig. 4.4 as r, s and t where t is the normal direction of the shell, r
is the perpendicular to t-direction in the t-x plane and s is the one in t-y piane. The
symmetry conditions are that the displacements in global x-direction, and rotations about
the t and s axes are zero. As shown in Fig. 4.1 the pipe segment is allowed to shorten or
extend as it deforms, and the end cross-section has to be allowed to move if the mid-span
cross-section is fixed in the X-direction. As an alternative, the mid-span cross-section can
be allowed to move in order to fix the end cross-section and the rigid body displacements
superimposed here will not affect the strain and stress states. Therefore the boundary
condition of displacement on the mid-span cross-section can be modified to that where all
the nodes on the mid-span cross-s¢ “:' >)n have the same displacement in the x-direction. The
boundary conditions of rotation remain the same and can be enforced by directly
specifying the boundary codes because the rotational degrees of freedom are defined in the
local shell coordinate system. The boundary condition on the top and bottom edges can be
enforced in a similar way.

On the end cross-section, the boundary conditions are that the y-direction
displacement at the geometric center of the cross-section is restricted to simulate the simple
support at the end section, and the plane of end section remains plane to simulate the
restraint provided by the rest of the pipeline connected to the pipe segment. Rotation of the
end section about the geometric centroid and deformation of the section in the plane are
permitted. Because of the decision to allow the mid-span cross-section to move, the x-
direction displacement at the centroid of the end cross-section is restricted to zero. The
plane end section condition is mainly due to tiie fact that the pipe segment is a part taken
from the adjacent pipeline which does not buckle. This adjacent pipeline has strong axial
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stiffness and provides restraint to prevent the out-of-plane deformation.

A boundary ring is used to enforce these boundary conditions as shown in Fig.
4.2. The boundary ring is assumed to be elastic and has the same wall thickness as the
main segment. The support at the centroid is modelled as support on the horizontal diameter
as shown in Fig. 4.1(b), and this approximation is acceptable as long as the deformation of
the end cross-section is symmetric zbout its horizontal diameter. The plane end section
condition is enforced by coupling the magnitude of the x-direction displacements of the
corresponding nodal points on the compression and tension sides as shown in Fig. 4.5.
There are 19 nodes on the end section which are uniformly distributed on the half
circumference and symmetric about noda! point 485. Ccupling the magnitude of the x-
direction displacements of the corresponding nodal points combines the stiffness from
compression and tension sides and has been proven to be able to prevent the out-of-plane
deformation at the end section. However, this coupling can only be applied if symmetry
about the horizontal diameter can be maintained on the deformed end cross-section. The
elastic boundary ring helps to maintain this symmetry.

Internal pressure is applied on the element as an element load which is transformed
into nodal load to satisfy equilibrium by the program NISA (Stegmuller, 1984). The
external axial loads are applied at the end cross-section and the mid-span cross-section with
equal magnitudes and opposite directions. The axial load on the end section is uniformly
distributed. The forces on the mid-span cross-section can he distributed in any manner
because the axial displacements are coupled. The bending moment is applied as a set of
nodal forces on the end section which are converted from linearly distributed load as shown
in Fig. 4.5. The elastic boundary ring helps to distribute the nodal loads and reduces the
stress concentration which might cause initiation of premature buckling.

4.2.3 Material Prope:ty Representation

Pipe sieel may exhibit different type stress-strain curves depending on the grade and
composition. However, in this study it is limited to one particular stress-strain curve. A
bilinear material model based on Grade XL 65 steel is used for simplicity. This model has
elastic modulus of 29800 ksi (205500 MPa), Poisson ratio of 0.3, yield strength of 63.5
ksi (438 MPa) and strain hardening modulus of 124 ksi (855 MPa). The yield plateau is not
modelied because the plateau is eliminated in the manufactory process. The strain softening
portion is not included because the real strain in the pipe segment, in general, is not large
enough to reach it.
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4.3 CHARACTERISTICS OF POSTBUCKLING BEHAVICGR

Based on the solutions of the 13 specimens listed in Tab.4.1, the postbuckling
behavior of pipe segments with respect to loading condition can be summarized in terms of
the softening characteristics of the moment-curvature relations, the localization of
deformation, the buckling modes, and the cross-sectional distortion. Postbuckling analysis
produces an enormous volume of data which must be reduced to a proper form to
characterize the postbuckling behavior. Some representative quantities must be defined to
represent the solution and to present various aspects of the postbuckling behavior. These
can be divided into two groups. One is based on longitudinal deformation and the other on
cross-sectional deformation. In the foilowing sub-sections, the representative quantities
will be first defined, and the postbuckling behavior is then discussed.

4.3.1 Description of Deformation

The deformation is described in terms of the longitudinal deformation and cross-
sectional deformation. To describe the longitudinal deformation, two cross-sections have to
be first identified that define the buckling segment as shown in Fig. 4.6 (a). The buckling
segment is a small segment which contains only the most significant buckle. The sections
defining the buckling segment are assumed to be plane sections which is a valid assumption
for most specimens because of the unloading state in the adjacent regions without buckling.
Out-of-plane deformation may exiend to adjacent regions which do not buckle and
consequently the above assumption is not valid in all specimens. In these cases, a best fit
plane should be used to replace the original cross-sectional plane and state variables on this
best fit plane should be found by interpolation.

Having the buckling segment defined, and the half pipe segment defined by the
mid-span and end cross-sections, which are plane sections due to the imposed boundary
conditions, two sets of quantities can be defined. One is defined as the average curvature
and strains on the buckling segment which is referred to as local, and the other is the
average curvature and strains on the half pipe segment which is referred to as overall. The
average curvatures are the relative rotations of the buckling segment and pipe segment
divided by the corresponding lengths.

Three types of average strain are defined. These are the compressive strain of the
extreme fiber on the compressive side, the tensile strain of the extreme fiber on the tension
side and the axial strain at the centroidal axis of the cross-section. The local and overall
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compressive and axial strains are defined as the relative shortening of the buckling segment
and the pipe segments, respectively, at their specified positions divided by the
corresponding original lengths. The local and overall tensile strains are defined as the
relative extension of the buckling segment and the pipe segment, respectively, at the
extreme fiber on tension side divided by the corresponding lengths. By these definitions.

the compressive and axial strains are positive in compression, and tensile strain is positive
in tension.

The cross-sectional deformation is defined on a cross-section to measure the most
significant deformation, which is usually in the middle of the buckling segment. Two
typical deformed cross-sections are shown in Fig. 4.6. The in-plane and out-of-planc
diameters, D;, and D,,,, define the representative dimensions of the cross-section in the
global z and y directions, respectively. The in-plane and out-of-plane diameters, in general,
represent the maximum and minimum diameters, Dy, and Dpy,;,. With the correspondence
shown in Fig. 4.6. The top and bottom radii are defined as the distances from the centroid
of the cross-section to the top and bottom fibers. With these dimensions of the cross-

section defined, the foilowing four quantities can be defined to represent the cross-sectional
deformation.

First, the out-of-roundness is defined as (Price and Anderson, 1991)

out-of-roundness = &"L{)—Qﬂ-‘ﬂx 100% 4.1)

where D is the nominal diameter. Out-of-roundness is always a positive number which
indicates the difference of the in-plane and out-of-plane dimensions of the cross-section.

However, it does not distinguish between the deformation patterns shown in Fig. 4.6 (b)
and (c).

This work proposes three other quantities tc describe the cross-sectional distortion
of pipes. The first two measures are

diametric differential = %ﬁQm

x 100% (4.2)

Doyt + Din
D

Diametric differential is intended for the deformation pattern in Fig. 4.6 (b). A positive
diametric differential indicates the decrease in in-plane diameter and increase in out-of-plane
diameter. When the deformation of this pattern reaches a limiting value, the passage of

diametric expansion = ( - 1) x 100% (4.3)



inspection devices may be blocked. It should be noted that the out-of-roundness is the
absolute value of the diametric differential. While the former is commonly used in oil and
gas industry, the latter is the more informative because it differentiates betwe~n the two
basic buckling modes. Diametric expansion is intended for the deformatio: pattern shown
in Fig. 4.6 (c) where a positive number indicates an average increase in the dimension of
the cross-section. When the deformation of this pattern rcahes a limiting value, material
failure may occur locally at the crease of the wrinkle. This is because large strain is
introduced locally at the crease of the wrinkle.

The last quantity proposed as measure is the radius differential defined as

radius differential = 5—‘32%13@- x 100% (4.4)

where R is the nominal radius. Radius differential represents the cross-sectional distortion
due to reasons other than ovalization. Ovalization is the main component of cross-sectional
distortion in the prebuckling state and is symmetric about y-axis. Therefore, there is no
radius differential corresponding to ovalization.

4.3.2 Softening of Moment-Curvzture Relations

The moment-local curvature curves are shown in Figs. 4.7 to 4.9 for specimens
with low, middle and high levels of pressure, respectively. These figures indicate the
sensitivity of the flexural behavior to axial loads. The local curvatures, instead of overall
curvatures, are used because they are more representative of the buckling segment. In these
figures, the moments and curvatures are nondimensionalized by the yield moment and yield
curvature. The yield moment is the moment which, by itself, produces initial yielding in the
extreme fibers on both the compression and tension sides of the pipe for a bilinear elastic-
plastic model. This is calculated to be 52000 kip-in (5900 KN-m). The yield curvature is
the curvature corresponding to initial yield in the extreme fibers, which is the curvature
corresponding to the yield moment. It is calculated as 0.8965x 104 (1/in). The yield strain
used to nondimensionalize the strains is 0.002131 (in/in). In these figures and subsequent
figures, moment, curvature, compressive strain at the extreme fiber, and axial strain at the
centroid of the cross-section are denoted by M, ¢, € and €°, respectively. For the curvature
and strains, the average measurements over the buckling segment and the pipe segment are
indicated by one of the subscripts L and o, for local and overall, respectively.

“rhe load carrying characteristics can be equally well represented by moment-local



compressive strain curves which are grouped in a similar way to the moment-curvature
curves in Figs. 4.10 to 4.12. The local compressive strain includes both the average
flexural deformation and the average axial deformation and probably is a better
characterization of deformation at the extreme fiber than the local curvature. The moment-
local curvature curves, of Figs. 4.7 to 4.9, are grouped according to the compressive axial
load at levels of 0, 20 and 40 percent and are shown in Figs. 4.13 10 4.15. These figures
indicate the sensitivity of the flexural behavior to internal pressure.

Softening is observed in moment-curvature curves of all 13 specimens. Softening
in moment-curvature curves refers to behavior exhibiting decreasing moment carrying
capacity with respect to increasing curvature. In general, the pipe segment experiences a
linear elastic region up to the initiation of yielding, a gradual yielding region, and then a
softening region. The elastic region exists in every specimen except Specimen PHC40 (see
Figs. 4.9, 4.12 and 4.15) where the constant internal pressure and axial load initiate the
yielding before any moment is applied. The gradual yielding region produces a yield
plateau which usually contains the limit point with the maximum moment as for Specimens
PLCOO, PLC10, PHT20 and PHT40. The length of this yield plateau decreases as the
levels of pressure and compressive axial load increase and virtually disappears for many
specimens. The softening region exists in every moment-curvature curve. These usually
contain a strong softening portion with a steep drop in moment carrying capacity followed
by a softening pc: -« where the moment carrying capacity drops relatively gradually with
respect to the increase of curvature. The combination of strong and gradual softening
portions repeats in the softening region for some specimens such as PHT20 and PHC00
(see Fig. 4.9), PMC20 (Fig. 4.8) and PLC20 (Fig. 4.10).

The maximum moments carried by specimens are greatly affected by the pressure
and axial load. It varies from a maximum of 1.23 times the yield moment for Specimen
PLCOO, where no pressure and axial load are applied, to 0.11 time the yield moment for
Specimen PHC40, where the maximum pressure and compressive axial load are applied.
The capacity in the postbuckling region is affected by pressure and axial load in a similar
way as for the maximum capacity. The effects of pressure on the moment carrying capacity
are illustrated in Figs. 4.13 to 4.15. For the group with no axial load, the moment-
curvature curves have the similar average slope in the postbuckling region and the internal
pressure contributes mainly to the reductions in moment carrying capacity. For the group
with 20 percent compressive axial load, the similar characteristics apply only to the
specimens with low and middle levels of pressure. The specimen with the high level of
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pressure has significantly reduced slope in the postbuckling region. For the group with 40
percent compressive axial load, the specimens with the middle and high levels of pressure
have the significantly reduced slope in the postbuckling region.

The fundamental reason to have different slopes in the postbuckling region is the
difference in the buckling modes. These may be dominated either by flexural deformation
or axial deformation. For the flexural deformation dominated buckling mode, the buckle
concentrates on the compressive side of the pipe segment. Examples are the buckling
modes for Specimens PLC00 and PHCOO shown in Figs. 4.29 and 4.33. The axial
deformation dominated buckling mode has the bulging developed over all or most of the
circumference of the pipe segment, as shown in Fig. 4.32 for Specimen PMC40. The
buckled section of the axial deformation dominated buckling mode, when it is fully
developed, can only take a very small amount of moment. Consequently, the moment-
curvature curves are flat with a small moment carrying capacity in the postbuckling region
(see, for example, PHC40 on Fig. 4.15). On the other hand, the buckled configuration of
the flexural deformation dominated buckling mode changes from a relatively strong
moment configuration to weak as the buckling initiates and develops on the compressive
side. As a result, the moment carried by the buckling section reduces continuously.
Because the buckling is confined to the compressive side while the tensile side of the pipe
segment remains strong, a significant negative moment may be developed which is required
to stabilize the pipe segment under imposed curvature. This maintains the equilibrium state.
A good illustration of this is the case of Specimen PLC40 as seen in Fig. 4.15.

4.3.3 Localization of Deformation

In the postbuckling region, the deformation localizes in the buckling segment for all
the specimens. However, the degree of localization depends on the loading conditions. The
localization of deformation is illustrated in this section by comparing the deformation of the
buckling segment with that of the pipe segment. Sincc the boundary cross-sections of the
buckling segment and the pipe segment are considered to be plane sections, the deformation
can be described by local curvature and local axial strain for the buckling segment, and by
overall curvature and overall axial strain for the pipe segment. These measures of
deformation have been defined in Sect. 4.3.1. For these comparisons, the axial strain is
defined as positive in compressive.

The comparison is first carried out for deformation paths of the buckling segment
and pipe segment. The deformation path is the axial strain-curvature curve which indicates



the relative contributions of the axial and flexural components to the total deformation.
Figs. 4.16 to 4.20 show the comparisons of deformation paths for Specimens PLCOO,
PLC40, PHC00, PHC40 and PHT40 as the typical examples. In each of these figures, the
local and overall axial strain-curvature curves represents the deformation paths for buckling
and pipe segments, respectively. The localization of deformation is clearly demonstrated in
all these figures where the local curvature and axial strain are significantly larger than the
overall curvature and axial strain. Different behaviors are also represented in these figures.
These curves, both the local and overall paths, are approximately piccewise linear which
means that the axial strains and curvatures are proportional to each other with different
ratios for each of the sub-divisions. For specimens such as PLC00, PHC00 and PHT40
with flexural deformation dominated buckling modes, the localization is contributed more
by tlexural deformation which is indicated by the relative small slope of their deformation
paths. For specimens such as PLC4” and PHC40 with axial deformation dominated

buckling mode, the contribution of axial deformation is equally important as that of flexural
deformation.

The importance of the axial deformation increases as the pressure and compressive
axial load increase. This trend is illustrated by Fig. 4.21 and 4.22 where the deformation
paths of the buckling segment are shown for Specimens PLCO0 and PHCO00, and,
Specimens PHT40, PHCO0O and PHC40, respectively. Figure 4.21 shows the effects of the
pressure, while Fig. 4.22 shows the effects of the axial load. When the axial deformation
increases its significance with respect to the flexural deformation, the buckling mode
changes from flexural deformation dominated to axial deformation dominated.

The developments of deformation localization are shown in Figs. 4.23 to 4.28 in
terms of the ratios of local and overall curvatures and the ratios of local and overall axial
strains. These ratios are plotted with respect to overall curvature which represents the total
relative rotation of the pipe segment. While unit ratio indicates the uniform deformation,
deformation localization is observed in all the specimens. Higher pressure produces more
significant localization which is demonstrated in Figs. 4.23 to 4.25 for specimens with the
same axial loads. The localization is also initiated at smaller overall curvature for specimens

with higher pressure. The effects of axial load are shown in Figs. 4.26 to 4.28 in terms of

the localization of axial strains. The localization initiates at smaller overall curvature and
develops faster for larger compressive axial load. These observations are consistent with

the general conclusion that the internal pressure and compressive axial load increase the
localization of deformation.
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4.3.4 Buckling Modes

There are in general two types of buckling modes, the diamond mode and bulging
mode. The inward-and-outward diamond ' uckling mode is shown in Figs. 4.29 and 4.30
where a side view, a threc-dimensional view, and a rendered view of the deformed
configurations for Specimens PLC0OO and PLC40 are shown. Specimen PLCOQO is
subjected only to bending moment which produces the buckle in the mid-span of the pipe
segment. Specimen PLC40 is subjected to the maximum compressive axial load applied in
this series in addition to the bending moment, and the buckle formed in the region about a
quarter span from the end. The bulging buckling mode is shown in Figs. 4.31 to 4.35 for
the deformed configurations of Specimens PMC10, PMC40, PHC00, PHC40 and PHT40.
The buckles may locate at the mid-span, as for Specimen PMC 10, or off the mid-span, as
for the other specimens shown in these figures.

It is clear that the buckling mode is primarily dependent on the internal pressure.
Specimens without pressure will buckle in the diamond mode no matter what axial load is
applied. iHowever, for specimens with middle and high levels of pressure, the bulging
mode is ne buckling mode for all of them. Consequently, for geometry and material
properties specified in this series, ir:- ¢ ai pressure at a relatively low level, certainly not
higher than 35 percent, can preven. the pipe segment from buckling in the diamond
buckling mode and force it to buckle in the vulging buckling mode. This conclusion may
not be directly extendable to pipe segments with different geometry. However, according to
the general shell behavior discussed in Sect. 2.2.2, shelis with higher D/t ratios tend to
buckle in diamond mode. Consequently, the conclusion obtained here is likely to be
verified for pipe segments with D/t ratios lower than 104. Considering the fact that the
pipes currenty used in the oil and gas industry normally have smaller diameters and lower
D/t ratios, it appears to be acceptable to generalize the conclusion about buckiing modes,
i.e. the pipe segment will buckle in the bulging buckling mode if there is internal pressure
at a level which need not be higher than 35%.

In addition to the differences between the diamond and bulging buckling modes,
differences are obvious between the buckling modes of Specimens PLLCOO and PLC40 for
the diamond buckling mode, and between those of Specimens PMC10 and PMC40 for the
bulging buckling mode. The principal difference is in the dimensions of the buckles in the
circumferential direction. The buckles of Specimens PLC00 and PMC10 are confined to the
compressive side of the pipe segment. The buckles of Specimens PLC40 and PMC40,
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however, cover most of, or the entire, circumference. The reason for the difference is the
different combinations of the axial deformation and flexural deformation. When the flexural
deformation dominates, the compressive region on the cross-section is confined to the
compressive side, and so is the buckle. When significant compressive axial load is applied,
as for Specimens PLC40, PMC40 and PHC40, the compressive region extends over most
of the cross-section and buckles develop gradually to cover most of the circumference.
Tensile axial load helps to confine the buckle to the compressive side of the cross-section.
To distinguish between these two different characteristics, the names of flexural
deformation dominated and axial deformation dominated buckling modes are used to refer
to buckling modes confined to the compressive side and extended over most of
circumference, respectively. Both diamond and bulging buckling modes can be dominated
by flexural or axial deformation where examples are Specimens PLC0O and PLC40 in
Figs. 4.29 and 4.30 for the diamond buckling mode and Specimens PHT40 and PMC40 in
Figs. 4.35 and 4.31 for the bulging buckling mode. The axial load and internal pressure are
both important factors to decide whether the axial deformation or the flexural deformation
dominates the buckling mode. Increase in internal pressure and axial load would emphasize

the importance of the axial deformation and lead to axial deformation dominated buckling
mogaes.

The length that a buckle covers in the longitudinal direction can be called its
wavelength. The wavelength of the most significant buckle is called the principal
wavelength. The principal wzvelength is actually the length of the buckling segment on
which the local curvature and iocal strains are defined, and is used to show the dimension
of buckles ir the longitudinal direction and the effects of loading conditions. The principal
wavelengths for all 13 specimens in this postbuckling analysis series are listed in Tab. 4.2.
Two trends, in general can be observed. First tie principal wavelengths of the specimens
with diamond buckling mode tend to be larger than those with bulging buckling mode. This
is seen in Table 4.2 by the fact that the principal wavelengths of specimens without
pressure are in general larger than those with pressure. Secondly, the principal wavelengths
of the specirnens with flexural deformation dominated buckling mode are in general larger
than those with axial deformation dominated buckling mode. The evidence can also be
found in Tab. 4.2 where the specimens with higher level of pressure or axial load normally
have refatively smaller principal wavelength.

4.3.5 {ross-Sectional Distortion

The cross-sectional distortion becomes important because limit states of excessive
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deformation can be defined from the pattern and magnitude of the cross-sect:onal
distortion. Depending on the buckling mode, different pattems of cross-sectional distc-tion
are observed. Typical examples are shown by the solid lines in Figs. 4.36 to 4.39, for
Specimens PLCG0, PMC40 and PHCO00. Deformed cross-sections are shown at four
different stages of deformation for each of the selected specimens which are identified by
the values of local curvatures. In general, the first one, (a), is corresponding to the state
representing the buckling onset. The second stage, (b), is the point on the moment-
curvature curve where the first significant softening starts. The limit point where the
maximum moment is achieved may be close to the first stage if the limit point is reached
right after the initiation of buckling, or to the second stage if the softening follows the limit
point immediately. If the softening closely follows the initiation of buckling, only one
deformed cross-section is shown. The fourth stage, (d), is the last point on the moment-
curvature curve. For each of the deformed cross-sections, there is a reference section
shown by dashed line which has the geometric center at the same location as the deformed
section and is undeformed.

Specimen PLCOO is a typical example of a flexural deformation dominated diamond
buckling mode and the development of cross-sectional distortion is shown in Fig. 4.36.
For this type of buckling mode, the diameter in the bending plane, called the in-plane
diameler, is significantly reduced while the diameter perpendicular to the bending plane,
called the out-cf-plane diameter, is increased. An appropriate measurement of the
magnitude of cross-sectional distortion for this type of buckling mode is the diametric
differential defined in Sect. 4.3.1 which is the normalized differential between the out-of -
plane and in-plane diameters. The cross-sectional distortion develops from a minimum at
the onset of buckling to very significant distortion in the deep postbuckling region. The
scale of deformation is one to one for all the deformed cross-sections and the figures show
the real proportions of the deformation.

Examples for the bulging buckling mode are shown in Figs. 4.37 and 4.38, for
Specimens PMC40 and PHCO0O, where the former is an axial deformation dominated
bulging buckling mode and the later is a flexural defcrmation dominated mode. For this
tyf: «! bulging buckling mode, both in-plane and out-of-plane diameters increase as the
curvature increases. When the buckling is dominated by axial deformation, the diameter
increase is more uniform along the circumference, as in Fig. 4.37 (c) and (d) which is
typical of axially symmetric buckling modes. When the flexural deformation dominates the
buckling mode, the increase of in-plane diameter is larger than that of the ocut-of-plane
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diameter as shown in Fig. 4.39. One of the best measurement for the magnitude of cross-
sectional distortion for the bulging buckling mode is the diametric expansion defined in
Sect. 4.3.1 which is the normalized average increase of in-plane and out-of-plane
diameters.

The diametric differential is plotted with respect to the local curvawre of the
buckling segment in Figs. 4.39 to 4.41 for specimens with low, middle and high levels of
pressure, respectively. It is positive for specimens with diamond buckling mode as shown
in Fig. 4.39 and negative for specimens with bulging buckling mode dominated by flexural
deformation such as Specimens PMC00, PMC10, PMC20, and PHCO00. It becomes
negligible for specimens with bulging buckling mode dominated by axial deformation such
as Specimens PMC40, PHC20 and PHC40. Since the diametric differential is a
measurement intended for diamond buckling mode. it is significant only if it is a large

positive number. Consequently, it becomes less significant as the compressive axial load
and internal pressure increase.

The diametric expansion is shown in Figs. 4.42 10 4.44 in a similar way as for
diametric differential. It is less significant for specimens with diamond buckling modcs
where it is usually negative or very small. The diametric expansion becomes positive for all
pressixrized spectmens. For the group of specimens with the middle level of pressure, the
diametric expansions are very close for different levels of axial load until the buckles are
developed on the entire circumference and the cross-sectional distortion starts to increasc
very rapidly with respect to the curvature. The group of specimens with the high lavel
pressure shows more eifects from axial load. In general, large compressive axial load
increases the diametric expansion and large tensile axial load decreases it.
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Specimen Constant Axial Load Internal Pressure
Identification (kip) (ksi)
PLC40 -40% F,
PLC20 -20% F,
PLCI10 -10% F 0
PLCO00O 0
PMC40 -40% F,
PMC20 -20% F,,
PMC10 -10% F, P%P
PMCO00 0
PHC40 -40% F
PHC20 -20% F,
PHCO00 0 72% P,
PHT20 20% F,
PHT40 ; 40% F,
NOTES : 48"x0.462" DSAW X65 pipe

(1219mmx11.7mm)
Fy = Aoy = 4423.92 (kip)

Py = ———7— = 1.2464 (kis)
Specimen Identification : PXYnn
P: P = Postbuckling analysis
X: L = Low internal pressurewith p/py of 0%
M= Medium intemal pressure with p/p of 35%
H = High internal pressure with PPy of 72%
Ynn: Cnn = Compression with F/F, of nn%
Tnn = Tension with F/Fy of nn%

Table 4.1 Specimens and Loading Conditions for Postbuckling Analysis
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Specimen Principal Wavelenth Buckling
Identification (in) (mm) Mode
PLC40 2x38.5 2x978 diamond
PLC20 2x33 2x838 diamond
PLC10 55 1397 diamond
PLCO0 55 1397 diamond
PMC40 44 1118 bulging
PMC20 2x22 2x559 bulging
PMCI10 44 1118 bulging
PMC00 27.5 699 bulging
PHC40 44 1118 bulging
PHC20 2x22 2x559 bulging
PHCO0O | 27.5 699 bulging
PHT20 39 991 bulging
PHT40 44 1118 bulging

NOTES : The specimens with the principal wavelengths shown in
the form of 2x(a number) are those with buckles in the mid-span of
the pipe segment, and the principal wavelengths are doubled
because of the symmetry conditions at the mid-span cross-section.

Table 4.2 The Principal Wavelengths of Specimens for Postbuckling Analysis
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(a) Side View

(b) Three Dimensional View

Fig. 4.3 Finite Element Mesh for Three Dimensional Shell Model of Pipe Segment
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Fig. 4.23 Comparison of Curvature Localization for Specimens PLC00 and PMCO00
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Fig. 4.29 Deformed Configuration of Specimen PLCO0
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(b) Three Dimensional View

Fig. 4.30 Deformed Configuration of Specimen PLC40
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Fig. 4.30(c) Deformed Configuration of Specimen PLC40
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(a) Side View

(b) Three Dimensional View

Fig. 4.531 Deformed Configuration of Specimen PMCI10
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Fig. 4.32(c) Deformed Configuration of Specimen PMC40
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(b) Three Dimensional View

Fig. 4.34 Deformed Configuration of Specimen PHC40
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(a) Side View

(b) Three Dimensional View

Fig. 4.35 Deformed Configuration of Specimen PHT40
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(a) at dimensionless local {b) at dimen_sio_nless local
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Fig. 4.36 Development of Cross-Sectional Distortion for Specimen PLC(G0
(Displacement Scale Equals to One)
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Fig. 4.37 Development of Cross-Sectional Distortion for Specimen PMC40)
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(a) at dimensionless local {b) at dimensionless local
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Fig. 4.38 Development of Cross-Sectional Distortion for Specimen PHC0O
(Displacement Scale Equals to One)
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CHAPTER § IDENTIFICATION OF WRINKLING INITIATION FOR PIPE
SEGMEN1S

The onset of buckling of pipelines has special significance because it is often used
by the pipeline industry as the ‘failure’ condition. The result is that significant efforts have
been made to predict the cnset of buckling and determine a representative measurement of
this state, such as, the maximum compressive strain at which buckling is incipient. This is
usuaily referred (o as the buckling strain. While the design condition based on the buckling
strain can't be fully rationalized, its relationship to current practice makes the buckling
strain an important aspect to be investigated. In this Chapter, the buckling strain will be
defined and the predictive approaches will be reviewed. Following a discussion about the
deficiency of using buckling strain as a design condition, concepts of initiation of wrinkling
and wrinkling strain are introduced as alternatives. A procedure to identify the onset of
wrinkling is then developed which includes some examples of verification. This procedure
is applied to the specimens in the series of postbuckling analyses, which has been
discusscd in Ch. 4, and the wrinkling strains are determined. These illustrate the wrinkling
behavior of pipe segments.

5.1 BUCKLING AND WRINKLING STRAINS

Buckling strain is the maximum compressive strain existing at the onset of buckling
and may be used as the critical strain for pipelines subjected to deformation imposed loads.
According to the shell buckling behavior discussed in Sect. 2.2.1.1, there are two types of
buckling, namely, bifurcation buckling and snap-through. Initiation of buckling is
calculated at either the bifurcation point or the initiation of snap-through, whichever occurs
tirst. Buckling strain is then defined as the maximum compressive strain at the initiation of
buckling. As discussed in Sect. 2.2.1.1, the initation of snap-through depends on the
loading system in addition to the behavior of structure. However, for present purposes it
can be located at the limit point of the load-deflection curve. The limit point is the point
where the maximum load carrying capacity is achieved. Some predictive approaches to the
onset of buckling are briefly reviewed in the following. The deficiencies of these
approaches for pipe segment are discussed. This leads to a new concept of wrinkling
inidation.

5.1.1 Predictive Approaches for Buckling Strain

The wwo types of buckling phenomena require two different types of predictive
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approach. In general. snap-through buckling needs a nonlincar incremental solution
approach to predict the limit point. Physically, the limit point is the state where the
maximum load carrying capacity is achieved and unloading is incipient. In order o clearly
define the limit point on load-deflection curves. the solution technique should have the
capability to carry the solution into the postbuckling region. Because the postbuckling
behavior of pipe segments is characterized by softening (or unloading) in moment-
curvature curves, as demonstrated in Sect.4.3.2, the solution technique should be able to
handle sensitive unstable equilibrium paths. For pipe geometries commonly used in today's
pipeline industry, it is essential that the effects of elastic-plastic behavior and large
displacements are included in the solution. This is because, tor these types of pipe
segments, buckling usually initiates in the elastic-plastic region of material behavior and the
pipe generally experiences large displacements prior to unloading. A suitable solution
technique, that was developed tor this project, has been described in Chapter 3.

Bifurcation buckling is normally predicted by eigen-analysis. Physically bifurcation
buckling initiates at a bifurcation point which is the intersection of two or more possible
equilibrium paths (Croll and Walker, 1972). For pipe segments, at least one of the
equilibrium paths is unstable. Depending on the degree of complexity adopted, several
alternate formulations of eigen-analysis can be used for prediction of biturcation points.

The simplest of these is linear-elastic eigen-analysis, which can be symhbolically expressed
as

([Kgl - A [Kq]) {au) = {0) (5.1)

where [KE] and [Kg] are the linear-elastic stiffness matrix and the geometric stiffness
matrix, respectively. The quantities A and {Au} are the eigen-value and eigen-vector,
respectively. This formulation is based on assumed linear-elastic behavior. A refined
formulation is elastic-plastic eigen-analysis which can be established by iicluding the
elastic-plastic behavior and prebuckling deformation. It can be expressed as

([Kepl - M [Ka]) {Au} = {0} (5.2)

where [Kep] and [Kg] are the elastic-plastic stiffness matrix and the geometric stiffness
matrix which are evaluated at an equilibrium configuration prior to, but close to, the
bifurcation point. A nonlinear incremental solution procedure is needed to establish this
equilibrium configuration. The effects of elastic-plastic behavior are reflected in [Kgp), the
effects of the distribution of internal forces are represented by [Kgl, and the effects of



prebuckling deformation are included in both [Kep] and [Kg). The accuracy of the
prediction based on the elastic-plastic eigen-analysis is largely dependent on the distance
between the cquilibrium configuration on which the equation of elastic-plastic eigen-
analysis is established and the equilibrium configuration where the buckling is predicted to
be initiated.

The most complicated and reliable procedure at present is the so called
‘accompanying buckling analysis’ (Rammerstorfer, 1989). Accompanying buckling
analysis is the combination of nonlinear incremental solution and elastic-plastic eigen-
analysis and is used to predict the onset of bifurcation buckling of nonlinear structural
systems (de Borst, 1988; Brendel and Ramm, 1979 and Rammerstorfer, 1982, 1989). This
procedure includes generation of two curves. First, a load-deflection curve is oblained by
carrying out the nonlinear incremental solution. Second, carrying out the elastic-plastic
eigen-analysis, defined in Eq. (5.2), along the nonlinear equilibrium path at proper
intervals, an eigenvalue-deflection curve is determined. These two curves are shown in
Fig. 5.1. Tne intersection of these two curves is identified as the bifurcation point. The
accompanying buckling analysis includes the effects of elastic-plastic behavior, prebuckling
deformation and the distribution of internal forces in a similar manner to the elastic-plastic
eigen-analysis. In addition, the accuracy of the prediction does not depend on where the
elastic-plastic eigen-analyses are carried out as long as the intervals used are appropriate.
Considering the fact that significant yielding may take place prior to initiation of buckling,
linear-elastic eigen-analysis can't be used, and the elastic-plastic eigen-analysis may not be
accurate because it is difficult 1o determine where the eigen-analysis should be camried oui.
Only the accompanying buckling analysis is a reliable approach to predict the bifurcation
point for pipe segments.

5.1.2 Deficiencies of the Buckling Strain as a Failure Indicator

Deficiency of the buckling strain arises from the fact that the onset of buckling is
difficult to identify and it is not a representative quantity characterizing the deformation of
pipe segments, especially the local deformation. Discussions in the following are with
respect to the buckling strain defined by bifurcation buckling and snap-through buckling.

Bifurcation buckling is a phenomenon associated with perfect structures. Perfect
structures are characterized by perfect geometry and perfect loading and boundary
conditions which result in uniform stress states and deformation which does not contain
any component associated with the postbuckling equilibrium path.
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If a structure is not pertect. bifurcation buck’ .7 :* not possible. This is because
components of nonuniform stress states and defore7x 7. 2 vtated with postbuckling
paths exist from the very beginning ot the loading history. T se components increase as
load increases and become more and more significant with respect to load carrying capacity
and the characteristics of deformation. Eventually. the maximum load is achieved and

unloading begins. Consequently, imperfections convert bifurcation buckling into snap-
through buckling.

The real pipeline is always imperfect because of the unavoidable impertections in
material properties and geometry. In addition, the loading and boundary conditions aiso
introduce imperfections. Therefore bifurcation buckling is not possible in real pipelines.
The finite element model for pipe segments established in Sect. 4.2 is also not perfect
because of the loading and boundary conditions. The axial load produces eccentricity which
is larger in the middle of the pipe segment and increases as the flexural deformation
increases. The use of the elastic ring at the ends of pipe segments introduces nonuniformity

in ovalization along the length of pipe segments. Consequently, buckling strain based on
bifurcation buckling is not reliable for pipe segments.

The predictive approaches based on snap-through buckling are appiicable in
principle because for pipe segments there is always a limit point and the initiation of snap-
through can be approximately located at the limit point (see Sect. 2.2.1.1). The deficiency
arises from the behavior of pipe segments. Typical moment-curvature curves are
conceptually shown in Fig. 5.2 for pipe segments with high and low D/t ratios. Typically,
these pipe segments are subject to combined constant axial load, constant internal pressure
and monotonically increasing curvature. The pipe segments with a high D/t ratio tend to
have significant unioading following the limit point. By contrast, those with a low D/t ratio
tend to have a long yielding plateau before significant unloading begins. Whilc the limit
point can be, in general, identified, the difference in the moment-carrying capacity as yicld
deformation proceeds along the plateau is small and negligible. While the buckling moment
is well defined for both types of behavior, the buckling strain may not be. For pipe
segments with a long yield plateau, the strain can be amplified by a factor of 2 or 3 in the
yield plateau while the difference in moment is minimal. Uxder these circumstances, the
limit point where the maximum load is achieved losses its special significance with respect

to the determination of the buckling strain. The buckling strain defined at the limit point
becomes deficient.
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In addition, buckling strain defined at the limit point does not nave any special
significance as a measurement for characterizing the behavior of pipe segments. Since
deformation state of a buried pipeline is more important than its load-carrying capacity
relative to the imposed deformation, associating the critical strain with the maximum load-
carrying capacity is neither necessary nor rational. At most, huckling implies that the
deformation will localize and load carrying capacity will drop afterward. However, how the
deformation will localize depends on the geometry, material properties, loading and
boundary conditions. Consequently, the buckling strain defined at the limit point is not a
representation of the deformation behavior of pipe segments characterized by localization.
Instead, it is associated with maximum load-carrying capacity.

5.1.3 Initiation of Wrinkling

Since buckling strain cannot effectively represent the critical state of pipe segments
subjected to imposed deformation, an alternative is needed. The concepts of initiation of
wrinkling and wrinkling strain are introduced based on the fact that the critical state of such
pipe segments can be characterized by the initiation of localization of deformation. Initiation
of wrinkling and wrinkling strain are defined based on the growth of the nonuniform
deformation component. Initiation of wrinkling is the point where nonuniform deformation

hegins to localize, and wrinkling strain is the maximum compressive strain at this initiation
of wrinkling.

The initation of wrinkling emphasizes the importance of the deformation and
localized distortion. The moment-carrying capacity of pipe segments is largely considered
as irrelevant. The concept of the initiation of wrinkling can accommodate the fact that the
nonuniform deformation component exists at the very beginning of the loading history
necause of the imperfections in load and boundary conditions. It is more representative of
the critical state of pipe segments because it is directly associated with the localization of
deformation. Therefore it is expected to be a better alternative than initiation of buckling for
use in pipeline design. However, similar to initiation of buckling, initiation of wrinkling is
not a ‘failure’ condition and therefore can't be used as a limit states design condition.

Depending on the behavior of pipe segments, initiation of wrinkling may or may
not be close to the limit point. Deformation localization is, in general, associated with
significant unloading. Two typical behaviors shown in Fig. 5.2, for pipe segments with
high D/t ratios the initiation of wrinkling is expected to be close to the limit point and



significant softening follows the limit point immediately. It may be different for pipe
segments with low D/t ratios because of the long yield plateau. The wrinkling strain is | in
general, expected to be close to or larger than the buckling strain because localization of
deformation is the result of local buckling. Therctore, it begins only after local buckling is
initiated, provided that the effects of impertec. :ns are limited.

5.2 WRINKLING ANALYSIS

Buckling analysis usually refers to the procedure to identify the initiation of
buckling. By analogy, wrinkling analysis refers to the procedure to identify the initiation of
wrinkling. To identify the initiation of wrinkling, the localization of deformation has to be
first numerically described. The beginning of localization of deformation can then be
determined. A procedure for that is discussed in following sub-sections. This proposed

procedure is verified by comparing the predictions from this procedure with available test
results.

5.2.1 Procedure of Wrinkling Analysis

The localization of deformation may be described in terms of localization of strain,
curvature, and cross-sectional distortion, as defined in Sect. 4.3.1. Before the initiation of
wrinkling, the strain and curvature distribute uniformly except for the secondary effects of
the axial load, and the cross-sectional deformation is mainly in the form of ovalization.
Recognizing the fact that non-uniform distribution of strain and curvature exist from the
beginning hecause of initial imperfections, the onset for the first rapid increase of the
nonuniform component, or the attainment of a limit tolerance on its magnitude, can be used
as indication of initiation of wrinkiing. The postbuckling behavior of pipe scgments
discussed in Sect. 4.3 shows the deformation is mainly localized in the vicinity of onc
location, the extent of which is called the buckling segmeni. The magnitude of the
nonuniformity in strain and curvature can be represented by differences between the local
strain and curvature defined on the buckling segment and the overall strain and curvature
defined on the entire pipe segment. Typical examples are shown in Figs. 5.4 and 5.5. The
local and overall strains .cfer particularly to the average compressive strain at the extreme

fiber. Consequently, comparing local strain and curvature with overall strain and curvature
is one way to identify the onset of wrinkling.

The cross-sectional deformation is associated with the localization of deformation,
in one way or another depending on factors such as geomeltry of the pipe scgment, material



propertics, and loading and boundary conditions. In spite of the differences, the cross-
sectional deformation can be divided into two components. One is ovalization which is
introduced by flexural deformation. The other can be called the wrinkling component
because it is mainly introduced by deformation associated with local wrinkling.

Ovalization depends mainly on the curvature and stiffness distribution on the cross-
section, and is essentially symmetric about the horizontal diameter. However, an
asymmetric component of ovalization may be introduced by an asymmetric distribution of
stiffness due to the applied axial load and internal pressure. The axial load combined with
bending moment produces an asymmetric stress distribution over the cross-section, and the
internal pressure makes the material yield at different longitudinal stresses in tension and
compression.

The wrinkling component of the cross-sectional distortion is asymmetric in nature
about the horizontal diameter, because the wrinkling is always initiated from the
compression side of the pipe segment which is subject to the load combination such as axial
load, pressure and imposed curvature. Although it is possible that the wrinkling component
becomes approximately symmetric in the deep postbuckling region when the wrinkle is
fully developed on the entire circumference, as shown in Figs. 4.32 and 4 .37 for specimen
PMCA40, the asymmetric nature of the wrinkling component is still very evident in the initial
postbuckling region. Consequently, the point of origin of the wrinkling component can be
used as an additional indication for initiation of wrinkling.

The four measures defined in Sect. 4.3.1 to describe the cross-sectional
deformation are : out-of-roundness; diametric differential, Dgjss; diametric expansion, Dexp:
and, radius differential, Rqisr. Except for the last one, all of them describe the total cross-
sectional deformation. The radius differential is a measurement of the asymmetric
component of the cross-sectional deformation in terms of the difference between the radius
on the compression side and the one on the tension side in the bending plane. The
expression of Ry has been given in Eq. (4.4). Raisr is negligibly small before the onset of
wrinkling, and starts to grow at this onset, as shown in Fig. 5.3. Considering the fact that
Rgifr is not exactly zero, the initiation of wrinkling can be set at the point where the first
rapid increase of Rygr is incipient or a value equal to a limiting tolerance of it is reached.

In summary, the initiation of wrinkling can be identified by examining the growth
and magnitude of Ry, and comparisons of the local strain and curvature with overall strain
and curvature. Procedures to identify initiation of wrinkling can be established based on



these criteria. There are three major steps. The first step is to carry out the nonlinear
incremental solution for the given pipe segment. This solution is similar to the one for
postbuckling analysis except the solution does not need to be carried into the deep
postbuckling region. The second step is reducing the data from the solution obtained. The
radius differential is defined based on the cross-sectional deformation and the strain and
curvature are defined based on the buckling segment and the pipe segment. These
measurements are then presented in the form of a radius differential-local curvature curve,
an overall curvature-local curvature curve and an overall strain-local strain curve. The last
step is to determine the initiation of wrinkling from these curves according to the criteria
discussed previously in this section. Generally, all three of these techniques are used in
conjunction in order to evaluate the initiation of wrinkling.

5.2.2 Ilustrations

The procedure for wrinkling analysis is demonstrated in the following by numerical
examples. The geometry and material properties are taken from Specimens 20a, 16a and
10a reported by Jirsa et. al. (1972). The specimens are designated herein as DTR20,
DTR16 and DTRI10, respectively, where DTR represents the serics of wrinkling analyscs
illustrating the effects of the D/t ratio on wrinkling strain. The two digit-number following
represents the diameter of the specimens. The specimens have diameters of 20, 16 and
10.75 inches (508, 406.4 and 273 mm), and D/t ratios of 78.4, 61.5 and 46.1,
respectively. The siress-strain curves in piecewise linear form are retrieved from the curves
reported (Jirsa. 1972) and are listed in Table 5.1. All three specimens are only subject to
bending moment.

In the figures shown in this chapter, radius differential is denoted by Ray.
Curvature and strain are denoted by ¢ and € with subscripts L, o, and y which indicate

local, overall and yield, respectively. Wrinkling strain is denoted by €,,. Internal pressure

and its yield value are denoted by p and py. Axial load, which is positive in tension, and its
yield value, are denoted by F and F,.

The results for the nonlinear solution for Specimen DTR20 are shown in Figs. 5.3
to S.5. Figure 5.3 shows the radius differential-local curvature curve. Comparisons of
overall with respect to local curvatures and strains are shown in Figs. 5.4 and 5.5,
respectively. Similar to the presentation of the the results of postbuckling analysis, the
curvatures and strains in these figures are normalized by the yield curvature and the yield
strain. The onset of wrinkling can be clearly identified from these figures using the criteria
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advanced in Sect. 5.2.1. It is indicated by a small arrow in each of the figures. The
indication from the radius differential is the most obvious. The differences between the
overall and local curvatures as well as between the overall and local strains start to grow at
the onset of wrinkling identified from the growth of the radius differential. All plots
indicate the initiation of wrinkling in a consistent manner. Therefore the onset of wrinkling
is confirmed at a normalized curvature of 1.923 and a normalized strain at 1.950. The
associated curvature and compressive strain are calculated as 3.58x10-¢ in"! (1.4G9x10-3
mm-!') and 0.363%.

The nonlinear solutions for Specimens DTR16 and DTR10 are shown in Figs. 5.6
to 5.8 and in Figs. 5.9 to 5.11, respectively. As for Specimen DTR20, the onsets of
wrinkling are clearly identified for both of these specimens. The indications from the radius
differential, curvatures and strains are consistent with each other and a unique point has
been identified as the onset of wrinkling for eachi of the specimens. The onset for Specimen
DTR 16 is identified at a curvature of 9.41x10% in! (3.705x10° mm-!) and a strain of
(0.804%. The one for Specimen DTRI1O0 is identified at a curvature of 23.39x10* in!
(9.209x 10 mm"') and a strain of 1.300% .

Comparison between computed wrinkling strains of Specimens DTR20, DTR16
and DTR10 and the measured buckling strains are shown in Fig. 5.12. Good agreement is
achieved. This is because the moment-curvature curves, as reported by Jirsa et. al. (1972),
have significant unloading following the limit point at which the buckling strains are
defined. Associated with the unloading, deformation localizes and local wrinkling grows.
As a result, the onsete of wrinkling are identified to be very close to the limit points.

5.3 EFFECTS OF PIPE GEOMETRY ON WRINKLING STRAIN

The pipe geometry varies extensively dependent on the function of the pipeline, the
cost effectiveness of the design and the technolegy available. The diameter of pipelines
used in past decades for major pipelines in the ot} industry ranges from as small as 12.75
inches (324 mm) to as large as 48 inches (1219 mm). and the DJt cetio ranges from 50 to
100. Some older pipelines have even smaller D/t ra:ios. such as 30. Due to the wide range
of pipe geometrv used in the pipeline industry, it is important to understand the effects of
the pipe geometry on the wrinkling strain.

The geometry of a perfect pipe segment can be represented by the diameter and D/t
ratio. Consequenty, the cffects of pipe geometry can be examined by studying the
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dependence of wrinkling strain on these two geometric characteristics. This is done in the
following sub-sections.

5.3.1 Effects of D/t Ratio

The D/t ratio of pipe segments has been proven to be one of the most important
factors affecting wrinkling strains by both experimental and analytical studies. Examples
are test programs (Bouwkamp and Stephen, 1974; and, Jirsa et. al., 1972), and the
formula for classical elastic buckling strain (Eq. (1.1)) and for elastic-plastic buckling strain
(Eq. (1.2)). The wrinkling strain is found to decrease as the D/t ratio increases. The
buckling process shifts from buckling in elastic-plastic range at low D/t ratios to buckling
elastically at high D/t ratios. Pipe segments are a type of cylindrical shell for which the
common range of D/t ratios is from 30 to 100 and they usually buckle in the clasuc-plastical
range. The difference is, however, that pipe segments with low D/t ratios tend to have
extensive plastic deformation before the initiation of wrinkling while those with high D/t
ratio may have a relatively small component of piastic deformation.

The effects of D/t ratio are illustrated by the results of the DTR scrics of wrinkling

analyses which have been presented in Sect. 5.2.2. The predictions of initiation of

wrinkling are supported by test results as shown in Fig. 5.12. Figure 5.13 shows the
computed wrinkling strains with respect to the D/t ratios for Specimens DTR2(), DTR16
and DTR10. Although some differences in material properties cxist as shown in Table 5.1
and the diameters are different, the effect of D/t ratio is dominant. The curve in Fig. 5.13
illustrates the effect of D/t ratio and confirms the conclusion that increasing D/t ratio
corresponds to decreasing wrinkling strain. As the D/t ratio changes from 78 for Specimen
DTR20 to 46 for Specimen DTR 10, the wrinkling strain increases from ().363 percent to
1.3 percent, which gives a factor of 3.6. This shows the great difference in wrinkling strain
that may be associated with different geometrics commonly used in the pipeline industry.

5.3.2 Effects of Diameter

Pipe diameter is believed to have insignificant effects on wrinkling strain. This
conclusion is supported by the elastic buckling theory where the buckling strain is predicted

in Eq. (1.1) to be independent of diameter. However, documented study of this in terms of

both experiment and analysis appears to be inadequate. To illustrate the effects of diameter,
a series of wrinkling analysis is carried out herein. The three specimens in this series are
designated as DIA48, DIA24 and DIA12, respectively. The letters DIA indicate that the



series is devoted o the effects of the pipe diameter. The two-digit number represents e
outer diameter of the pipes in inches. The specimens have diameters of 48, 24 and 12.75
inches (1219, 610 and 324 mm), respoctively, and the D/t ratio is 103.9 for all three of
them. The geometry and matenal property of these specimens are listed in Table 5.3. It
should be pointed out that the Specimen DIA48 is exactly the same as the Specimen PLC0OO
in the series of postbuckling analysis.

The initiation of wrinkling 1s identified by the method described in Sect. 5.2 at
0.256%, 0.298% and 0.351% for Specimens DIA48, DIA24 and DIA12, respectively. The
wrinkling strains are plotied with respect to the diameters in Fig. 5.14. The wrinkling strain
is found to decrease s the diameter increases. With diameter changes from 12.75 inches to
48 inches, a reduction of 27% in wrinkling strain is introduced. Comparing this with the
difference introduced by the D/t ratio, wrinkling strain is less sensitive to diameter.

5.4 EFFECTS OF LOADING CONDITION ON WRINKLING STRAINS

Pipelines in of.cration may experience various types of loading conditions
depending on the operational and environmental conditions. In Arctic regions, a pipeline
may be subject to the tollowing typical loading conditions and their combinations :

(a) internal pressure due to oil transmitted in the pipeline

(b) axial compression due to temperature differential

(¢) bending moment due to imposed deformation, and

(d) axial tension introduced by the catenary effect associated with the flexural
deformation, where the longitudinal movement of the pipeline is restricted by
surrounding soil.

The internal r~*ssure may vary from zero to the value of the permissible hoop stress
of 80 percent of SMYS. This value is 72 percent for pipelines built several years ago. The
axial compression may vary from zero to a level at which an axial compressive force of 40
nercent of the axial yield force is produced. This level represents a differential temperature
of about 65 °C between the u. -in temperature and the operational temperature. The imposed
deformation caused by soil settlements may be large enough to cause the moment to vary
from zero to its yield moment and then push the pipe into the softening region after
buckling is initiated. The tensile axial force may vary from zero to about 40 percent of the
axial yield force under a differential settlement of 40 inches.

The combined loading condition is expected to have significant influence on the
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wrinkling strain. The internal pressure has been proven to do so by both experimental and
analytical studies (Bouwkamp and Stephen, 19741 and. Lara, 1987). The cftects of axial
load. however. have not been adequately studied. This is specially true for tensile axial
force. In the following subsections, the effects of the loading condition are illustrated
through numerical analyses of selected load combinations.

To demonstrate the effects of loading condition, thirteen specimens are sclected for
wrinkling analysis. The analyses are carried out as discussed in Sect. 5.2. The names and
loading conditions for these specimens are listed in Table 5.2. These specimens are the
same as those for postbuckling analysis in Ch. 4 with additional Specimens PLT40 and
PMT40 which are added to illustrate the effect of pressure combined with tensile axial
force. The strains and curvatures at the onset of wrinkling are listed in Table 5.2.

5.4.1 Effects of Internal Pressure

The wrinkling strains for the specimens in the series of postbuckling analysis are
listed in Table 5.2 along with the loading conditions. If these specimens are divided into
groups according to the applied axial load, the dependence of wrinkling strain on the
internal pressure at different levels of axial load can be examined. Figure 5.15 shows the
wrinkling strain-pressure curves without an axial load and with axial loads of 0.4Fy both in
compression and tension, where Fy is the axial yield load. Each of these curves has three
data points that correspond to the levels of internal pressure at 0, 35 percent and 72 percent.
The Specimens PLC00, PMCO00 and PHCO00; PLCA40, PMC40 and PHC40); and, PLT40,
PMT40 and PHT40 are associated with the wrinkling . uain-pressure curves without an
axial load. and with compressive and tensile axial loads of 0.4Fy, respectively.

Two opposite trénds can be observed for the dependency of wrinkling strain on the
internal pressure from Fig. 5.15. The wrinkling strain is found to increase as the internal
pressure increases when the pipe segment is subject to no axial load and tensile axial load
of 0.4F,. It is found to decrease as the internal pressure increases when compressive axial
load of 0.4F, is applied. The first trend agrees with the conclusion from test programs
carried out by Bouwkamp and Stephen (1974) and the one at University of Alberta

(Mohareb et. al., 1992). However, a comparable set of test results for the second trend has
not been found.

It should be pointed out that all solutions for specimens in the series of

postbuckling analysis are based on a simplified bilinear stress-strain curve, as defined in
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Sect. 4.2.3. The stress-strain curve may have important influence on the wrinkling strain
because the initiation of wrinkling is expected to be affected by the stiffness of pipe wall.
which is determined by the tangent stiffness for elastic-plastic buckling. However, a
systematic study of the effects of stress-strain curves has not been included in this work
because of the variety of stress-strain curves and the difficulty to systematically describe
them.

5.4.2 Effects of Axial Load

The effects of axial load can be examined in a similar manner as for internal
pressure, if the specimens in the series of postbuckling analysis are grouped according to
the levals of applied internal pressure. The wrinkling strains are plotted against the level of
applied axial load for each of the groups, and the curves are shown in Fig. 5.16. The axial
load is positive in tension. The specimens associated with the low level of pressure are
Pi.C40, PLC20, PLCOO and PLT40. The specimens associated with the middle level of
pressure arc PMC40, PMC20, PMCOOQ and PMT40; and those with the high level of
pressure are PHC40, PHC20, PHCO0 and PHT40.

Figure 5.16 shows that the dependency of wrinkling strain on the axial load is
affected by the level of applied internal pressure. For empty pipe segments, which
correspond to the low level of pressure, the wrinkling strain decreases monotonically as the
axial load changes from compression to tension. For pressurized pipe segments, which
corresnpond to the middle and high levels of pressure, the wrinkling strain increases as the
compressive axial load decreases and it decreases as the tensile axial load increases. In
other words, both compressive and tensile axial loads reduce the wrinkling strain and the

maximum wrinkling strain occurs for specimens without axial load for pressurized pipe
segments.

Some supporting evidences for the findings here can be obtained from test results.
In the test series carried out by Bouwkamp and Stephen (1974), Specimens No. 1 and No.
4 were subject to internal pressure of 942 psi (6.5 MPa) and 950 psi (6.6 MPa); and net
axial load of 940 kips (4181 KN) and 266 kips (1183 KN) in compression, respectively.
Converting the pressure and axial load into nondimensional pressure and axial load, they
are 75.6 and 76.2 percent of yield pressure; and 21.3 and and 6 percent of axial yield load,
respectively. While the levels of internal pressure were almost the same, the difference in
the levels of axial load from 6 to 21.3 percent is obvious and is the major difference
between these two specimens. The buckling strains were reported as 0.5735 percent and
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0.8196 percent for the Specimen No. 1 and No. 4, respectively. This represented a 30
percent reduction in buckling strain as the compressive axial load increased from 6 percent
to 21.3 percent. As a result, the trend observed in Fig. 5.16 with respect to the pressurized
pipe segments is confirmed when they are subject to compressive axial load.
Unfortunately, the t- _ssociated with the empty pipe as well as pressurized pipe
subjected to tensile axia: ivad can’t be confirmed because comparable test wsults are not
available.

5.4.3 Rationale for Effects of Loading Condition

The dependency of wrinkling strain on internal pressur:, axial load and their
combination has been discussed in the previous sub-sections. It is more complicated than
anticipated. The relations between wrinkling strain and pressure have different
characteristics at different levels of axial ioad, and similarly for the relations between
wrinkling strain and axial load with respect to different levels of internal pressure. These
behaviors can be better understood by considering how loading conditions affect the
wrinkling strain. The loading condition influences the wrinkling strain by its eftects on the
following four factors.

The first factor is the buckling mode. As discussed in Sect. 4.3.4, there are two
basic types of buckling mode. One is a diamond buckling mode, which exhibits inward and
outward displacements, and the other is an outward bulging buckling mode. The buckling
mode that a particular specimen develops appears to be determined primarily by the

presence or absence of pressure. Empty pipes, in general, buckle in the diamond buckling
mode; pressurized pipes, however, buckle in the bulging mode.

The second factor is the longitudinal strain at which the initial yielding of the
extreme compressive fiber occurs. The biaxial stress condition in the pipe wall results in an
initial yield strain that is dependent on the applied internal pressure. It may be cvaluated as
-€y, -0.885¢, and -0.636¢, for the low, middle and high levels of pressure, respectively,
where g, is the yield strain of the material. For the pipe segments discussed in this section,
the numerical values are -0.21315-. -{).1886% and -0.1355%, respectively.

Figure 5.17 shows a side view of a pipe segment where the pipe segment is divided
into two strips based on the fact that the buckling initiaics on the compressive side. The
strip where buckling occurs is called the buckling strip, and the other, the supporting strip.
The stiffness of the latter is relatively large. The buckling strip is subject to a force intensity
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in the longitudinal direction of Ny, where Ny represents the average magnitude per unit arc-
length. The third and fourth factors influencing the wrinkling strain are the magnitude of
the force intensity Ny, and the restraint provided by the supporting strip. The magnitude of
the force intensity Ny, depends only on the internal pressure which controls the position of
the stress point on the yield surface. The restraint provided by the supporting strip depends
on the stiffness distribution around the cross-scction, which is effected by both pressure
and axial load.

Wrinkling strain can benefit from increasing pressure because the pressure changes
the buckling mode from the diamond buckling mode to the bulging mode and the
magnitude of the force intensity N is smaller for higher pressure. The detrimental effect of
increasing pressure is that the pipe material in compression yields at a smaller longitudinal
strain. Earlier yielding in general leads to earlier initiation of wrinkling, provided other
conditions remain unchanged. The wrinkling strain is found to increase as pressure
increases when the pipe segments are subject to no axial load, or tensile axial load of 0.4F,,
s shown by lines C00 and T40 in Fig. 5.15. This is mainly due to the benefits obtained
from increasing pressure.

Axial loads both in compression and tension have a detrimental effect on the
wrinkling strain of a pressurized pipe segment (see lines M and H in Fig. 5.16). The
reason for this is demonstrated by the stress distributions over the cross-section in Fig.
5.18, where the conditions for initial yielding of the extreme compressive fiber are shown
for pipe segments with high pressure levels. The division between the buckling strip and
the supporting strip depends on the stiffness distribution which is, in turn determined by
the stress distribution. Since wrinkling initiates after initial yielding of the extreme
compressive fiber, the yielding zone must penetrate toward the tension side of the pipe
scgment. The penetration of the yielding zone is limited for the Specimens PHCO0O and
PHT40 while it may be much more significant for Specimen PHC40 because of its almost
uniform distribution of stress. As a result, the restraint provided by the supporting strip
with regard to Specimen PHCA40 is greatly reduced, which explains the trend observed in
Fig. 5.16 that wrinkling strain for pressurized pipe segments decreases as the compressive
axial load increases. When tensile axial load is applied, the supporting strip is weakened by
the fact that substantial material on the tension side may be yielding as shown for Specimen
PHT40 in Fig. 5.18. Effects on wrinkling strain similar to those for compressive axial load
are, therefore, introduced by tensile axial load.

The wrinkling strain of empty pipe segments, however, is found to increase as the
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compressive axial load increases (see line L in Fig. 5.16). As shown in Fig. 5.19, the
supporting strip is not affected appreciably by the applied compressive axial load.
Consequently, the detrimental etfect of compressive axial load is minimized for empty pipe
segments. On the other hand, the moment required to produce the initial yielding is
significantly reduced by the applied axial load. As a result, the ovalization and the force o

cause it are reduced, which is believed to be the factor responsible tor the gain in wrinkling
strain.

As discussed here, internal pressure, axial load and bending moment interact and
their integrated effects determine initiation of wrinkling. Since the discussion and
conclusions are based on soiutions for pipe segments with a particular gecometry and
material property, direct extension to other pipe segments has not been attempted.
However, the approach to evaluate wrinkling strain, and some typical characteristics have
been demonstrated by studies in this section, and a mechanism providing a hcuristic

explanation for the behavioral trends due to the variation in loading conditions has been
explored and discussed.

5.5 WRINKLING STRAIN FOR AXISYMMETRICALLY BUCKLED
SPECIMENS

Pipe segments subjected to axially symmetric loads buckle in an axisymmetric
buckling mode for the geometries commonly used in the pipeline industry. While the fact
that pipelines experience combined loading conditions in the field is recognized. the
buckling strain for specimens buckled in axisymmetric mode has played an important role
for the designers and operators of pipelines. This is because the axisymmetric buckling
strain of a pipe segment has been used as an approximation for the buckling strain of the
same pipe segment subjected to combined loading. The assumption for this is that the
axisymmetric buckling strain is not larger than the buckling strain under combined loading

condition. This assumption has been used by Workman (1981), Popov (1973) and Row ct.
al. (1983a).

In the following, wrinkling analyses are carried out for several specimens subjected
to axisymmetric load. The wrinkling strains obtained from these analyses are then
compared with those of similar specimens subjected to bending moment.

5.5.1 Wrinkling Strains under Axisymmetrically Loading

For the purpose of comparison with specimens subjected to bending moment, a
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series of axisymmetric specimens are selected. There are six specimens in this series and
their designations consist of two characters and followed by a three-digit number as shown
in Table 5.3. The first character is A which represents the series for axisymmetrically
loaded pipe segments. The second character is one of L, M and H to indicate the levels of
applied pressurs. The three-digit number represents the D/t ratio of pipe segment. The
geometry, matcrial property and loading conditions are given in Table 5.3. Specimens
ALO78, ALO61 and AL046 are intended to compare directly with Specimens DTR20,
DTR16 and DTRI0, respectively, and have precisely the same physical attributes. The
group covers a range of D/t ratios from 46 to 78. Specimens AL 104, AM104 and AH104
compare directly with Specimens PLC00, PMC00 and PHCOO, respectively. This group
covers the three leveis of applied internal pressure. Similar to the first series, everything
except the loading conditons are the same for each pairs of specimens.

The wrinkling strains for these six specimens are listed in Table 5.3. Comparison
of wrinkling strain is shown in Figs. 5.20 and 5.21. The wrinkling strains for the pipe
segments subjected to axisymmetric load, and for those subjected to pure bending moment,
are plotted against the D/t ratio of pipe segments in Fig. 5.20 and against the levels of
applied pressure in Fig. 5.21.

5.5.2 Comparisons

Two conclusions can be obtained from the comparisons in Figs. 5.20 and 5.21.
For unpressurized pipe segments, the wrinkling strain for axisymmetric buckling is larger
than wrinkling strain of the same pipe segment buckled under flexural deformation. This
statement appears valid for the full range of D/t ratio (from 45 to 104) shown in Fig. 5.20.
For pressurized pipe segments, the conclusion is opposite, i.e. the wrinkling strain of
axisymmetric buckling is smaller than that of the same pipe segment buckled under pure
flexural deformation (Fig. 5.21) except for low pressures. This statement appears valid for
pressures that force the pipe segment to buckle in the bulging buckling mode. The
wrinkling strain under bending moment can be 2 to 3 times as large as the one under
axisymmetric load.

Two different reasons are believed to be responsible for the opposite conclusions
obtained. For the empty pipe segments, the reason is the difference in buckling mode. Pipe
segments loaded axisymmetrically buckle in the axisymmetric mode and this is true for all
D/t ratios in the concerned range. However, the same pipe segments buckle in the diamond
mode if they are subject to bending moment. The buckling in the diamond buckling mode
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initiates earlier because of the ovalization and its driving force introduced by flexural
deformation. The pressurized pipe segments buckle in a bulging buckling mode which will
not be unfavorably affecied by the ovalization. The restraint provided by the supporting
strip helps to delay the initiation of wrinkiing. As a result. wrinkling strain under tlexural
deformation is larger than the one in axisymmetric deformation.

The resalts of this study indicate that the design assumption, namely. that the
buckling strain for general loading may be approximated by that for axisymmetric loading,
discussed in the beginning of Sect. 5.5, is inaccurate. The assumpticon is not conservative
for empty pipe segments, and can be overly conservative for pressurized pipe segments.
Consequently, analyses based on this assumption may be misleading.
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CHAPTER 6 FORMULATION OF PIPELINE-BEAM ELEMENT

Deformation analysis of pipelines subjected to imposed deformation is based on
two typcs of model, the shell model and the beam model, as discussed in Sect. 1.3. The
shell model and relevant solution techniques have been presented in Chapters 2 and 3. The
results of analysis based on the shell model with respect to buckling and postbuckling
behavior are summarized in Chapters 4 and 5, where the shell model analysis is essentially
completed. Having done that, beam model analysis, which is another important aspect of
the approach for deformation analysis, becomes the topic in the current and subsequent
chapters. The beam model is designed to predict the overall behavior of pipelines subjected
to imposed deformation. The important factors to be considered are pipeline-soil
interaction, and the distribution and redistribution of deformation and internal forces. The
beam model is established based on the pipeline-beam element developed in this chapter,
which is intended to account for the deformation and loading characteristics of pipelines.
The formulation of the pipeline-b: . 1 element is presented. This includes : the fundamental
assumptions; the strain-displacemcnt relations; the constitutive relations for both RMDI and
ISPDR techniques (refer to Sect. 1.3.2); pipeline-soil interaction; the virtual work equation
and its discretization; and, discussion on the generation procedure for determining SPD
relations and their size dependency. The development of the program Analysis of Buried
Pipelines (ABP) and the verification of the ISPDR technique are also described.

6.1 FUNDAMENTAL ASSUMPTIONS

In order to analyze pipeline response with or without the effect of locat shell
buckling, two solution techniques have been employed with the pipeline-beam element.
These are the Reduced Modulus Direct Integration (RMDI) and Integration of Stiffness-
Property-Deformation Relations (ISPDR) techniques as discussed in Sect. 1.3.2. Each of
these solution techniques is based on its own assumptions which are summarized in the
following.

For the RMDI technique, the following assumptions are made to develop the
mathematical model. (1) Plane sections of the pipe remain plane and the pipe cross sections
remain perfectly circular. (2) Shear stresses and radial stress are insignificant, and therefore
can be ignored. Longitudinal and hoop stresses are accounted for. (3) The pipe yields
according to the von Mises criterion. Following yield, plastic flow takes place according to
the normality rule in plasticity theory. (4) Strain hardening is represented by a mixed strain



hardening rule with an approprate choice of ratio between isotropic hardening and
kinematic hardening. (§) Soil support can be modelled by discrete inelastic soil springs. (6)
All the active deformations and stress distributions are symmetric about the vertical plane.
These assumptions are based on the following interpretation of pipeline behavior.

The RMDI technique is intended for analysis excluding the ctfects of local
buckling, and therefore, the first assumption is, at least, approximately justified, because
the cross sectional distortion and warping rcsult mainly from local buckling. A pipeline is a
flexible line structure where axial and flexural deformations are dominant. Consequently,
shear stresses have only minor influence on pipeline response. Since the pipe wall
thickness is significantly smaller than pipe diameter and length, the radial stress is
negligible compared to the longitudinal and hoop stresses. The second assumption is based
on these facts. The third and fourth assumptions define the plasticity theory employed for
analysis. Aithough many other theories are available, this theory is the one most commonly
used for metal materials such as pipe steel. The soil support assumption basically assumcs
the ground can be divided into slices and the reaction of each slice of soil can be
represented by soil springs such that interaction between slices can be ignored.This is the
classical Winkler foundation type of assumption. It is not accurate in the sense that the
interactions between slices of soil may sometimes be important. Nevertheless, considering
the low accuracy of the available soil properties and the fact that the pipeline behavior is the
focus of this project, this assumption should be acceptable.

For the ISPDR technique, stiffness properties of the cross-sections are detined by
direct input of Stiffness-Property-Deformation (SPD) relations which are established from
the shell model analysis of pipeline segments. The intemal forces are directly related to the
axial strains and curvatures by stiffness coefficients of the cross-sections which arc
determined by the stiffness properties. Consequently, the stress and strain distributions
over the cross-section are no longer needed and neither are the assumptions (1) to (4) of the
RMDI technique. However, some assumptions with respect to the generation and
application of SPD relations are necessary to establish the constitutive relation for ISPDR
technique. These assumptions will be discussed in the appropriate sections after the SPD
relations are described. The definition of stiffness properties and stiffness coefficients are
presented in Sect. 6.4.

6.2 STRAIN-DISPLACEMENT RELATIONS

The global and local coordinate systems for the pipe model are defined in Fig. 6.1,
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where the x-axis of the local coordinate system passes through the centroidal axis of the
cross-section, and the x-y plane defines the plane of bending deformation. The
displacements u and v are in the directions of the x-axis and y-axis in the local coordinate
system, respectively. The global coerdinate system is denoted by X and ¥, and all quantities
defined in the global coordinate system are denoted similarly, with a tilde overscript.

Let . and vo be the displacement increments at the centroidal axis of the cross-
section relative to the reference configuration T (see Fig.2.3), the displacement
components of any point on the cross-section can be expressed as in the following equation
by using the first assumption in Sect. 6.1

_ dtV()

dix

tu 1Uo y (6.1a)

Vo= (Vo (6.1b)

The total displacements accumulated in the global coordinate system are then

A = W 4+ 0 (6.2a)
Ay = o4 § (6.2b)

and on the centroidal axis, particularly, they become

!+At’ﬁo = W + tﬁo (6.33.)
t+At"\~;0 = ' + A (6.3b)
whi .he quantities with left superscript are the total values at the time indicated by the

superscript, and the quantities without super-script are the increments. This notation,
defined by Bathe (1982), will be generally applied in the following sections unless stated
otherwise. The increments i and Vo are available from the solution of equilibrium
equations, and the increments in the local coordinate system (uo and (vo are obtained by

(W = cos ‘o W + sin'‘a (Vo (6.4a)
Vo = -sin'‘a {o + cos'a Vo (6.4b)

where
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oo = arctan (d—f%‘)

4% 6.5)

is the angle between the global X-axis and local x-axis.

The only independent non-zero component ot the strain is axial strain in the x-
direction. The incremental form of the expression for this strain component can be derived
from the general expression for three-dimensional strain tensor (Bathe, 1982) as

“AEEX = 'Sx + (E£x (6.6)

de

€x =
d'x

d u d.wv
TOEE? + &5 6.7)
where the left subscripis indicate that the configuration 'T" is taken as the reference

configuration. Substituting Egs. (6.1) and (6.2) into Eq. (6.7), the strain component can be
expressed in term of displacement components of the centroidal axis as

2 2
£, = G 4% %_((Qc_i&‘_“.‘l ; Q_ae)z,,(éagg)z)

d'x dix2 dix2 (6.8)

Let us define the incremental linear axial strain at the centroidal axis and the incremental
linear curvature as

_ dww
&l = —dth— (6.9)

L - dZ;Vo
@ =22 (6.10)

and the incremental rotation of the cross-section as

‘e = d!V()
d'x

(6.11)

Substituting the definitions (6.9), (6.10) and (6.11) into Eq. (6.8) and ignoring the second
order term of incremental linear curvature, the strain component becomes

E€x = xi’:li + lExN- (6.12)

where



el = &b -y (6.13)
e = Lieh? - 2y ehot + 87) (6.14)

which can also be written as
e = &L -y o (6.15)
by using the definitions
et = Leeh? + 6%) (6.16)
o = b ot (6.17)

Substituting Egs. (6.13) and (6.15) into Eq. (6.12), yields

€x = &0 - Y (6.18)
where & = & + & (6.19)
b =0 + @ (6.20)

are the total increments of axial strain and curvature.
6.3 CONSTITUTIVE RELATICONS FOR RMDI TECHNIQUE

The fundamental difference between the RMDI technique and the ISPDR technique
in the beam model analysis of pipelines is the constitutive relation. In the RMDI technique,
it is essentially correct to assume plane sections remain plane and circular because the
effects of local buckling are not accounted for. Consequently, the internai forces of the
pipeline-beam element are only dependent on the distribution of the longitudinal stresses.
The iniernal forces can be defined as

'F = I‘Sx dA (6.21)
A

M = -I‘S,ydA (6.22)



where 'F and 'M are axial force and bending moment, respectively, and y is the coordinate
in the bending plane. The constitutive relation can be specified on the stress-strain level
where the stresses can be precisely evaluated incrementally from the strain increment.

In the ISPDR technique, the effects of local buckling are one of the major concemns
to be considered. Because of the cross-sectional distortion introduced by local buckling, the
internal forces depend on the current configuration of the deformed cross-section of the
pipe in addition to the stress distribution over the cross-section. Since the beam-type model
is not able to mode! cross-sectional distortion, the constitutive relation on the stress-strain
level is not sufficient to define increments of internal tforces. As an alternative, a direct
relation between internal forces and deformations is employed. That is, because the
distribution of stress and strain over the cross-section can no longer be evaluated from the
beam model, the deformation of the cross-section can be represented by the axial strain

increment at the centroidal axis, £y, and the curvature increment, . The constitutive

relation for the internal force-reference axis deformation can be expressed in ditferential
form as

t t
oF = OF gey + 2 dp (6.23)
aE‘,o a¢
t 4
aM = Mgy + My (6.24)
a'E:Q alq)

'F JdF & o'M ) ..
oF 2F IM and —— are the cross-sectional stiffness coefficients.

cre » Lt N
deo d¢ de0 ¢

wh

In the remainder of Sect. 6.3, discussions are focused on the constitutive relation
for the RMDI technique, which is the stress-strain relation. The derivation of a specialized
stress-strain relation for pipe, which has special stress and strain states, is first presented.
The procedure for the evaluation of stress increments is then outlined. The generalized

stress-generalized strain constitutive relation for the ISPDR technique is discussed in detail
in Sect. 6.4.

6.3.1 Stress-Strain Relation

The stress-strain relationship for a pipeline-beam element is a uniaxial stress-strain
relationship in the local coordinate system. Because the internal pressure, which is usually

(9]
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constant, is an essential loading condition of pipeline. the constant circumferential stress
introduced by the internal pressure must be fully accounted for in the stress-strain
relationship. The use of plasticity theory based on von Mises yield criteria and the
normality rule implies that the incremental plastic strain components should exist in three
directions, while the incremental stress is in the x-direction only. Among the incremental
plastic strain components, the component in the x-direction is independent and the other
two can be related to it by the constraint conditions that the incremental stresses in these
directions are zero. Therefore, the relationship between the independent stress increment
and the independent strain increment can still be considered as a special type of uniaxial

stress-strain relationship.

The general elastic-plastic stress-strain relation has been defined in Eqs. (2.59) and
(2.62). If shear stresses and corresponding shear strains are neglected from these equations
as assumed in Sect. 6.1 and the incremental stress-strain relation is expressed in matrix
form, it becomes

(Se \ AR A “89 tpee tPer tPex g
St | =AM A (& | Py Py P |\ & (6.25)
\ 1Sx ‘ \lex] t t t \lex‘
AAA Pxe er Pxx
. _— E (1-v)
where = ——————(1+V) 1-29) (6.262a)
= Evy
A (I1+v) (1-2v) (6.26b)
t - 3G t : -
Pmn - (1+H'/(3 G) ) l§'2 Smm [Snn WIth m, n= 9. r, X (6.260)

no summation for repeated indices

and the subscripts 0 and r represent the hoop and radial directions. The deviator stress

tensor is defined as

'siyy = 'Sjj - -;—‘Skk dij (6.27)

By the assumption of zero radial stress, the normal components of deviator stress tensor
becomes

tsg = ;_( 2'Se-'Sy) (6.28a)



s, = %(‘Sg +'S¢) (6.280

ts, = %-(?JSK -Sg) (6.28¢)

where sing,le subscript is used because only normal components are considered. The hoop

stress 'Sg can be calculated as
5o = D:21p (6.29)

with D and t as the outside diameter and wall thickness of the pipeline, and p as the internal
pressure.

The stress increments in the radial and hoop directions are zero because the radial
stress is assumed to be zero at all times and the hoop stress is constant due o the constant

internal operating pressure of the pipeline. Applying these conditions to the first two
equations in Eq. (6.25), they become

' p tP ; lp
!0>=(l}' )‘}[ 00 9 }){‘i“}ir({}”}-{ °">)1ex (6.30)
0 AN ‘Prg P v A ‘Prx ”
Solving Eq. (30), gives

{:€e> _ "Cex \

&l " Ve, | (6.31)

where

‘Cox| _ [N - P x-tperr {X—‘Pex\ 632,
tCrx A-Pg A -'Pq AP, D

The third equation of Eq. (6.25) gives the stress-strain relation between the independent
stress and strain increments which can be expressed as

Sx = 'CFF (&x (6.33)
where 'CEP is the elastic-plastic modulus defined as
tCEP = *Cax (A-'Pyg) + 'Crx (A-'Pxy) + A’ - 'Pxx (6.34)

It can be shown that Eq. (6.33) specializes to the elastic stress-strain relation for clastic



behavior as

Sx = E (& (6.35)

It should be pointed out that all the stress and strain components and stress-strain relations
are defined in the local coordinate system.

The effective stress and incremental effective plastic strain can be expressed by the
following, which can be derived from the general expressions in Egs. (2.43) and (2.48).

S = A/L ST+ 158+ (582 )?) (6.36)

& = A2+ (D + (D) (6.37)
where the incremental plastic strain components are

P
’tee‘ 1 -v-v ‘Pge 'Por IPGX] ftcex
€F | = él-v , -V} 'Prg 'Prr 'Prx "‘Cex [ tEx (6.38)
\135’ l ’

-v v 1
lpxe [er tpxx 1
The accumulated effective plastic strain is used to evaluate the current yield stress and
tangent modulus from the effective stress-etfective strain curve.

6.3.2 Solution Procedure to Evaluate the Stress Increment

In this section the solution procedure to evaluate the incremental stress for a given
incremental strain is discussed. Assuming the solution at time t is known, i.e. the stresses
'S, strains 'g,, P and displacements tu, v are known. The increments of displacements,
and consequently the increments of strains are also known. The increments in stress and
cffective plastic strain are to be determined.

It should be pointed out that the incremental strain should always be evaluated with
respect to the last equilibrium configuration in order to exclude the effects of false path
which might be introduced by the equilibrium iteration process.

The solution procedure is based on a sub-increment technique (Chen and Han,
1988) which divides the strain increment into NSUB sub-increments. The number NSUB
should be large enough to obtain the required precision. If the acceptable size for sub-
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increments ¢ strain is set to be 10 microstrain, the number NSUB can be estimated as

= —tEx 6.39)
NSUB 0.00001 (

For each sub-increment of strain del. the following steps are carried out to evaluate the
incremental stress.

(1) Predict the sub-increment of stress based on elastic behavior in Eq. (6.35) and the toual
stress as

ST = Skt + E deek
where the superscript T indicates a trial value.
(2) Evaluate the effective suess 'St by Eq. (6.36).

(3) Check the yield condition against the current yield strength, 'Sy.

(@) If f('ST, 'Sy) < O, then update the stress 'St = 'ST and go to

step (1) for next sub-increment of strain.
(i) If f('ST, 'Sy) > 0, then go to step (4)

(4) Determine the value of Q which defines the elastic fraction of this sub-increment of
strain as (1-Q) d€x and elastic-plastic fraction as Q d€x. the factor Q is equal to 1 for
complete elastic-plastic sub-increment and O for complete elastic sub-increment of strain.

Update the stress for elastic fraction according to Eq. (6.35) and go to next step for clastic-
plastic fraction.

(5) Calculate the stress increment by Eq. (6.33) based on the current tangent modulus and
stress state, and update the total stress to obtain 'Sk as

'St = 'Sk + (1-Q Ediek + Q'C™Pdig; (6.40)
Go to next step.

(6) Calculate the effective plastic strain increrment by Eq. (6.37) and update the total
effective plastic strain to obtain P The calculation for the i'? sub-increment of strain is
finished here. Go to step (1) for the next sub-increment of strain.



“The internal forces, 'F and 'M, on the cross-section are integrated from the stress
state which is evaluated by the above procedure. The number of the integration points for
the integration process over the cross-section can be specified by the user of the program
ABP. A number of 20 for a half of the cross-section is recommended. The element vector
of internal force is integrated along the length of the element, and it is further assembled
into the global equilibrating force vector. From the load vector and the equilibrating force
vector, the unbalanced force vector can be determined and used to evaluate the next
increment of the displacements and strains.

6.4 CONSTITUTIVE RELATION FOR ISPDR TECHNIQUE

The basis for the generalized constitutive relations for the ISPDR technique has
been defined in terms of the relation between internal forces and strains in Egs. (6.23) and
(6.24). These are rewritten here as

d'F = 'K, d'ep + ‘K3 d'o (6.41a)
d'M = 'Kj deg + 'K, d'o (6.41b)
t
where 'K, = J'F (6.42)
8(83
oM
‘K = — (6.43)
3¢
t t
Ky = OF = IM _ g, (6.44)
a(¢ d'eo

In Eq. (6.44), te is the distance from the elastic stiffness centroid to the tangential stiffness
centroid of the cross-section of the current configuration. 'Ky, 'K; and 'K 3 are the stiffness
coefficients of the cross-section. The relations defined in Eq. (6.44) will be proved in Sect.
6.4.5 under the condition of plane crcss-szctions remaining plane.

To tully define the gen:zialized constitutive relation represented by Eq. (6.41), the
evaluation of cross-sectional stitimess coefficients 'K;, ‘K3 and 'K3 needs to be detailed.
The procedure for this evaluation has two major steps. One is to develop a generation
procedure for stiffness-property-deformation (SPD) relations from the shell analysis



because the shell model analysis can’t directly provide the above cross-sectional stiffness
coefficients. The second step is to input SPD relations into the beam model and determine
the cross-sectional stiffness coefficients of Eqs (6.41).

This section includes discussions on definition, application and generation of SPD
relations in Sects. 6.4.1, 6.4.2, and 6.4.3, respectively. It also decals with relevant
problems, such as, size dependence of SPD relations Sect. 6.4.4. As a supplement, the
derivation of Eq. (6.44) is also demonstrated in Sect. 6.4.5.

6.4.1 Definition of SPD Relations

The SPD relations are a set of relations established from shell model analysis which
can be used to define the cross-sectional stiffness coefficients 'K, 'K, and ‘K3 in Egs.
(6.42) to (6.44). One of the requirements on SPD relations, of course, is that cross-
sectional stiffness coefficients can be expressed in terms of the quantities defined as SPD
relations. However, a more important feature is that they must be able to be conveniently
derivable from a simple shell model analysis because a very significant portion of the
computational effort will be consumed by the generation of SPD relations. Considering the
nature of the approximations associated with this solution procedure, it is acceptable to

evaluate 'K, 'K, and 'K3 approximately. On the other hand, it is almost impossible to
evaluate them precisely.

In order to limit each of the SPD relations to a simple one dimensional form, onc
primary independent variable must be selected. The state of the pipeline in terms of its
internal forces and strains depends on its geometric properties, such as diameter and
thickness, and its mater.al properties. In addition, it also depends on the loading
conditions, where a typical load combination is bending moment, axial force and internal
pressure, and on loading history. Since geometric and material properties are specified for a
given design of pipeline, the loading condition and history are the variables. Among the
loads, internal pressure is usually kept constant during operation. Axial load and
corresponding axial strain mainly come from temperature effects and vary in a relatively
narrow range. Only bending moment and its corresponding curvature vary extensively,
depending on the externally applied loads and imposed deformations. Consequently,
considering their relative importance, moment and curvature are taken as the primary
variables while axial force and axial strain may be considered as secondary variables.

In the pair of primary variables, and in the pair of secondary variables, only onc
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variable is independent and the other is dependent because of the constitutive relations
defined in Eq. (6.41). For each pair. either of them can be taken as the independent
variable, and the state of the pipeline in terms of the internal forces and strains is completely
defined if independent variable associated with each pair is defined. Considering the nature
of deformation analysis and the fact that flexurai deformation is the principal deformation
pattern, curvature is taken as the primary independent variable. The SPD relations are then
defined in the form of relations between each of required quantities and the curvature. In
order to span the two-dimensional domain in terms of primary and secondary independent
variables, several sets of one-dimensional relations need to be developed with different
constant values of the secondary independent variable. The axial force is taken as the
secondary independent variable because it is easier to keep constant than the axial strain in
the simple shell analysis.

The stiffness properties required to define cross-sectional stiffness coefficients are
the following five, which are defined in this way because they are derivable from the shell
model analyses of a shell segmen’ subjected to constant internal pressure and axial , and to
variable moment. These analyses have been presented in Ch. 4.

(1) Property 1 - Flexural stiffness, 'Ky, : The flexural stiffness is defined as

o'M

Ky =
2'¢

with 'F = constant (6.45)

(2) Property 2 - Axial stiffness, 'K, : The axial stiffness is defined as

_ OF

'K
* ateo

with d'M ='C 'V d'F (6.46)

(3) Property 3 - Location of the elastic stiffness centroid of the cross-section, V¢ : The
location of the elastic stiffness centroid for a deformable cross-section at any cross-section
along the pipe, relative to its initial position, may be defined as

f tv dA
37 A

e T 6.4
47
dA ( )

A

(4) Property 4 - Location of the tangent stiffness centroid of the cross-section, '¥s : The

(]



tangent stiffness centroid of the cross-section is defined as the centroid of the transformed
area (Beer and Johnston, 1985) of the cross-section. The transformed area consist of the
geometric area for which the wall thickness is adjusted in proportion to the incremental
tangent modulus in the wall. This quantity is defined for the deformed cross-section as

J"y ‘EdA

lys =
I E dA (6.48)

with 'E as the current tangent modulus.

(5) Property S - Amplification factor. 'C : This factor relates the relative magnitude of the
increment in secondary moment intro.iuced by incremental deflection d'V, to that arising

from the incremental axial force d'F. The secondary moment, which has two components,
can be expressed as

(dtM)seﬂ:onda.ry = dh -V d'F ='C V. d'F (6.49a)

where the amplification factor, '~ .~ <. .*ned as

'Ed'v
IC =1+ —£
v, d'F (6.490)

It should be noted that this factor is associated with the definition of property 2.

(6) Definition : The SPD relations consist of relations between the five stiffness properties
identified above and the curvature. These properties are evaluated for each value of a set of
constant axial forces which covers the possible range of the axial force for the problem
under consigeration.

6.4.2 Application of SPD Relations

The SPD relations defined in the previous section are specially designed to be used
as constitutive relations for the ISPDR technique where the effects of local buckling can be
approximately accounted for in the beam model of pipelines. In this scction, the
expressions for the cross-sectional stiffness coefficients defined in Eqgs. (6.42) t0 (6.44), in
terms of the cross-sectional st:ffness properties defined in Eqgs. (6.45) to (6.49), arc
presented.

TV
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From the definitions, the distance between elastic and tangent stiffness centroids,
e, can be expressed as

i = (YS - [Vc {6.50)

Applying the constraint of constant axial force in Eq. (6.45), to Eq. (6.41a), and
considering Eq.(6.44), Eq. (6.41a) becomes

0 = K, d'eo + '¢e'K; d'o (6.51a)
From Eq. (6.51a), the increment of axial strain can be expressed as

d'eg = -teu (6.51b)
Substituting Eq. (6.51b) into Eq. (6.41b), this latter equation becomes

d'M = (-te2 'K +'K2) d'o (6.52)
Comparing Eg. (6.52) with the definition in Eq. (6.45), the following relation is obtained

K, = -te2'K; + 'K, (6.53)

Applying the constraint in Eq. (6.46), o Eq. (6.41b), and considering Eq. (6.44),
Eq. (6.41b) becomes

'C, d'F = te 'K digg + K2 d'¢ (6.54a)

Solving Eq. (6.54a) for d'¢ results in

do = C T d'F - e 'K, d'eg
th

(6.54b)

Substituting Eq. (6.54b) into Eq. (6.41a) and making some algebraic rearrangements, Eq.
(6.41a) may be written as

dE _ 'Ki'K; - fe2'K?
th() th - te'C (Vc tKl

(6.55)

Comparing Eq. (6.55) with the definition in Eq. (6.46), yields



A
'K ‘KI - KC:[K'I'

‘K, = ——— (6.56)
'K, - te'C W, 'K, |

Solving Egs. (6.53) and (6.56) for 'K, and 'K - results in

' Ky - te2 1K, + e 'C We 'K, (6.57a)
K2 + te 'C 'V, 'K, 'K,
Ke = ———— e (6.57b)
Kp - te2 'K, + te 'C 'v. 'K,

By Egs. (6.57) and (6.44), the cross-sectional stiffness coefficients are fully
defined in terms of the cross-sectional stiffness properties. Using the incremental notation
of Sect. 6.2 for displacement increments, Eq. (6.41) can now be written as

F = 'K &0 + K3 (6.58a)
M = K3 g0 + 'Ky 0 (6.58b)

which is the incremental constitutive relation for the ISPDR technique.

6.4.3 Generation of SPD Relations

The gencrauon of SPD reiauons is carried vut by a proceduic of runiing the sheli

model analysis and abstracting the information necessary to constru<' » '« relations. For
each value of constant axial force, there are five relations thatne-. . - :onstructed, and
the values of the constant axial force should be selected to he uisie + nver the range of
axial force which may possibly occur in the operating line. Ti.c  _- :ng discussions will

describe the generation procedure for a set of SPD relations corresonding to a given value
of constsnt axial force.

A three-dimensional shell model of a pipeline segment is used in the analysis, as
discussed in Sect. 4.2 and defined in Figs. 4.1 and 4.6. The modei is used to simulate a
pipeline segment simply supported at both ends and subjected to constant axial load.
constant internal pressure, and incremental moment, as shown in Fig. 6.2. A particular
segment which contains the most severe local buckling is chosen and the average response
of this segment is used to construct the SPD relations. In principle this selected segment
could be located anywhere on the pipeline segment, as indicated in Fig. 4.6a, aithough it is
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more likely to be located in the central part than at the ends. The geometric and material
properties for the shell model are the same as those of the pipeline to be analyzed in the
beam model.

Two types of run of the shell model analysis, which can be called the primary run
and the secondary run, respectively, are necessary to define the five SPD relations. The
primary run starts from the initial state, and proceeds with an incremental solution at proper
step-sizes subjected to constant axial load, constant internal pressure and incremental
bending moment. The primary run is stopped when the deformation of the pipeline
becomes large enough so that the pipeline is obviously no longer operational. The
secondary runs start from any equilibrium state on the path of the primary run, and proceed
with one step incremental solutions of relatively small step-size consistent with constant
applied moment, constant internal pressure and incremental axial load. The secondary runs
are stopped after one step.

The primary run provides the information to construct three SPD relations at the
specified axial force. These are: the moment-curvature relation which defines the flexural
stiffness, 'Kp of Eq. (6.45); the 'V -curvature relation defining the location of the elastic
stiffness centroid by Eq. (6.47); and the 'Ys-curvature relation defining the location of the
tangent stiffness centroid, as given by Eq. (6.48). A series of secondary runs along the
path of the primary run at proper intervals provides the information to construct two SPD
relations at the specified axial far~a These are the axial stiffness 'K,-curvature relation
defining the axial stiffness of i.q. (6.46), and the ‘C-curvature relation defining the
amplification factor of Eq. (6.49). Plots of these relationships will be given subsequently,
but typical of these plots are the moment-curvature curves in Figs. 4.7 to 4.9.
Nevertheless, the reader may wish to refer at this time to the sets of properties in Figs. 6.22
to 6.26, which illustrate all five of the properties.

The moment-curvature relation comes naturally out of the primary run except that
moment and curvature are defined as the average moment and average curvature on the
buckling segment. The flexural stiffness, 'Ky _is the slope of moment-curvature curve
according to definition in Eq. (6.45), since the axial force is constant. The location of the
elastic stiffness centroid, 'V, and the location of the tangent stiffness centroid, ‘¥, are
obtained by integration over the cross-section according to the definition in Egs. (6.47) and
(6.48). The integration shculd be carried out over several cross-sections a:id their average
is used to define SPD relations for the buckling segment.
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The secondary runs start at a given curvature and axial load, with an axial load
increment. This increment is, in general. tensile due to the fact that the axial torce in the
pipeline increases as the imposed differental settlement increases. The axial stiffness K,
can be obtained according to the definition in Eq. (6.46) assuming that the condition in Eq.
(6.46) is satistied which is verified in the following.

In the shell model of the pipeline shown in Fig. 6.2, the differential moment at any
section has three components, and may be expressed as

d'M = (d'M), + 'F d'V. + ‘7. d'F (6.59)

where (d'M), is increment of the applied moment, 'F and d'F are the compressive axial load

and its increment respectively. In the secondary run, applicd moment is kept constant, so
Eq. (6.59) becomes

d'M = 'C'V_ d'F (6.60)

where 'C is defined in Eq. (6.49). Eq. (6.69) is obviously consistent with the condition in
Eq. (6.46). The amplification factor 'C can be obtained from the secondary run, hecause
the increments of 'V and 'F are available from this secondary run.

6.4.4 Size Dependence of SPD Relations

From the generation procedure of SPD relations, it is obvious that SPD relations are
dependent on the length of the buckling segment which contains the principal buckle. In
the following this will be referred as the principal wavelength. The size dependence is
implicit in the use of average curvature, average moment, average axial stiffness and
average locations of the elastic and tangent stiffness centroids. More significant localization
is expected if a smaller principal wavelength is used. On the other hand, the effects of local

buckling are not properly represented by SPD relations if a larger principal wavelength is
used.

To properly account for size dependence, the SPD relations must be applied
properly. The main idea is to apply SPD relations in a manner similar to that in which they
are generated. First of all, there are two regions in the SPD relations to be identified. These
are the prebuckling region and the postbuckling region. In the prebuckling region, the
effects of local buckling are not present and therefore the curvature and moment are
uniform except for the secondary effects from axial load eccentricity which is not
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significant. Consequently, the effect of size dependence is negligible.

In the postbuckling region, significant non-uniformity is introduced by local
buckling, and strong size dependence is theretore expected. The size dependence of the
curvature is illustrated by Figs. 4.23 to 4.25. To account for the size effect of SPD
relations in their application procedure, the size of the pipeline-beam elements is set to equal
the principal wavelength in the regions where buckling is expected to occur. The average
deformation quantities defined over the buckling segment are identified as local quantities.
Larger sized elements may be used in the region where buckling is not expected to occur.
This reduces the number of elements without impairment of accuracy because the size
effects are negligible in these regions. In addition, the average curvature of the pipeline-
bcam element is used to evaluate the flexural and axial stiffness, locations of elastic and
tangent stiffness centroids, and amplification factor through SPD relations.

The average curvature in an element can be defined by integration along the length

as

f tcb d'x
‘4 'L (6.61)

¢ = F—
dix
L

As a result, the SPD relations to be used as constitutive relations relate average increments
of intemal forces and strains over the length of an element where length is chosen as the
principle wavelength.

6.4.5 Derivation of Equation (6.44)

Equation (6.44), which expresses coupling between stiffness coefficients in terms
of the axial stiffness coefficient 'K, and the distance between the elastic and tangent
stiffness centroid, ‘e, was introduced without derivation . The derivation for this equation
is presented in this section.

Two systems of deformation coordinate and their corresponding forces are shown
in Fig. 6.3. System I has the elastic stiffness centroidal axis as the reference axis. System
IT has the instantaneous tangent stiffness centroidal axis as the reference axis. The
incremental axial strains are measured, and the incremental axial forces and moments are



assumed to act, at the reference axes. In System 11 the instantancous tangent stiftness
centroidal axis becomes the uncoupled reference axis provided that the distribution of
current modulus over the cross section is unchanged when do =0, de, # 0, and d¢ = O,
de, = 0. Assuming this condition is valid, Eq. (6.44) can be proved as tollowing.

First of all. it should be realized that the axial stiffness in System I and System 1
are equal to each other, 1.e.

I _OF

d'so o'sg

= K, £6.62)

because both of them are the axial stiffness under the same incremental strain condition
which is a uniform axial strain increment over entire cross-section.

If the curvature increment is assumed to be zero, by Bernouli's assumption there is
a uniform axial strain increment over entire cross section. Therefore

d'es = d'eo (6.63)

d'F = 'Kid's (6.64)
In the uncoupled system, incremental forces can be expressed as

d'F = 'K, d'ss (6.65)

dM; = 0 (6.66)

Replacing the incremental axial force in Eq. (6.65) by a statically equivalent system with
the force moved to ¢ from axis s and using Eq. (6.63), the incremental moment in System !
can be expressed as

d'M = d'M; - (-d'F)le = e'K, d'& (6.67)

From Egq. (6.67) and the condition of zero incremental curvature, the following cguation
can be obtained direcdy

= te K, (6.68)
o'y

which is one of the equations in Eq. (6.44).
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If the incremental strain at the elastic stiffness centroid is assumed to be zero and
curvature increment is nonzero, the incremental axial strain and force in System II can be
expressed as

dies = ted'd (6.69)
d'F = 'K, d'e; = te'K; d'® (6.70)

From Eq. (6.70) and the condition of d'& = 0, following equation can be directly obtained

d'F
— = 'e'Ki (6.71)
a0

which is the other one of the equations in Eq. (6.44).
6.5 PIPELINE-SOIL INTERACTION

Pipeline-soil interaction is expected to play an important role in the response of
buried pipelines, especially for pipelines in arctic environments where many external ioads
arc imposed through pipeline-soil interaction. The fundamental assumption for pipeline-soil
interaction models is that the effects of soil on the pipeline can be modelled by a series of
soil springs as assumed in Sect. 6.1. To establish the interaction model, the ground profile
must be described at all stages of deformation. The deformations of the soil springs can
then be determined according to the relative positions of the pipeline and the ground profile.
By using the constitutive relations of the soil springs, which describe the relation between
the spring forces and spring deformations, the reactive forces of the soil springs can be
defined. The three basic aspects of this process are discussed in following subsections.

6.5.1 Ground Profile

Ground profile here refers to the configuration of supporting soil beneath the
pipeline. This configuration depends on many factors such as differential thaw settlement,
tfrost heave and fault movement. In this project, focus will be concentrated on the effects of
differential thaw settlement, although the approach employed here can be extended to other

applications. Before defining the ground profile, the differential thaw setilement
configurations are examined in the foliowing.

Two possible differential thaw settlement configuration are shown in Figs. 6.4 and



6.5 (Nyman, 1983). These represent two dittferent mechanisms. The first is causced by a
non-uniform thaw front which may be introduced by non-uniform heat trapster. The
second is due to non-uniform thaw settlement soil properties because the presence of thaw
stable permafrost or rock. In spite of different mechanisms, the resulting ground profiles
and their effects on pipeline response are similar, and consequently, they can be treated in
the same way in analysis. The configuration of the ground profile can be divided into the
settlement zone, transition zone and stable zone along the pipeline. For long settlement
zones, the maximum pipe stresses and strains are located irs the vicinity of the transition
zone. As the length of settlement zone decreases, the pipe stiffness plays a more active role
in transmitting overburden load to the transition zone, and relocates maximum pipe stresses
and strains toward the center of the settlement zone.

With respect to the ground profile, the following assumptions are introduced. The
length of settlement zone is assumed to be large enough so that the maximum stresses and
strains are located in the vicinity of the transition zone and each of the transition zones can
be analyzed independently. As a result, the analytical model includes only a transition zone
and parts of the settlement and stable zones. Soil is assumed to settle uniformly in the
settlement zone and not to settle at all in the stable zone. The length of the transition may be
relatively short. As a result, the pipeline may separate from the supporting soil in the
transition zone, and adjacent parts of the settlement and stable zones, because of the
stiffness of the pipeline. Based on these assumptions the ground profile can be described,
in principle, by str:ight horizontal lines in the stable and settlement zones and a curve in the
transition zone - i..ch connects the two straight lines. Three representations to define the
ground profile are introduced in the following.

The first representation is a simplification of the real ground profile and consists of
three straight lines as shown in Fig. 6.6. It can be called a stepwise ground profile and
arises naturally if the length of the transition zone of ground profile is reduced to zero. It
appears to be unrealistic. However, considering that the pipeline separates from supporting
soil in the transition zone and a part of the adjacent settlement zone, the simplification is
acceptable. The benefit of a stepwise ground profile is that only once parameter, the
differential settlement '8, is needed to fully describe it.

The second representation is called the smooth ground profile where the ground
transition zone is filled by a smooth curve as shown in Fig. 6.7. The shape of this curve
assumed here consists of two parts which are symmetric about a center origin, located at
the middle of the transition zone and at half the differential settlement. It is constructed for
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the conditions that the ground protfile is continuous up to the second order derivative at both
ends and at the center of the transition zone. It is described, in terms of the coordinate
system of Fig. 6.6, by the following expressions

Yo = 0 X < - L1r (6.72a)
3 4
Y = - —— (2 (Lg+%)3 - (LrrtX)” -LTr %<0 (6.72b)
2 Ui L
t 4
Yo = -8 + —0— (2(Lm-m3-Q“—T—Ri—79—) 0<X<L1g (6.72c¢)
2 Lp L
5 = - '8 %> L1r (6.724)

where ' and Ly are the differential settlement and the half length of the transition zone.
This smooth ground profile allows the effect of the shape of the transition zone to be
considered in an approximate but simple way. It can be used to study the effect of the
length of transition zone in a systematic manner because the length of transition zone is the
only parameter apart from the differential settlement.

The last representation is a piecewise linear ground profile, where the transition is
composed of piecewise straight lines connecting the positions of points at certain locations.
When the differential settlement is increased, seitlements at those points are proportionally
increased. This scheme allows any configuration to be defined and the real ground profile
to be represented as closely as possible.

6.5.2 Deformation of Soil Springs

There are three types of reaction from soil surrounding the pipeline considered by
the model. These are : support from the soil beneath the pipeline; reaction from the soil
above the pipeline; and, friction along the pipeline. They are modelled by bearing springs,
uplifting springs and longitudinal springs, respectively. The deformations cf these springs
are determined according to the relative position of the pipeline and the soil. The
constitutive relations for these springs will be discussed in next secuon.

Both the bearing and uplifting springs are bearing type springs which can take only
compressive force. Consequently, for a pair of bearing and uplifting springs acting on the
same cross-section of a pipeline, only one of them is active at anytime. To identify the
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active and inactive springs, the concept of gap width is introduced and denoted as 'd. as
shown in Fig. 6.7. The gap width for a cross-section is defined as the separation distance
between the pipeline and ground profile in the direction normal to the current pipeline

configuration at the cross-section. It can be evaluated for each type of ground profile as in
the following.

For the stepwise ground profile of Fig. 6.6, and any given cross-section on the
pipeline (X0, '¥o), the corresponding point on the ground profile with the same X-coordinate

is (X, -t5) in the settlement zone or (*Xo, 0) in the stable zone. The vertical distance is then
dy = Fo + & if >0 (6.730)
'y = 3, if %<0 (6.73b)

With the help of Fig. 6.6, the gap width can be expressed as

'd
d = if 'dy >0, and, '‘dytan B <'X or X <0 (6.74a)
y y
cos fB
td = —X2_  if td, >0, and, 0 < 'K < 'dy tan B (6.74b)
sin B
td = 0 if tdy <0 (6.74¢)

where p is the angle between the normal direction of pipeline and y-axis.

For the smooth ground profile of Fig. 6.7, Eq. (6.73) becomes
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tdy = %, - l’y‘G (6.75)

where Y is the undeformed ground configuration evaluated through Eq. (6.72) by
substituting 'X,. The gap width can be expressed as
tdy Siﬂ Y

t4 = if 'dy >0 (6.76a)
sin B cosy + siny cosP

d = 0 if tdy <0 (6.76b)

where angles B and Y are defined in Fig. 6.7.



The angie § can be easily evaluated as long as the current position of the pipeline is

given. In order to evaluate angle 7, the intersection of the normal line of the pipeline at the
given cross-section and ground profile, point S in Fig. 6.7, has to be determined. This can
be solved numerically when the normal direction of pipeline and ground profile curve in
Eq. (6.72) are available. Eq. (6.76) is also applicable to piecewise ground profile as long
as the angles are properly evaluated.

With the gap width defined and evaluated, the active spring can be easily identified
between bearing spring and uplift spring. The bearing spring is active when gap width is
equal to zero and the uplift spring is active when gap width is greater than zero.

The incremental deformation of the springs are evaluated in the local coordinate
system as

{ABs = - Vo if 'd=0 (6.77a)
Aps = 0 if 'd>0 (6.77b)
Ays = 0 if 'dd=0 (6.78a)
{Ays = -1Vo if 'd>0 (6.78b)
ApLs = - o (6.79)

where Aps. Ays and Apg are de:crmation increments for bearing, uplifting and
longitudinal springs, respectively, and 'd is defined in Egs. (6.74) or (6.76) where it is
applicable.

6.5.3 Constitutive Relations for Soil Springs

The constitutive relations for soil springs are defined in terms of relations between
the force and deformation of the springs, which are assumed to be elastiu-plastic. The
relations for bearing and uplifting springs are one-sided functions with nonzero stiffness on
the compressive deformation side only due to the fact that the tensile strength of soil is
negligible. The relation for longitudinal spring is a symmetric function with respect to
compressive and tensile deformation. Typical relations are shown in Fig. 6.8.

The incremental spring forces, which are defined in the local coordinate system on
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the current deformed configuration and denoted by Fgy, ([Fus and [Fig, are

Fps = 'Kps Aps (6.80a)
Fus = 'Kys Ays (6.80b)
Frs = 'Kis Arg (6.80¢)

where *Kgs, 'Kys and 'Kis are the current tangential stiffness of bearing, uplifting and
longitudinal springs. The sign of spring forces is usually defined as positive for tensile
deformation and negative for compressive deformation. However, the sign convention
used here is based on the reactive forces exerted by the springs on pipeline. The spring
forces are positive if their reaction on the pipeline is positive in the local coordinate system.

6.6 INCREMENTAL VIRTUAL WORK EQUATION

The virtual work equation has been discussed in Sect. 2.12.5 where a gene:al
equation is given for total Lagrangian formulation in Eq. (2.67) and cquations of shell
structure are given for both total and updated Lagrangian formulations in Eqgs. (2.74) and
(2.79), respectively. For the pipeline-beam element, the special stress-strain states and
pipeline-soil interaction results a special form of virtual work equation. Since different
constitutive relations are used for RMDI and ISPDR techniques as discussed in Sects. 6.3
and 6.4, the incremental virtaal work equation will be established separately for these two

techniques. Nevertheless, the equations obtained are the same cxcept for some details as
demonstrated in following sub-sections.

6.6.1 Incremenial Virteali Work Equation fer RMDI Technique

For the RMDI technigue, the virtual work equation can be derived from the general
virtual work eguatior, in Eq. (2.87), based on stress and strain components of the pipeline-
beam element. It can be expressed as

j H-A}Sx 8t+A{5x dtv + I ”A%SG St*AEEg dtVv + f (”AsFBS +1+A%FBS) 51+Atv” dtx
v ty i (6.81)

+ ! HALE, o St+Aly, dix = S'ATW oy
t
L

where the tirst two terms are virtual work of stress of pipeline and the second two terms

to
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come from soil springs. The right-hand side of the equation is the external virtual work due
to applied load. Considering following relationships

AIS = 1S, + S, (6.82)
1+81Sg = 'Sg = constant (6.83)
S*+ale. = S, = el + el (6.84)
§*+Biey = Bigp = 'Coy SiEx (6.85)

where Egs. (6.31), (6.12) and (6.32) are used to obtain Egs. (6.83). (6.84) and (6.85).
respectively, the first two terms in Eq. (6.81) becomes

I+1 = j Sy Sk d'V + J (Sx &R + Cg, 'Sg &ell) d'V
v Y

+ f ((Sx &Elé + ‘Cex lSe &EI{) dtV + I th &EY;IL dawv
'v v

where the roman number I and II represent the first two terms. Substituting £gs. (6.17),
(6.18) and (6.33) into above equation and carrying out the integration over the cross-
section, it becomes

»

I+0 = J ('K €k + K3 @D Sk + (K3 &b + K3 0D 89D dix
'L

(6.86)
+ f (‘Feq S€DL + Mg 5 ") dtx + j (‘Feq Ol + 'Meq 500 dix
'L ‘L
where the higher order terms are ignored, and

'K, = f 'CEP ¢'A (6.87a)
A

K, = I 'CEP 2 gtA (6.87b)
‘A

K3 = - ] 'CE® ¢ d'A (6.87¢)
'A



ty
‘wd
~J

are the cross-sectional stiftness coefficients, which are the same as those detined in Egs.
(6.42) to (6.44) under the assumption of plane section remaining plane, and ithe current

tangent modulus ‘CEP is defined in Eq. (6.34). The total equivalent internal forces at ime t
in the above equation are defined as

"Feq = I ((SX + l(:ex tSe) d(A (6884)
A

‘M = -j (Sx +'Cey ‘'Sg) y d'A (6.88b)
t
A

The equivalent total internal forces consists of the contribution of the axial stress and the
hoop stress and are defined based on equivalent virtual work.

Considering Eq. (6.80), the second two terms in Eq. (6.81) becomes

Mm+IvV = f ([KBS {Ags + tKUS Ays) Owvo dix + J lKLs ALs Sy dtx
'L ‘L (6.89)

+ I (‘Fps + 'Fus) &vo d'x + I 'Fis S dx
' "
where III and IV represent the third and fourth terms in Eq. (6.81).
Substituting Egs. (6.86) and (6.89) into (6.81), it becomes
I (K, & + K3 @) 8k + (K3 &k + 'K 49 500 dix +
'L

J (‘Feq Seb+Meq 50 ) d'x+[ ((*Kps Aps+'Kus dus) dvet'Kis Ars ) dix
'L ‘L (6.90)

= AW, f (*Feq 8k + Mg 801 dix j ((‘Fgs + 'Fus) &vu + 'Frs Suw) d'x
L L

This is the incremental virtual work equation for the pipeline-becam clement based on the
RMDI technique.



6.6.2 Incremental Virtual Work Equation for ISPDR Technique

The virtual work equation for the pipeline-beam element based on the ISPDR
technique is established in a similar procedure to that in the previous sectuon. However, it is
based on internal forces and strain components because the constitutive relations employed
in the ISPDR technique are defined based on these quantities. With the internal forces and
1t ~neralized strains Eq. (2.79) becomes

f (O §t+Atg, 4 t+AM SHA:(D) dix + f (**A{Fps + "*3{Fus) &wvo dix
1 ‘L (6.91)

+j (I+ALIFLS oo d'x = 8t+Atwext
|
L

Considering Egs. (6.18) to (6.24) and (6.41) and ignoring the higher order terms,
the first term in Eq. (6.91) becomes

I = f (('K; &l + K3 I¢L) Sek + (‘K3 &k + 'K, I¢L) 8!¢L) dtx
'L (6.92)
+ j (F 8l + M 80 -) dix + f (‘F Sk + M 8.4°) dix
'L

L

where 'F and 'M are defined in Egs. (6.22) and (6.23). Substituting Egs. (6.92) and (6.89)
into Eq. (6.91), it becomes identical with Eq. (6.90) except that the cross-sectional
stiffness coefficients and total internal forces are defined in Egs. (6.42) to (6.44), (6.22)

and (6.23) for the ISPDR technique, while they are defined in Eq. (6.87) and (6.88) for the
RMDI wchnique.

6.7 FINITE ELEMENT DISCRETIZATION

Having the incremental virtual work equation established in Eq. (6.90), which is
applicable to both the RMDI and ISPDR techniques with properly defined cross-sectional
stiftness coefficients and internal forces, the finite element discretization ca« be carried out.
The discretization procedure includes : interpolation of the displacements; matrix
cxpressions of strain-displacement and constitutive relations: matrix expressions of spring
deformation-displacement and spring torce-deformation relations; and, finally, the finite
clement equilibrium equations with the stiffness matrices and load vectors properly defined.
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Each of these aspects will be discussed in the following sub-sections.
6.7.1 Interpolation of Displacements

A pipeline-beam element is shown in Fig. 6.9 where three nodes are used and three
< t . . .
degrees of freedom 'u, 'v and 6 are assigned to each node. The dimensionless local
coordinate 'r is introduced for convenience which is defined as

o= X (6.93)
'

where L is the current length of the element. The displacement increments in local
coordinate system can be expressed as

[ < (o] e

where

r‘le{‘Hu o 0 H. 0 0 ‘B o o |
L

| 694
0 0 'Hye He O He 'Ho = (6.94b)

<> =< Vi B o v2 @ o i (B > (6.95)

In matrix expressions, bold characters represent matrices and vectors, and piain characuers
represent their components. In addition, { } represents a column vector, < > represent a
row vector, and [ ] is used for matrices.

The interpolation functions in Eq. (6.94b) are defined as

tH, = -%‘r(l-‘i’) (6.96a)

tH, = 3-lr2(1-‘r)2(‘r+3~) (6.96h)
4 4

;= %‘rz( T-tr)2(1+tr) (6.96¢)

B = (1-42) (6.96d)

tHs = (1-12)2 (6.96¢)



tH, = LﬂLﬁr( | -t2 )2 (6.961)

£l

'H, = é—‘r( 1 +tr) (6.96g)
'Hy = -%‘r?-( I+t )% ’r-%) (6.96h)
'H9=-%‘r2(l+‘r)2(i-‘r) (6.96i)

Since there are six displacement components associated with transverse displacemeat and
three associated with longitudinal displacement, the interpolations are quadratic for
longitudinal displacement and fifth order for transverse displacement. This is done for two
reasons. One is that linearly varied axial strain is necessary to model the axial force
distribution within the element. The other is that the minimum length of the element is
limited by the principal wavelength because of the size dependence of SPD relations as
discussed in Sect. 4.4.4. Consequently, relatively higher order interpolation is beneticial to
the convergence and accuracy of the element.

The nodal displacement increments in the local coordinate system can be obtained
by the following transformation

l'f] o o
lwd =1 o [71] 0 |Li) (6.97)
0 0 [T

where { (.} is the nodal displacement increment vector in the giobal coordinate system, and

cos'o sin'a 0 -I
[IT] =1 -sin‘x cos'o o (6.98a)
L 0 0 1 J
with
1 Py - 14
'a = arcsin { —:Z-"—[—‘—y-l—) (6.98b)

This 1s the incremental form of the element orientation. The differential form is defined in
Eq. (6.5).



6.7.2 Strain-Displacement Matrices

The strains have been defined in Sect. 6.2 with lincar components being detined in
Egs. (6.9) and (6.10) and nonlincar components in Egs. (6.15) and (6.16). Substituting
the discretized displacement increment in Eq. (6.94) into Egs. (6.9) and (6.10), the lincar
strain components becomes

[ e _ ['BY]{cue)

| o |

(6.99)
where

(H’ H, 'H;
[‘B‘]-{ L 0 0 Wi 0 o0 W 0 “]. 6100

6 ™y Hy 0 'Hy 'He 0 ‘Hy ‘H |
The single prime ‘' and double prime " in Eq. (6.100) represent the first and second order

derivatives with respect to the local element coordinate ‘x. Similarly, the nonlinear axial
strain component can be expressed as

e = é—<[ue> (BN BN {u.) (6.101)
where
‘Hy o0 o ‘He 0o 0o ‘W oo 0 \
BN = , _ , . . . (6.102)
O W, *H; O H: 'H, 0O 'H¢ 'H. ]

Applying variation on Eq. (€.:01), the vantation of nonlinear strain increments becomes
Sl = <S> [BN]TBN]{u,) (6.103)
The variation of the nonlinear curvature increment can be expressed as
80" = <Bue>[BLIT[BN] (u.) (6.104)
where

tH':' lH" lH" (H:s' tH" lH;'
[‘Bf"‘] 0 3 0 s 0 8 Z

Ly o 0o w 0o o w oo o [ @I
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The deformation of soil springs are defined in Egs. (6.77) to (6.79) which can be
expressed in werms of nodal displacement increments as

’IALS \ = [IBS]I

IABS’ = {ue) (6.106a)
lnAus
where
[-IHX 0 0 RIZR 0 o ]
[BS] =| 0 “Hy(1-E) -Hy1-E) -+ 0 -BL(-E) -Hs(1-E) | (6.106b)
0  -Hf HSE 0  -He CHE J

The parameter § in above equation is defined as

E=0 if'd(e) = 0 (6.107a)

§

1 ittd(r) > 0 (6.107b)
6.7.3 Finite Element Equilibrium Equations

Having displacements, pipe strains and spring deformations discretized in the
previous two sections, the incremental virtual work equation established in Sect. 6.6 can be
discretized to obtain the finite element equilibrium equations. Substituting Egs. (6.94),
(6.99). (6.103), (6.104) and (6.106) into Eq. (6.90), yields

d j <Suae> [ B[0P (8] e} dix + T j b ([BNIT[F][BN]
Le Le

+['BLT[M]['BN] ) {u.) dix + Zj <S,ue> [H]T[*DS][tBS] {ue} dix =
> (6.108)

Fis \d‘x )

> (<Bue>{'PL, ) - f <8‘ue>{‘BL}T{‘F }dtx | <dwues{H]
e tFBS‘“lFUSI

t
M Lo

In this equation, the cross-sectional stiffness matrix for pipe and soil springs are defined as
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'l IK} [Kx

, )
[\pP] = | (6.109)
| *K: 'K, |

(6.11M

B 1
(S] = Kes 0 0 }
L 0 *Kpgs Kis

where 'Ki, 'K: and 'Ks are defined by integrations in Eq. (6.87) for RMDI technigue and
by Eqgs. (6.57) and (6.44) for ISPDR technique. The internal force matrices are defined as

'F O

[tF] = " jl {6.111:2)
0 'F
'™ 0

[t™M] = { ] (6.111h)
0 'M

where 'F and 'M are the equivalent total internal forces defined in Eq. (6.88) for the RMDI

technique, and are the total internal forces detined in Egs. (6.21) and (6.22) for the ISPDR
technique.

The elastic-plastic stiffness matrix, geometric stiffness matrix, and soil spring
stiffness matrix at the element level are defined, respectively, as

[lKEP] =f [IBL]T[tDP][tBL] dtx
Le

(6.112a)
[
[weg) = | (BRTFIlBM] + [ ] [M][B1]) ax (6.112h)
Jie
[ 1
[ks] = | el ['DS]['BS]dx (6.112¢)
JLe
The element vectors of internal load for pipe and soil springs are detined as
o~} = :BLTr‘tF\dt
(QP} jie[ ] \lM‘ X (6.113a)



{'Q¢) = ?H}T} Fus | g (6.113b)

. \ 'Fps+'Fus /
-2

Substituting Egs. (6.112) and (6.113) into Eq. (6.108), yields

2 <S> (['KEp) +['KE] + ['KE]) (e} =

(6.114)
2 <due> ( ['PL) - {'Qp)- ['Qg))

The transformations for element stiffness matrices and load vectors from the local
element coordinate system to the global coordinate system are carried out. for example, as

') o o T ] o o ]
['Keel =| 0 (1] o I'Kgl| o [1] o (6.115a)
0 0 [‘T]J Lo o [T
and
'r] o o
('@l =| o 1] o |{'Qf) (6.115b)
o o [

where [‘T] is defined in Eq. (6.98).

By the direct stiffness assembly procedure in the global coordinate system and
applying variational principle, the incremental finite element equilibrium equations are
obtained as

(['Rep] +['Ra] + ['Rs]) (i) = {Bond) - (105} - {Ds) (6.116)

6.8 DEVELOPMENT OF PROGRAM ABP AND VERIFICATION OF
ISPDR TECHNIQUE

The finite element formulation of the pipeline-beam element has been presented in
Sect. 6.7. Based on this formulation, a program for Analysis of Buried Pipelines (ABP)
has been developed which can be used for settlement analysis in addition to analysis for
normal operating load conditions. In this section, two problems will be addressed. One is



discussions on some aspects of the formulation which have not been covered in the
previous sections. including the treatment ot internal pressure and the solution technique.
The other is the verification of the ISPDR technigue. As has been proposed in Sect.
1.3.2.3, the verification can be carried out in two steps. The first step is to establish
confidence in the RMDI technique implemented in program ABP by comparing the results
of typical examples from the RMDI wchnique to those obtained trom the program PIPLIN
(Structural Software Development, Inc.. 1989). Sccondly, the ISPDR technique can be
verified by comparing the results from the ISPDR technique with those trom the RMDI1
technique. Direct comparison between the ISPDR technique and program PIPLIN cannot
be obtained because program PIPLIN cannot provide sufficient information to construct

SPD relations. Detailed discussions of these topics are presented in tollowing sub-sections.

6.8.1 Internal Pressure

Internal pressure obviously causes hoop stress. This has been dealt with in the
stress-strain relation for the pipeline-beam element in Sect. 6.3. It the pipeline is restrained
the internal pressure also produces axial tensile force because of the Poisson’s ratio eftect.
In addition, internal pressure would introduce transverse forces it the pipeline is not
perfectly straight. For a perfectly straight pipeline. the axial forces due to internal pressure
are absorbed in the region near the ends by the longitudinal restraint. However, il the
pipeline is curved, transverse forces are introduced because of the direction change of the
axial forces due to the internal pressure, and the magnitude of these transverse forces
depends on the curvature. Because the axial forces due to internal pressure are always in
the direction of the centroidal axis of pipeline, the effects of axial forces due to internal
pressure are deformation dependent and should be treated as follower-type of loads.

In program ABP, the axial forces due to internal pressure are calculated based on
the current deformed configuration. This means that updates are necessary in every solution
step and every iteration for pressure induced axial forces. For a curved pipcline the
associated transverse loads are evaluated and updated in this process.

6.8.2 Solution Technique

A special solution technique is employed for settlement analysis of buried pipelines
because the deformation in the pipeline is activated by imposed differential scttlement
through the pipeline-soil interaction mechanisms. Arc-length control techniques, discussed
in Sect. 3.2. cannot be directly and conveniently applied because there is no well defined



reference load in the setdement analysis. In settlement analysis. external loads are applied in
the form of incremental differential settlement, i.e. the base of transverse soil springs.
including bearing and uplifting springs, moves in the settlement zone from a equilibrium
configuration. As a result, unbalanced forces are introduced which detorm the pipeline to a
new cquilibrium configuration. Unfortunately, these unbalanced torces depend on the
current states of the pipeline and soil springs and on the incremental settlement.
Consequently, they can not be used as the reference load.

Newton-Raphson (N-R) iteration (see Sect. 3.1.2) cannot be directly applied either,
because when the base of the transverse springs move, the pipeline in the settlement zone
loses transverse support if the increment of differential settlement is larger than the
accumulated deformation in the bearing springs. The deformations of bearing springs in
most of the settlement zone are very small because they are introduced by overburden loads
above the pipeline, and the efficiency would be unacceptably low if the increment of
differential scttlement is limited to be smaller than the deformation in the bearing springs.
The displacement increment of an iteration can be very large if the pipeline loses transverse
support in the setdement zone. This would certainly lead the iterative procecure to diverge.
Therefore, N-R iterations, both full and modified N-R iteration, are not directly applicable
to settlement analysis.

The solution technique used in program ABP is a full N-R iterative technique
combined with an upper limit on the displacement increment acceptable for each iteration.
This upper limit is introduced to prevent very large displacement increments due to loss of
support in the settlement zone and to insure the convergence of the iterative procedure. The
full N-R iterative technique is necessary because the stiffness of the pipeline-soil spring
system varies all the time. When an increment of differential settlement is imposed, the
pipeline is separated from bearing springs in the settlement zone which becomes inactive
and unbalanced forces are introduced. The unbalanced forces deform the pipeline gradually
and the pipeline starts to contact the bearing springs from the far end toward the transition
zone as the deformation increases. In this process. the bearing springs gradually change
from inactive to active and so does their stiffness. The modified N-R iterative technique is
not able to take this change into account.

A proper value of the upper limit on the displacement increment for each iteration
can be tound by numerical experimentations. As an alternative, a rule based on experience
is summarized here. For a given increment of differential settlement, find a solution step
with any value of an upper limit as long as it converges. Then calculaie the norm of the total
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displacement increment for this solution step. One-third to half of this norm is usually a

good value tor the upper limit on incremental displacement for cach iteration.
6.8.3 Comparison between Program ABP and PIPLIN

This section presents comparisons between the RMDI technique (See Scects.

verification of the ISPDR technique (see Sects. 1.3.2.2, 1.3.2.3 and 6.4). PIPLIN is a
program which has been commonly used in the pipeline industry for many years and is said
to be the best commercial program available for pipeline analysis and design. Good
agreement between the solutions from the RMDI technique in program ABP and from
program PIPLIN would verity that program ABP, independenty developed in this project,
is reliable. The RMDI technique is similar to the solution technique in program PIPLIN
because both of them have stress-strain constitutive relations, and plasticity theory based on
the von Mises yield condition and the normality flow rule.

Two examples are used for comparison between nrograms ABP and PIPLIN. In
the first example, a pipeline of 650 feet (198 m) in length subjected to difterential settlement
is analyzed. In the second example, a similar pipeline is analyzed when subjected o
incremental temperature and internal pressure in addition to differential settiement. The
pipeline has a diameter of 12.75 inches (324 mm) and wall thickness of 0.247 inches (6.27
mm). A stepwise transition zone is assumed in both examples with 275 feet (84 m) in the
stable zone and 375 feet (114 m) in the settlement zone. The material propertics of the
pipeline and the soil properties are the same as those for some sections of the pipeline from
Norman Wells to Zama (Canuck Engineering Ltd., 1983). The material property of the
pipeline is nonlinear with elastic-plastic hardening. The finite element model is shown in
Fig. 6.10 for both examples. Supplemental information needed for the second example is
the increment of temperature 65 °F (36.1 °C), the expansion coefficient of 6.5 x 10°%/F
(11.7 x 10°6/°C) and the internal pressure of 1.44 ksi (9.93 MPa).

The examples in this section are grouped together with the examples in the
following Sect. 6.8.4 as a series for verification, designated as the V-series. Therefore, the
examples in this section are denoted as V1 and V2 for convenience, in which V2 includes
the temperature and pressure effects and V1 does not.

The results of the RMDI technique in Program ABP are compared with those of
program PIPLIN in terms of the deformed configurations, distributions of moment and
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curvature and the development of critical moment and curvature with the increasing
differenual setdement. The critrical moment and curvature is the moment and curvature at the
corss-section with the maximum curvature along the pipeline which is located at about 30
inches (762 mm) from the step discontinuity, in the stable zone, tor both examples.
Comparisons are shown in Figs. 6.11 to 6.15 for example V1 and in Figs. 6.16 to 6.20 for
example V2. The deformed configurations and distributions of moment and curvature are
taken at a differential settlement of 40 inches (1016 mm) which is the representative upper-
bound on differential settlement. Excellent agreement has been found between the two sets
of solution for both examples. This establishes the creditability of, and confidence in, the
RMDI technique implemented in program ABP.

6.8.4 Comparison between ISPDR and RMDI Techniques

Comparison between the ISPDR technique (see Sects. 1.3.2.1 and 6.3) and the
RMDI technique (see Sects. 1.3.2.2 and 6.4) is the second step to verify the ISPDR
technique to be applicable to settlement analysis of pipelines. The question about the
applicability of the ISPDR technique arises from the fact that the stiffness of the pipe is
calculated from two separate integration processes in the ISPDR technique. These are : the
integration over the cross-section in the generation procedure of the SPD relations; and, the
imcgiation over the iength in the solution procedure. Different deformation paths in the
generation procedure, from those in the solution procedure, lead to the concerns on the
applicability of the ISPDR technique. Good comparison would demonstrate that the effects
of the differences in deformation paths are simall and verify the applicability of the ISPDR
technique in settlement analysis of pipelines.

Comparison is carried out between the results of RMDI and ISPDR techniques for
two typical examples. The examples are for a pipeline subjected to differential settlement
with two different sets of material properties. The first example has the normal pipe
material properties specified as an elastic-plastic hardening (EPH) stress-strain relationship,
and the second one has a set of assumed material properties with an elastic-plastic softening
(EPS) stress-strain relationship. This -atter example is used to simulate softening similar to
postbuckling behavior of thin shcils. These two examples are denoted as V3 and V4,
respectively. Neither of these examples includes temperature or pressure effects. The
difference between them is confined to the type of material properties.

The solutions ot the RMDI technique are straightforward to obtain, while those of
the ISPDR technique involve the separation of the two procedures, namely, the generation
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procedure and the solution procedure. in normal application of the ISPDR technique, a
three-dimensional shell model has to be used to generate the SPD relations. However, for
validation purposes, the RMDI technique of the beam model can be used with a softening
material. This eliminates all the differences between the solution from the ISPDR technique
and that from the RMDI technique excep: the difference of defurmation paths between the
generation and solution procedures.

The beam model for generation of SPD relations is shown in Fig. 6.21 where a
pipe segment of 60 inches (1524 mm) is loaded as a simply supported beam. The pipe has
a diameter of 12.75 inches (324 mm) and wall thickness of 0.247 inches (6.27 mm). A 20
inch (508 mm) segment in the center has been used to construct the SPD relations where a
length of 20 inches (508 mm) is picked as the principal wavelength. The principal
wavelength is less significant in this particular case bccause no local buckling will be
present in the beam model. The loading condition is bending moment combined with
constant axial force at four and five different levels, for examples V3 and V4, respectively.
At each of these levels, there are five SPD relations to be constructed as discussed in Sect.
6.4.3. This produces twenty and twenty five SPD relations for the EPH and EPS materials,
respectively. The generated SPD relations are shown in Figs. 6.22 to 6.26 for the EPH
material and in Figs. 6.27 to 6.31 for the EPS material. These figures are graphical
representations of properties 1 to 5 defined in Egs. (6.45) to (6.49) in Sect. 6.4.1. They
are in piccewise linezr form and are appropriate idealizations created to be used as input for
the solution procedure of the ISPDR technique.

The finite element model for the settlement analysis in examples V3 and V4 is the
same as the model used for examples V1 and V2 (Fig. 6.10) except that the propertics of
the uplift springs are changed to be the same as those of the bearing springs. The length of
elements in the regions adjacent to the transition zone is 20 inches (508 mm) which
corresponds to the principal wavelength used to construct the SPD relations. Comparisons
of the results from the RMDI and ISPDR techniques are presented in terms of the deformed
configurations, distributions of moment and curvature, and the development of critical
moment and curvature with the increasing differential settlement. Figs. 6.32 to 6.36 show
the comparisons for example V3 and Figs. 6.37 to 6.41 for example V4. The deformed
configuration and distributions of moment and curvature are taken at differential setticments
of 34 inches (864 mm) and 44 inches (1118 mm) for examples V3 and V4, respectively.
Excellent agreement, in general, has been found between these two sets of solution.

Based on the two-step verification in the previous and current sections, it can be
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conciuded that the ISPDR technique in program ABP is applicable to settlement analysis of
buried pipelines and the accuracy is good enough for engineering prediction of the behavior
of pipelines even though some approximaticns are adopted. In addition. the program ABP
developed in this project has been shown to provide correct results..
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Fig. 6.1 Coordinate Systems and Displacements

The segment includs the principal buckle and on its
average response the SPD relations are construcicd

note: Lpy is the principal wavelength
F is the constant axial force
M is the increasing moment
The pipe segment is discretized by shell elements

Fig. 6.2 Loading and Boundary Conditions of the Shell Model for Generation of SPD
Relations
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(b) Stress-strain relations for EPH and EPS materials

Level F/F, F (kip)
1 -40% -158.30
2 -20% -79.15
3 0% 0
4 20% 79.15
5 40% 158.30

note : Fy = 395.75 (kip) is the axial yielding force
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Fig. 6.21 Beam Model for Generation of SPD Relations
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CHAPTER 7 ANALYSIS OF PIPELINES SUBJECTED TO
DIFFERENTIAL SETTLEMENT

Differential seitlement is one of the critical loading conditions imposed on buried
pipclines. As a result, response prediction of pipelines under imposed differential
settlement becomes an essential part for both design of new pipelines and evaluation of
cxisting pipelines. A pipeline subjected to differential settlement behaves, overall, as a
beam supported by soil. The response depends on the stiffness of the pipeline. the loads,
and the support, as well as the restraint provided by the surrounding soil. The models
developed for settlement analysis (Nyman, 1983 and Row et al, 1983b) are basically
confined to behavior in which beam-type behavior is simulated. However, local buckling
of the pipe wall changes the stiffness properties of the pipeline and introduces localization
of deformation which interacts with the overall behavior. Then the integration of the overall
and local behaviors determines the response of pipelines. Simulation of the local behavior
of pipelines is not included in Nyman's model (1983) and is inadequate in Row's model
(1983b). This implies that these models are not applicable to the analysis of pipelines for
which deformation beyond the initiation of local buckling occurs.

The approach for settlement analysis of pipelines developed in this project was
conczptually outlined in Sect. 1.3. It consists of two phases. In the first phase, the local
behavior of the pipeline is analyzed by utilizing a three-dimensional shell model of a
pineline segment. This model includes the effects of large displacements and nonlinear
material response. The local behavior obtained from this type of analysis is then
represented by the stiffness property-deformation (SPD) relations which are extracted from
the analysis. In the second phase, pipelines are modelled by pipeline-beam elements and the
SPD relations generated from the first phase are used to define the stiffness properties of
the pipeline-beam elements. This is an effort to reflect the interaction between overall and
local behavior. The pipeline-beam element is fully described in Ch. 6 which includes
definitions of the SPD relations and the rationale for them. The solution technique used to
carry out the analysis which simulates the interaction between the overall and local behavior
is the integration of stiffness property-deformation relations (ISPDR). It has been
discussed in detail in Ch. 6.

In this chapter, behavior of pipelines subjected to differential settlement is
predicted. The chapter starts in Sect. 7.1 with the description of the model based on the
pipeline-beam element. This includes discretization of the pipeline, properties of soil



springs an‘! generated SPD relations. Analysis is carried sut for a number of specimens,
where the specimens are specified in such a way that the intluences of cach of (a) soil
springs, (b) local buckling and (c) the temperature differential. can be investigated. The
solutions including the etfects of local buckling are carried out by the ISPDR technique and
those excluding the effects ot local buckling are carricd out by the RMDI technique. More
information on both ISPDR and EMDI techniques is available in Sect. 1.3.2 and Ch. 6.
Based on the solutions obtained, a sensitivity study investigating the behavior in general,
and effects of local buckling and temperature differential, are summarized in Scet. 7.2; and,
the influences of geotechnical parameters on the behavior are discussed in Sect. 7.3,

7.1 ANALYTICAL MODEL BASED ON THE PIPELINE-BEAM ELEMENT

The model for analysis of pipelines subiected to differential setticment consists of a
series of pipeline-beam elements and soil springs along the pipeline. The discretization is
discussed in Sect. 7.1.1. It is followed by a description of the properties of the soil springs
in Sect. 7.1.2. The stiffness properties of the pipeline are defined by SPD rclations
generated from shell analysis of a segment of the same pipeline. This is presented in Sect.
7.1.3. The last sub-section, Sect. 7.1.4, provides the detailed definition of specimens that
arc analyzed in this chapter for the sensitivity study.

7.1.1 Discretization

The pipeline considered here is of 48 inch (1219 mm) diameter and 0.462 inch
(11.7 mm) wall thickness. Analysis in this chapter is confined to pipelines of this particular
size because SPD relations are available only for this size. Generation of full sets of SPD
relations is very time-consuming since it is based on many runs of nonlincar analysis of a
large shell structure. However, the approach used for the analysis is applicable to all pipe
sizes. The length of the pipeline is not important to the response of the pipeline provided
that it is long enough to allow surrounding soil to completely damp out the longitudinal
movement at both ends of the pipeline. The length of the pipeline is chosen as 12000) inches
(305 m) with 4000 inches (102 m) in the stable zone and 8000 inches (203 m) in the
settlement zone.

The size of the pipeline-beam element in the active areas is determined by the
principal wavelength of the specimens whose responses have been used to define the SPD
relations. This is because the SPD relations are size dependent as discussed in Sect. 6.4.4.
The principal wavelength has been defined in Sect. 4.3.4 and Table 4.2 lists the principal
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wavelengths for all the specimens in the series of postbuckling analyses. The average of
principal wavelengths for last five specimens in Table 4.2, which have the high level of
internal pressure, is about 40 inches (1016 mm). Consequently, the element size in the
regions where local buckling is expected is set to 40 inches (1016 mm). In the other
regions, the size of element can be gradually increased to reduce the scale of the model. The
schematic discretization of the pipeline is shown in Fig. 7.1. There are total 131 nodes and
65 clements.

For the same reason as that which limits the analysis in this chapter to a specific size
of pipeline, the analysis is also limited to a specific level of internal pressure. This is 72
percent of the yield pressure. This is necessary because analysis at each different level of
pressure would require a completely different set of SPD relations and it is not possible to
obtain such sets in the limited period of time available.

The soil surrounding the pipeline is modelled by bearing, uplift and longitudinal
soil springs. Each element has nine springs of each type uniformly distributed over the
length of element. The properties of these springs are defined in the next sub-section.

The overburden load is specified as a uniformly distributed load of 0.25 kip/in
(43.8 KN/m). It is used to simulate the self weight of the soil above the pipeline and the
pipeline itself. Because the influence of the overburden load is believed to be small and the
magnitude of overburden load varies in a relatively narrow range, the overburden load is
not taken as a parameter to be studied in this chapter.

7.1.2 Properties of Soil Springs

Several models to determine the properties of soil springs have been proposed
(Nyman, 1983; Selig, 1988; and, Wagner ez al, 1989) where the properties of soil springs
in terms of stiffness and strength are related to parameters such as : coefficient of earth
pressure, effective angle of internal friction, the state of soil (frozen ot unfrozen), pipe
diameter, and cover depth. If a particular pipeline is to be analyzed, it is secessary to
cvaluate the properties of soil springs from a particular set of soil parameters in a relatively
rational way, such as. from the models mentioned above. However, the objective of the
analysis in this chapter is to explore the general behavior of pipelines when they are subject
to differential settlement and to investigate the sensitivity of the behavior of pipelines to
variations in the properties of soil springs. Therefore, a singie set of soil spring properties
can be used as long as it is representative.

[}
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Typical soil conditions in northern Alberta have been measured (Canuck
Engineering Ltd., 1983) for the construction of the pipeline trom Norman Wells to Zama.
A set of properties of soil springs was extracted from the measurements of these soil
conditions. Taking advantage of these available data. the representative properties of soil
springs can be obtained by converting the existing data for the pipeline with diameter of
12.75 inches (324 mm) into data for a pipeline with diamcter of 48 inches (1219 mm). The
conversion is carried out under the assumption that the stirfness and strength of the soil
springs are proportional to the diameter of the pipeline. This implies that the yield
displacement is independent of the diameter. This assumption may not be accurate in the
sense that the relationship between stiffness and strength of the soil springs and the
diameter of the pipeline may not be exactly linear. But the linear portion is certainly the
principal portion and the assumption is supported by Nyman's model (1983). The
properties of oil springs for both pipelines are listed in Table 7.1.

The longitudinal springs are given two sets of properties. One is stronger than the
other. The relatively weak springs are applied in a region 1000 inches (25.4 m) long. This
rcgion starts from the transition, at x-coordinate of zero, and extends into the settlement
zone. The stronger springs are applied over the rest of the pipeline.

7.1.3 Generated SPD Relations

A set of SPD relations has been generated by the shell model analyses in Ch. 4 for a
pipeline with diameter of 48 inches (1219 mm) and thickness of 0.462 inches (11.7 mm)
and subject to internal pressure of 72 percent of the yield pressure. The analyses required

are those of Specimens PHC40, PHC20, PHC00, PHT20 and PHT40, which are part of

the series of postbuckling analysis discussed in Ch. 4. The procedure to generate SPD
relations has been discussed in detail in Sect. 6.4.3.

The SPD relations are defined at five levels of constant axial load, i.e. 40 percent,

20 percent and zero in both compression and tension. At each level of constant axial load,
five quantities are defined in terms of their relations with respect to the curvature, ¢. They

are moment, M; axial stiffness, Kp; distance between the centroids of elastic and tangent
stiffness of the cross-section, e; deflection of the centroid of elastic stiffness, v; and, the
amplification factor, C, to represent the secondary effect of axial load. As a result, the set
of SPD relations includes 25 relationships and are shown in Figs. 7.2 to 7.6. All the
quantities are based on the average response of the buckling segment which is about 40



inchcs (1016 mm) long and contains the principal buckle. The SPD relations have been
idealized into a set of peicewise linear curves to facilitate their description.

For the analyses which exclude the effects of local buckling, the material
relationship is directly defined by the stress-strain relation. The stress-strain relation used
for the line of pipe analysis in this chapter is the same as the one used for shell analysis in
Ch. 4 which is specified in Sect. 4.2.3.

7.1.4 Specification of Specimens

The analyses carried out in this chapter are for the purpose of studying the behavior
of buried pipelines subjected te differential settlement and its sensitivity to the influences of
various geotechnical parameters. This is reflected in the selection of specimens. Before the
specification of specimens is discussed, the factors and parameters which are expected to
have significant effects on the response of pipelines are outlined in the following.

The first factor is local buckling. As discussed in the beginning of this chapter,
local buckling is one of the factors which have not been dealt with adequately in established
models. The behavior characterized by local buckling is expected to interact with overall
behavior and, therefore, to influence the response of pipelines. This influence is
characterized by the fact that the postbuckling response of pipeline segments is unstable.
The local buckling effect can be investigated by comparing solutions including and
excluding local buckling effects while other conditions remain identical to each other, i.e,
by comparing solutions obtained by the ISPDR and RMDI techniques, respectively.

The geotechnical input includes stiffness and strength of soil springs of each type.
The effect of each geotechnical parameter can be studied by comparing the solutions for
different values of the parameters being investigated while the other conditions remain the
same. Each of the springs has three parameter. They are stiffness, strength and yield
displacement. Two of them are independent because of the material model assumed for soil
springs in Sect. 6.5.3. To further reduce the independent parameters, it is assumed that the
vield displacement is constant while the stiffness and strength vary, because the yield
displacement is believed to be less influential on the response of pipelines. As a result, the
strength of springs is proportional to the stiffness of springs, and only one of them is
independent.

For bearing and uplift soil springs, the influences can be studied by varying the
stitfness and strength of the springs over entire length of the pipeline. The type of variation
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can occur in different locations along the route of the pipeline. For the longitudinal soil
springs, two aspects should be looked at. One is the - :z~ss and strength of longitudinal
springs in all zones. The other is the length of the reyy ++ -~ fier o v latively weak springs are
applied. As discussed in Sect. 7.1.2, two different sets «1 coperties of longitudinal
springs are applied to different regions of the pipeline. Relatively weak springs are applied
in the region which starts from the transition and extends to the settlement zone. The length
of this region was believed to be influential on the response of the pipeline because it
affects the way that tensile axial force is built up and distributed. Consequently, this length
was taken as a parameter to be investigated.

Apart from the stiffness and strength of the soil springs. the ground profile in ihe
transition zone was also expected o have significant influence on the response of pipelines.
By assuming that the ground profile is the smooth ground profile defined in Sect. 6.5.1,
the effect of the ground profile can be studied by varying the length of the transition zone.

Temperature differential introduces initial axial force into pipelines and thercefore
changes their response. Significant effect can be expected from temperature differential
since the difference between the moment-curvature curves with different levels of axial load
is obvious in Figs. 4.7 to 4.9, and in Fig. 7.2. Figure 7.2 is an approximation of Fig. 4.9
with each curve simplified into a smaller number of piecewise linear segments. The effects

of temperature differential can be studied by comparing solutions with different magnitudes
of temperature differential.

Specimens selected to study all of the above parameters are iisted in Table 7.2.
They are divided into groups accosding their role. Explanations about the name of each
series and that of each specimen are shown in Table 7.3. First is the reference Specimen
NOM whose condition is taken as the reference for other specimens. The properties of soil
springs for Specimen NOM are those defined in Table 7.1. The length of transition zone is
zero which implies the ground profile in the transition zone is a step-wise ground profile as
defined in Sect. 6.5.1. The lengwn of the region where relatively weak longitudinal springs
are applied is 1000 inches (25.4 m). The temperature differential for Specimen NOM is
zero. The next specimen is TENOM where the only difference from the Specimen NOM is
a 75 °F (41.7 °C) temperature differential. This temperature differential would produce an
axial compressive force of 22 percent of the axial yield force. All other specimens belong to
one of following groups. They are referred to as the USA, BSA, LSS, LSL, TPL and BE
groups. The USA group is used to study the effects of strength variation of uplift springs
in all zones. The BSA group is intended for the effects of strength variation of hearing



springs in all zones. The LSS and LSL groups are for longitudinal soil springs. The first
looks at the effects of strength variation of longitudinal springs in all zones, and the second
examines the effects of length variation of the region with weak longitudinal springs. The
TPL group is designated for the effects of ground profile in the transition zone which is
represented by the length of transition zone. Finally, the BE group excludes local buckling
in order to isolate its effects. Every group has two specimens. Except for the BE and TPL
groups, one of the specimens has a smaller value of the parameter under consideration than
Specimen NOM, and the other has a larger value of the parameter under consideration than
Specimen NOM. In general, the smaller value is set at one-fifth of the reference value and
the larger value at five times the reference value. The numbers listed in Table 7.2 define the
condition for each specimen and represent the ratios between the values of the parameter for
the specified specimen and the reference specimen. The column for length of transition
zone is an exception where the numbers indicate the real length of the transition zone in
feet.

7.2 BEHAVIOR OF PIPELINES SUBJECTED TO DIFFERENTIAL
SETTLEMENT

Behavior of pipelines subjected to differential settlement is discussed in this section.
The discussion is focused on the development of curvature and moment as the settlement
increases and their distributions at a given settlement. The effects of local buckling on the
behavior is investigated for different soil conditions. The importance of the interaction of
the local buckling with the overall behavior of the pipeline is demonstrated by exhibiting the
significant influences of local buckling. Finally, the effects of temperature differential are
discussed.

7.2.1 Behavior

The solution of Specimen NOM is shown in Figs. 7.7 to 7.13 as a representative
cxample. For these figures and subsequent figures in this chapter, moment, curvature, axial
torce and differential settlement are denoted by M, ¢, F and 3, respectively. The solution of
Specimen BENOM is also shown in these figures for comparison and will be discussed in
the next sub-section. After a differential settlement of 31 inches (787 mm) is imposed on
the pipeline, the deformed configuration is shown in Fig. 7.7. The dashed line in the same
figure represents the final ground profile. with differential settlement of 31 inches (787
mm), where the changes in the ground profile introduced by iiteraction between the
pipeline and surrounding soil is not included. It can be seen that flexural deformations are
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lecalized in two critical segments. One is in the stable zone (negative x-coordinates) and the
other iz in the settlement zone (with positive x-coordinates). The localization of flexural
deformation is more clearly demonstrated by the distibution of curvature shown in Fig.
7.8. The curvature is highly localized in critical se-ments, both in the stable and setdement
zones. While the curvature is negligible in mos: regions, the curvature in the critical
segments is as high as 0.0018/in (7.087x10-5/mm) which is about 20 times the yicld
curvature under pure bending condition. The critical curvature in the stable zone and in the
settlement zone closely resemble each other for this particular specimen. but this is not
always true. Depending on the properties of the soil springs, onc of these can be
significantly larger than the other. Under such circumstances, more deformation will
localize in one of the critical segments. Corresponding to the distribution of curvature, the
distribution of moment is shown in Fig. 7.9. The maximum moments occur in the critical
segments as expected, and the moment tapers off more gradually in comparison to the
curvature. This is because of the characteristics of the moment-curvature relationship where
a nearly flat plateau is introduced by yielding of pipe material. It is also due to the fact that
softening of the pipeline in the critical segments, which is associated with postbuckling
behavior, results in elastic unloading in the pipeline everywhere except in the critical
segments.

The developments of curvature and moment are shown in Figs. 7.10 to 7.13 for the
critical segments in the stable zone and the settlement zone, respectively. The critical
curvature and moment are negative in the stable zone and positive in the settlément zone in
the coordinate system defined in the formulation in Ch. 6. The curvature increases
monotonically as the settlement increases as shown in Figs. 7.10 and 7.12. In general,
there are three stages in the development of curvature. In the first stage, the curvature-
settlement relation is essentially linear. This corresponds to settlement from f) to 8 inches (0
to 203 mm) for Specimen NOM. In the second stage, yielding of the pipeline initiates in the
critical segments and the curvature grows at higher rate with respect to differential
settlement. The curvature-settlement relation is nonlinear. This corresponds to settlement
from 8 to 16 inches (203 to 40 mm). In the third stage, the moment-curvature relation of
the pipeline starts to soften anu deformation localizes in the critical segments. This results
in rapid growth of curvature with respect to differential settlement. This latter stage is from
setlements of 16 inches (406 mm) and up for Specimen NOM. For the critical curvature in
the settlement zone, the average slopes in each of three stages are calculated as 0.11 14x10™*
/in, 0.3083x10™“/in and 0.9431x10™Y/in per inch of differential settlement, respectively. The
differences among these slopes are obvious and significant.
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The moment-settlement curves shown in Figs. 7.11 and 7.13 indicate the same
division into three stages. Each of them has its characteristic. The curves are essentially
linear in the first stage and nonlinear and monotonically increasing in the second stage.
These indicate elastic behavior and elastic-plastic behavior, respectively. The third stage is,
in general, associated with softening behavior which is characteristic of postbuckling
behavior. As indicated by the average slopes calculated above, both plastification of pipe
material and postbuckling softening contribute to the localization of deformation. The
influence of postbuckling softening may be as large as three times of that of plastification.

It should be pointed out as a convention that the curvatures and moments presented
in the solutions with the effects of local buckling are the average curvatures and moments in
the elements. This is because in these solutions, which are solved by the ISPDR technique,
the average curvature and moment are the representative measurements due to the
application of the SPD relatons. SPD relations are defined based on the average response
of a pipelinc segment of length equal to the principal wavelength from three-dimensional
shell analysis (Table 4.2). They are applied to elements in the line of pipe analysis as a base
on which the average property of the elements is determined. The solutions without the
effects of local buckling, which are solved by the RMDI technique and will be discussed in
the Sect. 7.2.2, are represented by curvature and moments at each integration point. Each
of the critical segments for solutions with local buckling effects consists of only one
clement. This is because of the softening behavior of pipeline segments and the convention
to use average curvature and moment Lo represent the solutions. However, the critical
segments for solutions without local buckling effects may consist of several integration
points due to the hardening elastic-plastic behavior.

7.2.2 Effects of Local Buckling
7.2.2.1 Comparisons of the Solutions for NOM and BENOM

The effects of local buckling are first demonstrated by the comparisons of the
solutions for Specimens NOM and BENOM which are shown in Fig. 7.7 to 7.13.
Specimen BENOM has the identical conditions on soil springs with Specimen NOM; and,
the only difference is in the stiffness properties of the pipeline. The effects of local buckling
are included for Specimen NOM in the SPD relations and the ISPDR solution technique.
The effects of local buckling, however, are not included for Specimen BENOM which was
determined from direct input of stress-strain relations and the RMDI solution technique.
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Consequently, the differences between the solutions may be considered to be the effects of
local buckling under the given soil conditions and temperature differential.

Figure 7.8 shows that the differences between the deformations are significant in
the two critical segments and insignificant over the rest of the pipeline. The differences that
can be observed from these figures are the length of the critical scgments in which the
deformation is localized, and the magnitude of the maximum curvatures. The solution with
buckling effects has a relatively shorter length of critical segment and a significantly larger
maximum curvature. This indicates that more deformation is localized in shorter segments
due to the effects of local buckling. The soludon with buckling has smaller moment, as
shown in Fig. 7.9. This is due to the softening beihavior in the postbuckling region.

The development of the critical curvatures and moments with respect to the
differential settlement are shown in Figs. 7.10 to 7.13. There are three stages on the
curvature-settlement curves and moment-settlement curves for Specimen NOM. Each stage
has different characteristic. The curves for Specimen BENOM, however. only have first
two stages, i.e. the stage with linear response and the one with elastic-plastic response.
Since pipeline segments do not soften if the effects of local buckling are not included, the
third stage with soficning response cannot be seen in the solution of Specimen BENOM.
The curves in Figs. 7.10 and 7.13 show that the differences between the solutions are
negligible in the first stage and small in the second stage. The differences increases rapidly
in the third stage which occurs for settlement greater than 16 inches. This is because, in the
third stage, softening introduces significant localization of deformation into the critical
segments, and elastic unloading in the rest of the pipeline. For non-softening the other
solution continues with the hardening response and the entire pipeline continues to be
loaded, either elastically or elastic-plastically.

7.2.2.2 Comparisons of the Solutions for TENOM and BETMP

To show the effects of local buckling under temperature differential, solutions for
Specimens TENOM and BETMP are presented. The solution of Specimen TENOM
includes buckling effects and that for Specimen BETMP does not. As shown in Table 7.2,
the only difference between Specimen TENOM and NOM is that Specimen TENOM has
temperature differential of 75 °F (41.7 °C) which results in a small initial axial force in
compression. Both solutions are shown in Figs. 7.14 to 7.17. The effects of local buckling
shown by this pair of solutions are obviously greater than those for solutions of Specimens
NOM and BENOM. This is because of the interaction between the effects of local buckling

282



and temperature differential. This interaction can be explained through the change of the
axial force in the pipeline. The axial force in pipelines increases as the imposed differential
scttlement increases because the slope length of the pipe is greater than the horizontal
length. The effects of temperature differential is to change the initial axial force. A pipeline
would have about 22 percent of the axial yield force in tension if the pipeline is subject to
no temperature differential and is pressurized to produce hoop stress up to 72 percent of the
yield strength. On the other hand, the same pipeline would have negligible initial axial force
if it is subject to a temperature differential of 75 °F (41.7 °C) in addition to the pressure.

Different characteristics can be observed from the mement-curvature curves with no
axial force and 20 percent of the axial yield force in tension as shown in Fig. 7.2. The
moment-curvature curve without axial force has virtually no plastic plateau and negligible
postbuckling swrength. The other, however, has a visible plastic plateau and considerable
remaining strength in the postbuckling region. With these differences in mind, local
buckling behavior is expected to have a more significant influence on localization of
deformation when there is a positive temperature differential.

7.2.2.3 Comparisons of the Solution for BSA02 and BEBO02

- The next pair of solutions is for Specimens BSA02 and BEB02. Similarly the
solution of Specimen BSAOQ2 includes local buckling effects and the other does not.
Comparing to Specimen NOM, the only difference for these two spocimens is the stiffness
and strength of the bearing springs which have been reduced to one-fifth of the reference
values in all zones. The solutions are shown in Figs. 7.18 to 7.21. The distributions of
Curvatures and moments at settlement of 31 inches are shown in Figs. 7.18 and 7.19 where
the effects of local buckling are almost invisible. The effects of local buckling are more
influential when the settlement is further increased as demonstrated by the critical curvature-
settlement curves and critical moment-setlement curves in Figs. 7.20 and 7.2¢. In overall,
the effects of local buckling under the condition of soft bearing spong arc apparcntly less
significant that those under the normal condition. This indicates the interaction between the
local buckling effects and soil condition,

In summary, the effects of local buckling on the response of pipelines, particularly
the localization of deformation, are significant. They start to grow rapidly and become
obvious when the critical segments starts to soften. The effects of local buckling depend on
the temperature differential (see Sect. 7.2.2.2) and soil conditions imposed on the pipeline
(see Sect. 7.2.2.3). Strong interaction between local buckling effects and temperature
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differential and soil cunditions have been demonstrated in this Sect. 7.2.2.

7.2.3 Effects of Temperature Differential

Temperature differental is expected