. * l National Library Bibliothéque naticnale
of Canada du Canada

Acquisitions and Direction des acquisitions et
Bibliographic Services Branch  des services bibliographiques

395 Wellington Street 395, rue Wallington
Ottawa, Ontario Ottawa (Ontario)
K1A ON4 K1A ON4

NOTICE

The quality of this microform is
heavily dependent upon the
quality of the original thesis
submitted for microfilming.
Every effort has been made to
ensure the highest quality of
reproduction possible.

If pages are missing, contact the
university which granted the
degree.

Some pages may have indistinct
print especially if the original
pages were typed with a poor
typewriter ribbon or if the
university sent us an inferior
photocopy.

Reproduction in full or in part of
this microform is governed by
the Canadian Copyright Act,
R.S.C. 1970, c¢. C-30, and
subsequent amendments.

Canada

Your e Volre rélérence

Our file  Notre retorence

AVIS

La qualité de cette microforme
dépend grandement de la qualité
de la thése soumise au
microfilmage. Nous avons tout
fait pour assurer une qualité
supérieure de reproduction.

S§'il manque des pages, veuillez
communiquer avec ['université
qui a conféré le grade.

La qualité d'impression de
certaines pages peut laisser a
désirer, surtout si les pages
originales ont été
dactylographiées a l'aide d'un
ruban usé ou si I'université nous
a fait parvenir une photocopie de
qualité inférieure.

. La reproduction, méme partielle,

de cette microforme est soumise
a la Loi canadienne sur le droit
d’auteur, SRC 1970, c. C-30, et
ses amendements subséquents.



UNIVERSITY OF ALBERTA

Spatial Reuse in Broadcast Networks

BY

Jacek Krolikowski @

A thesis submitted to the Faculty of Graduate Studies and Research in partial fulfill-
ment of the requirements for the degree of Master of Science.

DEPARTMENT OF COMPUTING SCIENCE

Edmonton, Alberta
Fall 1994



Acquisitions and

.* ' National Library Bibliothéque nationale
of Canada du Canada

Direction des acquisitions et

Bibliographic Services Branch  des services bibliographiques

395 Wellington Street
Ottawa, Ontaro
K1A CN4 K1A ON4

The autnsr has granted an
irrevocable non-exclusive licence
allowing the National Library of
Canada to reproduce, loan,
distribute or sell copies of
his/her thesis by any means and
in any form or format, making
this thesis available to interested
persons.

The author retains ownership of
the copyright in his/her thesis.
Neither the thesis nor substantial
extracts from it may be printed or
otherwise reproduced without
his/her permission.

395, rue Wellington
Ottawa (Ontario)

Your lig  Volre aytprence

Qur tle  Notre rdldrecce

L'auteur a accordé une licence
irrévocable et non exclusive
permettant & ia Bibliotheque
nationale du Canada de
reproduire, préter, distribuer ou
vendre des copies de sa thése
de quelque maniére et sous
quelque forme que ce soit pour
mettre des exemplaires de cette
thése a la disposition des
personnes intéressées.

L'auteur conserve la propriété du
droit d’auteur qui protége sa
thése. Ni la thése ni des extraits
substantiels de celle-ci ne
doivent étre imprimés ou
autrement reproduits sans son
autorisation.

ISBN 0-315-95051-X

Canada



UNIVERSITY OF ALBERTA

RELEASE FORM

NAME OF AUTHOR: Jacek Krdlikowski

TITLE OF THESIS: Spatial Reuse in Broadcast Networks
DEGREE: Master of Science

YEAR THIS DEGREE GRANTED: 1994

Permission is hereby granted to the University of Alberta Library to reproduce single
copies of this thesis and to lend or sell such copies for private, scholarly or scientific
research purposes only.

The author reserves all other publication and other rights in association with the
copyright in the thesis, and except as hereinbefore provided neither the thesis nor any
substantial portion thereof may be printed or otherwise reproduced in any material
form whatever without the author’s prior written permission.

(Signedj . . . fo ANV T NN T
Jacek! Krolikowski

#103, 10511-92 Street
Edmonton, Alberta

T5H 4E6

'7 C/( /0,/0{ Loosk,

Date: 701['3 ///ﬁ(’f



UNIVERSITY OF ALBERTA

FACULTY OF GRADUATE STUDIES AND RESEARCH

The undersigned certify that they have read, and recommend to the Faculty of Gradu-
ate Studies and Research for acceptance, a thesis entitled Spatial Reuse in Broad-
cast Networks submitted by Jacek Krélikowski in partial fulfillment of the require-
ments for the degree of Master of Science.

..................
...............

..................

Prof. U. Maydell (Examiner)

Dr. T.A. Marsland (Chair)

AR



To my Mother



Abstract

This thesis discusses the performance of the chordal bus and chordal ring architee-
ture used with three medium-access-coutrol protocols: Simple Rease Protocol ns-
ing Previous Slot Information, Optimized Reuse Protocol using Previous Slot -
formation and Meta Protocol. The thesis also presents three starvation-prevention
mechanisms: SAT—Global Fairness Mechanism, LFM- -Local Fairness Mechanism and
MLFM—Modified Local Fairness Mechanism.

The Optimized Reuse Protocol is a capacity-1 protocol; its maximum through-
put does not depend on the network size and the transmission rate. The protocol
allows conventionally built stations partial, software-supported destination release
significantly improving the aggregated network throughput.

The Modified Local Fairness Mechanism dynamically divides the transmission
medium into local communities of interest and performs better than all known global
fairness mechanisms.

To investigate the performance of new protocols, simulation models are used. The

SMURPH simulation package is used to develop the simulators.
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Chapter 1

Introduction

The tremendous development of the computer technology in the past ten years has
increased the demand for networks with a high throughput. Many applications like
multi media, tele conferencing, digital medical imaging, hyper-text with hyper-links
require sending large amounts of data in a very short time. The introduction of
X-terminals with large sizes of computer screens (in pixels), disk less workstations,
and network file systems has caused noticeable increase in the load of local computer
networks. Although some relief can be achieved by partitioning the network with
the help of fast routers and switches, it is clear that fiber optics technology with
new network protocols will be needed in the near future to cope with the increased
demands.

The request for high speed networks is not limited to LANs. Even higher through-
put is expected from Metropolitan Area Networks (MAN) and Wide Area Networks
(WAN).

One of the parameters which facilitate the description of the network span is the
parameter “a” [Kle75] defined as the ratio of the network-wide propagation delay
to the time required to transmit a packet. Clearly, when the length of the network
increases or network devices are faster, the value of a increases as well. Early protocols
like csMA /cD [Eth80, IEEa] and TOKEN RING [IEEb] which allowed only one packet

in the medium at a time, performed well when e was smaller than 1. Even modern

1



protocols using fiber optic links like FDDI do not perform well when a is greater than
1. In gigabit networks the value of a is usually greater than 10. Clearly new protocols

able to deal with large a's are needed for contemporary distributed computer systems.

1.1 Motivation

Even though Asynchronous Transfer Mode (ATM) [CCl91a, CCl91c, CCI91b] is seen
by some researchers as a protocol which will solve all problems of networks of the
future, some other authors are not so enthusiastic [CDGK92]. ATM is still in its
infancy and many problems of it are not solved yet.

In areas where a fast and reliable data transfer is needed, more data transfer
oriented protocols are necessary. Investigating properties of such very high speed

protocols is the subject of this thesis.

1.2 Thesis Overview
The thesis is divided into seven chapters.

Chapter 1 gives a brief introduction to the problems encountered in very high speed
protocol design and the current research within these systems. The discussion
concentrates on bus and ring shaped networks. This chapter discusses some of

the performance criteria used in the evaluation of network protocols.

Chapter 2 describes the building blocks used in such protocols as FDDI and DQDRB
and some new devices needed by novel protocols as METARING and Reuse pro-

tocols.

Chapter 3 presents the elements of a new chordal architecture which is introduced

in this thesis.

Chapter 4 describes MAC-level protocols investigated in the thesis. Among oth-

ers, it presents in details a new Optimized Reuse Protocol using Previous Slot



Information protocol. This chapter also presents some starvation-prevention
methods used by the investigated protocols. Among them, a new method—

Modified Local Fairness Mechanism is presented.

Chapter 5 describes important properties of the SMURPH simulation package and
the simulation environment supplied by it. This package was the main tool used

to write simulators of the protocols investigated in this thesis.

Chapter 6 presents simulation results of the protocols investigated in the thesis.

The simulation results are shown both in a graphical and numerical form.

Chapter 7 presents conclusions and future research directions.

1.3 Related Work

The research in packet and slotted protocols for optical networks focuses mainly in
the areas: bus, ring, and mesh networks. Each of these architectures have different
properties and require diffefent approaches in analyzing them. Bus-shaped networks
are potentially unfair, ring-shaped networks are fair but sometimes starvation prone,
mesh networks with deflection routing rearrange incoming slots and can have unbound
message delays. Since mesh networks are fundamentally different from bus and ring
networks they are not described in this thesis. A good introduction to these types of

networks and their properties can be found in [Max85].

1.3.1 Bus Architecture

One of the best known protocols for the bus architecture is undoubtedly DQDB. A
short description of this protocol can be found in Section 4.1. Because of its unfairness,
which is exhibited when the network is close to saturation point, some improvements
to DQDB have been proposed. One of the countermeasures is Bandwidth Balancing
(BWB) which only works after a long reaction time [vA90]. Another well known

protocol—CRMA I and its successor CRMA 11 developed in IBM Zurich—is described



in [Nas90, vALZ92]. It performs better than DQDB under heavy load conditions.
CBRMA++ /SR [BDG93] uses cyclic balanced reservation and slot reuse to achieve
excellent performance under mixed traffic conditions. SIMPLE [Lim90] belongs to the

simplest yet effective protocols for bus architecture and is described in Section 1.1.

1.3.2 Ring Architecture

Astonishingly, the ring architecture is not as popular among the researchers as the
bus architecture. Nevertheless, many new protocols have been propased for this in-
teresting architecture. FDDI [FDDY0] belongs to the most successful (commercially)
protocols for this architecture; it is described in the Section 4.2 although its design
limits FDDI application only to medium speed and size networks. Weak token proto-
cols [DGS2b, DGY2a] relax the strict FDDI requirement that a station can ‘ransmit its
packet only if it holds a token, and perform much bhetter for very fast ring networks.
METARING [CO89b] (see Section 4.2) is another MAC protocol proposed for optical
ring networks. It uses hardware-supported destination release to achieve unrivalled

performance.

1.4 Performance criteria

‘To be able to compare the performance of several investigated systerns common per-
formance measures must be defined. The performance of a network protocol can
be described by many measures like throughput, ahsolute message delay, absolute
packet delay, message access time, packet access time. A message generated at a
station must sometimes be divided into many packets due to the requirements of the
network protocol (for example fixed size of slots in a slotted protocol), hence different
measures are needed for messages and packets.

Throughput T of the network is equal to the number of bits received per unit
of time, as in bits per second [bits/sec]. This measure however does not, describe the

performance of MAC protocols properly.



Throughput 7T of the network is determined by following factors:

e Transmission rate of the network equipment (+).

® MAC protocol.

o Arrival rate of packets to the whole network (p), expressed in [bits/sec].

In general a high arrival rate can exceed the ability of the MAC protocol to handle
arriving packets. Such a state is unacceptable from a user point of view, and this
state must be avoided. For this reason we are interested in the state, in which the
MAC protocol is able to service all arriving packets. In such state T = p.

We introduce also a notion of Maximum Throughput T,,,, as a maximum T such
that T = p. For higher values of p the network cannot sustain a throughput of p
which induces unbound delays.

Since we are interested in the performance of MAC protocol we would like to
abstract from differences in transinission rate 4. We achieve that by dividing every
time-related quantity by the transmission rate; after this division, throughput, instead
of being expressed in [bits/sec] becomes a unitless-quantity. More specifically it is
equal to the number of bits received in the network in the amount of time needed to
transmit 1 bit.

The ratio of the payload to the size of a packet, since packets sent by station consist
not only of payload bits but also of other bits, like header trailer and inter-slot gaps,
must also be considered. The Normalized Throughput T thus equals:

T Npayload

7T ==
i Npaylaad + Nheatler + Ngaps

where:
Nypaytoad — the number of payload bits in a slot
Npcader = the number of header bits in a slot

Ngaps — the sum of all gaps in a slot



For instance in the ATM protocol, where Npayioaa = 48, Nheader = 5 and Ngaps =0
(no inter—cell gaps) the throughput is 7 = %% = 0.906 %
The maximum normalized throughput thus is:

Tma:r Npayload
Y Npayload + /Vheadev‘ + ‘V!I“PS

7'mcur =

Since Tnq.r can be found only after an infinite amount of time, we introduce a
notion of Tr.ai_mq. defined as a throughput such that the maximum message access
time reaches 10,000 slots. We assume that higher maximum message access time
indicates that the MAC protocol cannot service all arriving packets.

In the rest of the thesis the “throughput” is meant to denote “normalized through-
put” 7T unless explicitly expressed in [bits/sec].

The message access time (MAT) is the amount of time passed since the message
was queued at the sender to the moment the last packet of the message has been
successfully transmitted by the sender.

The absolute message delay (AMD) is the amount of time passed since the message
was queued at the sender station to the moment the last packet of the message has
been received at its destination. It means that AMD consists of the message aceess
time and the time required by the last packet to reach its destination.

To avoid blurring the results by taking into account message segmentation and
reassembly, the message size is exactly equal the packet size. This simplification is
justified, since adopting other message sizes would influence all the protocols and

topologies in an identical way.



Chapter 2

Architecture Overview

2.1 Architecture

Both ring and bus shaped networks (using optical fiber as a transmission medium)
arc made up of regular and erasure stations connected to links. In the bus archi-
tecture used with slotted protocols, two stations, called slot generators, are needed.
Connection between stations and the fiber optic link is usually done with the help
of passive or active taps. The structure and implementation of all their elements is
presented in this section. Some of the details-—especially in the area of fiber optics,

are beyond the scope of this thesis and are omitted.

2.1.1 Regular station

A regular station collects local traffic addressed to it from the network and inserts its
own packets into the network. In the slotted model, the station can only use empty
incoming slots for this purpose. It also receives filled slots addressed to itself. It
cannot empty these slots because of the principles used to build taps. The structure
of the regular station is presented in Figure 2.1.

The construction of a tap allows the station to receive and send information at
practically the same time. The physical construction of a tap differs from producer

to producer, but generally one can recognize two types of taps: passive and active.

7



Station

Llnk\ o Tap

>l 1 >

Figure 2.1: Regular station structure.

Passive taps introduce no latency. On the other hand, active taps introduce a small
amount of delay, but it usually is so small, that it can be ignored in a network model
(i.e., assumed to be subsumed by the propagation delay).

4

(1-a)E+o¥Y Receiver

(1

| o AE+(1-0)¥

e all AN

Link

Tap

v Transmitter

Figure 2.2: Active tap configuration.

Figure 2.2 presents the construction of an active tap. The network interface logic
can change the coefficient o which regulates how much light passes through the tap.
{ a equals 1 then the output is directly connected to the input link of the tap. If o

is equal 0 the input signal is blocked and the station can insert its signal ¥ while at



the same time receiving the input signal. This mode of operation is especially useful
if the station decides to set a symbol in the header of the slot as it is often required

when claiming an empty incoming slot.

2.1.2 Erasure node

An erasure node plays a special role in a networking system. Because a regular station
cannot remove received packets from the network, two solutions are possible. One
possibility is to do nothing. This approach is used in such protocols as FDDI and DQDB.
In the case of FDDI the received packets are removed automatically by the token
holding station. The DQDB protocol allows the received packets to travel through
the remaining portion of the bus and to be discarded automatically at its end. The
other approach is to introduce stations, which by the changes in the construction of
the tap, are capable to remove all received packets (slots) from the network. Because
the station must read the whole header to make a decision about the destiny of the
incoming packet a buffering of packets (their headers) is necessary. A cut-through
buffer allows simultaneous receiving and sending of the same slot. Figure 2.3 shows
the layout of such a node.

As can be seen, the construction of such an interface is more complicated than
in the case of a regular station. An insertion buffer allows the station to receive a
packet header or even a whole incoming packet without re-sending it. This way the
station can decide if the packet should be retransmitted or removed from the network.
Obviously, erasure nodes introduce delays in the network. Fortunately, the amount
of delay is constant (per erasure node) and limited (at least in principle) to the size

of the packet’s header.

2.1.3 Slot generator

The simplest active element in a bus network is the slot generator. Its only purpose

is to insert empty packets into the network. It can be implemented as a stand-alone



Erasure Node

Butter — Gomentor.
Insertion
A Buffer
Linl\ 1 / Link
—_— > —a ! f——a
Rec/:eiver Tran.srTnitter

Figure 2.3: Erasure node configuration.

device or the last station attached to the end of the bus can perform this function in
addition to its other activities.

Some of the slot generators can also gather some traffic statistics used to maintain
the network, and recognize some error conditions occurring in the network (e.g. lost

and corrupted packets).

2.1.4 Links

An optical fiber link consists of a single glass fiber contained within a protective
coating. The fiber consists of two parts: the glass core and a glass cladding with
a lower reflective index. Depending on the construction and the diameter of the
fiber, optical links can be divided into multi-mode and mono-mode ones. Because the
mono-mode optical fibers can operate at the rate of many gigabits per second, they
are used to build very high speed networks.

Links are represented as point-to-point communication channels connecting pairs

of adjacent nodes. Unidirectional links were chosen to represent fiber-optic connec-

10



tions, in our simulation models of bus and ring networks (described in Section 5.1),
all links have the same physical properties !, i.e., the transmission capacity is the
same for all links in the entire network. All distances between nodes (and lengths of

links) are expressed in bits.

2.2 Enhancements

The networks’ elements described above can be used to build traditionally shaped
networks like rings (including double rings) and busses. To construct less traditional
architectures like chordal rings and folded busses new elements are needed. To these
new elements one can count the wiring closet switch and a station allowing hardware-

supported destination release. Such a station is called here a meta station.

2.2.1 Wiring closet switch

Although the virtual network architectures commonly used to analyze network pro-
tocols are usually very regular, the shape of real networks is far from perfect. One
of the elements used in the construction of real networks is the wiring closet. This
passive device is used to facilitate the wiring process and is usually a place where
many fragments of the network can be accessed. The typical situation encountered
in the wiring process is presented in Figure 2.4.

One of the new network clements proposed in this thesis is the wiring closet
switch. Unlike the wiring closet described above, this network element is active and
plays a significant role in the communication system. It is used not only to connect
a collection of links into the desired architecture but also, by routing the incoming
slots, it changes the way the slots travel to reach their destination. The wiring closet
switch also plays the role of an erasure node. A simplified construction of such a node

is presented in Figure 2.5.

'but, of course, they can be of different lengths.
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Figure 2.4: Typical usage of a wiring closet.

switching device

X

buffers

1 I T
e [ T T

\ output links
O e

/
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13
The number of incoming and outgoing ii. ks for a wiring closet switch can be
arbitrary. but in this thesis wiring closet switches with two incoming and two outgoing

links are used to build chordal busses and rings.

2.2.2 Meta station

Erasure nodes typically do not originate any traffic. If an erasure node itself is a traffic
source, it is called a mela station. In such a case, the structure of the erasure node
must be augmented by receive and transmit buffers. The receiver and transmaitter
may be implemented as a simple multiplezer and de-multiplerer. Figure 2.6 presents

the structure of a meta station.

Station
Receive Transmit
Buffer / Buffer
Insertion
Buffer
|
Linky | Link
\ L/
_—3 > — N\ —
Receiver Transmitter

Figure 2.6: Meta Station.

The construction of the meta station enables the I~ 1w ire-supported destination
release. This property. when coupled with an appropriate MAC-level protocol. greatly
improves the network throughput eliminating the bandwidth wasted by forwarding

packets already received.



Chapter 3

Architecture: details

This chapter describes the details of the dual bus and ring architectures. In both

cases two distinct architecture concepts are described:
e Plain architecture

e Chordal architecture

3.1 Bus Architecture

3.1.1 Plain architecture

The dual bus architecture (see Figure 3.7) can deliver the maximum normalized
throughput of 2.0 when used with such a protocol as QD8 [DQDI1], SimeLE [Lim90],
or CRMA T [MNWY0]. Only two packets can be inserted into the network at a time
(one in each direction). hence the maximum throughput of two.

If meta stations are used instead of regular ones the maximum throughput in-
creases to 4.0.

To prove this, assume that there is a bus of length £ = 1 (see Figure 3.8) with
meta stations evenly distributed on it. The bus represents one of the two busses of

the dual-bus architecture. Each station in the bus sends v packets in a period of

14
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Figure 3.7: General dual bus architecture.
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A

time. All stations in the bus have the same probability of receiving packets, i.e., the
traffic pattern is uniform.

Now assume that there is a point z; on the bus. The load at point x; can be
calculated as the number of packets sent on the segment [0, z,] minus the number of
packets received in this segment.

We focus on the forward bus (i.e., with packets traveling towards 1). Since a
station located at s € [0, 1] inserts v(1l — s) packets into this bus and vs packets into

the other bus, the number of sent packets on the segment [0, z;] can be calculated as:
/v l v(l —2) dz = vay(1 — —11)
0 2

To calculate the number of received packets assume that there are two bus seg-
ments dr and dy as presented in Figure 3.9. Stations in segment dz send packets

to stations in segment dy with probability 1#‘:%_:. The number of received packets in
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Figure 3.9:

segment [0, z1] can be calculated as:

/ !/Il v(l — z)dx dy_ _ lvan2
0 x 2

l—=z

Now, the load in any arbitrary point x in the segment [0, 1] can be calculated as:

ve(l — %) - lv:pz = vx(l — )

2

The load cannot exceed the capacity of the bus (which is normalized to 1). This
load function reaches its maximum at = = 1/2, where it is equal to 1 for v = 4. O

On the other hand, if a combination of regular and erasure nodes is uscd the
maximum throughput falls somehow between 2.0 and 4.0. The value depends on
the number and the relative position of the erasure nodes. It is casy to see that the
throughput of the network with erasure nodes put in between plain stations will never
reach the throughput of the metabus (a bus with all stations being meta stations).

Figure 3.10 presents a key difference between the metabus and a bus with erasure
nodes. In the system with erasure nodes a station cannot reuse any incoming slots
addressed to itself. Only the next station can do so. In the case of the metabus
architecture the freed slots can be reused immediately. This phenomenon causes a

slight increase in the maximum throughput of the latter system.

3.1.2 Chordal architecture

The introduction of wiring closet switches helps a bus network to achieve better per-
formance. Figure 3.11 presents such a system. As in the case of the chordal ring
(which will be introduced formally in Section 3.2.2) the existence of wiring closets in-
spired this solution. Unlike in the case of a chordal ring, the modified bus architecture

increases the asymmetry in the bus system.
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S - slot generator
EN - crasure node
X - regular station
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S - slot generator
Y - meta station

Figure 3.10: Metabus versus bus with erasure nodes.

To achieve a balanced load in different sections of the new system, the wiring
closet switches must be placed properly. The load at the upstream end of the bus is
much higher than at the other end. By moving the first wiring closet switch closer to

the upstream end, one can achieve an even distribution of the load in the system.

3.2 Ring Architecture

The ring is a very promising architecture for very high speed networks. Unlike the
bus architecture, which by its inherited asymmetry introduces problems with fairness,
the ring architecture is symmetric and unless the MAC protocol implemented for it
introduces asymmetry, all stations have equal access to the transmission medium.

It is rather surprising that although FDDI exists as a successful product for medium
speed networks (100 Mbps), few protocols have been proposed for gigabit ring net-

works.
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Figure 3.11:

A modified bus architecture.

I8



19

3.2.1 Plain architecture

A ring architecture consists of one, two or several fiber optic rings and a number
of stations connected to them. Depending on the architecture, a station can be
connected to one, two or all rings. Figure 3.12 presents a dual counter-rotating

ring with Single Attach Stations (SAS) and Double Attach Stations (DAS). Such an

architecture is primarily used by FDDI.

SAS

DAS DAS
Primary -~ Secondary
Ring

DAS

Figure 3.12: Dual ring architecture.

If only the primary ring is used for information exchange (see Figure 3.12), and
the secondary ring is only used as backup, the maximum throughput theoretically
achievable by this architecture is 1.0. This is what FDDI yields if it is tuned for maxi-

mum throughput. If two rings were used. FDDI would yield the maximum throughput



of 2.0.

It is easy to show that the maximum theoretical throughput of a double counter-
rotating ring with double attach stations, assuming uniform load in all stations, is
8.0. If a station wants to send a packet to another station on the ring it can choose
one of two rings. Because the rings are counter-rotating, there are two distances
between any pair of stations. If a station always chooses the shorter distance to the
destination station, the maximum distance a packet must travel is half a length of
the ring. Thus the average distance a packet must travel in such a network is 1/4 of
the length of a ring and on average eight stations can insert their packets into the
rings. To achieve this maximum throughput, received packets must be removed hy
the destinations. Otherwise some of the bandwidth would be wasted. The process
of removing packets by the destination station is called destination release or spatial
Teuse.

A good example of a protocol based on two counter-rotating rings and destination
release is METARING [CO89b]. The maximum throughput achieved by this protocol

is about 7.6 with mean message access time reaching 1,000 slots!.

3.2.2 Chordal architecture

A higher maximum throughput for the ring architecture can be achieved by adding
new elements to the network. One of such elements is the wiring closet switch de-
scribed in Chapter 2.2.1. The new architecture is known under the name chordal
ring [AL81], as illustrated in figure 3.13, which shows a chordal ring architecture
with eight wiring closet switches. It should be noticed that the length of chordal
links in the simulation model used in this thesis is much shorter than that shown on

Figure 3.13 and is equal to one half of the slot length.

!The notion of the mean message access time is defined in Section 1.4.
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Figure 3.13: Chordal ring architecture.



Chapter 4

Mac protocols

In a Local Area Network (LAN) or a Metropolitan Area Network (MAN), all stations
share a common transmission medium. Clearly, some means of controlling access
to the medium are needed, otherwise devices unavoidably interfere with cach other
transmissions. A Medium Access Control (MAC) protocol determines in which way the
common transmission medium is shared. A general introduction to MAC- level proto-
cols can be found in [Sta87]; a more detailed survey is given in [RS90, Hal92]. T'his
section describes various MAC-level protocols for fiber optic networks investigated in

this thesis. (Generally they are divided into two parts:
e Protocols for bus architecture.
e Protocols for ring architecture.

As mentioned before, each description refers to a dual bus architecture and a dual
ring architecture. These architectures, when used with appropriate protocols (using
shortest path routing), yield much better performance than other protocols lacking
this feature. It is especially important for ring shaped networks where protocols like
FDDI using only one ring (a second ring although present, is used for crash recovery
only) cannot compete with protocols like METARING even if the transmission speed
of network devices is identical. In spite of its deficiencies, FDDI is briefly discussed in

Section 4.2.
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4.1 Protocols for the bus architecture

This section describes some of the most important MAC-level protocols for the dual
bus architecture. The SIMPLE protocol is described first, because of its simplicity,
and it is combined with reuse protocols described in Section 4.1.3. DQDB follows
as the most widely known and researched bus protocol. The section ends with the
description of an interesting enhancement of the bus and ring protocols which en-
ables a partial destination reuse of received slots. Sections 6.1.1 and 6.2.1 present
performance results for some of the protocols discussed in this section.

The dual bus architecture is a very popular architecture for both LAN’s and MAN’s.
There are several reasons for this popularity. Firstly, the physical layout of existing
networks often resembles a bus with many attached stations. Secondly, bus shaped
networks have no problems identifying and eliminating mis-addressed packets (slots).
Unlike in ring networks where special care must be taken to trace and remove slots
addressed to non-existing stations, in bus networks such faulty packets are removed
automatically upon reaching the end of the bus.

For protocols which for routing purposes require information about the physical
layout of the network, bus networks are easy to describe. The distance between two
arbitrary stations on a bus network is easily obtained even though the exact distances
hetween stations are not known a priori [DGR91].

The architecture of a network used by all these protocols is shown in Figure 3.7.
In this configuration, all stations are connected to two unidirectional busses Bus! and
Bus2. Each station is equipped with two active or passive taps connected to the fiber
(Figure 2.2). All stations are numbered in a consistent way, i.e., from left to right or
in the opposite direction. )

The tap allows the station to read and write information to the fiber link with
or without latency. Both operations can be performed at the same time. The latest
property of the tap is very important, because it allows the station to test and set
bits in an incoming slot on the fly.

Although unslotted operation for bus architecture is possible, slotted operation
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is preferred. Unlike in the unslotted version, stations can operate without buffer-
ing incoming packets. It is also the preferred method of organizing information in

contemporary networks, as specified by ATM.

Slot

- Header i Information -
———— ACF —»

Busy bit

Figure 4.14: The slot structure.

Figure 4.14 describes a typical slot structure. In general a slot consists of a header
and a payload part. The header usually carries several bits of information like the
source and destination addresses, priority, and checksum(s). It also includes the so-
called busy bit which is used to differentiate between empty and full slots. If a station
wants to transmit a packet it must wait for a slot with the busy bit cleared. If it
receives such a slot, it sets the busy-bit and inserts the packet into the payload part.
of the slot.

Because the station needs a certain amount of time 7 to determine and possibly
change the status of the incoming slot, a delay must be introduced hetween the busy
bit and the part of the slot which should be modified if the station decides to use this
slot. A careful layout of the header usually minimizes the amount. of wasted space.

If a station wants to transmit packets to another station it must choose the bhus
with the right direction. It means that for a given station one tap is used to send
packets to the left and the other to send packets in the opposite direction. As is
easy to see, only for the station in the middle of the bus the average distances to
the stations on the left and right are equal. It means that the bus architecture is
asymmetric and potentially unfair.

Another and perhaps more unfriendly property of the bus architecture is the



starvation potential. If an upstream station has a steady stream of information to
send to downstream stations, it can easily starve all downstream stations. To avoid
such a mishap many ingenious techniques have been proposed.

Several access protocols have been proposed for the bus architecture. Their be-
havior is well known and described in many papers. The most famous of them are

pQnB [DQDI1}, SIMPLE [Lim90], FASNET [LF82] and cRMA I [Nas90j.

4.1.1 Simple

The SIMPLE [Lim90] protocol belongs to the simplest but very effective starvation
prevention mechanism. It works in the regular dual bus architecture (see Figure 3.7)
with two slot generators and a number of regular stations connected to two unidirec-
tional busses.

The protocol works as follows. Each station maintains two counters denoted
S_Counl(i), each counter is responsible for a given direction. A station can send
its packet upon receiving an empty slot. Every time the station manages to send its
packet, the counter corresponding to the traced direction of the packet is decremented
by one. If the value of the counter reaches zero the station must ignore all empty
slots traveling in this direction.

The value of S_Count(i) is set to S_Priority(i) ' when the station receives a Start
of Cycle signal from the opposite direction bus. This signal is generated by the slot
generator when it receives an empuy slot.

The event of receiving an empty slot by a slot generator can be interpreted in one

of the following two ways.

e Allstations willing to send their packets have reached their limits as determined

by S_Count(i).

o The traffic is very light and although some stations have not reached their

"The value ot S_Priority(i) is determined at the initialization time of the network and can be
different for each station.
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sending limits, none of them have packets to send.

In both cases the slot generator must start a new cycle. The new cycle signal is
usually marked by setting a special bit in the header of an empty slot inserted into
the network.

Upon receiving the slot with the Start of Cycle bit set to 1, the station sets the
value of S_Count(i) to S_Priority(i) and is immediately allowed to send its packets.

Because downstream station will receive the Start of Cycle bit earlier than up-
stream stations (the Start of Cycle bit propagates from downstream stations to up-
stream stations), SIMPLE protocol helps to evenly distribute access hetween all sta-

tions connected to the bus.

4.1.2 DQDB

As we can see from analyzing the SIMPLE protocol, some slots must be left empty even
though some stations have packets to send. The Distributed Queue Dual Bus (DQDB)
protocol {DQDY1] avoids this problem by using a different (distributed) network access
scheme.

The Access Control Field (ACF) in the header of the DQDB protocol consists among
others of a request bit and two empty bits. Two empty bits are needed because DQDB
supports regular and prearbitrated slots (for the sake of simplicity, only regular slots
will be considered).

To send a packet a station must first reserve a slot on a bus where the destination
station is downstream. To do so, the station examines the opposite bus, looking for a
slot with cleared request bit, and sets it to 1. The request bit indicates to upstream
stations that there exist a downstream station ready to send its packet. At the same
time the station observes the bus where the request bit has been set, and increases a
private request counter every time it sees a slot with request bit set. After the station
reserves a slot by setting the request bit, it stores the value of the private request

counter and resets its value to zero. The stored value describes how many empty slots
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the station must ignore before it is allowed to transmit its packet. This mechanism
is used in both directions so two copies of private request counters are needed.
Although DQDB appears to function better than SIMPLE it also has its problems.
Extensive analyses conducted on the performance of DQDB [CGL91. DM90. Won89|
have shown that some of the stations in the bus have better access to the medium

than others. One of the countermeasures is Bandwidth Balancing (BWB) [vA90).

4.1.3 PSI
Simple Reuse Protocol using Previous Slot Information (SRP/PSI)

DQDB, SIMPLE and CRMA [ cannot reuse received slots. A station cannot decide
whether the slot has been received or not because it cannot buffer the header. and
the busy bit alone is insufficient to make such a decision.

The introduction of an additional bit called the reuse bit makes it possible to reuse
some of the received slots [SS93].

The structure of a new slot is depicted in Figure 4.15. Now two decisions must be
made during the interpretation of the header information, so the size of the header

must be increased appropriately. to allow for decoding and processing delays (7).

Slot

Header Information

*«—— ACF ——=

Busy bit Reuse bit

Figure 1.15: pPsI slot structure.

The reuse decision is made in two stages. First the station which is about to
use an empty slot checks if the destination of its packet is the same or closer than

the destination of the previous slot (which just passed the station). If it is so. the



station clears the reuse bit of its own packet before it is sent. The reuse bit carries
the information that the slot can be potentially reused by another station. If the
destination of the previous slot is closer than the destination of the current packet
the station sets the reuse bit to 1. Such a slot cannot be reused.

The second stage of the reuse process occurs at the station which tries to reuse the
incoming slot. The station knows the destination of the previous slot and compares it
with its own address. If the previous slot has already been received by its destination,
the station assumes that the incoming slot can be potentially reused. First the station
reads the busy bit. If it is cleared no reuse is necessary and the station tries to
determine if the packet can be marked as reusable as described abhove (first stage).
If the busy bit is set, the station reads the reuse bit. If the bit is set the station
notices its destination and waits for the next slot. If it is cleared the station knows
without looking at the destination address that this slot has heen also received by its
destination and it can be safely reused. The station sets the reuse bit to 1 as for the

first stage and replaces the previous contents of the slot with its own packet.

Optimized Reuse Protocol using Previous Slot Information (ORP/PSI)

The Simple Reuse Protocol allows some slots to be reused. The efficiency of this pro-
tocol depends on the order in which slots are being sent. To maximize the probability
of reuse some protocol modifications are proposed here.

The modifications concern mainly the way messages are handled at the station.
First the station keeps not one but a number of queues with messages to be sent.
Each queue keeps messages addressed to one destination. It allows the station to
quickly choose the message which maximizes the reuse possibility when the station is
about to send its packet, as follows.

The reuse algorithm is slightly altered to make use of the multiple queues at the
station. If the station is about to reuse the incoming slot it tries to use a packet
destined to the station closest to the next erasure node. This way the slot (which

cannot be reused again) can be emptied by the erasure node and used again as soon as



possible. If the station cannot find any appropriate packet fulfilling this requirement
it looks for the packet closest to the second erasure node. If such a packet still does
not exists, the station looks for the packet whose destination is the farthest.

In case the station is about to use an empty slot it tries to find a packet destined to
the same or a closer station than the previous slot. This allows the station to clear the
reuse bit in the slot header and increases the probability that the slot will be reused.
If such a packet does not exist the station chooses the packet which is addressed to
the farthest station. This way it starts a new cycle allowing other stations to use the

optimized reuse algorithm more effectively.

4.2 Protocols for ring architecture

This section describes some of the MAC-level protocols for the ring architecture. First,
FDDI is described as an example of a ring protocol for medium speed networks (100
Mbps). Next METARING is described as an example of a contemporary protocol
for very high speed networks (1 Gbps and up). Finally csMA/RN Ring [FMO*91]
protocol is presented as another non-slotted protocol suitable for very high speed

networks.

4.2.1 FDDI

The Fiber Distributed Data Interface (FDDI) [Ros89, DB88, FDD90, FDD87, Jai89)
network is defined in ISO 9314 and available as a commercial product from many
vendors. It operates at the bit rate of 100 Mbps and is usually used as a back-bone
network in large institutions. It uses two counter rotating rings, one called primary
ring, the other called secondary ring. The secondary ring is used as a back-up when
a malfunction occurs in the primary ring. Figure 3.12 shows the typical configuration
for FDDI network.

FDDI uses variable length frames with the frame format shown in Figure 4.16.

Apart from frames car: ing information, a special information-less frame called token
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Information frame

PA | SD | FC | DA | SA INF FCS | ED | FS

Token

PA | SD | FC | ED

PA - Preamble FCS - Frame check seq.
SD - Start delimiter ED - End delimiter

FC - Frame control FS - Frame status

DA - Dest. address INF - Information

SA - Src. address

Figure 4.16: FDDI frame format.

is used to synchronize transmission.

Two types of traffic are supported by FDDI: stations are able to send both syn-
chronous and asynchronous data. The amount of synchronous data a station is al-
lowed to send when it holds the token is determined at the network initialization time
and is known as the Synchronous Allocation Time (SAT).

At the time of network initialization, another constant called the Target Token
Rotation Time (TTRT) is set. This constant describes the maximum time the station
has to wait to be able to send its packets. Each station is equipped with two timers--
one measuring the Token Rotation Time (TRT) and the other, called Token Holding
Timer (THT), measuring the time the token is held by the station.

FDDI operates as follows. Upon receiving a token the station copies the current
value of the TRT timer into the THT and sets the TRT to zero. From now on the values
of both timers are concurrently updated. The station also constantly computes the
difference between the THT and TTRT. Next, the station sends its synchronous data

rying not to exceed the SAT. If the difference of the current value of THY and TTRT

is larger than zero and the station has packets to send, it is allowed to do so until



the difference between THT and TTRT reaches zero. When this happens or when the
station runs out of packets to send, it releases the token by sending it to the next
station.

As can be seen, no station can transmit its packets when the token travels from
one station to the other and the station must wait with sending its data until it
recejves the token. This mechanism works well when the ring is not very long, but for
long rings the time the station must wait for the token is unacceptably long. Some
researchers introduced the family of weak token protocols [DG92a] where a station
does not have to hold the token to be allowed to transmit. These protocols perform

better than FDDI for long (or fast) rings.

4.2.2 Metaring

To achieve the maximum throughput in the ring architecture the METARING [CO89b,
WO0S92] designers have chosen a simple and well-known approach, the spatial reuse
of bandwidth. It is achieved with the help of cut-through buffers in stations. The
architecture details of a meta station are described in Chapter 2.

METARING architecture allows many stations to access the ring concurrently. This
way the network achieves the maximum throughput, but it is also starvation-prone.
The problem of starvation will be discussed later in this chapter.

There are two version of the METARING protocol. One of them assumes that the
network is filled with equally sized slots which can be filled by stations with payload.
There is a special busy bit in the slot header that signals whether the slot is carrying
a payload. A station must wait for an empty slot to start transmitting its packet. A
buffer of at least the slot header size is used to facilitate this task.

The second version of the protocol assumes that packets in the network are of
different sizes and can be sent at any moment, if the station senses silence in the ring.
Because METARING guarantees that once a packet is inserted into the ring it will
be delivered (assuming no hardware malfunctions), every stations must be equipped

with an insertion buffer needed to absorb an incoming packet when the station is
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transmitting. The buffer must be at least of the maximum allowed packet size.
The medium access protocol of slotted METARING, called the AMeta protocal in

the thesis is described as follows:

o Receiving. The station waits for the beginning of a slot. When it appears, the
station receives it into the buffer and checks for the busy bit. If it is set, the
station checks the receiver address and determines if the packet is addressed to
it. If it is, the payload is received and the busy bit in the slot header is cleared,

If not, the station retransmits the slot with its header intact.

¢ Transmitting. The station waits for the beginning of a slot. When it appears
the station starts receiving the header looking for the busy bit. If the bit is
cleared, the station modifies the header with new header data. In this process

the sender and receiver address is changed, and the busy bit is set.

If the busy bit of an incoming slot is already set no action is taken and the

station waits for the next incoming slot.

4.2.3 CSMA/RN Ring

METARING in its unslotted version has one major problem. 'To solve the packet
collision problem each station must be be equipped with an insertion buffer capable
of holding a maximum size packet. If the maximum packet length is large, the cost
of buffering it can be very large.

To avoid large costs resulting from the need for large insertion buffers and still to
be able to solve the collision problem the designers of Carrier Sense Multiple Access
/ Ring Network (CSMA /RN) protocol [FMO*91] have proposed another solution.

In this protocol (which is very similar to METARING) each station receiver is
equipped with a small buffer holding about 100 bits. When a collision occurs, the
station aborts its packet transmission ending the aborted packet with a truncation

markers and retransmits the incoming packet. The aborted packet received at the
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destination station is not discarded, but its payload is buffered and saved to be
completed later when the rest of the packet arrives as a separate transmission.

This approach guarantees that the ring is not extended too much with large in-
sertion buffers as is the case with unslotted METARING. On the other hand, the
large number of aborted packets can (by introducing of a large number of header—

truncation mark fields in the ring) decrease the overall throughput of the network.

4.3 Starvation Prevention Mechanisms

As mentioned earlier, if all stations are allowed to transmit at any time, as it is in the
case of METARING, then a starvation can occur. Figure 4.17 depicts such a situation.
In this case, station A sends a stream of data to stations C and D. Station B is

starved: it does not get empty slots which it could use to send its own data.

Starved station

f
Slot Link

Figure 4.17: Starvation in METARING.

To avoid starvation, a station must meet additional requirements before using
empty slots. Tree different mechanisms have been proposed for the METARING pro-
tocol to prevent starvation. All these mechanisms can be applied to other protocols

as well.
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4.3.1 SAT mechanism

The original METARING protocol is enhanced with a SAT mechanism [CO89a]. To

prevent starvation two additional notion are introduced:
e SAT token(s)
e Slot counters

Together they provide a mechanism that works as follows (sce Figure 4.18). At
the beginning network operation the slot counter of every station is sct to Limit(i)
a constant which can be different for different stations. This value limits the number

of slots the station can send before it gets a SAT token.

SAT SAT SAT
A B C D
Data Data Data

Figure 4.18: SAT-based Global Fairness Mechanism (GFM).

Each time a station wants to send a packet it examines the value of the slot
counter. If this value is positive, the station goes ahead and puts its data into the
first available empty slot. Then the counter is decremented by one. If the value of
the slot counter is zero the station ignores all empty slots until it gets a SAT token.

The SAT token(s) are inserted into the rings during the initialization phase of the
network. Each ring receives at least one SAT token. When a station receives a SA'T
token it sets the value of its slot counter for the given direction to Limit(i). Next the
station sends a SAT token to its upstream neighbor. If the value of Limit(i) is big
enough this mechanism guarantees almost unrestricted access to the medium under
uniform traffic conditions.

If a station feels starved (based on the count of unsent packets or when a certain

time interval expires since the station was last allowed to send) next time it receives
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a SAT token the station keeps it. The token is kept until the station has sent the

desired? number of packets.

Because holding of a SAT token by one station may cause other stations to reach
their limits of sent packets, this mechanism guarantees that the station will eventually
get the desired part of the handwidth.

Experiments have shown that sending SAT tokens in the direction opposite to
the direction of the regulated traffic gives better results. This is because the station

causing starvation is sooner affected by the absence of a SAT token.

4.3.2 Local Fairness Mechanism

Although the SAT mechanism works fine for uniform traffic it does not perform well for
more correlated traffic patterns. The SAT mechanism is a global fairness-enforcement

policy and it can penalize stations which do not contribute to starving a particular

station.

Starved station

A B C

D
;. ® ] =

Slot Link

Figure 4.19: Local starvation on a bus.

Figure 4.19 presents such a case. Station B sends its packets to station D starving
station C. Station 4 which sends its packets to station B (and does not starve station

C) will be blocked by the SAT mechanism although its packets never reach station C.

*This value is either equal to Limil(i) or to another value determined at the initialization time
of the network.



To avoid such unnecessary side-effects, a new protocol regulating access to the
medium was proposed. This mechanism is a local fairness mechanism and its per-
formance should not affect stations which do not participate in the starvation of a
station or a group of stations.

The station using the LFM (Local Fairness Mechanism) [CCO93] works in two

modes:
o Non-restricted mode
o Restricted mode

In the first mode, any station can transmit its packets as long as it obeys the
general access rules of the spatial reuse protocol, i.e., its insertion buffer is cmpty. If
the traffic is uniform this is the state where the station supposed to spend most of
the time.

In the second (restricted) mode the station can only send a preset number of
packets before its state changes to unrestricted mode.

The state changes are triggered by receiving two signals:
e REQ: A signal which causes transition to restricted state.

o GNT: A signal causing transition from restricted to unrestricted state.

Starved station
Head Body Tail

i l | l

~Req  _Req

Figure 4.20: LFM on a bus.

Figure 4.20 presents a bus fragment in which a starvation occurs. This part of

the bus can be treated as a local resource and the stations form a chain consisting of
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the tail, the head and some body. The tail station is starved and the body and head
stations contribute to this starvation. None of the upstream stations starting from
the station next to the head station is involved in the starvation.

If the station senses that it is starved, it sends a REQ signal upstream. At this
moment the station becomes the tail station. Upon receiving this signal, the next
upstream station puts itself into restricted mode and if its upstream stations are idle
(there is no traffic from them) it becomes the head station. Otherwise it sends a REQ
signal upstream and hecomes a body station.

At the end of this process the body and head stations have entered restricted mode
of operation and from now on they are allowed to transmit only a restricted number of
slots. This guarantees that after a certain wel! defined period of time the tail station
will get a chance to transmit its packets. When this happens, the tail station sends
a GNT signal upstream. After a body station receives the GNT signal it becomes the
tail station. It can re-send the GNT signal to its upstream neighbor or, if it is starved,
it can remain the tail station and wait for its turn to send its packets. After receiving
the GNT signal, both body stations and the head station transit to unrestricted mode.
The propagation of the GNT signal stops at the head station.

Figure 4.21 presents a state transition diagram for the LFM mechanism.

The mechanism described above presents a simplified version of the LFM protocol.
It assumes that only one starved station exists and it initiates the transition from
unrestricted to restricted mode of operation in a part of the network. It is not the
only possible starvation scenario.

If there is more than one initiator of the starvation prevention procedure, i.e.,
two or more stations sense starvation and send REQ signals, two variations of the

algorithm are possible:
e To sequence REQ requests
e To merge REQ requests.

The first possibility is less effective because it can lead to a quadratic time-out
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Receive GNT Satisfied:

Send GNT

Receive REQ

UpStream BUSY; Receive GNT

Send REQ

Figure 4.21: LFM state transition diagram (bus architecture).



bound [CO89a). On the other hand, if the second modification is chosen the tail
station must be prepared to change its status from tail to body upon receiving a REQ
signal. Figure 4.21 takes into account the latest enhancement of the algorithm.

If the second option is used, one more problem shows up. In the ring architecture
it is possible that the request path will spawn the whole ring and all stations would
transit to body state. If this is not recognized, it will lead to a deadlock.

As long as the request path consist of one tail and head station, deadlock is im-
possible. To enforce that, the REQ signal is augmented with a field that carries the
identification of the tail station. Additionally, each station is equipped with a vari-
able REQ.ID which holds the number of the tail node that originated the starvation
prevention procedure.

A tail station receiving a REQ signal must compare its REQ_ID with the id number
carried by the signal. If these values are not equal, the two Request paths are merged
and the station state changes from tail to body. The station’s REQ_ID must also be

updated and the new REQ re-send if the REQ_ID is smaller then the REQ id.

4.3.3 Modified Local Fairness Mechanism

Although Local Fairness Mechanism is much more versatile than the SAT mechanism,
it has its own problems. Consider the situation presented in Figure 4.22. Stations A
and C send their packets to station £ starving station D. Although station B, sending
its packet to station C, does not participate in starving station D, it will nevertheless
transit to restricted mode of operation and become a body station.

This happens because even though the tail ID is included in the REQ signal,
it is not used to determine whether the station that receives it participates in the
starvation process. A simple change in the starvation prevention algorithm fixes this
problem.

The REQ signal is augmented with an additional field SUF (for suffice), which
declares how many packets the tail station needs to transit from starved to non-

starved state. Upon receiving the REQ signal, the stations checks if the packets it
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Figure 4.22: Local starvation on a bus. General case.

cutrently sends are addressed further away than the starved station (by checking the
REQ._ID field). If this is the case, the station enters the restricted mode of operation
and behaves as a body station. Otherwise, it still checks if the REQ signal should he
retransmitted. but it does not enter restricted mode of operation. This way Station
B in the example continues sending packets to station C. In a situation where the
station sends some of its packets behind the starved station, it enters a new limited
mode of operation. In this mode the station is allowed to send only packets which do
not starve the fail station.

At the same time. when the decision concerning the transition from unrestricted

to restricted mode is made, the station loads the value of the Stuir field to a countdown

counter and starts counting slots passing by in the direction of the starved station. If

this counter reaches zero. the station transits from restricted to unrestricted mode,
The SUF mechanism eliminates the need for the GNT signal. It also has other
advantages over the non-modified LFM. If every station knows the distances to other
stations in the network, additional improvements of LEM can be made. Since a station
knows the id of the tail station and the distance to it, it can caleulate how many
empty slots the starved station has received since the REQ signal was originally sent.
This way (especially if the slots are small, as in ATM) the station can automatically
decrease the requested SUF value in the REQ signal. This minimizes the time the
station must spend in the restricted mode and, if the distance from the tail station is

sufficiently big, it can eliminate the explicit transition from unrestricted to restricted

10



mode completely.
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Chapter 5

Simulation Environment

A series of simulation experiments were performed to investigate the property of
the chordal ring and the chordal bus architectures under the uniform traf¥ - pattern.
Although analytic models are useful and tractable when uncomplicated assumptions
are made. there are too complicated for analvzing real-life models.  Simulation of
unsimplified models provides results which can be used to test hypotheses nnder
nontrivial conditions [Gbu93}.

This chapter describes the simulation environment nsed in this thesis. Chapter 6

presents the results of the experiments.

5.1 The Simulator

The simulators for different network architectures were written in C'++ using SMURPH
simulation environment {Gbu93i. SMURPH provides a simulator template as a simn-
lator core and a number of classes defining real and virtual network objects,

In this environment. a network consists of interconnected stations. Fach station
{which represents a real network devicej has a number of active processes whose
responsibility is to model the operation of receiving and transinitting packets. Fach
process is a finite stale machine and mimics a fragment of the MAC protocol.

The following assumptions are made in the sirnulation environment:
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e Each message is sent to exactly one station, i.e., there are no broadcast and

multi—cast messages.

e Packets are inserted into empty slots and removed by destination stations (in

META protacols) or by erasure (wiring closet) nodes (in reuse protocols).

e Every slot consists of 8192 bits of payload and 100 bits of header. Every slot

is delayed for at least 100 bits of time at each station to allow for the header

contents examination.
o Two adjacent slots are separated by an inter-slot gap of 1 bit.
o The default bus and ring length is 100,000 bits unless stated otherwise (12 slots).

o The network consists of 36 stations evenly distributed along the channel.

Apart from stations with their active processes the simulator model ports and
links. Ports are SMURPH objects which represent real life ports and are responsi-
ble for receiving and transmitting packets. Processes use ports to perform send and
receive operations. Links are also SMURPH objects which simulate different commu-
nication media. In the simulators built to conduct our experiments, links simulated
unidirectional fiber optic connections. The topology of the network is set by connect-
ing links and ports.

Another SMURPH object—the packet—is used to simulate information exchange
in the system. Besides the information (payload) part each packet stores information
about the source and destination address, creation time, message number. access
bits and some debug information, irrelevant from the point of view of the simulated

protocol.

5.2 Performance Measurements

Simulations take a certain amount of time to come to the state when the model op-

erates in a steady manner. Start-up conditions in the network are quite different
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than the final steady ones. It is especially true when modeling heavy traffic condi-
tions, because the network and the message queues at the stations must first fill up
with messages to represent accurately the state of the system. The behavior of the
simulated system under these start—up conditions is different and should be ignored.

To reduce the impact of the start-up conditions in the simulated system, per-
formance measures must be taken after a warm-up time. After some experiments,
sending of 30,000 messages was chosen at the moment when the network has reached

a steady state.

5.3 Traffic Conditions

Traffic in computer networks can be classified into asynchronous and synchronous
or non-real-time and real-time. In the experiments conducted in this thesis only the
asynchronous type of traffic is investigated.

Asynchronous traffic is characterized by:
e Irregular arrival times to the network.
e Non-uniform message sizes.

¢ Non-critical delivery time.

e Sensitivity to packet loss.

File transfers, electronic mail, facsimile, terminal key strokes, client  server com-
munication are examples of asynchronous traffic.

Uniform traffic pattern, a traffic where the message inter-arrival time is uniformly
distributed, has been chosen to simulate asynchronous traffic. The traffic load was
uniformly and randomly distributed in the system, i.e., each station had the same
probability to send a message. Since the maximum throughput has been the main
concern in the experiments performed in this thesis, the message length is constant,

and equal to the information length of the slot.
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Chapter 6

Simulation results

This chapter presents simulation results for two different architectures:
e Plain architecture

e Chordal architecture

The results are presented in two following sections. Each section is divided into

three parts presenting results for following protocols:
o Simple Reuse Protocol using Previous Slot Information
e Optimized Reuse Protocol using Previous Slot Information
® Meta protocol

All results are presented as Message Access Time versus Throughput graphs. To
better describe the properties of protocols both mean and mazimum message ac-
cess times are plotted as functions of the throughput. The Message Access Time
is expressed in slots as a measure of time. The Maximum Message Access Time is

measured for the last 10,000 messages sent during the simulation.
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6.1 Plain architectures

The properties of plain architecture are described in Section 3.2.1. In the case of
Reuse Protocols for bus architecture three erasure nodes are used. The placement
of the erasure nodes has been determined experimentally where the criterion for
the optimal placement was to minimize the Mean Message Access Time. When the
differences in the Mean Message Access Time were not clear enough, the architecture

with the maximum throughput was chosen.

6.1.1 Bus Architecture

This section presents the results for the bus architecture. In all cases the dual bus

architecture is simulated with following parameters:
e Bus Length 100,000 bits
e 36 uniformly spaced stations
e 3 erasure nodes
e Packet Length 8248 bits
o Header Length 100 bits
o Inter-Slot Gap 1 bit
e Uniform Traffic Pattern

o SIMPLE message limit 40

Bus with Simple Reuse Protocol (Rbus)

Figure 6.23 presents the simulation results for a dual bus architecture with a simple
reuse mechanisim. The placement of erasure nodes is presented in Figure 6.24 and was

determined by running several experiments with different locations of erasure nodes.
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Figure 6.23: RBus performance.
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Figure 6.24: Placement of Erasure Nodes.



It is reasonable to assume that it is possible to make throughput reach the value of
3.5 by oversaturating the network. T;cqi_mar throughput of the network is not greater

than 3.0.

Bus with Optimized Reuse Protocol (ROptbus)

Figure 6.25 presents the simulation results for the same architecture as in the previons
case but with ORP/PSI protocol described in Section 4.1.3.

ROptBus, 100K bus

18404 Y v v Y v v Y
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:
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19.01 —re 4 L L 1 i 1
0 0.5 1 1.5 2 2.5 3 3.5 4
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Figure 6.25: ROptBus performance.

In this case, Treai_mar throughput of the network is also about 3.0. Note that the
mean message access time at the throughput of 3.0 is considerably smaller than in
the case of the simple RBUS architecture.

Notice that the performance of the two protocols differs only for a throughput
larger than 2.2. This is caused by the fact that to change the order of the sent
messages a station must have a certain number of messages in its message queue. It
only happens for a relatively intense traffic in the network and the station cannot

take advantage of this possibility if the load is light (the throughput is smaller than
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2.2).

Bus with Meta Protocol (Metabus)

Figure 6.26 presents the simulation results for a dual bus architecture with a desti-
nation release protocol. The architecture of a station capable of destination release
is presented in Section 2.2.2. Because of the nature of the META protocol no erasure

stations are needed in this architecture.

MetaBus, 100K bus
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Figure 6.26: MetaBus performance.

The maximum throughput of this configuration is about 3.9. Both mean and
maximuim message access times are well below the 10,000 slot mark used to determine
the saturation point of the network.

Notice that even for very heavy traffic (about 3.7), the mean message access time
is about 10 slots which is an unrivalled result. Two previous protocols achieve similar

mean message access times for throughput of 2.5 and 2.7, respectively.
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6.1.2 Ring Architecture

This section presents the results for the ring architecture. In all cases the dual ring

architecture is simulated with following parameters:
e Ring Length 100,000 bits
o 36 uniformly spaced stations
e 6 Erasure nodes
¢ Packet Length 8248 bits
e Header Length 100 bits
o Inter-Slot Gap 1 bit
e Uniform Traffic Pattern

o SIMPLE message limit 40

Ring with Simple Reuse Protocol (Rring)

Figure 6.27 presents the simulation results for the dual ring architecture with a simple
reuse protocol. Six erasure nodes arc placed evenly in the ring (see Figure 3.13).
The maximum throughput of the presented architecture is about 4.8. Because
of the symmetry of the ring the maximum message access time does not play such
important role (as in the case of the bus architecture) in determining the maximum
throughput of the network. As can be seen, the shape of the mean and maxinnnm
curves in Figure 6.27 are similar and the saturation point appears for the maximum

network throughput.

Ring with Optimized Reuse Protocol (ROptring)

Figure 6.28 presents the simulation results for the same architecture but with the

protocol improvements described in Section 4.1.3.
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Figure 6.28: ROptRing performance.
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The maximum throughput for this protocol is about 5.5 which is better than
4.8 achieved by the previous plain reuse protocol. The performance curves of both
protocols are almost identical up to throughput of 1.5, then the protocol with im-
provements performs better. As it was described for the bus architecture, a station
can efliciently reorder its message queue only if the number of messages in the queue

is above a certain threshold (the traffic intensity is larger than 1.5).

Ring with Meta Protocol (Metaring)

Figure 6.29 presents the simulation results for the dual ring architecture with the
METARING protocol—as described in Section 4.2.2. As with the MErrABuUS architec-
ture, no erasure nodes are used.
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Figure 6.29: METARING performance.

The maximum throughput achieved by the METARING protocol is about, 7.5. For
the traffic intensity yielding the throughput of 7.0, the Mean Message Access T'ime is
about 10 slots. This is much better than in the cases of the two previous protocols,

which offer the same access time for the throughput of 4.4 and 4.6, respectively.



6.2 Chordal architectures

The properties of the chordal architecture are described in Chapter 3.2.2. In the case of
the Reuse Protocols for the bus architecture (as well as for the plain bus architecture)
three erasure nodes are used. Because of the additional functions played by the nodes
in the chordal architecture, these nodes are called wiring switch nodes. The placement
of these nodes has been determined experimentally with the same criteria as for the
plain bus architecture (Section 6.1.1). The final placement of the wiring switch nodes

is shown in Figure 6.30.

B

§ - slot generator
WN - wiring switch node
X - normal station

Figure 6.30: Placement of Wiring Switch Nodes in Chordal Bus.

6.2.1 Bus Architecture

This section presents the results for the bus architecture. In all cases, the dual bus

architecture is simulated with following parameters:
e Bus Length 100,000 bits
o 36 uniformly spaced stations
e 3 wiring switch nodes
o Inter switch distance 4124 bits

o Packet Length 8248 bits
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o Header Length 100 bits
o Inter-Slot Gap 1 bit

Uniform Traffic Pattern

SIMPLE message limit 40

Chordal Bus with Simple Reuse Protocol (RSbus)

Figure 6.31 presents the simulation results for the dual bus architecture with the
connections between wiring switch nodes as described in Section 3.1.2.
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Figure 6.31: RSBus performance.

T eai_mar throughput of this network is about 3.9. The maximum achievable
throughput for the oversaturated network is 4.5. Notice that although the network
yields the throughput of 3.9, for a slightly smaller load (thronghput about 3.5j the

mean message access time is still very low and cqual to about 10 slots.



Chordal Bus with Optimized Reuse Protocol (RSOptbus)

Figure 6.32 presents the simulation results for the same architecture but for the

optimized access protocol.
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Figure 6.32: RSOptBus performance.

In this case, Treqi_mar throughput with maximum message access time of 10,000
slots reaches 4.0. Although it is a small increase comparing to the non—optimized
version of the protocol. the throughput of 3.9 is reached with the mean message access

time of 10 slots.

Chordal Bus with Meta Protocol (MetaSbus)

Figure 6.33 presents the simulation results for the chordal dual bus architecture with
the META protocol. For this architecture, the function of a wiring switch node is
simplified to relaying messages only.

With the META protocol, T cui_maer throughput increases to 4.5. It can be seen

that for the throughput of 4.3 the mean message access time reaches 10 slots.
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Figure 6.33: MetaSBus performance.

6.2.2 Ring Architecture

This section presents the simulation results for the chordal ring architecture. In all

cases, the dual ring architecture is simulated with following parameters:
e Ring Length 100,000 bits
e 36 uniformly spaced stations
e 6 wiring switch nodes
o Inter-switch distance 4124 bits
o Packet Length 8248 bits
e Header Length 100 bits
e Inter-Slot Gap 1 bit
e Uniform Traffic Pattern

e SIMPLE message limit 40



Chordal Ring with Cimple Reuse Protocol (RSring)

Figure 6.34 presents the simulation results for the double ring architecture with

chordal links. In this case a simple reuse protocol is used.
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Figure 6.34: RSRing performance.

In this architecture, 7, qi_mnar throughput reached for saturated network is 8.3. The
maximum throughput achieved by oversaturating the network is not much bigger and
amounts to 8.4. The throughput of 8.0 is achieved with a mean message delay of 10

slots.

Chordal Ring with Optimized Reuse Protocol (RSOptring)

Figure 6.35 presents the simulation results for the same architecture as in the previous
case but the protocol reorders the incoming messages in the station message queue.

As can bee seen, T, .q_mqor throughput for the saturated network reaches 9.0. The
maximum achievable throughput is about 10.0 in artificial, oversaturated conditions.

A throughput of 8.2 is achieved with the mean message access time of 10 slots.
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Figure 6.35: RSOptRing performance.

Chordal Ring with Meta Protocol

Figure 6.36 presents the simulation results for dual ring architecture with chordal links
operating under the META protocol. In this case (similarly to the bus architecture)
the behavior of the wiring switch nodes is simplified. These nodes no longer have
to remove received packets from the network, and their role is limited to ronting
incoming packets.

In this architecture, T cqi_mqr throughput is 13.5. As can be scen this value is
reached when the network is saturated and the protocol reaches its peak performance.

The protocol yields 12.3 throughput for the mean message access time of 10 slots.

6.3 Comparison

The following table presents a comparison of simulation results for plain and chordal
architectures. The table presents aggregate network throughput for three different

levels of Mean Message Access Time (MMAT):
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Figure 6.36: S METARING performance.
o 10 --required by time critical applications.
o 10"--—realistic upper bound (maximum sustained realistic throughput).
e oo--—absolute bound.

Notice that the Meta protocol can be viewed as a particular (and very expensive
from the hardware costs point of view) case of ORP/PSI protocol where all stations
are Meta stations. The fractional component of the protocol name represents the
relative frequency of erasure nodes or wiring closet nodes (i.e. for 36 stations, /o

implies 3 erasure nodes).

The following figures present a comparison of the performance of the presented

protocols in a graphic form.
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Plain Architecture Dual Bus Dual Ring
Protocol MMAT: |10 [10° oo [10 J107 Joo
SRP/PSI— I, 25130 [35] 44 |18 [ 1.0
SRP/PSL—>%‘ 29 (33 (39149 5.5 5.6
ORP/PSI— ;9 2730|3716 |52 |56
ORP/PSI— 1/4 29134 (397150 |37 |58
ORP/PSI— 1/; (META) 37039 (40167 7.5 |79
Chordal Archilecture Dual Bus Dual Ring
Protocol MMAT: 110 10" [ oo 10 TS
SRP/PSI— 7, 35[39 | 1.5]80 |83 |sA
ORP/PSI— ¥, 3.9 (4.0 | 5.1]82 (9.0 |10.0
ORP/PSI— I, (META) A3 45 60123135136
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Figure 6.37: Performance of Plain Bus Architecture.
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Figure 6.38: Performance of Chordal Bus Architecture.

Plain Ring Architecture, 100K
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Figure 6.39: Performance of Plain Ring Architecture.
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Figure 6.40: Performance of Chordal Ring Architecture.
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Chapter 7

Conclusions and Future Work

The chordal bus and chordal ring topologies were described and analyzed by simula-
tion. The properties of three Medium Access Protocols: Simple Reuse Protocol using
Previous Slot Information (SRP/PsI), Optimized Reuse Protocol using Previous Slot
Information (ORP/PSI) and META protocol were discussed for both the plain and
chordal architectures. Simulation models were developed and experiments were con-
ducted to investigate network behavior under uniform traffic conditions. Section 6.1
presents a deiziled performance comparison of these protocols for the plain architec-
ture. Section 6.2 presents a detailed performance comparison of SRP/PSI, ORP /PSI
and META protocols for the chordal architecture. While META protocol displays the
best performance of all the protocols presented in this thesis, it also requires the most
expensive hardware.

ORP/PSI is an improved protocol based on SRP/PSI [SS93] and can be viewed as

a generalized META protocol. ORP/PSI protocol possesses following properties:

® ORP/PSIis a capacily-1 protocol; its maximum throughput does not depend on

the network size and the transmission rate.
o The transmission rules are simple and can be implemented in hardware.

o Partial, software-supported destination release causes increased throughput

comparing to traditional bus and ring protocols.
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e Under light-load conditions the Mean Message Access Time is the lowest possible

half a slot.
o Small Mean Message Access Time for the wide range of network loads.

e A favorable cost—performance tradeoff when compared with META protocol,
since the ratio of expensive nodes is reduced by a larger factor than the perfor-

mance drop.

To prove the last point let us compare the cost of the METABUS architecture of
36 Meta stations yielding Treai_mar = 3.9 with the cost of the ORP/PSI bus with 3
Erasure Nodes and 36 regular stations yielding 7;eqimer = 3.0. Let us assume that
the Meta station is five times more expensive than the regular station and it costs
$5000.

The cost of METABUS system is 36 x $5000 = $180,000. The cost of ORP /St bus
system is 36 x $1000 + 3 x $5000 = $51,000. Thus, for the 30% of the cost we can
purchase the ORP/PSI bus system offering 75% performance of the more expensive
METABUS system.

The Modified Local Fairness Mechanism (MLFM) was proposed. It possesses many

characteristics of an ideal local fairness algorithm:

e MLFM dynamically divides the transmission medium into local communities of

interest.

¢ It takes into account more realistic occurre.ices of starvation than Local Fairness

mechanism proposed in [CCO93].

e The introduction of additional information in the REQ signal in the form of
SUF field eliminates the need of GNT signal. This mechanism allows carlier
transition from restricted to non-restricted mode of operation of all affected

stations.



Simulation shows (see Section 6.2.2) that the chordal ring architecture is able to
deliver the throughput of 13.5 when used with the Meta protocol®. It is interesting
to notice that the 75% increase in the maximum throughput (compared to a double
ring architecture) has been achieved with practically the same length of fiber links.

Unfortunately, such an increase in the maximum throughput is only possible when
the wiring closets switches are placed evenly in the network. For a less even placement,
usually encountered in real-life networks, the increase in the throughput will be less

pronounced.

In this study uniform traffic pattern was used to investigate properties of the bus
and ring chordal architectures. The future work should include realistic (non-uniform)
traffic patterns. Beside the change in the traffic pattern model future research could

concentrate on following areas:

e Large message transport—Medical Images, Multi Media Databases.

e The impact of higher layer protocols (TCP/IP, OSI) on the performance of

ORP /PSI.
e [Fairness in the chordal bus architecture.
o Further modifications of the chordal architecture.
e “Smart” message relaying-modified role of slot generating nodes.

® MLFM as a fairness mechanism for METARING and METABUS architectures.

"I'he Meta protocol is described in Section 4.2.2.
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Appendix A

Dual Chordal Bus

Section 3.1.1 shows the theoretical proof of the maximum throughput for the bus
architecture. This Section shows theoretical formulas for the maximum throughput

and the optimum placement of three wiring closet switches for the chordal bus archi-

tecture.

0 b 0.5 1-b 1

Figure A.41:

As in the case of the plain bus architecture the length of the bus is equal to 1.
The dual bus consist of the infinite number of stations evenly placed on the bus. The
traffic pattern is uniform. i.e., the probability that a packet is addressed to a station
is equal for all stations. wvdt denotes the volume sent by a station in time dt. Three
wiring closet nodes are places on the bus: first in the middle of the two other in
distance b from the ends of the bus (see Figure A.41).

To find the optimum placement of the wiring closet switches, point b on the bus
must be such that the load in this point and in the point 0.5 (the middle of the bus)
is equal 1.
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The load in the section [0. b] is equal (sec Section 3.1.1):
vr(l — )

The load in the section [b, 0.5] is divided between the loads in the chordal link

and section [b, 0.5] of the bus.

-4

L4 T

0 b 0.5 v 1

Figure A.42:

The load in the chordal link is calculated assuming, that the link conducts the
traffic between section [0, b] and section [0.5, 1] (sce Figure A.42). Thus, the load in

the chordal link can be calculated as:

b d; ol
/ / v(l — x)dx y =
0o Ji/c I —ux 2

so the load on the section [b, 0.5] of the bus is equal:

vbh
ve(l —x) — —

2
To fiud the maximum load v and the optimum placement of the wiring closet

nodes b two equawions must be solved:

vb(1 —b) =1
1 i vb
(1= =)= 2=
vt =33
The equations above are solved for the following values of v and b:

v = 16 = 6.4
T B-VB(1+V5)

It is easy to show that the load in the second chordal link is equal to:

1/2 n vh
v/ / dzdy = —
0 1-b 2

and is identical to the load in the first chordal link.

3 1
7 I;:T‘—Z\/Sz().l!)




Appendix B

Dual Chordal Ring

This Section shows theoretical formulas for the maximum throughput and the op-
timum number of wiring closet switches for the chordal ring architecture (see Fig-

ure 3.13).

AI A] Al

A A A

Figure B.43:

Since the chordal ring architecture is symmetric, we can assume that the load in
the different sections of the ring is also symmetric. There are two kinds of sections
of the ring: the chordal link section, denoted A; (see Figure B.43) and regular link
sections, denoted A. All regular stations are connected to regular link section; none
of them is connected to the chordal link section. The connection between the chordal
link section and the regular link section is done by the wiring closet switch. The

following assumption are made:

e The length of the rings is equal to 1.

73



e The dual ring consists of an infinite number of stations cvenly placed on the

ring.

o The traffic pattern is uniform, i.c., the probability that a packet is addressed
to a station is equal for all stations. Likewise, the traffic volume sent by cach

station is the same: vdt denotes the volume sent. by a station in time df.

o We also assume that n wiring closet nodes are places on the ring, at intervals

of length 1/n.

To find the optimal number of wiring closet switches and the maximum load of the
chordal ring architecture, we must find functions describing load in sections A and

A;. The load in any of these sections cannot exceed 1 (i.c., the normalized capacity

of =ach link).

A,
+ " ' /\ H +-
o < I/n 172 A 12+1/n

Figure B.44:

To find the function describing the load in the chordal link section A, consider
the situation presented in Figure B.44. The load in the link A, can he viewed as the

following sum:

n_o n_ 2
""Z v 4 v v (n——‘.&)
i - =
2 9.2 )
= n = 2n 8 n

The first sum describes the sum of loads from the entire section placed to the left of

the chordal link to another entire section placed to the right of the chordal link and

1 1
v fw ] dy v
—vdr—+— = —
/o /0 2 1 n?

2
The second sum describes the sum of loads from a part of a section placed to the left

described as a sum of:

of a chordal ring to a part of a section placed to the right of the chordal link and
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described as a sum of:
5[+ dy v
/ / —’U(,l.’l,'—l-' = 52
0 i 2 3 2n
The load in the section A can be viewed as a local and non-local one. The local
load at station s € [0,1/n] can be calculated as the difference between the load caused
by stations in section [0, 1/n] minus the amount of the load caused by packets sent
and received in the same section [0, 1/n]. Thus it is equal to:

sy s rsv  dy  sv
/lgdz—/%/%idx?=?(l—s)

"

The non-local load is caused by packets addressed to stations in the section [0, 1/n],

thus the non-local load at station s is equal to!:

/%(l_ )vd_ 1 _s_1 ¢
. \2 )T g T T T

The the load in the section A is thus equal to:

and is constant in the whole section.

To find the maximum load v and the optimum number of the wiring closet nodes

n two equations must be solved:

v/n—2\* v
g( o ) =1

. (L _ L) -1
2 202/

The equations above are solved for the following values of v and n:

v=16 n=4+2V2 x6.82

'Notice, that the maximum distance between two stations is equal to 1/2.



