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Abstract

In distributed computing models, where some helper nodes assist the master

in a large-scale computation, a big challenge is when these helpers straggle.

The straggling of even a single helper node can significantly increase the pro-

cessing time. Therefore, coded distributed computing has been proposed as a

solution in many recent studies. Unfortunately, in some scenarios, the decod-

ing complexity at the master is so significant that it undermines the benefit

of distributing the computation. To allow for distributed computing in these

cases, we propose a multi-layer coding strategy that allows some helpers to

assist with the decoding. In this thesis, we focus on two scenarios, (1) when

an extra layer of helpers are introduced to help with the master’s decoding,

and (2) fitting a distributed coding scheme when the computation naturally

requires multiple layers with shuffling (for example FFT). In both scenarios,

we propose a fully-coded structure that tolerates straggling in each step. More-

over, using low-complexity codes such as Raptor codes to further reduce the

master’s decoding load is studied.
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Preface

The contributions and results of this thesis have been presented in two journal

submissions. The results and algorithms of Chapter 3 have been submitted to

IEEE Transactions on Communications under the title “A Distributed Low-

complexity Coding Solution for Large-scale Distributed FFT”. Chapter 4 also

includes the results of the paper “Distributed Decoding for Coded Distributed

Computing” submitted to the Journal of Parallel and Distributed Computing.
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Chapter 1

Introduction

1.1 Motivation

In recent years, with new technologies such as machine learning and data pro-

cessing growing, the size of data is increasing every day. Companies collect

data from their customers more than ever; the researchers have access to an

extensive amount of information; graphic files and datasets are getting ex-

tensively larger. This increasing trend in the size of data has created several

challenges, such as data storage and processing.

With the development of computing resources and the rising popularity of

data analysis and machine learning methods, massive datasets are put into

processing for various applications [1]. Furthermore, high-quality image pro-

cessing and big data analysis require a large amount of computation [2]. There-

fore, large-scale computing has gained attention in recent years. Even the most

straightforward computations can become a challenge when the size of data

increases exponentially. Hence, processing massive data has introduced many

new challenges.

The problem with large-scale computing is that the personal processors

cannot handle the computation due to memory limitations as well as CPU/GPU

speed, and capacity limitations. This problem has forced users to move their

computation to the cloud. Cloud service providers have contributed to this

trend by providing a variety of servers to satisfy the costumer’s needs [3], [4].

In this approach, users’ computations are transferred to one or multiple servers

on the cloud. These servers process the users’ data and return the processed
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Input data

Task

Output data

Figure 1.1: Cloud computing schematic

data to the users. Fig. 1.1 demonstrates the main idea.

Cloud services, though gaining much popularity, have several challenges [5],

[6]. The systems’ reliability is one of the important ones. The user must be

assured of the system’s success. Moreover, the privacy and security of the

system are very important since the users’ data could be sensitive. The service

provider must also provide the storage and computational needs of the user.

Communication limitation is also a contributing factor in designing the system.

1.2 Distributed Computing

Depending on the data size and the needed processing, sometimes a single

processing unit – in either the cloud or a local network – is unable to handle

all the computations. Moreover, some computational tasks are time-sensitive

and must be finished before a tight deadline. The standard solution in such

cases is parallel computing, where the tasks are broken into smaller ones and

are performed in parallel [7], [8].

Parallel computing at the hardware-level has been a common practice for

decades. Having multiple processors in a single device increases the speed

of the processing and has been subject to numerous structure designs and

hardware development. However, in distributed computing models, several

distinct devices are utilized simultaneously, and this introduces new challenges.

Consider a network consisting of a number of helper devices, available to

conduct a computational task. This network can be a set of servers in the

cloud, devices with limited computational capacity in an Internet of Things

(IoT) network, or an Ad Hoc cluster of machines. In any scenario, these
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helper nodes possess computational abilities and therefore, can participate in

the distributed computing scheme. In this way, some processing units that

could potentially be idle benefit other devices.

The helpers can communicate data before, during, and after computation

and can receive multiple tasks in order to complete the whole processing. Gen-

erally, the master-helper 1 model is the most standard distributed computing

model studied [9]–[13]. In this model, data and computational functions are

provided to the helpers by the master. When helpers finish their assigned

tasks, the master collects the processed data to finalize the computation.

As an example, MapReduce structure introduced in [14], covers several

distributed computing models and benefits from the master-helper structure.

In this structure, in the Map stage, some helpers receive an assignment to

perform a computation based on a fraction of the input data. Commonly,

there exist Shuffle stages where the helpers start communicating throughout

their computation, and multiple tasks might be completed. In the Reduce

stage, some helper nodes perform some final tasks and send the results to the

master. Many works [15]–[18] have been developed by adopting this structure.

More details on MapReduce is provided in Chapter 2.

1.3 Unreliable Distributed Computing

There are multiple factors that can cause a failure in a distributed computing

network [9], [11], [19], [20]. Such failures will result in an unreliable distributed

computing system (DCS). It is essential to identify these factors and propose

a solution to resolve them in order to obtain a dependable system.

An obvious source of failure is the imperfect communication channel. In

particular, many distributed computing networks are wireless [18], [19], [21],

[22], i.e., the helper nodes and master communicate through wireless channels.

Wireless channels are especially subject to error and erasure. These problems

might jeopardize the success of the whole computation.

In addition to channel imperfection, there are other sources of failure in

1Also known as master-server, master-worker.
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distributed computing. In fact, the main challenge in distributed computing

systems is stragglers [11], [23], [24]. These are the helpers that consume more

time on their task than expected, which results in the added latency to the

system. Resource sharing, power limits, queuing, and many expected or unpre-

dictable reasons contribute to the straggling of helpers [25]. In a time-sensitive

computational task, even one straggler can be a bottle-neck for the latency of

the whole system and decreases the performance of the distributed computing

system.

These factors create unreliability in distributed computing systems. Clearly,

one needs to develop a solution to combat these unreliabilities. A trivial ap-

proach is to reassign failed tasks to new helpers. Reassigning the tasks to new

helpers would both take time and still will not be fully reliable and, thus, is

not an efficient solution. Hence, more efficient and more reliable solutions to

combat unreliabilities in a distributed computing system are necessary.

1.4 Coded Distributed Computing

To add reliability and allow data recovery in any application, adding redun-

dancy is needed. In distributed computing systems, also, having some extra

helpers engaging in redundant tasks is vital because it eliminates the depen-

dency of the system’s success on any individual helper. Utilizing these extra

resources are equivalent to extra costs; however, the added reliability that is

achieved justifies this trade-off.

A trivial method to add redundancy in distributed computing would be to

assign the tasks to multiple helpers instead of one. As a result, any node that

responds faster would send their result to the master, and the computation

would be complete. However, this method is extremely inefficient from a re-

source management perspective. Therefore, an alternative approach is needed

that can offer high reliability but at a reasonable amount of extra cost. In prac-

tical settings, and if selected carefully, even 5 % extra helpers can mitigate the

straggling effect and reduce the latency [23].

Coding theory has proposed solutions that can be adopted to combat the
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unreliability of the helper nodes in distributed computing systems. More

specifically, erasure coding, which is a forward error correction (FEC) code,

allows the missing blocks of information to be recovered if the blocks are coded

in advance. Therefore, if blocks of data are encoded by an erasure FEC code

prior to being sent to the helpers, even if some helpers straggle or fail in send-

ing their results, having a sufficient number of the data blocks back, a decoder

can recover the erasures and retrieve the results.

Note that if both the computation and the coding are linear, the processed

blocks of data are also coded. Therefore, the same decoding method that could

be used for helpers’ inputs can be applied to their outputs. This approach has

been proposed by many recent works and has been studied for several problems

and system setups [9], [11]–[13], [16], [24]. The dynamics of coded distributed

computing is explained with more details in Chapter 2.

1.5 Thesis overview

Coding techniques can resolve the unreliability of distributed computing, yet

they come with some costs. For instance, extra computing resources are re-

quired. Moreover, to have coded blocks of data, some pre-processing and

post-processing are needed that increase the overall amount of computation.

These added processings are called encoding and decoding that the master

must perform before sending the blocks, and after receiving the computed

results, respectively.

Note that the original goal of a distributed computing system was to reduce

the amount of computation in a single machine to reduce the execution time.

Now, with the coded distributed computing systems (CDCS), although the

original computing is extracted from the master, a new load of computations

appears for it. When the added load is insignificant, the reliability gain of

coding justifies the added costs. However, there exist cases where the added

computations for encoding/decoding is significant and cannot be ignored.

The coding complexity is directly relative to the size of the code, which is

typically the number of helpers in the CDCSs. In particular, in setups with
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a large number of helpers, the coding complexity, specifically the decoding, is

no longer negligible. Therefore, a new method of CDCS is needed to address

the high complexity of computations that remain at the master.

In this thesis, we have focused on two problems. First, we have con-

sidered the large-scale coded distributed Fourier transform computing. In

this type of computation, we have developed a novel distributed comput-

ing method evolved from fast Fourier Transform (FFT) structure that allows

for low-complexity coding on large-scale distributed FFT computing systems.

Moreover, a low-complexity coding solution is adopted to resolve the high-

complexity decoding problem discussed earlier.

Second, we consider the high decoding complexity problem in the large-

scale CDCSs, i.e., systems with a massive number of helpers. By devising a

solution in which helper nodes can participate in the decoding stage, a new

coded distributed computing structure is proposed in which the master’s load

is manageable. In particular, a multi-stage decoding that leaves little work for

the master is developed and tested.

The key novelty of the proposed schemes can be summarized as taking

advantage of extra stages of computation without involving the master, in

order to reduce the master’s computation load, and thus, the execution time.

This technique, however, requires careful design and consideration that are

discussed throughout this work.

The remainder of this thesis is organized as follows. In Chapter 2, we

provide some background on the coding theory, distributed computing mod-

els, and CDCSs. In Chapter 3, the large-scale distributed FFT computing

problem is considered and an efficient solution is proposed. In Chapter 4, we

have focused on the possibility of distributed decoding models, and discussed

our proposition, formulated some optimization problems, and have suggested

efficient solutions for these problems. Finally, in Chapter 5, the overview of

contributions and possible future research directions are provided.
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Chapter 2

Background

2.1 Distributed Computing Systems

A distributed system is a collection of devices with a single common goal.

This system can be a small cluster of devices or a massive complex network.

The devices can have a limited computing and memory capacity such as the

internet of things (IoT) networks or the network might consist of several high-

performance processing units. The communication method between the nodes

(devices in a network) could also vary between wired and wireless. Two types

of distributed systems, distributed storage and distributed computing systems,

have gained a lot of interest in recent years [6], [26].

This thesis particularly focuses on distributed computing systems. The

fundamental goal of distributed computing is to perform a computation in

the shortest possible time with the available resources. There are a number

of attributes that contribute to finding the best DCS for a computing prob-

lem. The number of the available nodes and their characteristics such as their

memory size, computing capability, and their speed are vital in designing the

distributed computing model. When such a network is offered by an external

service provider, we can specifically call the system, a cloud computing system.

In our discussions, we offer solutions for a general DCS, whether it is a local

network or on the cloud.

The main idea behind distributed computing is to break a very large com-

putation into smaller tasks, distribute the small tasks between the computing

resources, and collect the results to finalize the original computation. In most
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cases, the computing task is either appointed to or offered by a single machine

called the master. This node is responsible for delivering the final result to

the user. The master employs the other devices in the network, known as

helpers, for the tasks. This popular structure is known as the master-helper

structure. Although there exist some models that are masterless or have mul-

tiple masters [27] or only masters [19], in this work, we specifically focus on

the master-helper model, which is the most common in the literature, as well.

2.1.1 System Model

One of the distributed computing models that are compatible with the master-

helper is MapReduce [14]. MapReduce splits the steps of distributed comput-

ing into two or three categories. These stages are Map, Shuffle, and Reduce,

ordered chronologically. In the first stage, i.e., Map, the master provides the

helpers the data and their computational task (function). In some cases, the

task or the data might be already existing at the helpers. Then, the helpers

start to perform the computation assigned to them.

Depending on the computation model, normally, there are some Shuffle

stages. In this stage, the helpers exchange their results and reapply the func-

tions to the new data or perform a fresh task. This procedure might be re-

peated, each time with a new function or different data transmissions between

the nodes. In many setups, the master also engages in the shuffling. Here,

we have considered a system that allows device to device communication. In

some setups, the only means of communication between the helpers might be

through the master, working as a relay between the devices.

At last, the master assigns Reduce tasks that the helpers must perform on

their received inputs and pass the results to the master or the designated des-

tination [18]. Often, the master will perform some type of post-processing and

sorting to the received data to prepare them for the user. Fig. 2.1 demonstrates

a general model of MapReduce-derived distributed computing system.

MapReduce illustrates a general but useful structure that DSCs can apply.

In most cases, the master breaks very large data into smaller chunks and send

them to the helpers for them to apply the same computation on each of them.
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Figure 2.1: MapReduce structure with K processors and multiple Shuffle
stages. The helpers might perform different computations in each layer. In
Map, the master assigns the data and tasks to the helpers and they start their
computational task. They might shuffle their output data with each other,
and start a new processing. In Reduce, the helpers perform final tasks and
send the results to the master for the final processing (if needed). In some
scenarios, the helpers only perform one layer of computation.

Alternatively, all or some of the helpers might be applying different functions

on the same blocks of data. Moreover, in the Shuffle stage, the nodes either

directly exchange data or send their outputs to the master and it distributes

the processed data in a desirable way.

As an example, consider a matrix multiplication task with excessive matrix

sizes. The master can break a matrix or both matrices into smaller ones and

allocate them to the helpers for the multiplication task. Once the helpers are

finished, they can send back their results. The master, then, can gather all the

data segments and form the final matrix. Assume that the goal is to calculate

Ax = y where A ∈ RN×P ,x ∈ RP×1,y ∈ RN×1 and N is large. The master

breaks A into smaller matrices such as A1, . . . ,AK where Ai ∈ RN
K
×P , 1 ≤

i ≤ K, then sends each Ai with the vector x to each helper. Now, the helper

nodes can do the Aix matrix multiplications and generate yi ∈ RN
k
×1 vectors.

By sending these vectors to the master, the helpers allow it to form the vector

y by combining the yi vectors. Therefore, the computation is completed by
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Figure 2.2: Distributed matrix multiplication model with K helpers

the helper’s assistance. This process is demonstrated in Fig. 2.2. Note that,

if instead of x the goal was to do AB matrix-matrix multiplication, the same

process could be done.

2.1.2 Challenges

In a DCS, some challenges exist that endanger the success of distributed com-

puting. The key factor in these challenges is that the computation is decen-

tralized. Throughout the whole distributed computing scheme, two things can

fail. One is the communication between the nodes, and the other is the task

completion in each helper.

Communication networks, in particular wireless ones, are not completely

reliable. Complete or partial communication failures are not rare due to the

unreliable nature of the wireless (or even the wired) channel. Moreover, in a

wireless DCS, the helper nodes might not be fully committed and may leave

the network or delay their assigned task for a more prioritized task [22], [28].

This is more common in mobile computing and fog computing networks. How-

ever, the most common scenario in the failure of a task is that the computing

resources face a problem with the task itself.
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In any DSC, the helper nodes might not finish their task by the expected

time. There are some nodes that take an excessive amount of time to finish a

computational task. These nodes are known as stragglers. The straggling in

DSC has an unattractive consequence. A straggling in a single node causes the

finish time of the whole computation to be delayed. The main task cannot be

finished unless all the subtasks are finished first. If the task is re-assigned to

a fresh node, the execution time is at least doubled. Therefore, this problem

interferes with the main goal of distributed computing, i.e., completing the

task in the shortest possible time. To solve the straggling problem, the best

idea is to reduce the dependency of the system on a single node. Such a

solution requires implementing a kind of redundancy.

The redundancy helps the computation to be completed even if not all the

helpers finish their tasks. To have redundancy, the tasks that are distributed

to the helpers cannot be simply partitions of computation but must have a

relation to each other. A simple example is to have some replicas for each task.

This technique assures if a node straggle, there are other nodes with the same

task. Then, it is very likely that one of them responds on time. However,

this method is not the optimum way to benefit from computing resources.

The reason is that if many nodes perform the same task, the computation

cannot be broken into small chunks and the time that each helper must spend

on their task is increased. Therefore, although some works have benefitted

from this approach [29], it might not be the best practice for many distributed

computing problems.

An alternative solution is to consider the output of the stragglers as era-

sures, i.e., since the outputs take too long to be generated, the system can

consider them as erased information. This analogy helps to relate the problem

to bit erasures in communication systems and hence, hints at using the solu-

tions that have been developed in that field. In the next part, we will review

the coding solutions that are used in faulty communication systems, and then,

we will discuss how they can be applied to DCSs.
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2.2 Forward Error Correction Codes

In a digital communication channel, it is common that a part of the information

(bits) gets erased or be received with an error. Therefore, in order to avoid

retransmissions, adding redundancy to the information has been practiced in

the transmitter. This act allows the receiver to recover errors or erasures. For

example, for an information block of k bits, the process includes generating

n, n > k symbols from the original k bits. This process is called encoding with

an (n, k) code where n and k are called the size, and the dimension of the

code. For this code, the coding rate is k
n
, and the overhead is n−k

k
. Thereby,

the receiver is able to recover the original k bits by decoding the block of data

that may have errors or erasures. These codes are known as forward error

correction codes.

FEC codes have been a popular solution in the digital communications

area. However, the use of FEC codes is not limited to communication chan-

nels. In recent years, the FEC codes’ application has expanded to distributed

storage and computing systems, where erasure is a common problem. In these

applications, the erasure does not just happen to a fraction of bits out of a

data block, but a data block is inaccessible, completely. Therefore, predicting

such failures in advance, and resolving them by applying FEC codes, makes

the distributed storage and computing systems reliable. In Section 2.3, we will

discuss the details of this procedure.

2.2.1 Mathematical Background

To understand how the coding work, we need to review some mathematical

pre-requisites. In coding theory, we work with the numbers that are members

of a finite field F.

Definition 1 A finite field Fq, also known as Galois field GF (q), is a finite

set of q elements if (Fq,+, ∗) satisfies the following rules:

I. (Fq,+) forms an Abelian group with additive identity 0.

II. (Fq/{0}, ∗) forms an Abelian group with multiplicative identity 1.

12



III. ∀ a, b, c ∈ F : (a+ b) ∗ c = a ∗ c+ b ∗ c.

A linear (n, k) code C in a finite field F, generates n > k symbols by doing

linear operations on the original k symbols. Linear codes can be represented

by a generator matrix Gn×k, and the encoding process can be described as y =

Gx, where xk×1 and yn×1 are the original, and the coded block, respectively.

A coded block is called a codeword. There are 2k different codewords.

An important feature of linear codes is the minimum distance of the code.

The minimum distance of a code is the minimum hamming distance between

any pair of codewords. A code with a minimum distance of d, can tolerate up

to d− 1 erasures. This means when d− 1 elements of y is missing, x can still

be retrieved.

Definition 2 For an (n, k) code with a minimum distance of d, it can be

proved that

d ≤ n− k + 1. (2.1)

This inequality is called the Singleton bound [30]. Remember that the code

can allow no more than d−1 erasures. Therefore, (2.1) implies that the number

of erasures must be less than or equal to n− k. The codes that achieve (2.1)

with equality are called the maximum distance separable (MDS) codes.

2.2.2 MDS codes

MDS codes have been a popular choice of codes for distributed computing

problems [9], [12], [31], [32]. Note that for decoding, at least n−(d−1) symbols

must be existent. In other words, the decoding overhead, i.e., the number of

redundant symbols needed for decoding, is k + n− (d− 1). Since MDS codes

achieve the equality in (2.1), they can tolerate up to n−k erasures. This means

that with any k coded symbols, the decoding would succeed. In other words,

the decoding overhead is zero. This is an attractive feature because it allows

a minimal code overhead. Therefore, the number of redundant symbols, in

other words, the redundancy cost, is minimized. To construct an MDS code,
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one needs to make sure that in the generator matrix, any k rows are linearly

independent.

In many applications, it is preferred to have the original k symbols among

the n coded symbols. This class of codes is known as systematic codes. The

generator matrix of these codes is in

G =

[︄
Ik×k

G′

]︄
format. The advantage of the systematic codes is that when the erasure rate

is low, the original symbols could be available without any decoding.

Reed-Solomon (RS) codes

One of the most common types of MDS codes is Reed-Solomon codes [33].

These codes are practical because given n, k, and Fq, the generator matrix of

an (n, k) RS code can be defined as follows,

G =

⎡⎢⎢⎢⎢⎢⎣
1 α1 α2

1 . . . αk
1

1 α2 α2
2 . . . αk

2
...

...
...

. . .
...

1 αn α2
n · · · αk

n

⎤⎥⎥⎥⎥⎥⎦ (2.2)

where α1, . . . , αn are n different numbers in F. Such a generator matrix ensures

the criteria that an (n, k) MDS code must have.

The encoding complexity of RS codes is O(n), and thus, is not a concern.

However, the decoding complexity of the codes has proved to be higher. An

obvious method of decoding is to use matrix operations which results in a

decoding complexity of as high as O(n3). However, the decoding complexity

was reduced to O(n2) [34], and later by the use of fast polynomial multiplica-

tion technique, this complexity was reduced to O(k log2 k log log k) 1 [31], [35].

Moreover, for a systematic MDS code, the decoding complexity can be shown

to be O(n(n − k)). These orders of decoding complexity are not pleasant for

some applications. That is why a different method of linear codes known as

fountain codes have been developed in recent years.

1Throughout this thesis, whenever the base of the log function is not specified, the log
is in base 2.
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2.2.3 Fountain codes

Fountain codes were first introduced for the broadcast scenarios and have also

been suggested for storage systems lately [36]. In broadcast applications, the

encoding process is continued until the whole block of data is recovered by all

receivers. Hence, these codes are considered as rateless, i.e., there is no fixed n

and the coded symbols get generated by the encoder until the job is finished.

Therefore, the code overhead of these codes is relatively larger than the MDS

codes. In particular, unlike MDS codes, the decoding overhead is not zero.

The advantage of the fountain codes, however, is that the generator matrix is

not dense. Thus, the decoding complexity is lower.

In fountain codes, for each encoded symbol, d number of the k original data

symbols are randomly selected and linearly combined in F. The number d here

is called the degree of this encoded symbol. A polynomial Ω(x) =
∑︁
λix

i is

usually used to represent the fountain codes where λi shows the frequency of

degree i being used in the encoding. In the decoding, a belief propagation

scheme is used where starting with degree 1 and then higher degrees, the

original symbols are recovered.

Fountain codes do not guarantee the coverage of all symbols or the linear

independence between codewords. Therefore, unlike MDS codes, the decoder

needs to receive more than k encoded symbols to succeed. The needed over-

head is related to the average degree of the encoded symbols (
∑︁
λii), where

the overhead is smaller when the average degree is higher. Clearly, the de-

coding complexity is also related to these parameters since the higher degrees

require more operations in the decoding process [37]. The earlier versions of

fountain codes like Luby Transform (LT) codes [38], required O(
√
k) average

degrees but with the introduction of Raptor codes, using an outer code al-

lowed fountain codes with a fixed average degree and the decoding complexity

of O(k loge(1/ε)). For the outer code, the encoder first uses a (KO, K) to

construct KO intermediate symbols. These symbols will be the inputs of the

fountain code encoder.

Now to design a Raptor code, the main goal is to ensure that the decoding
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will succeed with a very low failure probability. In the successful decoding

process, it is important that the LT part of the decoding would not fail until

a (1− δ) fraction of the intermediate symbols is recovered (Step 1). This will

then allow the outer code to recover the k original symbols (Step 2). In [37],

it is shown that for a given k, εc, and δ, a valid degree distribution for Step 1

must hold the inequality

1− x− e−Ω′(x)(1+ε) ≥ γ

√︃
1− x

k
(2.3)

for x ∈ [0, 1 − δ]. This distribution ensures that the LT part of the decoding

will be successful with a failure probability of 1/kc where c is independent

of the other parameters. Note that Ω′(x) is the derivative of Ω(x), and the

coefficient γ must hold the inequality δ
√
k > γ.

In Chapter 3, we will see how Raptor codes can be applied to distributed

computing problems.

2.3 Coding in distributed computing

As discussed earlier, in DCSs, we face some challenges such as straggling.

When a helper straggles, its output block is considered unavailable. Such a

data block will be treated as erasure and a procedure must be done in order

to retrieve these missing blocks of information.

As discussed, FEC coding has been proved to be an appealing solution to

this problem. With an encoding prior to distributing the data to the helpers,

some redundant blocks of data are generated. Therefore, with some straggler

nodes, still enough results are accessible to retrieve the needed information.

Coding in distributed computing has some differences with a typical packet

coding in communications. Like distributed storage systems, coding in CDS is

applied to the blocks of data as a single unit. This means that when a block

is not available, the whole symbols are not. So the coding is applied to the K

blocks of data no matter the number of symbols each one contains. To generate

the symbols of the coded blocks, element-wise coding must be performed, i.e.,

the ith symbols of the new coded blocks are generated by performing coding on
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Figure 2.3: Coded distributed matrix multiplication model with 4 helpers

the ith symbols of the original blocks. In the decoding, similarly, element-wise

decoding is done.

As an example, assume the computation goal is to find y = Ax. To

distribute this computation we can break the matrix A(K×V ) into K vec-

tors A1, . . . ,AK . Now, the master can generate redundant blocks such as

AK+1 = A1 + · · · + AK and assign them along with the original blocks to

L nodes. Therefore the ith symbol of AK+1 is the sum of the ith symbols of

vectors Aj. An example for K = 4 is demonstrated in Fig. 2.3.

Now, note that, unlike storage systems, the data blocks are not the same

after the computation is done, i.e., the inputs and outputs of the helpers are

not the same. However, when the computation is linear, the outputs will also

be coded with the same code that the inputs were coded by. Therefore, even

though the symbols are different, the same decoding method can be done to

recover the missing symbols.

Consider the example presented earlier. The helpers compute yi = Aix and

send them to the master. Since the computation in each helper is the same (and

linear), we can argue that the ith symbol of yK+1 is the sum of ith symbols of
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each yj. Therefore, for L = K+1, any K blocks of yi would allow us to decode

the desired y1, . . . ,yK . Therefore, a coded distributed computing system can

tolerate stragglers as long as the decoding is doable with the received blocks.

Note that the type of computation is not limited to matrix multiplication.

If the computation is linear, i.e., the outputs can be claimed to be coded by

the same code as the inputs, then coding can be used for that DCS.

Many works in recent years have developed more complex algorithms based

on this idea to develop fault-tolerant DCSs. Many works have been developed

on optimizing the coding solutions for various types of computations and sys-

tem models. In the next section, we will review some of these works.

2.3.1 Related works

The works that have proposed FEC codes for distributed computing problems

can be categorized in several ways based on the type of computation, the type

of code, features of the helpers, and even other applications of coding such as

communication and security.

The most common type of computation, matrix multiplication, usually falls

under the MapReduce structure. For applications such as machine learning,

data analysis, image processing [9], [39], the main computation is transformed

into a matrix-vector or matrix-matrix multiplication. In such examples, the

matrix can be divided into smaller matrices or vectors and be distributed

among helper nodes for the multiplication task. Matrix-vector multiplication

has been studied in many recent works [13], [40]. Later, some solutions [31],

[32], [34] have been proposed for matrix-matrix multiplication, where both

matrices are divided into smaller pieces and are distributed.

Since discrete Fourier transform (DFT) is a linear operation, it can be mod-

eled as matrix multiplication and be implemented using the available coded

approaches. However, the complexity of matrix multiplication (that is O(N2))

is much higher than FFT (O(N log(N))). Thus, new coded distributed ap-

proaches that fit the FFT structure have been recently studied [12], [41], [42].

Distributed learning methods that are based on matrix multiplications have

also gained attention, where the most studied type is the gradient descent in
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a distributed manner [9], [22], [43], [44].

In some works, no specific codes are suggested, and linear codes as general

are proposed for their problem [45], [46]. However, in most works such as [9],

[21], [24], [32], MDS codes are suggested. The advantage of MDS codes is their

small overhead. Some works [40], [47], however, have studied low-complexity

decodings such as LT [38] and Raptor codes [37]. In a recent work [48], polar

codes have also been investigated.

Other than the type of the code, the characteristics of the distributed net-

work, (e.g., homogeneous, heterogeneous, number of nodes) also contribute to

the performance of the distributed computing systems. In most distributed

computing schemes, it is assumed that all the helper nodes are the same type,

and thus, the tasks are distributed among them equally. However, despite this

assumption of network’s homogeneity, in many cases, there are helper nodes

with different features available [45], [46]. The memory size, processing unit ca-

pacity, the priority they assign to different tasks, and other parameters can all

contribute to the performance of a helper, and the processing time it requires

to complete a task. Such a network of helpers with different characteristics is

called a heterogeneous network.

In many studies, the heterogeneous characteristic has been treated by load-

balancing techniques to achieve an optimum performance regarding finishing

time or other costs [17], [22]. In works such as [27], based on the helpers’

straggling parameters, the sizes of the assigned matrices to the helpers were

optimized. The performance of these methods was observed to outperform

uniform scheduling or existing load-balancing schemes. In [46], this optimiza-

tion was conducted when FEC was in place. In [49], the codes for each stage

of computation were selected based on the performance of stragglers.

Other than combating stragglers, coding has been proved to be useful for

other challenges in distributed computing problems, as well. Several works

have been developed on reducing the communication cost of distributed schemes

[11], [20], [50]. Moreover, to add security and privacy to distributed computing,

coding has been practiced [51]–[53]. In this work, we focus on the straggling

problem and benefit from coding to combat straggling.
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2.3.2 Decoding Complexity

In coded distributed computing solutions, the computation load is lifted from

the master and the coding makes the system reliable. However, new compu-

tation loads due to coding are introduced. The decoding load is the largest

newly defined computation that the master must handle. In a typical coding

solution such as the example given earlier, the size of the code is proportional

to the size of the network, i.e., the number of the helpers.

When the computation is massive, the number of helpers needed to assist

with the computation becomes very large. The reason is that the helpers’ com-

putational capacity is limited. Therefore, the number of needed helpers, and

thus, the size of the code becomes very large. Since the decoding complexity

is proportional to the size of the code K, the decoding complexity increases,

too. Thus, the added load of the master becomes larger. Considering Reed-

Solomon as the method of coding used for CDCSs, this complexity would be

O(K log2K log logK).

Such complexities could become considerable for a very practical range of

K. In some setups, this complexity can even surpass the original computation’s

load. This will be a very serious issue, questioning the advantage of distributed

computing for such setups. Moreover, in scenarios where the master is to

perform computations other than decoding, this issue becomes more critical.

2.3.3 Proposed Multi-layer Distributed Coding Solu-
tions Overview

When the master’s load due to decoding becomes massive, it seems intuitive to

consider distributing its task again. An additional layer of helpers to assist the

master with either the remaining computation or the decoding seems tempting.

Therefore, one needs to think about the reliability of the added layer as nodes

in this added layer can also straggle. Hence, new coded distributed computing

structures are needed.

Through this thesis, we work on two scenarios. One, where the master

has some computation to do other than the decoding such as distributed FFT
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computation. We investigate how another layer of distributed computing can

be useful to reduce this complexity. A fully-reliable structure for this purpose

requires a novel design that is proposed in Chapter 3. We will also discuss

the use of low-complexity codes such as Raptor codes to further reduce the

master’s load.

In another scenario, we study a solution with an extra layer of helpers

engaging only in the decoding. This distributed coding solution will reduce

the master’s complexity by reducing the size of the code. The master will be

only responsible for the coding applied on the decoding helpers’ layer. This

solution is presented in Chapter 4.
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Chapter 3

Multi-layer Coded Distributed
FFT

3.1 Introduction

Discrete Fourier transform has been considered as one of the most fundamental

operations in computing methods [54]. Many applications of DFT, such as

image processing, machine learning, and data analysis, have been identified

over the years. As technology advances, the size of data increases, requiring

large-scale computations including large-scale DFT [55].

While the computational complexity of direct implementation of DFT is

O(N2), an improved implementation, called fast Fourier transform, achieves

a computational complexity order of O(N log(N)) [56]. Even with FFT, the

computational capacity of a single processing unit may not be sufficient when

N is large. This is true for modern applications such as high-resolution image

processing and large data set machine learning [2], [57], [58]. In such cases,

distributed computing, where the computation load is distributed among mul-

tiple devices has been suggested.

For applications such as matrix multiplication, there exist straightfor-

ward coded distributed solutions [31], [32]. To benefit from the FFT’s low-

complexity, different coded distributed solutions are needed. Thus, new coded

distributed approaches that fit the FFT structure have been recently studied

[12], [41], [42].

For distributed FFT, in [12], a coding idea similar to [31] is proposed that
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can tolerate some failures or straggling, without affecting the latency of the

computation. This work benefits from polynomial codes (a special case of

MDS codes) so that the minimum number of responding nodes can finalize

a distributed computation. To do this, first, the large input data is divided

into K smaller blocks which by MDS coding are mapped to L > K coded

blocks. Then, the FFT of these coded blocks are computed each by a different

helper node. A sufficient number of results from the helper nodes lets the

master successfully decode for the FFT of the original K data blocks. Then,

using the recursive structure of FFT, the master finishes the remaining FFT

computation.

In this solution, although the master offloads the FFT computation to

the helper nodes, due to the complexity of decoding and the remaining FFT

computation, the master still needs to perform a large amount of computation.

In fact, for many ranges of parameters, the remaining complexity at the master

(which is of order N log2K log logK) can even exceed the complexity of self-

computing the FFT of the whole data. It can be argued that, this scheme

works well only when the size of data that the helper nodes can accept M is

comparable to the original data size N and hence, the number of helper nodes

is small 1. However, when M ≪ N or equivalently when the number of helper

nodes is large, we need more efficient solutions. To better see the problem,

consider a data of size N = 230 and K = 26 helper nodes performing M–FFT,

where M = 224. Then, in the coded distributed scenario, the master needs to

perform about

N log2K log logK +N logK = (93 + 6)× 230

operations which is much higher than the self-computing load of N logN =

30× 230 operations 2.

This motivates us to propose a new coded distributed approach for large-

scale FFT computed by the help of a large number of helper nodes. Many

1We consider the cases where N,M,K are all powers of two. Thus, their log is an integer.
2Here, we used the complexity orders as the actual values. While this is not a perfect

comparison, it gives an idea about the problem. Moreover, the constant factor of decoding
complexity is usually higher than that of FFT, indicating that the increase in the load of
the master can be even worse than the reported numbers.
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recent works consider a large number of helper nodes up to thousands of nodes

[13], [15], [25], [59]–[61], especially when the size of computation is massive.

Moreover, parallel FFT with a large number of processors has been studied in

works such as [8], [62]. Therefore, with the growing size of data and distributed

computing problems, in this chapter, we have focused on very large scale

distributed FFT computation.

Our approach takes advantage of the FFT’s own parallel structure to in-

troduce a distributed scheme, specifically for FFT. Using multiple layers of

computations, this approach allows for the FFT computation to be fully of-

floaded on the helper nodes, unlike [12], leaving no FFT computation for the

master node, thus reducing its complexity. It will be shown that, unlike exist-

ing distributed uncoded FFT solutions [62], [63] that do not readily allow for

efficient coding, in our work, coding can be applied on each layer of computa-

tion. Also, our algorithm is reliable in every stage and unlike [41] does not rely

on the assumption that the helper nodes remain reliable for the shuffle-stage

coding.

The challenge for us is that without bringing everything back to the master

for the Shuffle stage, we need to perform a reliable distributed shuffle-stage

coding by the helper nodes when these nodes might fail or straggle in this

process. We meet this challenge by allowing helpers to communicate with

each other. As a result, the Shuffle stage encoding and decoding can entirely

be assigned to the helper nodes. Such a distributed FFT computation requires

a novel distributed coding approach, which is developed in this chapter.

To further improve the master’s Reduce stage decoding complexity, Raptor

codes are suggested. Raptor codes enjoy a linear coding complexity, hence

for larger K, they are much more efficient than MDS codes. After studying

the total latency and the offloading cost of the proposed solution, we present

numerical studies supporting our findings. We then use our numerical study

to adjust the Raptor code parameters to optimize the number of helper nodes

in different setups. The results show that the proposed scheme significantly

reduces the cost and the master’s complexity compared to Self-FFT (by more

than 80% in our reported studies).
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3.2 Background and motivation

In this section, we first review the idea behind FFT that performs DFT in a

faster way. It is shown that there is a distributed nature in FFT structure

which we will benefit from when proposing our solution. Later, the challenges

that a distributed computing method could face are introduced and it is dis-

cussed how coding methods can become useful for resolving these challenges.

Finally, the problems that still remain in the existing solutions are explained.

These are the problems that this chapter will tackle.

3.2.1 FFT computation

Consider a vector x of size N . Based on the DFT definition

X (N)
p =

N−1∑︂
n=0

xne
−j 2πp

N
n, (3.1)

where X (N)
p denotes the pth element of the N -point DFT of the vector x and

xn denotes the nth element of x. For simplicity, we sometimes use Xp instead

of X (N)
p .

Now, assume that N is even and we divide x into two equal units xo and

xe, where xol = x2l+1 and xel = x2l, l = 0, ..., N
2
− 1. Now, using (3.1), we can

write

X (N)
p =

N
2
−1∑︂

l=0

xel e
−j 2πp

N
(2l) +

N
2
−1∑︂

l=0

xol e
−j 2πp

N
(2l+1)

=

N
2
−1∑︂

l=0

xel e
−j 2πp

N
2

l
+ e−j 2πp

N

N
2
−1∑︂

l=0

xol e
−j 2πp

N
2

l

= X e(N
2
)

p + e−j 2πp
N X o(N

2
)

p ,

(3.2)

where X e
p and X o

p are the pth element of the N
2
-point DFT of xe and xo,

respectively.

Equation (3.2) indicates that, in order to obtain the DFT of x, we can first

calculate the DFT of two smaller vectors whose elements are independent and
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then add the elements, respectively, with given weights. Moreover, by defining

W k
N = e−j 2πk

N , it can be shown that

W
p+N

2
N = e−j 2πp

N
+π = −e−j 2πp

N = −W p
N . (3.3)

Therefore, having the DFT of even and odd parts, the final result can be

computed by three operations for any pair of elements as

X (N)
p = X e(N

2
)

p +W p
NX

o(N
2
)

p

X (N)

p+N
2

= X e(N
2
)

p −W p
NX

o(N
2
)

p .
(3.4)

This recursive feature inspired Cooley and Tuckey to introduce the FFT

algorithm which requires 3N
2

operations in each layer. The number of layers de-

pends on how many times the vectors can be divided into two half parts which

is log(N) for any N = 2n 3. This proves that the computational complexity of

FFT is O(N log(N)).

The FFT algorithm is demonstrated in Fig. 3.1 for a 16-length vector,

where FFT layers are also labeled. This figure helps us discuss the distributed

computation design in the next section.

3.2.2 Coded distributed FFT

Consider a master-helper scenario with an FFT computation objective. As-

sume the master wants to compute FFT of a large vector x of size N = 2n.

The resources at the master are too limited. Hence, instead of self-processing,

it is required to distribute the computation load to a number of helpers, where

the nodes can store and compute FFT of vectors of maximum size M . So, the

master divides the input data into K equal parts of size M .

In [12], they use the fact that Fourier transform is a linear function and

thus, treat the computation the same as other linear computations. Therefore,

the conventional coding method discussed earlier is applied to the distributed

FFT without any Shuffle stages. In other words, the master converts the

3The algorithm can be generalized for any value of N . For convenience, we focus on
N = 2n cases.
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Figure 3.1: The butterfly structure of FFT. Vertices may multiply a weight to
their source dots and each dot operates the sum of the input vertices.

original K data block into L coded blocks which are sent to L available helper

nodes for M–FFT computation. With the first K results, the master has

enough data to continue with the rest of the job by first, decoding and then,

completing the rest of the FFT butterfly structure. Notice that since no Shuffle

stages are allowed, the FFT butterfly structure must be completed by the

master node.

Here, the decoding complexity can be minimized by a combination of

Bluestein’s algorithm and fast polynomial multiplication [31] with the up-

per bound of O(N log2K log logK). Moreover, the master does the rest of

the FFT computation with the complexity of O(N logK). As discussed in

the Introduction section, in this approach, the total complexity load on the

master can be significant and for some ranges of parameters even an order of

magnitude larger than self-computing of the original FFT.
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In a different coded FFT approach, developed in [41], the K input blocks

are first coded to L blocks for distributed processing. As soon as K processed

blocks finish theirM–FFT task, the outputs are shuffled for further computing.

The helper nodes first decode the shuffled data to recover the uncoded data.

Then, the nodes apply the twiddle factor multiplication on the data. Finally,

in this stage, the uncoded symbols are sent to the encoder points, so the

coded symbols of the second stage can be generated. When the encoding is

completed, the L helper nodes will begin the second FFT computation.

The main assumption buried under this approach is that the nodes suc-

cessful in FFT computation will engage in the Shuffle stage (decoding, mul-

tiplication, and encoding), flawlessly. However, the amount of computations

needed for the Shuffle stage is in the same order as the FFT computations.

Therefore, it is possible that a node succeeds in FFT computation but later

fails or straggles in the Shuffle stage. Naturally, we need a coding solution to

handle errors and stragglers in the Shuffle stage. Unfortunately, the Shuffle

stage in existing coded distributed FFT approaches is not fault-tolerant. Re-

solving this problem would require rethinking and developing a new approach

for distributed coding. In this chapter, such a distributed coding approach is

developed and tested.

3.2.3 Remaining challenges and overview of our contri-
butions

The existing coded FFT approaches [12], [41], [42] are efficient solutions when

K is small. Note that when K is small, decoding complexity is reasonable, but

the helper nodes end up performing very large FFTs. When a large number

of helper nodes can be utilized, the above mentioned FFT solutions result in

a significant computation load at the master.

In this chapter, we develop efficient coded distributed FFT solutions ca-

pable of utilizing a large number of helper nodes. For this, we reorganize

the FFT computations into multiple layers 4. We apply coding on each layer

4Note that different layers can employ the same helper nodes. Throughout this chapter,
we consider the general case with independent nodes for the ease of demonstration.
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separately, making all the layers reliable. Finally, it will be shown that using

Raptor codes, the remaining load at the master due to encoding/decoding is

drastically reduced. This comes at the cost of a few more helper nodes, but

our assumption is that the bottleneck is the master’s complexity load and not

the number of helper nodes.

3.3 Uncoded distributed FFT solution

In this section, we discuss an uncoded distributed FFT approach, where the

FFT computations are all done by the helper nodes in multiple layers. This

approach has been practiced in parallel FFT schemes and replaces a large

FFT with smaller FFTs. For now, let us make the simplifying assumption

that there are no failures or stragglers. Also, consider the MapReduce method

with zero or more Shuffle stages, where K available nodes are occupied in each

computation layer (Map stage plus Shuffle stages).

Assume that we have decided to break the computation between K nodes.

In the first layer, each node receives a vector of sizeM , denoted by a1, . . . , aK ,

in the Map stage. Each node, in this layer, is supposed to compute theM–FFT

of its input, denoted by b1, . . . ,bK . Note that, this stage fulfills the compu-

tation happening in the first logM FFT layers of the N–FFT computation

demonstrated in Fig. 3.1. Now, still logN − logM = logK FFT layers worth

of computation is remaining. If there is more than one computation layer, in

the first Shuffle stage, the KM outputs are shuffled, the twiddle factors are

multiplied 5, and the symbols are sent to the second computation layer in a

way that each node in the next layer can perform FFTs on its M inputs. This

process continues until the whole FFT is complete. In the ℓth layer, the jth

element of the ith node will be X (Mℓ)
Mi+j. Fig. 3.2 shows a 16–FFT broken into

two 4–FFTs.

In the first computation layer (and with a similar argument in all other

5In order to successfully break the N–FFT into smaller FFTs, e.g., multiple M–FFT
or an M–FFT and a K–FFT, we need to process the symbols in the Shuffle stage. This
processing involves an extra twiddle factor multiplication, which can be done either in the
previous layer, after FFT computation, or in the next layer, before FFT computation. This
processing includes a smaller than N number of operations.
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Figure 3.2: Distributed FFT example for N = 16, M = 4 completed in two
layers with four helper nodes in each layer.

computation layers), there exist KM logM = N logM operations. Based on

the values of M and N , one may choose the number of computation layers.

Also, depending on the master’s computational abilities, one may choose to

assign the computations from layer j onward to the master. In one extreme,

as in [12], we have zero Shuffle stages. In other words, only the computations

in Layer 1 are done by the helpers and all the rest of FFT computation is done

by the master. In the other extreme, the maximum number of shuffle stages

is used. That is, the helpers complete all the tasks, leaving no computations

for the master node.

Remark 1 We can assume that in Computation Layer j, there are Kj nodes

with Mj inputs such that MjKj = N . This way, helper nodes in different

layers compute FFT operations of different sizes. In that case, the load left for
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the master would be N log(N −
∑︁
Mj).

Remark 2 For load balancing purposes [64], and assuming all helper nodes

have similar computational abilities, it is desirable to have Kj = K for all

j. When Kj = K, the maximum number of computation layers is ⌈ logN
logM

⌉. In

this case, there are logN (mod logM) FFT layers left in the last computation

layer. Therefore, the nodes at this layer perform fewer FFT computations per

input. In that case, for all the layers but the last one Mj = M , meaning that

M–FFTs are repeated.

Remark 3 In practical scenarios, it is reasonable to assume that M ≥
√
N .

In other words, a single helper node can take an FFT of size at least
√
N ,

otherwise, we would need a very large number of helper nodes K >
√
N . As a

result, we have ⌈ logN
logM

⌉ = 2, meaning that no more than two layers are needed.

Therefore, although the proposed method can be generalized to any number of

layers, in the remainder of , we focus on the two-layer designs.

As a result of the above remarks, we can simplify our general model into a

two-layer structure with K nodes in each layer. The first layer is responsible

for M -FFT computation in each of the K nodes. After the shuffling, the

Computation Layer 2 nodes finish the FFT task by performing multiple K–

FFTs on the corresponding K symbols from their M input symbols.

Fig. 3.2 shows an example of the above discussions for N = 16 and

M = K = 4, where the computation is fully distributed, i.e., the number

of layers is ⌈ logN
logM

⌉ = 2 meaning that the master does not do any computations

in the Reduce stage other than resorting the results. Thus, the remaining com-

putational load for the master node is zero. Here, the communication load of

this approach is (1 + ⌈ logN
logM

⌉)N.

3.4 Coded solution

In the previous section, we made the simplifying assumption that there is no

failure or straggling problems. In reality, these problems exist, and we need to

apply coding to resolve them. In this section, we show how a linear coding can
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be tailored to the distributed FFT structure discussed above which enables

helper nodes to participate in the decoding process.

To ease the notations, and as justified earlier, we assume there are only two

computation layers, both layers having the same number of helper nodes. The

notation Eℓj will be used for the jth helper node in the Computation Layer ℓ.

3.4.1 Toy example

Consider an example based on Fig. 3.2 setup, where N = 16, and M = 4.

Discussions on this example are demonstrated in Fig. 3.3. Let us assume we

want to add only one redundant helper node to each layer. First, the master

groups the input vector x into blocks of size M = 4 to form K = 4 blocks

(a1, . . . , a4). The redundant block a5 is constructed as

a5,i = a1,i + a2,i + a3,i + a4,i for i ∈ {1, . . . , 4}, (3.5)

where aj,i is the ith element of aj. This is a simple example of a (5, 4) code.

Now, the master sends these five blocks to five helper nodes for FFT compu-

tation in the Map stage.

Node E1j receives block aj and generates a vector bj with the same size,

that is the M–FFT of aj. Since FFT is a linear operator, the relation in (3.5)

holds for the FFT blocks, as well. Therefore,

b5,1 = b1,1 + b2,1 + b3,1 + b4,1, (3.6)

and thus, having four of these symbols let the fifth one to be recovered by

performing a linear decoding.

Assume that E14 is a straggler and its output b4 is not available for the

next layer while the other four nodes have responded. To provide the inputs

for the next computation layer, all bj,1 elements must be gathered in the node

E21 but b4,1 symbol is missing. In our coded solution, E21 can locally recover

b4,1 symbol from other available symbols, i.e., b1,1, b2,1, b3,1, b5,1, using (3.6).

Similarly, all E2j nodes will recover b4,j and then have the inputs they need

(ci,j = W
(i−1)(j−1)
4 bj,i) to perform the second FFT and complete the whole

FFT.
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Figure 3.3: The coding scheme example of a two-layer distributed FFT. Gener-
ating the coded symbols for redundant nodes is not feasible unless the required
symbols for encoding exist in the same place.

Since failure or straggling can happen in the second layer, as well, we need

to use coding to make this layer redundant, too. Therefore some blocks such

as c5 are needed that their symbols are element-wise coded symbols of other

ci blocks. In order to do this stage of the encoding, we first need the decoded

33



symbols of b. However, after decoding, the symbols needed for encoding are

located in different nodes. One solution to generate c5,4 is to have an encoder

node to collect all b4,i symbols from the second layer nodes’ decoders outputs.

The encoder having this systematic block of the unresponsive node in the pre-

vious layer, e.g. b4, applies the same code as the first layer nodes to construct

the missing coded symbols at the second layer (c5,4). However, this scheme

relies on other nodes for decoding and if one straggles, the encoding process

can not be completed in time. Also, note that if the code was non-systematic,

this same problem for c5,4 would have occurred for all c5,j symbols. When the

number of coded blocks increases, this method’s unreliability becomes more

serious.

To resolve this problem, each node in Computation Layer 2 must be able

to decode the desired symbols, apply the twiddle factors, and encode the

symbols before starting the FFT. Therefore, each node after decoding has

access to uncoded bj,i symbols including b4,i. They can multiply twiddle factors

to generate b′j,i symbols. Then, each node E2j generates symbols ci,j having

the b′j,i symbols. As a result, for example, ci,1 symbols are coded even though

the encoding was not done in a centralized way but locally in each node. Each

E2j performs a different encoding, but it repeats that for all the symbols. In

other words, each node performs a row of the encoding matrix, locally. This

approach is demonstrated in Fig. 3.4.

To better understand how this idea works, consider a redundant block

(node E25 in our example). It receives b1,b2,b3,b5 and decodes to recover

b4, as well. Then, it generates b′j,i = W
(i−1)(j−1)
N bj,i symbols. Now, assuming

the code being systematic, the other nodes simply allocate ci,j = b′j,i, and

proceed. In E25, the coded symbols are generated as follows,

c5,j = b′1,j + b′2,j + b′3,j + b′4,j. (3.7)

Therefore, this node will proceed with 4–FFT, too, while we have five nodes

where one is redundant.
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Figure 3.4: The complete proposed coded distributed FFT scheme for (N,M,K,L) = (16,4,4,5). The master performs encoding
in Map stage. K helpers participate in M–FFT and the successful nodes send their results to Computation Layer 2. There,
helpers decode to recover b4 symbols, multiply twiddle factors, and encode the symbols they need for the second FFT. In this
systematic example, only E25 does the encoding. The master finally decodes and retrieves y.
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Now, the second layer computation can start which gives output blocks di.

The master collects the outputs of the second layer nodes and is able to decode

them to achieve the systematic symbols. For instance, if the node E22 straggles,

the master uses the E25’s outputs and can recover the missing symbols of d.

The decoded symbols will form the vector y which is the Fourier transform of

x. This solution is demonstrated in Fig. 3.4 as our complete coded approach.

Note that in this solution, the master performs only the initial encoding and

final decoding. No FFT operation or middle-stage encoding/decoding is done

by the master.

Remark 4 In (3.7), we can expand the equation into

c5,j = b′1,j+b
′
2,j+b

′
3,j+b

′
4,j = b1,j+W

(j−1)
4 b2,j+W

2(j−1)
4 b3,j+W

3(j−1)
4 b4,j. (3.8)

Therefore, we can merge the twiddle factor multiplication and encoding at each

node. This modified encoding with new weights will reduce the computation load

caused by these two stages.

To better understand the difference between our approach and that of

[12], [41], here, we discuss how our toy example is performed in [12] and [41].

In [12], b1,b2,b3,b5 will be received by the master, decoded to retrieve b4,

and then, without further encoding, the next stage of FFT computation is

fulfilled. This means the master still has a considerable computation load.

In [41], E11, E12, E13, E15 nodes share their symbols such that E1j will have

b1,i, b2,i, b3,i, b5,i, and it will decode to recover b4,i. The twiddle factors are mul-

tiplied to generate b′j,is. Here, ci,j symbols cannot be generated because the

symbols of each row are in different nodes, unless, a new shuffling stage is

added. Recall that shuffle stages are prune to straggling themselves.

3.4.2 Coding algorithm

Now, consider the general case where a vector x of size N is divided into K

vectors of size M denoted by x1, . . . ,xK , where xi = [xi, xK+i . . . , xM(K−1)+i].

We now define the matrixXK×M where its ith row is xi. The goal is to calculate

Y = F∗(W ⊙ (FXT)T), (3.9)
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where F∗
K×K represents the second layer K–FFT computations and FM×M

represents the first layer M–FFT computation. The W is the twiddle ma-

trix where Wij = W
(i−1)(j−1)
N

6, and ⊙ represents element-wise multiplication

known as Hadamard product. We then have

F{x} = y = [YT
1 · · ·YT

K ], (3.10)

where Yi is the i
th column of Y.

The master encodes the K data blocks to L > K coded blocks using

some (L,K) linear block code. This means we need L helper nodes in each

computation layer. Therefore, the master applies the linear code on columns

of X in an element-wise fashion to achieve a1, . . . , aL. Similarly, we define

the matrix AL×M , where its ith row is ai. If we represent the code with its

generator matrix G1L×K
, we have

A =

⎡⎢⎢⎣a1
...

aL

⎤⎥⎥⎦ = G1X = G1

⎡⎢⎢⎣x1
...

xK

⎤⎥⎥⎦ . (3.11)

Now, each helper node performs anM–FFT transform on an ai block which

can be represented by a matrix as in DFT computation as follows,

bj = Faj for j = {1, . . . , L}, (3.12)

or equivalently,

B = (FAT)T = (FXT GT
1 )

T = G1(FX
T)T. (3.13)

Note that, the encoding is performed on the columns of X, while for FFT, the

rows of A, i.e., coded X, are used.

Assume ˜︁K number of these blocks are sufficient to successfully decode for

FXT. The jth elements of all these blocks are the ˜︁K coded symbols that can

be decoded to the jth column of FXT. We define the matrix ˜︁B ˜︁K×M such that

its rows are the output blocks of the first ˜︁K responsive nodes in the first layer.

6Note that linear block codes are defined over Galois fields. To make FFT computation
compatible with this, W 1

N = e−j 2π
N in the FFT operation must be replaced by w which is

the N th root of unity in the chosen Galois field F.
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Now, as discussed earlier, the matrix ˜︁B must be sent to the nodes in Com-

putation Layer 2. Using (3.13), the matrix ˜︁B can be written as ˜︁G1(FX
T)T,

where ˜︁G1 is the first codes’ encoder matrix with missing rows. Therefore, we

can represent the decoding as

Z = ˜︁G−1
1

˜︁B = ˜︁G−1
1

˜︁G1 (FX
T)T = (FXT)T, (3.14)

which is the decoded M–FFT result.

The twiddle factor multiplication and encoding for the second layer can be

expressed as,

B′ = W ⊙ Z,

C = G2B
′T = G2 (W ⊙ (FXT)T)T.

(3.15)

Now, each row of the matrixCmust be subject toK–FFT computation. In

our toy example, we hadM = K, hence both layers had the same computation

size. In general, M may not be equal to K. In this case, the first layer

nodes can do M–FFT operations as usual. For the second layer nodes, we

define M/K virtual nodes that are grouped to one helper node. This way the

computation load of the helper nodes in both layers will be similar. Therefore,

each node performs the processing in (3.15) partially to construct the M/K

rows that it needs. Therefore, each node can locally merge their twiddle factor

multiplication and encoding into a single computation and save computational

complexity.

The K–FFT will start in the L nodes in Computation Layer 2. Again,

some helper nodes may straggle. When the first sufficient number of nodes

respond, we can write their outputs as

˜︁D = (F∗ ˜︁CT
)T = ˜︁CF∗T = ˜︁G2 (W ⊙ (FXT)T)T F∗T

= ˜︁G2 (F
∗(W ⊙ (FXT)T))T = ˜︁G2Y

T
(3.16)

Now, the master node will collect these blocks and decode the received blocks

to

Y∗ = (˜︁G−1
2

˜︁G2Y
T)T = Y,

which is the desired result.
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Remark 5 If M/K number of virtual nodes become merged to a single helper

node, the process of all the decoding and computation remains the same but

happens in one place. Since these blocks are in the same helper node, either all

of them become available for the decoding or none. Therefore, we can reduce

the length of the codes from M to M K
M

= K meaning that the parallel elements

of the actual helper nodes are coded instead of the virtual nodes. For the same

reason, it was more accurate to rearrange B′ such that each M/K row becomes

a single row and the matrix G2LM
K

×M
would become G2L×K

. In conclusion, the

codes that are actually used are (L,K) codes. The advantage is that there are

only L nodes required who perform computation on M symbols which makes

the input size in both layers balanced.

Remark 6 For the cases where the system can benefit from a systematic code,

it is sufficient to find G1 and G2 such that,

G1 =

[︄
IK×K

G′
1

]︄
and G2 =

[︄
IM×M

G′
2

]︄
.

Remark 7 The proposed coded distributed scheme is applicable to structures

with more than two layers. The same procedure for the second layer is repeated

for all added layers. The coding and shuffling procedures are the same. The

only difference comes from the number of nodes that are involved in the shuf-

flings. We need more than two layers only if M <
√
N , meaning that K > M.

Therefore, in all but the last layer, the nodes receive their inputs from M nodes

of the previous layer and perform M–FFT. So, not all the K nodes interact

with each other in these Shuffle stages 7.

So far, we have presented a coded distributed FFT using two layers of

computation which is fully coded and offload the whole FFT computations

from the master. The coding scheme was not limited to any of the linear

codes. This brings us to our choice of codes which is discussed in the next

part.

7In this remark, we have assumed M1 = M2 = · · · = Mj = M. In the general format,
these details might defer, as well.
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3.4.3 Low decoding complexity codes

While the literature of distributed coded computing is mainly focused on MDS

codes, these codes have a superlinear complexity with the block size. In set-

tings where K is large, the coding complexity can be an issue. Luckily, there

exist efficient coding solutions, such as some fountain codes, with linear coding

complexity. We discussed these codes in some details in Section 2.2.3.

In a MapReduce distributed computing model, the master sends out the

data to other nodes for computation and waits for the results. Since only a

fixed number of helper nodes can be reserved for the computation, the code

length L must be finite. Therefore, the fountain code that is applied to this

problem cannot be rateless. The number L should be large enough to com-

pensate for straggling nodes as well as for the overhead of the fountain code.

Hence,

L ≥ Lmin = K(1 + εc + εs), (3.17)

where εc reflects the fountain code overhead and εs the effects of the strag-

glers. Since utilizing extra helper nodes comes at a cost, choosing a small L is

more desirable. Note that rateless coding for distributed computing has been

proposed in approaches such as [47], but their rateless coded strategy cannot

be directly applied to our proposed distributed computing structure. This is

because our structure has multiple layers of coded FFT computation.

To generate these L blocks, the encoder first uses a (KO, K) outer code to

construct KO intermediate blocks. Then, in the (L,KO) fountain part with

Ω(x), for each λi, the encoder constructs Li = ⌈Lminλi⌉ encoded blocks of

degree i from the intermediate blocks. Then, the total number of helper nodes

used will be L =
∑︁
Li

8.

Now, we need to select the Raptor code design for our application. A degree

distribution based on (2.3) is proposed in [65]. This design is later adapted to

a fixed-length code for longer size codes [66] and other designs such as [67] for

smaller sizes have been suggested. It is shown that these designs achieve the

8Note that L can be slightly larger than Lmin because of the ceiling operations. The
effect is small, typically resulting in less than 10 extra helper nodes.

40



(Encoding 1)

Map

G1

A
M -FFT

F

B
Decoding 1

˜︂G1

−1

B′

(Decoding 2)
Reduce D

F∗

C
Encoding 2

G2

K-FFT

˜︂G2

−1
W

Z

Figure 3.5: System block diagram

linear decoding complexity and their performance for different sizes of codes

are studied. The key point in the latter designs is to minimize the number

of inactivations which is the bottle-neck of the decoding complexity while

satisfying a target failure probability. In all designs, with enough overhead (εc),

the number of inactivations is shown to be small enough such that the overall

decoding complexity (including back substitution, Gaussian elimination, and

the outer code) remains linear. An example is provided in Section 3.5. This will

then reduce the decoding complexity from O(K log2K log logK) to O(αK),

where α is independent of K. This results in a significant reduction of the

master’s load.

Remark 8 The outer code can be represented by its generator matrix GO

which is constructed by combining smaller dense and sparse matrices to achieve

a good outer code [37]. Furthermore, the fountain part of the code can also be

represented by a sparse matrix GF . This L×K(1+ δ) matrix is the combina-

tion of rows where their non-zero elements correspond to the positions of the

intermediate symbols that were used to construct a coded symbol. Therefore,

the generator matrix of the code is going to be G = GF GO. This G can be

used as G1 and G2 in the block diagram of Fig. 3.5.
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3.5 Performance analysis and numerical results

In this section, we first analytically study the proposed algorithm’s reliability

and compare it with [41]. In addition, we will show numerically how the

proposed algorithm performs compared to other schemes. Furthermore, for

different setups, the choices of design parameters such as ϵc and K are studied.

3.5.1 Failure probability

Assume that the added overhead due to εs reduces the failure probability

of a layer from p to pe ≪ p. Here, p is the probability that not enough

number of helper nodes in a layer respond in time and thus, make the whole

process fail. Since the M–FFT, shuffle-stage decoding and the second layer

FFT computations are in the same order of the complexity, we assume that the

two layers of our algorithm and the three stages in [41], all can be modeled with

the same failure probability p. Therefore, in our scheme, the whole process

will fail with the probability of

P1 = 1− (1− pe)
2 = 2 pe − pe

2 ≃ 2 pe.

However, since the shuffle-stage coding in [41] is not coded, the failure proba-

bility will be

P2 = 1− (1− pe)(1− p)(1− pe) ≃ p+ 2 pe ≃ p.

Therefore, the reliability of our proposed solution can be significantly higher.

Remark 9 Although the failure probability is significantly reduced, it is still

non-zero. Note that most existing solutions (all MDS-coded solutions) suffer

from a similar problem. The only cases that do not suffer from this issue are

rateless coded solutions, where waiting longer for more coded blocks may resolve

the failure. Although rateless codes cannot be used in a multi-layer structure

with master-free shuffling, an alternative solution is possible, where the master

computes the missing data locally. Note that, the master always has the input

data and can construct the FFT outputs using partial DFT matrix multiplica-

tion in order to retrieve the missing symbols. This will put an additional load
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on the master. However, this extra load is not of major significance, consid-

ering that it is rare that the number of straggling nodes exceeds the considered

overhead.

3.5.2 Complexity and cost comparison

In our complexity/cost comparison, since multiple objectives, such as optimiz-

ing the processing time, or the number of helper nodes, can be considered, we

first define a cost function to capture these objectives. More specifically, we

define the total cost as

CTotal = L (Ch1 + Ch2) + ψtCt, (3.18)

where the first term represents the cost of offloading the computation to exter-

nal resources, in which L is the number of helper nodes in each computation

layer, and Ch1 and Ch2 are the loads (number of operations) per helper node

in the first and second layer, respectively.

The second term in (3.18) represents the penalty associated with the la-

tency of the process, in which Ct is the total latency, and ψt is the time penalty

coefficient. This coefficient can be used to adjust the emphasis on time penalty

versus the cost of offloading the computations. Note that, Ct can be written

as follows,

Ct = Cm + Ch1 + Ch2 , (3.19)

where Cm is the master’s load. Also, since the computations in the middle

stages are done in parallel, the time penalty of a single helper node must be

considered.

The terms Ch1 , Ch2 , and Cm depend on several factors such as M , K, and

the choice of the code. For the choice of the code, we consider the Raptor

codes introduced in [68] which are based on the degree distribution

Ω(x) = 0.0098 x1 + 0.4590 x2 + 0.2110 x3 + 0.1134 x4

+ 0.1113 x10 + 0.0799 x11 + 0.0156 x40,

introduced in [69]. There, the number of inactivations nID is studied for differ-

ent lengths and overheads. The term n3
ID is known to be a dominant term in

the decoding complexity in addition to K loge(1/εc) for the back-substitution.
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Table 3.1: The master’s load is presented for N = 232, εc = 0.10, and a range
of K. The numerical column is normalized to the first row, i.e., Self-FFT.

Method

Master’s load

General
Numerical, normalized to Self-FFT

K = 26 K = 28 K = 210

Self-FFT 1.5N logN 1 1 1

[12] MDS
N (1.5 logK +
log2K log logK)

2.13 4.25 7.23

[12] Raptor
N (1.5 logK +

2 loge 1/εc) +M n3
ID

0.35 0.41 0.44

Our scheme 2N loge 1/εc +M n3
ID 0.17 0.16 0.13

First, we compare the load at the master for a number of approaches. This

comparison is represented in Table 3.1 for N = 232, εc = 0.10, and a range of

K. For MDS, the encoding load is ignored as it is negligible compared to the

decoding load. It is clear that MDS is not a good choice for coding in this

setup. To provide a more fair comparison with [12], we have applied Raptor

coding to [12] and have reported the complexity results in Table 3.1. Even

when both solutions use Raptor codes, the table shows that our work has

significantly lower complexity than [12], mainly because it completely removes

the FFT load from the master.

Next, we use the cost function defined earlier to study the effect of the

added overhead. For the scheme proposed in this chapter,

Ch1 = 1.5 (M logM), (3.20)

Ch2 =M (K loge(1/εc) + n3
ID) + (

M

K
) (K loge(1/εc)) + 1.5 (

M

K
) (K logK).

(3.21)

The term in (3.20) corresponds to the M–FFT in each helper node. Also,

in (3.21), the first term represents the decoding in the second layer, the sec-

ond term represents the encoding, and the third term represents the K–FFT

computations. Similarly,

Cm =M (K loge(1/εc)) +M (K loge(1/εc) + n3
ID), (3.22)
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Figure 3.6: Normalized cost of the proposed algorithm for different values of
ψt. The minimum point follows a trend: it occurs on higher overheads for
higher ψt values.

where the first term corresponds to the initial encoding and the second term

corresponds to the final decoding, both performed by the master. Note that

increasing the number of helper nodes increases the first term of the (3.18)

whereas it reduces the straggling time and the decoding complexity and hence,

the second term. Therefore, there exists a trade off between L and Ct.

This trade off leads to finding the optimum number of helper nodes to

achieve the minimum cost as shown in Fig. 3.6. These points determine the

favorable εc and so, the optimum number of helper nodes. In this simulation,

for K = 1024, N = 232 and εs = 0.05, the normalized cost of the proposed

algorithm for a number of ψt were computed based on a range of εc. The cost

of self-computing the FFT in the master, i.e.,

C = (1.5N logN)ψt,

is considered as the base cost for the normalization. It can also be observed
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Figure 3.7: Comparison between the proposed algorithm with two computa-
tion layers and Raptor coding and single computation layer with MDS coding.

in Fig. 3.6 that the more expensive the helper nodes become, the higher the

cost becomes.

In Fig. 3.7, the proposed approach is compared to the scheme using MDS

code with one computation layer. For this scheme, we consider

Ch = 1.5 (M logM),

Ct =M (1.5K logK +K log2K log logK) + Ch,
(3.23)

where only the dominant factors are considered for Ct. Although the load per

helper node is smaller than our scheme, the time and the total complexity

are higher for most regimes. The curves extend our previous comparison of

master’s load to the total cost and demonstrate the level of efficiency of our

algorithm. Our complexity saving becomes more significant for higher ψt.

The MDS-based solution is not affected much by the choice of ψt because its

complexity is mainly due to decoding at the master. In our solution, however,

the master’s complexity is not necessarily the dominant factor, hence, changing
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Figure 3.8: The proposed algorithm’s cost for a number of code lengths for
N = 232.

ψt can significantly affect the efficiency.

It should be noted that for some setups, the existing MDS-based approach

outperforms our proposed scheme. One case as demonstrated in Fig. 3.7 is for

small ψt and small overhead (εc), where the Raptor decoding becomes complex.

However, in such setups, distributed schemes are worse than Self-FFT. The

other case happens when K is small. This is because the superlinear factors in

the MDS solution are negligible for short K. In contrast, Raptor codes do not

perform well for short K as they need a larger overhead. As was mentioned

earlier in this work, our proposed solution is targeted for setups with very

large N that requires a large number of helper nodes, i.e., large K.

Furthermore, in Fig. 3.8, the impact of the code length is demonstrated

using the data obtained from [68]. As expected, as K increases, the code

complexity also increases, resulting in a higher total cost. The conclusion here

is that one should use the highest size of the data M that can be handled by
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a helper node since it results in a smaller K and less decoding cost. However,

as the overhead increases, this impact is alleviated and the curves converge.

3.6 Conclusion

In this chapter, we focused on the challenges that distributed FFT comput-

ing faces when a large number of helper nodes are needed. In the proposed

solution, we suggested two computing layers, where each layer was coded, in-

dependently. It was shown that the helper nodes can participate in the encod-

ing/decoding reliably, leaving the master out of the Shuffle stage. Supported

by the numerical results, we observed that for a large number of helper nodes,

low-complexity coding such as Raptor codes are highly beneficial. As a re-

sult of the master-less Shuffle stage and linear-complexity coding, we achieved

significantly lower complexity at the master.
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Chapter 4

Distributed Decoding

4.1 Introduction

In this chapter, we consider the coded distributed matrix-vector multiplication

problem, and similar to most existing literature, we mainly focus on Reed-

Solomon codes. When the number of helpers is large and the original com-

putation is massive, the decoding complexity that is left for the master could

be very large. This load can even be comparable to the initial load of the

original matrix multiplication task. Therefore, in order to minimize the total

computation time, we need to be cognizant of the master decoding time and

try to reduce the master’s decoding load.

In this chapter, we utilize the network’s heterogeneity in a novel way. In

particular, we develop a multi-layer coding scheme to combat the straggling

problem and also allow some helper nodes to be involved in the decoding

process. As a result of this design, the encoding/decoding load of the master

is significantly reduced. This creates a trade-off since the load of the helpers

has increased in return. The challenge here is to ensure that the overall finish

time is indeed minimized. This trade-off results in an optimization problem

that is studied in Section 4.3.

After proposing a strategy for simplifying the optimization, we study differ-

ent scenarios, optimize the solution for each case, and analyze the performance

of the proposed scheme. Significant completion-time reductions (as high as

more than 90%) are observed.
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4.2 System model

Consider a heterogeneous network with helper nodes of v different types. For

each type i, 1 ≤ i ≤ v, assume there are ni helper nodes with the straggling

parameter µi. This means that when a task, requiring at least T seconds, is

assigned to such a helper node, its runtime CDF is [9], [46],

P [t ≤ τ ] = 1− e−µi(
τ
T
−1) for τ > T.

This represents the probability of the task being finished before time τ. Note

that T is a function of the allocated load, and thus, it is constant here. The

exponential distribution is suggested since it is the closest representation of

the behavior of the servers in cloud systems. Without loss of generality, we

assume µ1 > · · · > µv, meaning that type 1 is the most reliable helper type.

For the matrix multiplication problem introduced in Section 4.1, the ma-

trix AN×P is first divided into K = N
M

equal parts, A1, . . . , AK . These new

matrices are then encoded, using an (L,K) Reed-Solomon code, to generate

coded matrices B1, . . . , BL. Each matrix Bℓ is sent to a helper node along

with the vector x, so that yℓ = Bℓx is computed. Therefore, L helper devices

are to be utilized where L = L1+ . . .+ Lv and Li ≤ ni represents the number

of helpers of type i that are selected for this computation. This scheme is

demonstrated in Fig. 4.1.

For the uncoded case, i.e., L = K, the time needed for matrix multiplica-

tion to be finished τp is then defined as

τp = max
w

τw. (4.1)

The max operation above can be responsible for the straggling effect. As

discussed, to resolve the straggling impact, coding must be applied. In the

coded scenario, where L > K helper nodes are used, we need not wait for

all helpers to respond. The helpers’ finish time is when the fastest K helpers

out of L return their computation. At this point, the Reed-Solomon code can

be decoded. In other words, the maximum multiplication time of the fastest

K helper nodes defines the matrix multiplication time (τp). Regarding the
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Figure 4.1: The coded matrix-vector multiplication distributed computing
scheme based on MapReduce with no Shuffle stage

load allocation, a thorough study and optimization have been done in [46]. To

minimize E[τp], for both coded and uncoded cases, there is a trivial solution

where

L1 = n1, L2 = n2, . . . , Lz ≤ nz, Lz+1 = 0, . . . , Lv = 0. (4.2)

The objective of a distributed computing system, however, is to minimize

the total execution time τex. The total execution time is a random variable

whose exact value varies from one realization to another. Hence, for the struc-

ture introduced in Fig. 4.1, this parameter can be expressed as

E[τex] = E[τp] + τmas. (4.3)

Here, τmas is the master’s decoding time. This factor impacts τex independently

of the performance of the helpers.

Consider an example where the computation of AN×PxP×1 is distributed

among L > K = N
M

helpers. Each helper performs yi = Bix multiplication

where Bi ∈ RM×P , and, yi ∈ RM×1. For a systematic (L,K) Reed-Solomon,

the decoding complexity is O(K(L−K)), and for large K, employing polyno-

mial codes [31] can reduce the complexity to O(K log2K log logK) [35]. Note
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that the yi vectors each consist of M symbols. It means that the decoding

must be repeated M times, i.e., the actual decoding computation complexity

isM times larger. Since decoding is traditionally the master’s task, this leaves

M K log2K log logK = N log2K log logK computations for the master alone.

This is while the load of each helper is MP.

When K is large, the master’s load and thus, τmas might be much greater

than τp. The decoding time for a number of scenarios can be the main bottle-

neck, and hence, the computing load allocation becomes less important. As an

example, note that for a case where M = 1000, K = 1000, P = 1000, the load

of each helper is MP = 106 while, the master’s load is MK log2K log logK ≃

3× 108 and thus, τmas is much larger than τp. Therefore, any solution towards

minimizing the average execution time E[τex] must consider τmas, meaning that

we need approaches to reduce τmas by using the available resources in the net-

work.

Imagine that there were completely reliable helper nodes available in the

network. Then, they could have helped the master in the decoding stage, thus,

reducing the decoding load at the master and, consequently, the overall time.

Assume there are Q helper nodes available for decoding. This means that

the time required for the decoding stage is reduced to smaller than 1/Q of its

initial value. In the previous example, for Q = 20, the decoding complexity

will be M K
Q
log2 K

Q
log log K

Q
≃ 4 × 106, much smaller than 3 × 108. Since the

decoders are entirely reliable, there is no concern about the straggling of the

newly defined nodes, and thus, no additional layer of coding on these Q nodes

is required. This scheme is demonstrated in Fig. 4.2.

In practical settings, however, there are no perfect helpers. Essentially,

we have to pick up from the available helpers that have a non-zero chance of

straggling. Hence, entrusting decoding to unreliable helpers can endanger the

success probability of the whole computation. In short, there exist two choices,

none of them attractive. One choice is to engage helpers in the decoding and

lose the reliability of the computation. The other choice is to leave the decoding

for the master to ensure reliability, but suffer a long execution time. In the

next section, we propose a third choice that is both reliable and fast.
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Figure 4.2: The coded matrix-vector multiplication distributed computing
scheme with perfect decoding helpers

4.3 A fast and reliable distributed decoding

solution

4.3.1 Main idea

Let us first discuss the big picture of our proposed solution. The main idea

is to involve some helpers in the decoding process. Now, in order to make

the decoding performed by the helpers a reliable process, we also add another

layer of coding for these helpers. It is not clear, though, if such a solution

helps the overall performance. Certainly, the problem with the unreliability is

mitigated, and the solution will be fully reliable. However, in this approach,

the master still needs to decode the output of the decoding helpers. Moreover,

two decoding completion time must be considered in the total execution time.

In other words, the expected execution time is now

E[τex] = E[τp] + E[τdec] + τmas, (4.4)

where E[τdec] is the time needed for decoding helpers to finish their task. Note

that the master now needs only to decode a short code. This is because the

code length at the master is now reduced from K in the conventional solution

to Q in the suggested approach, and Q is much smaller than K. Therefore,

there exists a trade-off between the added time τdec due to an extra decoding

53



layer and the reduced τmas.

In this chapter, we investigate the suggested two-layer coded system and

study parameters such as the number of helpers to participate in the decoding,

and the length of the new coding layer, in order to minimize the total execution

time. We will see that this proposed scheme can significantly outperform

existing solutions.

4.3.2 Proposed distributed decoding solution

Consider a structure with two layers 1 of helper nodes: (i) processing nodes

that compute matrix multiplication, and (ii) decoding nodes that perform the

first stage of decoding. Also, assume there are ni helpers of type i, 1 ≤ i ≤ v

available. Based on the optimization problem that will be discussed later, we

first assign Lp nodes to the processing layer and Ld nodes to the decoding

layer.

Assuming there areK = N
M

matrix multiplication tasks in total, these tasks

are grouped into Q batches and an (Lq,
K
Q
) code is applied to each batch.

Later, these Q batches are also encoded by an (Ld, Q) code. This second

layer of coding adds redundancy and hence, reliability to each batch, as well.

Therefore, LdLq coded tasks are created and sent to Lp processing helpers in

the first layer. As a result, Lq =
Lp

Ld
. This scheme is demonstrated in Fig. 4.3.

Once a sufficient number of helper nodes respond for the decoding to be

initiated, the first layer nodes send their output to the designated decoding

helpers. These helpers decode the (Lq,
K
Q
) code such that the decoding helper

r, 1 ≤ r ≤ Ld decodes the batch r outputs. Now, since these nodes are

also subject to straggling, the (Ld, Q) code ensures the master that by even

receiving any Q decoded batches from the decoding helpers, it can decode the

second layer of coding and recover the uncoded computed blocks of data.

1A structure with more than two layers either has multiple processing layers which is not
advantageous for a matrix multiplication problem or has more than one layer of decoders.
When helpers are not perfect, we cannot avoid decoding at the master. As we will see,
even with one layer of helpers, we can reduce the master complexity to values comparable
with the complexity of helper nodes. Hence, multiple decoding layers cannot offer any extra
advantage.
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Figure 4.3: The two-layer coding structure to add reliability for both process-
ing and decoding layer

Example 1 With K = M = 1000, Q = 20, Lq = 55, Ld = 21, there will be

Lp = 1155 processing helpers for multiplication tasks and 21 helpers for the

first stage of decoding. The decoding helpers are decoding a (55, 50) code. The

master will be required to decode a (21,20) code. Such a code can tolerate one

straggling node among the 21 decoding nodes.

In this structure, there are many parameters that must be chosen. For

example, Lp, Ld, Q, and more. These parameters directly affect the system

performance in terms of its processing time. For example, a large Q means a

high decoding complexity at the master. Also, if Lp is too close to K we may

experience a longer tail in the processing stage. These parameters have to be

chosen for maximizing performance in view of the available helpers and their

quality.

The ultimate goal is to select the parameters in order to minimize E[τex] out
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of all possible setups. In this problem, some limitations exist. The parameters

N and P (which define the computation size) are given, moreover, the pool of

available helpers H is limited. Therefore, the total number of helpers

|H| =
∑︂
i

ni = Lp + Ld

is constant. So, although Ld is a degree of freedom, Lp becomes determined

once Ld is selected.

The other degree of freedom is the selection of helpers based on their quality

for different tasks. One set of helpers denoted by Sp, are the helpers in the

processing layer and the other one is Sd, the set of helpers performing decoding.

Note that {Sp,Sd} is a partition ofH and |Sp| = Lp, and |Sd| = Ld. Please note

that if Sd is decided, so is Sp, and therefore, Ld and Lp. In other words, the

only design parameters are the code sizes (K
Q
and Q) and the choice of helpers

involved in decoding (Sd). In short, our goal is to minimize the execution time

over valid choices of K,Q and Sd:

min
K,Q,Sd

E[τex] = E[τp] + E[τdec] + τmas. (4.5)

Moreover, Our two codes are of size (|Sd|, Q), ( |Sp|
|Sd|

, K
Q
). Thus, assuming prede-

fined overheads εp, εd, the choice of Q and K are also forced by |Sd| and |Sp|

as follows,

|Sd| = Q (1 + εd),

|Sp| = K
|Sd|
Q

(1 + εp).
(4.6)

In distributed computing, the coding overhead is typically chosen to be be-

tween 5% to 10% because this level of overhead resolves the straggling ef-

fect [23]. In other words, Lp

K
and Ld

Q
that represent the codes’ overheads can

be preselected. This associates K and Q with Ld = |Sd|, and thus, our opti-

mization problem will simplify to

min
Sd

E[τex] = E[τp] + E[τdec] + τmas. (4.7)

To solve this optimization, we must find the best subset Sd. This opti-

mization problem is not very complex since H typically consists of only a few
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different types of helpers. Let us represent the network of available helpers by

H = [(n1, µ1), (n2, µ2), . . . , (ni, µi), . . . , (np, µp)].

This means that there are ni helpers from type i with the straggling parameter

of µi. Therefore, there are exactly
∏︁
i

(ni+1) unique subsets. This is the search

size for finding the minimum E[τex]. However, in the following discussion, we

offer a strategy that significantly reduces the complexity of this optimization.

4.3.3 Greedy decoding helper allocation

A good helper allocation is one that utilizes the heterogeneity in order to

reduce the runtime. The greedy decoding helper allocation (GDHA) strategy

suggests that the most reliable helpers must be assigned to the decoding layer

and the rest to be assigned to the processing layer. By obeying this strategy,

the search for the best Sd is simplified to search for the best size of Sd. As

soon as the size is known, Sd will be determined from the GDHA strategy.

The idea behind this strategy is that the high-quality helpers have a more

positive impact on execution time when in the decoding layer rather than in

the processing layer. This is because the low-quality helpers that are used

at the processing layer highly influence the processing time E[τp], and a few

high-quality helpers cannot improve E[τp]. On the other hand, as we will see,

the number of helpers needed for the decoding layer is typically small, and

therefore, in many cases, it is possible to perform the decoding using only

the high-quality helpers, meaning that the decoding process is significantly

impacted by this greedy allocation. The above qualitative discussion is pre-

sented in a quantitative way in the following. In practical settings, the type

of helpers with the least quality is the majority. Therefore, it is reasonable to

assume that nv > Lp −K. This will result in

nv

Ld

>
Lp −K

Ld

= Lq −
K

Ld

> Lq −
K

Q
. (4.8)

This means that the number of type v helpers in most batches is greater than

the redundant nodes, i.e., Lq − K
Q
. Therefore, the completion of the processing

computation is limited to the low-quality helpers and thus, E[τp] is very close
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to E[τv]. Therefore, assigning the better helpers to Sp has a negligible improve-

ment on E[τex]. On the other hand, E[τdec] is only dependant on the quality of

Ld helpers. As we will see, the optimum |Sd| is usually small enough that can

exclude most of the low-quality helpers. Therefore, assigning the best helpers

to this set can actually reduce E[τdec], and thus, E[τex].

This algorithm might not achieve the optimal solutions when the processing

load for the helpers in the first layer is significantly higher than the decoding

helper’s load. Then, even a small improvement in E[τp] would be favorable as

E[τp] ≫ E[τdec]. Please note that E[τp] ≫ E[τdec] indicates that the processing

time of the helpers is too long, meaning that we do not have enough helpers

in the system. In other words, the conditions under which GDHA approach

deviates from the optimal solution are impractical cases.

Remark 10 For a given |Sd|, GDHA suggests the best partitioning as Sd =

[(n1, µ1), . . . , (Lu, µu)] and Sp = [(nu − Lu, µu), . . . , (nv, µv)], where u is found

based on
u−1∑︂
i=1

ni < |Sd| ≤
u∑︂

i=1

ni. (4.9)

Remark 10 suggests that for the best performance, after grouping helpers

into two groups Sp and Sd, for any helper in Sp with µi and any helper in Sd

with µj, we can be sure that µi ≤ µj.

Using Remark 10, our search for optimal Sd will reduce to the size of |H|.

In reality, the search size is even much smaller than that. This is because

the length of the first code is K
Q

≫ 1. Thus, we can also say LP

Ld
≫ 1, which

means that |Sd| ≪ |Sp| and thus, |Sd| ≪ |H|. This means, the search for the

optimal |Sd| can start from zero and will end soon. Note that when |Sd| = 0 it

means the two-layer solution is not optimal and we are back to the one-layer

traditional solution. In other words, our search includes the existing one-layer

solution as a special case.

At the heart of this optimization, there is a trade-off. On the one hand,

the smaller Q is, the decoding complexity at the master is reduced, but the

decoding complexity at the decoding helpers intensifies. In contrast, larger Q
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means more reliability and less complexity in the decoding layer, resulting in

smaller E[τdec]. In conclusion, and as supported by simulation results in the

next section, the extremes in the choice of Ld are not typically optimal.

4.4 Numerical results

In this section, we will consider several system setups. One objective is to

verify the optimality of the solution provided by Remark 10. The second goal

is to find the optimum |Sd| in each study case and analyze the performance of

the system. Furthermore, we will observe that how changing some parameters

affects the optimum solution and its performance.

We consider the allocation of helpers to the decoding and processing layers,

Sd and Sp, based on both Remark 10, and searching all the possible partition-

ings. Assuming a preselected code overhead, K and Q can be found based

on (4.6). From these selections, the load of each processing helper, i.e., NP
K

is calculated. Similarly, the decoding load of the decoding helpers and the

master’s load are calculated based on the Reed-Solomon decoding complexity

stated in Section 4.2.

For our first setup, assume the size of matrix multiplication is given as P =

103 and N = 106. Also, assume H = [(10, 9), (40, 4), (1000, 1)]. By changing

|Sd|, we have studied the performance of the system. As demonstrated in

Fig. 4.4, the optimal |Sd| = 13 is the one that achieves the minimum point on

the E[τex] curve. We observe that almost always the partitioning provided by

Remark 10 aligns with the optimum partitioning found by a complete search.

The only cases that GDHA is not optimal are when the size of Sd is much

larger than the optimal |Sd|, which is clearly not an attractive regime. Even

in these cases, the gap between the complete search and GDHA is negligible.

Note that if |Sd| is too small, the decoding helpers will have a high com-

putation load, and E[τdec] would be very large. Consequently, the single-layer

model is not an attractive solution in this setup. Moreover, as discussed in

Section 4.3.3 and supported by this figure, we can see that with a large num-

ber of decoding helpers |Sd|, the master’s completion time becomes too large,
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Figure 4.4: The behavior of E[τx] and its components

resulting in a much longer total execution time. While more decoding helpers

means shorter decoding time by the decoding helpers, the second code to be

decoded by the master increases in size, making the master decoding the bot-

tleneck. Hence, the extreme cases for |Sd| are not optimal and the existing

trade-off defines the optimal |Sd| somewhere in the middle. The expected

time of each stage of the distributed computing is also shown in Fig 4.4. The

trade-off between τmas and E[τdec] can be easily seen.

In Fig. 4.5, we have compared our proposed model with a traditional

single-layer scheme. We can see the runtime reduction as a result of the

proposed multi-layer decoding scheme. In this figure, we still assume H =

[(10, 9), (40, 4), (1000, 1)], but we allow algorithms not to employ all the avail-

able helpers. For example, when |H| = 600, we meanH = [(10, 9), (40, 4), (550, 1)].

An interesting observation about the single-layer solution is that for a large

number of helper nodes, the runtime increases with the number of employed

helpers. When a smaller number of helpers are used, although the compu-
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Figure 4.5: A comparison between our proposed multi-layer method and single-
layer method when a different number of helpers from the network are utilized

tational load of each helper is increased, the decoding load of the master is

decreased because the master is using a shorter code and thus experiences a

reduced decoding complexity. This means the best choice of the single-layer

solution is to not use all the available helper nodes. Despite this, the conclu-

sion of this figure is that the optimal solution based on GDHA (achieved when

using all 1050 helpers) is much better than the optimal single-layer solution

(achieved when using 50 helpers) 2.

We have also studied the effect of |Sd| on a number of methods in Fig. 4.6.

These methods are GDHA, reverse GDHA, and random allocation. Reverse

GDHA allocates the most reliable helpers to the processing layer. Also, for

comparison, the result of the single-layer solution is reported, where, as dis-

cussed in Fig. 4.5, not all the helpers are employed to achieve the best runtime

2Note that our scheme’s curve will also reach a minimum point. That is because by
having a lot of helpers, the sizes of codes increase again and become problematic. For the
setup in Fig. 4.5, the minimum point is at around 2000 helpers.
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Figure 4.6: The behavior of different distributed computing allocations based
on |Sd|

possible. It can be seen that GDHA allocation can improve the minimum

E[τex] by almost 16 times compared to the single-layer solution and by 10%

compared to the random two-layer allocation.

In Fig. 4.4, the values for all three stages of distributed computing were in

the same order. However, in cases where the number of helpers is insufficient,

i.e., E[τp] is dominant, or the cases in which the decoding complexity is the

major bottleneck, the choice of |Sd| optimization and the behavior of E[τex]

may differ. In Fig. 4.7, three scenarios are compared. We can see that the

optimal |Sd| can be very different for the same network based on the original

computation size. We can see that when both N and P increase, the optimum

|Sd| increases, as well.
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Figure 4.7: The effect of different sizes of computations on the optimum |Sd|

4.5 Conclusion and future work

In this chapter, we focused on the high decoding complexity of the master

node in coded distributed computing schemes. We proposed a multi-layer

coding structure which allows the helpers to engage in decoding, thus, reducing

the master’s decoding load. Then the question of how to allocate helpers to

processing or decoding was discussed. A simple helper allocation strategy

was proposed and shown to be the optimal allocation. The numerical results

supported the analytical discussions.

The proposed multi-layer coded solution for distributed computing prob-

lems can be very promising. MapReduce schemes with multiple Shuffle stages [41]

can also benefit from this method in order to phase out the master’s en-

gagement in the Shuffle stages. Moreover, scheduling methods for heteroge-

neous distributed computing problems carry many opportunities for further

research [46]. In this work, the processing load was distributed uniformly, and
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it was shown that high-quality helpers are better to be assigned to the decod-

ing task. It can be investigated whether non-uniform load allocations might

offer other advantages.
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Chapter 5

Conclusions and future work

5.1 Summary of contributions and results

In this work, we considered large-scale coded distributed computing systems.

We investigated the effect of the added computational load to the master,

due to coding. It was shown that for many practical setups, this newly intro-

duced load was extensively high. Therefore, for large-scale coded scenarios, an

alternative solution was needed.

The main idea of this thesis was to explore possibilities that are introduced

by inserting an additional layer of helpers to the structure of the system. The

goal was to have some helpers directly assist the master with its remaining

computational load and decoding load. Such a multi-layer solution, however,

induced some new challenges, challenges that become more severe as the size

of the network increases.

To have a multi-layer coded solution, each layer of the computation must be

coded itself. Applying multiple layers of coding to a system with master-free

shuffling, however, did not have a straightforward solution. This thesis pro-

posed solutions for these multi-layer coded distributed computing problems.

In Chapter 3, particularly, we formed our multi-layer structure based on

FFT structure. In order to have a fully fault-tolerant design, a coding design at

the Shuffle stage was proposed which fitted the FFT computation. Moreover,

by benefitting from low-complexity codes, we further reduced the decoding

load and showed that the overall system performance and cost-saving were

extremely improved.
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In Chapter 4, we focused on a coding structure in which two layers of coding

were applied over each other. Thus, we were able to introduce some decoding

helpers that carried the main load of decoding complexity and left a very small

load for the master. The key challenge was to design the decoding layer also

reliable. Considering a heterogeneous network, we proposed a strategy that

achieved the minimum run-time and thus, the best performance.

In both studies, considering a number of scenarios and system setups, we

performed various numerical analysis. The numerical results supported our

algorithms, and it was shown that for practical setups, they outperform the

existing solutions.

5.2 Future research directions

In our setups, we assumed that the size of helpers’ input data is more or

less the same. In heterogeneous networks, the helpers’ memory capacity may

also vary from node to node. Therefore, allocating different data sizes to

helpers in the same layer can open up many opportunities. For instance,

as discussed in Section 4.5, one could investigate whether non-uniform load

allocation schedulings could result in a better performance in a heterogeneous

network. Optimizing the solution for such a scenario, however, accompanies

many challenges.

Moreover, including the helpers’ cost could also add another factor of com-

plexity to the optimization problem. In that case, employing all the helpers

available might not offer the best solution. In both this and the previous sce-

nario (i.e., varying memory capacity across nodes), because of the added de-

grees of freedom, finding the optimum design requires a massive search through

all the possibilities. Finding a general solution even under some practical as-

sumptions would be incredibly attractive.

Another possible future work is to explore the conjunction of two proposed

coding structures. The necessary shuffling in distributed FFT does not let the

multi-layer encoding proposed in Chapter 4 to be directly applied. Thus, cod-

ing in the Shuffle stage was required. However, there are distributed computing
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systems that require multiple layers of computations, too, even though their

data shuffling is not necessarily the same as FFT (e.g., not all the nodes share

data with each other). In those applications, a combination of the proposed

coding methods could be developed that achieves a better performance.

Finally, because of our multi-layer design, employing fountain codes as

rateless codes was not applicable. Designing Raptor codes with a fixed rate is

another interesting area of work. Although currently the need for a fixed-rate

low-complexity code does not go beyond distributed computing problems, they

may be proved helpful in other coded systems, in the future.
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