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ABSTRAC:

o
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Ray methods of generating’synthetic seismograms have

been favored in seismology over thefmore exact wave solu-

-ions since they may be applied: to problems with moré com-
plex boundary conditions. |

The ray method and code generat1ng scheme of Hron.

(]972) as it app]ies to vertical incidence has been‘:

reviewed in detail, A new method of generating the - ay'“

-code based on the concept of permuted part1tions has{ been

deve]oped in an attempt to reduce the high computer storage

Hron

costs associated with the generation scheme used b/

Restrict1ng the partitions according to the number of parts

forms the basis of attempts to further reduce costs by

-e]1m1nat1ng uninteresting phases The effect of 1nc]uding

geometric spreading in the amp11tude computat1ons has been
examined and found to be of s1gn1f1cant importance. The
ray method of nth order mu]tlples 1s briefly described and
compared with the method of Hron, F1na]1y the comp)ete
wave solution for a sixteen 1ayer mode1 is presented and

compared with previous resu]ts

o'

iv

]
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CHAPTER 1

THE RAY METHOD O, HRON (1972)

1.1 Introduction

A common approach taken in the construction of syn-
. _
thetic seismograms is the ray tracing technique. In this

method a grqup of rays is se]ected and the amp11tude contr1-
of arrival of each ray within the group 1s
detefm1ned at % part1cu1ar lTocation on the surface " The
prleem lies 1n the selection of a group of rays from the
infinite number of rays trave]]ing from the source to the

recejver.. There have been various approaches taken to this

I

prob]em and these wi]] be discussed and comparisons made

us1ng synthetic se1smograms at-vertical incidence

| _
Practically, synthetic seismograms at vertical incid-

¥

ence are of 1imited 1nterest'however their construction can -

. Sserve a useful purpose. In explorat1on work, for examp]e,

when the depth of energy penetration is large compared with
the shot-geophone spacing, a synthetic seismogram at verti-
cel incidence may approximate to aihigh degree of accuracy
one constructed taking into account the shot- ~geophone spac-‘"
ing. ~This may be espec1al]y true if the near surfac struc-
ture has 1ittle in the way of ve1oc1ty contrasts. ‘0.\' |

greater importance though is the fact that synthetics at



vertical incidence offer a reason§bly ine pensi9e~method
of comparing{different ray selection crit/riaq T:B\results
of the comparison can then be Psed as a basis for ray path

selection when proceeding to ﬁon-vernieaﬁ modeling.

»

- One approachhto the problem of ray se]ecﬁien is due
to Hron (1972) with the aid of prior work done in the Soviet
Union. The remainder of this chapter consists of a review

of Hron's>work as it applies to vertical incidence.
o ,

|
[

1.2 Basic Principles

Rays which travel from the source to receijver along
~different ray paths. w1th 1dent1ca1 trave] times are def1ned
as kinematic ana]ogs (Hron, 1972). WJthln,each group of
kinematic analogs there may exist subgroups of rays which
have equal amplitudes and which are defined as dynamic
analogs. The necessary and sufficient condition for kfne-
matic equivalence of‘two different ray paths or phase§.is
that each md%t have equé1'number of segments.in each Tayer.
It will be assumed that both the souree and receiver are
located on ‘the surface, hence the number of segments in each
: Tayer must be even. That is, for every down go1ng ray in
Tayer i there must exist a corresponding ﬁigo1ng wave
Failure of this cond1t10n results in an 1ncomp1ete ray path.

To describe and identify groupsnof kinematic ana]ogs,
J integers are us « the parame%brs, letting the symbol

of the group be



I RGP

where.nJ is an integer equal to haif the segments in layer

n j and J is the total number of layers invo]véd.» K

Figure 1 illustrates the COncepts of kinematic and

dynamic analogs. The three phases drawn comprise the group
of kinematic ana]ogg_yith symbols (2,2), each ray path
drawn having two half-segments .in the first layer and'two
half-segments in the second lqyer. Within this group of
kinematic analogs there exists a subgroup composed of pha§es
(b) and (c) which have the same number and type of idnter- |
actions with the interfates and which are called dynamic
analogs. The modification of the coding in (1) to include
a description of the dynam}c properties of a particu]ér

phase will be dealt with pater.

<

Figure 1. TIllustration of the Concepts of
- - Kinematic and Dynamic Analogs.

7 — V\ A VN
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For .a more complete discussion of kinematic and
dynam{c analogs several important concepts are necessar:.
A coupled segment is defined as one down going and the
nearest up gd1hg segmeﬁt in a particular layer. Since the‘
number of segments 1nkfach layer is even there are "j
coupled segments 1in eazhklayer j. For examp]e in Figure 2
segments 2 and 3 constitute the first coupled segment in
Tayer 2. Segments 4 and 7 constitute the second coupled |
segment in thif layer.

th c1ass is defined to be the con-

An element of the j
tinuous chain of segments bouﬁded by a coupied segment in
the jth layer. Any ray path bounded by a coupled segments
in lTayer 2 for e;Ample‘will be defined as an element of the
second class. Hence segments 2 and 3 constitute the first

e]ementlof the second class and segments 4, 5, 6 and 7

constitute the second element of the second class. Since

Figure 2. Classification of Ray Path Segments

|>v\ /ja |
c{/o |




" each element othhe jth class is bounded by a coupled seg-
ment they cannof overlap and since there are "j coupled
segments in the Jth lTayer there are exactly nj elements of
the Jth c]a;é for all j. If én element of the jth class
consists of only two segments such as the fifst element of
“the second class consisting of segments 2vand 3 it isvca11ed
a trivial e]emeﬁt. A normal element of the jth class 1is
deffned as consisting of at least one coupled segment in“
the (j+1)st layer. An example would be the second element

of the second class consisting of segments 4, 5, 6 and 7.

1.3 Kinematic Analogs

Once theékinematic code is specified thus establish-
ing a particular group of analogs the segmeﬁbéfmust be
connected to form a continuous ray path. Hron (1972)

defineS‘continuity in terms of elements of the jth class.
He states:
"The required continuity of the chain of segments
1s satisfied if at least one element of the jth
~class j =1, J - 1, is normal so that the segments
in the jth and (J+1)th layers are connected. More-
over, all elements of ‘the (J#1)th class within the
element of the jth class must be linked together."

These criteria fail to ensure continuity as can be
démohstrated by referring to Figure 3.

In Figure 3 there ijs one element of the first class
s , .
consisting of segments 3 to 10. The two elements of the
second class involve segments 1 and 2, and segmenis 4 to 9.

- /

Finally there are two trivial elements of the third dlass
/
/



&

Figure 3. Continuity of Ray Pathi

consisting of segments 5.and 6 and segments 7 and 8, The
element of the first class and the second element of the
second class gare botg normal, Moreover, the element q{ the
Second class withip the eTement of the fifst class and both
e]eﬁents of the third class within the element of the
second_cfass arellinked together, Despite §atisfy1ng

Hron'sfcriteria the ray path is not continuous.

of the jth class, J=1, 9 - ]:mﬁst‘be normal. |[np addition,
the (K+1)st coupled segment (if it exists) ip layer j must
be traceab]e,from the start of the kth coupled segment in
‘the same layer, | \

To determine thg total numbe# of‘diffefent\fay paths,
Nk(n],nz,...,nJ)Twhich may be constructed gf&én<2pj seg-
fments in each layer j = 1,...,J,5one must always stért frdm

n, elements of the first class which/must be linked together.



of connecting the ny trivial elements qf the. first class

SO thet Nk(n]) ='T. If the number of ]ayers_is'fwo (J=2)
with Zn] segments in the first la and 2n2 segments in
the second layer, the total number of different k1nemat1c
analogs is given by the number of different ways of d1str1-
buting the n, trivial elements of the second class agong
the ny elements of the first class. An example may serve
to illustrate. There are three ways of‘distributing the
two trivia] eJemed%s of the second class among -the two ele-
ments of the first class drawn in Figure 4 These: three‘
different possible associat1ons are shown in Figure 1(a),

(b) and (c¢). 1In Figure l(a) one trivial element has been

<
<

Figure 4. Distribution of Trivial E]ements into
"Empty" E]ﬁments of the First /Class.

AT
VAV

distributed, into the f]rst element of the first class; the
'second trivial e]ement going into the second e]ement In
T(b) both trivial elements have been distributed into the

second element, the first e]ement being left ”empty". In

n



1(c) both trivial elements have gone into the first elemenf
and in this case the second é]eme%t has been left "emptym.
As can be seen the problem is identical to the'distrib&tion
of bal]s into pockets, some of which may be left empty.
According to Appendix A the fota] nuhber of different ray
paths possible givep 2n] segﬁgnts in the‘first layer and

\ .
2n, segments in the second layer is

9

n. - " | -
K (men,) = (n] +n, Q). _ Cnl+n2 1
k'71°72 n,T{n, = T]1 n,

For the three-layer case the number of different ways
of distributing the nj trivial elements of the third class

:ihto each arrangement of the n2 elements of the second

\ \ .
class is '
-,
(n2 tng - 1)1 _ Cn2+n3-1 (3)
T -
n3.(n2 1) njy
n]+n2-1 . : ' | ,
But there are Cnc : different distributions of the n,
2 x =
elements of the second class among the n, elements of the
: "~ n]+n2-1 n2+n3-1
first ciass. Hence there are Cn . Ch different
2 - 3 : :

possible kinematic analogs given ny elements of the first

c]ass,.n2 elem= "~ -f the chond clasg and n3 trivial ele-



ments of the third class. N
In general, the total number of different ray paths
belongjng to the group of kinematic analogs (n],nz,...,nJ),

" <)
J > 2 is>given by

"1.4 Dynamic Analogs

\ As defined ear]ier, dynamic analogs are groups'of
rays that arrive at the receiver at 1dent1ca1 t1mes and
with identical amplitudes. As was shown in F1gure 1, a
particu]ar'group of dynamic analogs exists as a subset of
a épeéific group of kinematic analogs. Therefore-the kine-
matic code, (n],nz....,n ) must be identical for: all ele-
ments of any part1cu1ar group of dynamic analogs. In addi-
tion to sharing the same kinematic code, each element must
be ref]ectgd mj times, j =1,...,Jd, from fhe jth interface.
This ensures equality of amplitude. ‘
For a comp]ete descr1pt1on of a part1cu1ar group of‘
dynamic ana]ogs (20 - 1) 1ntegers will be used. The f1rst
- J integers will consist of the k1nemat1c code which along
with the velocity. structure of the 1ayered media determ1nes
the time of arrival at the surface. The k1nemat1c code is

followed by J-1 integers (m],mz,... my_ ]) which represent

| the number of reflections from the ith interface. The com-
|
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plete code as shown in (5) allows the amplitude of the

phase to be determined.

1

o g g e g my, My, e, my ) (5)

It will be noticed in (5) that the number of reflec-
tions, mys from the Jth or last interface, has not been

specified. The reason js that my = ny. - To understand this,
th

note that no normal element can exist in the J layer.

The elements therefore, must be trivial. It can also be
. * [\
stated that for continuity, a trivial eTement must consti-

Fute a reflection. Since there are ngy hé]f—segments in the
Jth layer, there are n, coupled segments which form n; tri-
vial elements and n; reflections. Hence n; = hJ.

| The values which each mj can/take on is dependent on

the values of nj and n jg=1,4d - ]. To investigate

j+1°
the nature of this dependence reca]]lthat each reflection

in layer j demands a trivial element of the jth.c]ass.

Recall also ‘that af least one element of the jth class must

th

_ be normal. Hence for nj elements of the j ~:"cmliass, at most

. ¢
"j - 1 can be trivial and there can be at most "j - 1

reflections from the jtI interface. That is
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Now consider two cases:

Case 1: N4 3‘nj

If a]],hj elements of the jth class are normal then
the number of ref]éctions m, from the‘jth interface must
equal zero. However it is only necessary ﬁhat one element

) L]
of the jth class be normal so that\?ﬁflthis case g

mo > 0. | (7)

< n, ‘

Case 2: nj+] i

In this case not all nj elements of the jth class can

be normal. The greatest allowable number of normal elements

of the jth class’is nj+]. Hence there must be at least
(nj -'nj+]) trivial -elements of the jth class. For this
case then
mj l (nj = nj"']). (8)
Collecting (6), (7) and (8):yie1ds
& : ,
MAX(0, n, gELETED A LAY IR ‘ (9)

J J

,Usjng (9) it is possible to generate the symbols for all

dynamic analogs give :he kinematic code.
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The\number of dynamic .analogs may be defined as the
nUmbeE of ¥ay paths which satisfy the conditions inherent

in the ray todzixjp],nz,...,nd; h],mz,...,wd_]). In order
to calculate| this number consider first 6ﬁﬁy the N ang
(J-1)st ]ayeg. The n; trivial elements of the J'N class
must be distributed among the ny_ elements of the (J-i)st
class leaving my_q of them lr1v1a1. The solution is given
by the product of the number of different wéys of choosing
mJ;] trivial elements from the ny.1 elements of the (J-1)st
‘1ayer. and the number of ways of.distributing the my trivial
elements of the Jth class among exactly (nJ_] -.my_q) normal
elements of the (J-1)st class. The problem is equivalent

to the distribution of my balls into (ny_7 = my_;) pockets,
none of which may be empty. The result which is derived

in Appendix B is given by

nJ_]J . \'(hJ - 1)

M-ty My 0T T Ty Mg gy omy T

n n,~1 : .
c -t ~ (10)

IS
UL FIC RPN

—

If the same reasoning is applied to the remaining
layers the expressioh for the total] number of dynamic ana-

Togs with the ray code (n],nz,...;nd; m],mé,:.,,md_1) is



13

\‘\_/'

- . n,, -1
Jo. J+1
y' Cm. Cn.—m.—]_ (1)
=1 J J o

A simple two-]ayer‘examble with ray code (3,3{1) may
serve to illustrate.the procedure. From the ray code it is
observed that there are three elements of the first class, .
one of which is'tniyia] and three trivial elements of the
second class. There are three different ways of choosihg
the single trivial elemént from the totéT of three elements

of the first class. These are shown in Figure 5,

Figure 5. The Three Ways of Selecting One
- Trivial Element from Three Ele-
ments of the First Class.

RV.VARY VARV.V

(a) ® (o

v

a . . & -

The three trivial elémen;s of the second class must now
be'diétributed among the normal elements of the first class.

For each of the three cases in Figure 5, there are two

possible ways of doing this for a total of C?.- Cf = 32 =6
] | :

|

n
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dynamic analogs. These are shown in Figure 6.
/- S
Figure 6. The‘Dynamic’Ana]ogs with Code (3,3;1)

|

AW/ VAY. WAW.Y/ AV W/,
WV VYW WY TW

T 7
W
) o

(><i7/’ The advantages of the c?as%1f1cat1on and coding scheme

used by Hron shou]d now be ohvious when dealing with p1ane

layers. Instead of ca]cu]at1ng the amp]1tude contr1but1on

and time of arr1va1 of each of the phases shown in F1gure 6
separately, the amplitude and arrival time are calculated
only once. The amp11tude value when mu1t1p11ed by the
number of dynamic analogs-as determined . from (11) yields

the totajl dynamic effect of the group. In terms of the
number of computations, thebggvings gr>w as ‘the number of
segments increase to accommodate a greater ndmber of layers.
In such cases the number of dynamic analogs for a particular

ray code can easily reach several @Phdreds.

i
/

1.5 Hron's Selection Cr1ter1a and Algorithm for the
Generat1on of Ray Codes . .

~ - Before designing an algorithm to generate ray ches
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as described in the previous sections it is necessary to
select a family of rays from the infinijte numbér of possib]e*
choices; Hrbn chooses that family of ray paths such that

a maximum of HMS half-segments are allowed in any one phase
where HMS is a specified input parametert Table 1 shows .

typical output using this criteria for HMS = LAY = 4. LAY

represenfs the number of layers in the system.,

Table 1. Typical Output for HMS = LAY

= 4
//// Group Number , Ray Code
1 (1)
2 52)
3 1,1;0) -
4 (3) /
5 (2,151)
6 (1,2;0) /
7 (1,1,1;0,0)
8. (4) v
9 (3,42) ~
10 . (2,2;0)
1 (2,2;1)
12 (1,3;0) .
13 (2,1,1;1,0)
14 21,2,1;0,1;
15 (1,1,230,0
16 “(1,1,1,1;0,0)

[f HSG represents half the number of seg' nts.in a
particular groub of ‘ray pgfhs, then HSG can t§$e on values
from 1 to HMS. These HSG half-segments can"bé diStributéd
‘among the top LM 1éyers where LM = MIN(HSG,LAY), THe restric-

tion on LM is to ensure continuity. IFf LBT is the number of
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B

the deepest -Tayer penetrated by the ray with HSG half seg-

ments, there are as many different groups of kinematic

| ¢

ana]ogs as there are poss1b1e distributions of HSG coupled

segments among LBT layers 1eav1ng none of them empty.
}
According to Appendix B th1s number is given by

_ (HSG - 1)! . cHSe-T
MILBT,HSG) = Trpr— T rise [BTTT = CuBT- (12)

In accordance with the selection criteria, LBT is allowed
to vary between 1 and LAY and HSG varies ‘between } and HMS,
Therefore the tota] number of d1fferent groups of kinematic

analogs is given by

: HMS LM
My (LAY, HMS) = 7 J. M(LBT,HSG)
( HSG=1 LBT=1

HMS, LM (HSG-1
LBT-1

(13)

]

)
HSG=1 LBT=1

, _ ¢ HMS-1 _ _.HMS-1
In (13) consider the term Cimoy = CMIN(HMS,LAY)—1

where LBT = LM and HSG = HMS. Since. the condition
HMS - 1 > MIN(HMS,LAY) - 1 must hold in order for the term
to have a non-zero value it may be rewr1tten as Ctmﬁ :

whereyLMX = MIN(HMS,LAY). Expanding (13) now y1e]ds



HMS «» LM HSG-1
AR R DRI
HSG=1 LBT=1 LBT-1 ‘

LMX- 1 LMX-1
FOmx-3 F Cimx-2 * Cimx-q

Reca11ing“that Pascal's Triang]q)tabu]ates the values

of C:, it may be noted that if n = HSG - 1 and r = LMX - 1
theﬁ (14) represents the summation of up to LMX values in.
each of the first HSG rows of Pascal's Triangle. For
example in Table 2 the sum of the values within the boxed
area represent the total number of kinematic analogs in six
layers w%th the maximum number of half-segments, HSG, being
equal to eight.

| In order to generate the codes for the ray paths
governed by the selection criteria, a matrix N(I,L) is s
up, each row containing a different kinematic code. The
column dimension must be set equal to MIN(HMS,LAY) but
although the total number of kinematic analogs 1is inen by

(13) it is not necessary that the row dimension assume this

value. Instead, a reduced row dimension may be substituted.

Consider Table 3 whic&.was obtained from the last eight
rows of Table 1. The last column in Table 3 with the head-
ing M{LBT,4) is seen to correspond to the fourth row of
Pafra1;s Triang]e.' The three rgws in, Group II were g]]
odeinéd from row 8 by subtracting integer values 1, 2 and

3 from the first column and adding them to the second ¢~ un

n.

S
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Similarly rdw 12 was created from row 10 and row 13 from
row 11 by subtracting 1 from the second co]&mn and adding
;1t to the third. Row 14 was created from row 1] by sub-
tracting the value 2 from column two and adding 1t to
column three. Finally row 15 was obtained from row_ 14 by
subtract1hg 1 from column three and adding 1t to column

four.

Table 3. Based on Hron (1972). Demonstration of
an Algorithm for the Creation of Symbols
for Kinematic Analogs.

Row Number - ’ Row Vector | LBT M(LBT,4)
8 4 -1 1 1
9 3,1 .
10 2,2 - II 2 3
11 1,3
12 2,1,1
13 1,2,1 - 111 3 3
14 1,1,2 - ‘
15 1,1,1,1 -1V 4 - 1

‘Since group (1) may be geﬁerated from group (1-1),
1 = I, IV, 1in the example Shown, the maximum humber of
rows necessary in the matrix N(I,L) is equé1 to twice the
maximum value of M(LBT,4). 1In this case the value equals
2% 3 =6, In general the reduced row dimensqon DIM 13

given by
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DIM = 2 « MAX(T—-(H¥§—EH;§'LyT) . (15)

where

1 <L < MIN(HMS,LAY).

A comparison between the actual humber of k1nemat1c analogs.

and the reduced row dimension DIM jg given in Table 4.

Table 4. €omparison of the Total Number of

Kinematic Analogs Mt (LAY, HMS) and
the Reduced Row D1mens1on DIM for
"HMS = LAY.

LAY 2 3 4 "5 ¢ 7 8 9 10 1 \\\12
M, (LAY, HMS) 3(’7\ 1531 63127 255 511 1023 2047 4095 -

1l }
DIM 2/ 4" 6 12 20 40 70 140 252 504 924




| CHAPYER II

THE PRACTICAL APPLICATION OF THE RAY
"METHOD OF HRON (1972)

\
3

2.1 The Matrix N(I,L)

In the 1asﬁ‘chapter it was demonstrated that by using
the concept of dynamic analogs a savingyin time could be
realized when calculating the amplitude contributions of
the .various phases. Despite this advantage there is a
serious Timitation in.the algorithm for the generation of
the kinematic code as presented in 1.5. The limitation lies
in the amount of add1t1ona1 space necessary for the matrix

N(I L)/as the number of layers are increased. Table~5 shows

Table 5. Total Space Required for N(I,L)

L(LAY) ' I(DIM)v ; | I-L

2 2 . 4
4 6 24
6 20 120
8 70 : * 560
10 - 252 2,520
12 924 11,088
14 3,432 s 48,048
16 12,870 ', 205,920
18 48,620 | 875,160
20 | 184,756 3,695,120
22 705,432 15,519,504
24 2,704,156 64,899,744

.

21
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the .otal amgunt of space (I:-L) needed for the matrix
N(I,L)vwhék HMS = LAY, LAY = 2(2)24. From the table it
can be seen that the amount of space required for the
matrix N(I,L) grows very quickly. Tt is clear that if a
mode 1 consisting 3f many layers }s to be used, a different
approach would be usefu]l;o gengrate the kinematic code

more‘efficient1y.

2.2 Partitions, Compositions and a New Algorithm for
the Generation of the Kinematic Code

A pawtition is defined as a collection of integers
with a given sum without.regard to order; the cokresponding
ordered cO]]ecg}oné are called compositions. The integers
which ;orm a partition or composition are cailed its parts
and'the number which is the sum of these parfs is khown as
the'partitiohed Or composed mumber. By convention repeated
parts are abbreviated by thg  use of éprnents.“\For examplg%
222 is written as 23. Table 6 shows the unrestricted parti-

tions and compositions of the numbers 1 to 4.

Table.6. The Unrestricted Partitions and
Compositions of the Numbers 1 to 4.

Number Partitions | Compositions
1 1 . 1
2 2,11 ' 2,11
3 3,21,13 ’ 3,21,12,13
4 4,31,22,212 14 4,31,]3,22,2]],12],1]2,]4




23

Restrictions can be imposed on partitions and composi-
N N

tions as té the kind (even or odd), size, number of repeti-
tions, or number of parts. Table 7 shows all partitions of

n for n = 1(1)8 grouped by the number of parts.,

Table 7. ° Part1t1ons of n by Number of Parts
¢ from Riordan (1958).

e
Number of Parts
n 1 2 3 4 5 6 7 -8

R
2. 2 13 :
303 21 g3
4 4 31 T e
22
55 41 312 213 s
32 221
6 6 51 417 313 254
: 42 321 »p
32 23 . .
7760 512 4p 38 g5 g
52 421 3212 218

43 32 9
322
8 8 i 617 513 418 35 2q8 s
62 521 421% 3210 24
@ 53 431 3213 292
' 4% 427 323

- 322 2¢

Recall from the previous éhapter that the selection
criteria of Hron,(1972) entails the d1str1but1on of up to
HMS segments among a maximum of MIN(HSG, LAY) layers. For
each value of HSG the resulting d1str1but10n yields a
col]ect1on of kinematic codes. The 1ntegers in each code
from this collection must sum to HSG. Hence the co]]ection
of kinematic codes represents a composition of HSvaith the

restriction that the number of parts of the composition,

™
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m < IN(HSG LAY) Equ1va]ent1y the co]]ect1on of codes

mey be viewed as the result of first partitioning HSG

fo1lo ed by generating the un1que permutations of each

parti ion. For example the compos1t1on of the 1nteger 4

in Taile 6 is identical to the k1nemat1c code (row vectors)
in Tgble 3 of the prev1ous chapter. Thus the basis for a
newalqorithm to generate the kinematic code is estab*(?h;di

A general procedure for the generation of synthetjc seismo-

grams using this approach is shown in Figure 7.

2.3 The Partitioning Algorithm T~

In the computer program written to generate synt 5

seismograms by this meihod, the partitioning of the int -

1 to HMS was carried out gsing an'atgorithm nresented by
Lehmer (1964). The flowchart for this subroutine is shown
in Figure 8. This procedure generates those partitions
whose number.of parte, m, satisfy pvi m < q. In order to
generate all partitions of a given integer, p is eet equal
to 1 and q.is ass1gned the value n where n'is the integer
being part1t1ohed In this manner all partitions of n are
generated beginning with n and ending with 1,1,...,1. The

vector "a" of length q stores the partition currently be1ng
generated and a variable T "in conjunction with m ensures
that this partition will be unique. The generation of the.
current partition or k1nemat1c code does not require the

.man1pu1at1on of prev1ous]y generated codes., Th1s results

in great savings of storage space as will be seen.
—TT T,
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Exit to use
partition aj

v
) "mi‘l
(:}—9—— a_ = n - a
m §21 »1
:"(
Exit to use partition a
= 1(1)m
L 4
T=m-1]

i

a; = ag + 1

T(1)(m-1)
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2.4 The Permutation Subroutine

As seen in Figure 7, after each partition is obtained
the d1st1nct permutatiohs of the part1t1on are generated
Each of these permutations including the orlg1na1 part1t1on

represent a part1cu]ar k1nemat1c code. There are several

tions e.gq., Pa1ge et al. (1960), Johnson (1963), Wells
(1961). They are a1l based on the fact that there are n!
Permutations of n distinct marks \and also n! (n-1)-digit
numbers of the form: a;1! tas2l 4 .+ a '](n-])'

0 < a; < i, f = 1(1)(n-1). The permutations are generated

by setting up @ one-to-one correspondence between the n!
Permutations and the n! signatures (31’32""’an-1)' Despite

being efficient both in terms «of processing time and stor- av

reason is that these methods are designed to produce all
the permutat1ons of n distinct marks. If the marks are not
all distinct as is the case genera]]y when dealing w1thl
part1t1ons. repeated codes w111 be generated when using
these methods, In order to prevent this from happening and
still retain this approach large amounts of storage space
would appear to be necessary. Hence ‘a different method of
produc1ng the distinct permutat1ons of a given partition
was deve]oped and the f]owchart is presented in Figure 9.
The Pérmutation subroutine makes use of a matrix
N(KyL), the column and row dimensions both be1ng equal to

the number of lTayers (LAY) in the mode] render considera-

- 2
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tion. 'Before-beginning, the current partition is inserted
into the last MAC bositions of each row in the matrix hhere
-MAC represents.@he number of parts in the partition., The
alggrithp is constructed in such a way that all distinct
permutations involving only the last' k integers of the
partition are generated before -permutations invo]ving only
the Tast k + 1 integers are attempted, k =.2(1{(ﬂAC-1).
This {s done through the use of a vector J(1) whese value
indicates the column position of the lest component in the
partition that the integer ih column I of row I has attempted
to exchange places wfth. The value of J(I) is always
greater than I ane the interchange of integers is always
between positions I and J(I) in row I of the'matrix N(k,L).
In order to ensure that the permutations will be distinct
two criteria are used. The first wh1ch\shou1dbbe obvious,
is that no two integers that have the same value w11] be
interchanged. The second criterion is that if J(I) > 1 + 1
and N(I,0(1)) = N(I,Kk), k = (I+1), (J(1)-1) then no inter--
change is made. A simple. example may serve to 111ustrate
the general procedure for the generation of permutat1ons‘
us1ng this method.

Consider the partition 2133 which has been written
into the last four po;itions of the last four rows of the
matrix N(k;t),\ Suppose also that LAY = 1¢ so that the
dimensions of the matrix are 10 x 10. The initial values
o%'J(Iﬁ and that portion of the matr1x wh1ch will be used

Ve o, R

to generate the permutatlons are shown in Tab]e 8

-J i
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Table 8. Initialization of Matrix N(k,L)
and Vector J(I).

Column ~ 78 9 10 - J9(7) 7 Original Partition
Row + : A
J(8) = 8 2133 (1)

7 2 1 3 .3 A

8 2 1 3 3 J(9) = 9

9 2 1 3 3

10 21 3 3

/

The value of J(9) is/7hcreased by 'one to 10 so that
the integers are to be interchangéd in positions N(9,9) and.
N(9,3(9)), thatlis, in positions.N(9,9) and N(9,10). They
are equal therefore no-exchange is made. The valuye J(8) is.
‘now increased by one to 9 and J(9) is returned to its origi-
nal value.of 9, Integers in positions N(8,8);ané N(8,J(8))
are to be interchanged. This 6peration is pe}formed and the
resulting permutétion is written into rows 9 and 10 as shown

in Table 9. Row 8 remains unaltered. J(9) is now increased

Table 9. Generation of Sequence (2)

Column ~ 7 8 9 1o J(7) = 7 Permutation Generated
Row +
J(8) = 9 2313 (2)
7 2 1 3 3 '
8 2 1 3 3 J(9) = g9 | !
9 2 3 1 3
10 203 ] 3
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by one to ' and the integers in positions N(9,9) anc
N(9,J(9)) are to be interchanged. The operation is per-
formed and the resulting permutafion is nritten into row 10
as shown in Table 10. Row 9 remains unchanged. J(8) is

now increased by 1 to 10 and J(9) is returned to its' origi-
nal value. Integers in pos1t1ons 'N(8,8) and N(8,J(81) are

to be interchanged. No interchange is made due to the second

Table 10. | Generation of Sequence (3)

Column -~ 7 8 9 10 J(7) = 7 Permutat1on Generated
Row ¢ \ ’
J(8) = 9 233] (3)
7 2 1 3 3
8 2 1 3 3 J(9) = 10
9 2 3 1 3
10 2 3 37

criterion given previously for the generation of \distinct
permutations. If the interchange were made, the resuilt

would be 1dent1ca] to sequence (3). Since J(8) cannot be

.increased beyond 10, it is returned to its' initial value

of 8 and J(7) is increased by one to 8, - Integers in posi-
tibns N(7,7) and N(7,3(7)) dre to be interchanged Once

this is done all distinct permutat1ons 1nvo]v]ng 1ntegers

in colums 8, 9 and 10 are generated as prev1ous]y shown )

The value of J(7) is then increased by one and the procedure

‘1s repeated. This continues until all permutations involv-

ing J(7) = 10 have been. generated. Following this example,
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the operation of the algorithm should be clear.

2.5 Cost Comparison Between Hron's Algorithm and the
Permuted Partition Approach

The total amount of vector space necessary for the
generation of the kinematic code using the permuteq parti-
tion approach is given by (LAY)2 + 3(LAY). -These values
are tabulated and compared with the sp%ce needed for Hron's
m&}rix N(I,L) in Table 11, As- the number of layers is

increased it can be seen tha; the saving in space becomes
o .

Table ﬁ1. Comparison of Vector Space Requirements
. for the Generation of the Kinematic Code.

LAY N(I,L) (LAY)Z + 3(LAY)
2 4 10
4 24 28
6 120 54 : |
8 - 560 88 )
10 2.520 130
12 11,088 18, HMS = LAY
14 48.048 238 _
16 ©205.920 . 304
18 875.160 378
20 3,695,120 460
22 15.519.504 550

24 64,899,744 648

o

enormous using the permuted partition approach. The reduced
amount of space should resylt in a more economical means of
géherating synthetic seismograms. In order to test this,

“two computer Programs. were written to generate synthetic



seismograms at vertical incidence. They were identical] in
all respects except in their method of genefating the kine-
matic code. OQne pProgram used the a]gor{thm of Hron (1972),
the other made use of the permuted partition approach, For
this test the maximum allowable number of half-setments (HMS)
was set equal to LAY, Thé resulting cost breakdown is shown
in Tab]ev12. M

For models of twelve layers or less the spéCe necess-
ary for the generatioq of the kinematic code in both programs
is considerably less than the necessary peripheral Space;
that_ié the space required for the model parameters, spike

synthetic, wavelet storage, and the plotting routines,

.Therefqre in the case of the nine and'twelve layer models
‘the difference in storage costs between the two programs is

. i - t
‘rather small. However, in the case of the fourteen and six-

teen layer models, the requirede space for the matrix N(I,L)

has grown véry répid]y beyond the pPeripheral storage require-

ments. In additibn, the difference between the values

(LAY)? + 3(LAY) and (1)(L) for LAY =16 is much Targer than
the corresponding difference for LAY = 9. ‘The result is a
reductioqfin total computing costs by approximately one-

half when{uﬁing therermutéd partition approach for sixteen

Tayers and HMS = LAY.

2.6 Restricted Partitioning
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seismogram for sixteen Tayers with HMS =.LAY was still
re]ative]y1expensive It would be useful'therefore to
exam1ne the/effect of further restr1ct1ng the number of
phases that contribute to the final result.

It should be noted that the ray selection criterija
of Hron (1972).used in the cost comparison studies are
Fhemse1ves a restr1ct1dn. as is setting the .value of HMS
equal to the number of layers (LAY). . The resu1t is an
incomplete or partial ray expansion, where oh]y those rays
that are‘thought to contribUte large amplitudes are included.
M. Hron (1973) studied the problem of ray series convergehle
in some detail and was unable to find any theoret1ca1
criteria by wh1ch the ray series could be terminated with
assurance that the remainder would be neg]igib]e. The
result of this is that any partial ray expansion must be
the result of intuition as to which group of rays contr1bute
the maximum amp11tude With this in mind further restric-
tions on the partial ray expansion of Hron (1972) are
examined. . ' \

In order to reduce the number of phases, restriction;
on the number of parts allowed in a given partition were
imposed in four different levels of severity. These are
shown in Figure 10. The partitions to the right of the v
stepped line in each of Figure 10(a), (b), (e) and (d) are
used in the computation while the partitions‘to the left

are discarded. This approach tends to eliminate phases

with a large number of reflections by disal]owing the distri-



Figure 10. Restricted Partitions
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bution of a Targe number of half-segments into a small

number of layers. The restriction on the number of reflec-

* tions could of course be applied directTy whﬁn generating

the dynamic portion of the ray code, however it wouTd then
be necessary to produce the complete set of partitions.

In the method described the suspect partitions are elimin-

cated directly by simply not generating them resulting in a

greater saving of CPU time. _
' The restricted partitioning was first applied to a
sixteen layer model, (Figure 11), which approximates the

geologic structure near Edmonton. The true structure of.

" the area was obtained from a digitizee sonic l1og of well

CS Big Hay Lake Jocated at 13-30-43-22w4. The 10§ prov1ded
data for the interva] between 670 and 6,030 fegt. The
problem of how to best approx1mate a complex ve]ocity struc-
ture such as that obtained from the digitized sonic log by
a model with a small number of 1ayers is not dealt with here.
In Figure 12 the spike synthet1cs obtained using the
sixteen 1ayer model are shown for the unrestricted and four
d1fferent levels of restr1cted partitions. The total number
of d1fferent phases represented in each of these spike
sequences along with the costs involved in producing ‘the
final synthetic seismograms are presented,1n Table 13.
There is a noticeable change in the cﬁaracter of the spike
sequences in progressing from the unrestricted c;se to

Severity Level 4. In particular there is a large reduction

~in the number of phases arriving at times greater than 1.105
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Table 13. Cost Comparison of Four Levels of
Restriction in the Generation of
the 16-Layer Synthetic Seismogram.

Total Number CPU Time cphU Storage

of Phases (sec.) (pg-min.
Unrestricted 48,760,342 254.8 292.0
Severity Level ] 87,668 17.8 19.4
Severity Level 2 16,343 9.6 . 10.0
Severity Leve] 3 2,335 ‘ 7.0 7.2
| | 5.9 5.9

Severity Level 4 2471

seconds which marks the end of the velocity structure mea-
sured in two-way travel time. Hence the restricted parti-
tions have been successful in terms of reducing the number
of late arriving bhases with a corresponding drastic reduc-
fion in overall computing costs. However, there has also
been a reduction in the number of phases arriving at times
of less than 1.105 seconds and the qJestion remains as fo
how severe this reduction has been. 1In brder to obtain a
quantitative answer to this question a relative percéntage

difference was ca]cu]afed for each .2 second time interval.

That is, for each interval:

Average Relative -1y U5 - R,
n
i

|
.' “
Percentage Difference : '”MAX] x 100% (16)
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<

re Ui—is the amplitude value of the sptke in the un-
restricte uence at time i/1000 and Ri is the amplitude

value of the spike in restricted sequence at the identical

time; UMAX is the amplitude va of the largest spike from

the unrestricted sequence in the time in 1, and n is the
number of non-zero values of Ui Within the interval:
value U; is found to be equal to zero the operation

,Ui - Ri’/,UMAX, Ts not performed. The reason for using
the expression LI I/IUMAX]1n (16) rather than the usual
percentage difference given by lU - [/[U | is that the
lTatter does not yield a good measure of the d1ss1m11ar1ty
between the two final synthetic selsmograms Th1s is because
the absence of very sma]] spikes in a region characterized
by spikes of much larger amplitude, has only minor effects

on the final trace, yet the values |U - R, l/IU | could be
very large giving a false indication of poor agreement
between the two seismograms The measure in (16) was app-
lTied to all four severity levels in Figure 12 and the
results are showniin Table 14, The bracketed quantities
give the maximum relative percentage d1fferences within
each time interval. Some of these have high values which
1nd1cate that there are sp1kes of significant amplitude
which have been exc]uded by the restriction process. The
Values in the last column of Table 14 give @ quantitative
measure of the spike séquence degeneration as seen in

Figure 12. 7o investigate the dependence of the averages

over 1.105 seconds on the length of the time int=-val chosen,
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Table 14 was reca]cu]ated using a time 1nterva] of .1
seconds\ The changes noted were not significant.

The f1na1 synthetic seismograms were produced by
convolving a wavelet with the spike sequences in Figure 12.
These are Shown along with the son1gram in Figure 13. A]-
though the general features are present throughout, the

character changes in going from the unrestricted wave train

to Sever1ty Leve] 4,

2.7 Synthetic Seismograms with Geometric Spread1ng |

The spike sequences in Figure 12 were generated
without taking into account the factor introduced into
the amplitude as a result of geometric spreading of the
wavefront, OQne advantage of the ray tracing method 1s that
inclusion of this factor is a relatively simple matter,
Synthetic seismograms based on a l4-layer mode] were gene-
rated both with and w1thout geometric spreading in order to
observe any changes in character The spike sequences were
generated letting .5 = LAY and the wavelet used in generat-
ihg the final traces has identical to the one Shown in
Figure 12. The spike synthetics and convolved traces that
resulted from unrestr1cted part1t1on1ng are shown in Figure
14 along with the sonigram

It is clear that if the spreading correction is app-
lied to the spike sequence in- Figure 14(a), the changes in
amp]ztude of the phases wil] not occur in a-uniform or

‘predictable ‘manner when - viewed in t1me This is confirmed
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by noting the large change in relative amplitudes of the
éroup of arrivals at .2 and ;5 seconds in Figure 14(b) as
‘compared with the same arrivals in Figure 14(a). In the
remainder of the spike sequence however, the differences
are rather subtle. .

The measure of dissimilarity used in the last section
was applied to the results of restricted pértitioning with
geometric spreading using the 14-layer model. The brocess

was then repeated without the spreading correction. Table

15 displays the results.

Table 15., The Average Relative Percentage
Difference With and Without \
Geometric Spreading. ) O

Average Relative Percentage Differences
: i Over 1.705 Seconds )

Without Spfeading With Spkeading
Severity Lgvel 1 3.9 3.8
Severity Level 2 - 4.7 ) 4.7
Severity Level 3 ' . 5.7 5.6

Severity Level 4 7 6.6 S 6.5
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CHAPTER 111

J THE RAY METHOD OF Nth QRDER MULTIPLES

3.1 Basic Concepts

The Tast two chapters were centered around the ray
method of Hron (1972). In this chapter the c]assificatibn
scheme commonly used in industry is described. This
classification is basea on the number of reflections and
the groups of ray paths which result are called nth order
multiples. The order of the mu]fip]e is defined as the
"number of downward reflections suffered by thevray‘in
travelling from the source to receivéf; that is, the number
of times an upgoinQ ray segment is transformed into a down
going réy segﬁént by a reflection from an interface. Figure

15 may help to illustrate the concept. The ray paths shown

o

Figure 15. First and Second Order Multiples.

.? \(2"_’2)/ \(3,7\2)/_ \(z,l,s',z,a)/ .\(2,0 o)
, W \SV W ] \/}XX_}L]N—
V W }/

3
(a) (b) () (d
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in Figure 15(a) and (b) are both first order multiples
while those in (g) and (d) are second order multiples.

Although the method described in Chapter I and the
nth order multiple approach are based on entirely different
criteria, the two sets cbntaihing the phasgs for each scheme
using a j-Tayer velocity model, will in general have a
fairly large intersection. The degree to which this hold
true depends on the specification of thé value HMS a@g thg
highest order of multiples to be used. It'is entirely
possible for‘one set fb exist as a subset of the other.
For example by specifying HMS = 2 * LAY, the first order
multiples are automatically included using the scheme

described in the first chapter. Letting HMS = 4 * LAY

includes first and second order multiples.

3.2 The Coding Scheme‘and.Method of Generation

The code for a pJLticu1ar ray pdfh using the approach
of nth order multiples consisfs of 2n + 1 integers where
n represents the ordér of the multiple. Each integer m(j)
of the code represents'thé interface from WhiChqthE”ith
reflection occurs. Some typical ray paths and their codes
have already been seen in Figure 15. For first order

multiples (Figure 15(a) and (b)) the range of values for

m(i), i =1, 3 is given by:
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—
| A

m(1) < LAY

0 < m(2) <m(1) -1 (17)

A
3
———
w
N
I A
—
>
-

m(2) + 1

The range of va]ueé for the kth order multiples may be
specified in a similar manner.

In drder to geherate the codes, the sequence of
inequalities in (17) were written into nested "do-loops".
Using this method, vector Space is needed only for storing
the code currently being generated. As in the spheme
desc;ibed in Chapters I and II, each code comb]ete]y speci-
fies the kinematic and dynamic properties of a single phase
travelling from the source to receiver. However in the nth
order multiple approach at vertical 1ncidence using the:
code}generation scheme described, it is not necessary to
- determine thé amplitude of eéch of these phases separately.
In the computer program written to génerate Synthetic seismo-
grams using this approach, the amplitude of the phage
currently being generated is obtained from the amplitude
of1the previous phase. To understand how this is‘ponib]e
coﬁ%ider the two phases drawn in Figure 16. /Accorﬁing to
the.schehe used, the phase shown in Figure 16(b) i% gene--

" rated immediately fo]]bwing the phase shown in (a).\ To<l
obtain the amplitude of the phase in (b) it is netéﬁs‘ry
to divide the amplitude 3?\1he phase in (a) by the fef]/c-’

tion coefficient at interface 2, multiply by the downward
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Figure 16. Two Sequential Firgt Order ﬂy]tip]es.

\ |
| y

I
AY

. 7
VAV A
3\/M —

(a) (b)

and upward transmission coefficients at interface 2 and
finally multiply by the reflection coefficient at interface
3. Since Calculating the amplitude in (b) would require
eight operations if performed independent]y of (a), a sav-
ing of four operations has been realized. The savings
increase as the h}gher,order multiples are included.
Unfortqnate]y this saviﬁg may be overshadowed by the facf
that the concept of dynamic}equiva]ence has not been applied

to this scheme., ' ’

3.3 Comparison of the Method of Nth gpdep Multiples
and the Ray Method of Hron (1972)

A comparison was made between the two different ray
classificatipn schemes using the 16-Tayer mode] shown in
Figuré ]1; The spike sequences for prihafies Plus up to
second order multiples are shown in Figure 17 together with

the Severity Level 3 spike synthetic, The average percent- .
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Sequence ip Figure 12, }hese values for each .2 second
interval up to the d of the velocity structure 3t 1.105

Seéconds, are shown in\Table 16, Bracketed quantities ijp

eéncountered jn the time intervals.

It is interesting to note that the number of Phases
in the Primaries plus firsf and second order multiples Spike
sequeﬁce ié almost two orders of magnitude larger than the
number of Phases in the Severj Y Level 3 sequenée. Despite
this, the SeVerity Level 3 Séquence has a smaller relatiye
Peércentage difference over 1,105 §§Conds. The reason is
“that most of the contributions of £  primafies Plus first
and second ordep mu]tiples’occur at times greater than 1,105
Seconds. |

The wavelet Shown in Figure 13 Was convolved with the
spike Sequences in Figure 17 to yield the s nthetic seismo-
grams disp]ayed in Figure 18. The costs oﬁ generating
these synthetics ig shown in Table 17, Thé effective cost
Per phase jp generatind the Severity Levé] 3 sequeqce is
3.0 x 1073 Seconds compared with 6.1 x 10 seconds per
Phase for the prfmaries plus fiprst and Sgcond order multiple

sequence, The ]aﬁgg difference 0C” ‘rred despite the fact

order multiples Séquence was done without making usé of

dynamic e€quivalence, It might pe Speculated that if restric-
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[
A

Figure 18. Synth_etic Seismograms for Severity Level 3 and
Primaries plys up to Second order Multiples

“ " L SEVERITY LEVE 3'> N\/V\/V\/\A/\/MA

PRIMARIES‘ PLUS Ist & 2nd ORDER MULTIPLES

4ﬁAJ¥_¥

o PRIMARIES PLUS Ist ORDER MULTIPLES

o , _ |
uJ
(]
ot | A — A~ — AN~ AN~
o
% PRIMARIES '
(o S ’

Ki \

500 0.20 - 0.40 0.60 0.8C 1.00 120

TIME-SEC



54

Table 17. Cost Compar1son of Genera£1ng
Pr.maries Plus Up to Second
Order Multiples for the 16-
" Layer Model.

Total Number CPU Time CPU Stora?e

Of Phases (sec.) (pg-min.
Severity Level 3 2,335 7.0 7.2
Primaries Plus 1st

and 2nd Order 164,576 10.0 10.9

Primaries Plus Ist
Order

Primaries Only’,

of the phases were chosen to ]1e within the 1.105 second
time window, then a restricted version ¢ the nth order
multiple approach might be more economical thén the scheme
described in Chapters Ivand:II. Unfortunate]y no investiga-
tions'were made in this area. It may be of interest to-note
fhat the efféttive cost per phase in generat1ng the
Unrestricted sequence in Figure ]2 us1ng the concept of

dynamic equ1va1ence was 5.2 x 10~ -6 seconds.

3.4 Surface Order Multiples

Nth order "surface" multiples occur as a subset of
nth order multiples and are defined as *hose multiples in
which m(i) = 0 for i even. For examples, refer to Figure

15(b) and (d). Surface multiples have often been used as
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an approximation to the complete set in desiéning multiple
suppression algorithms, e.g., Watson (1965). To observe
how well the approximation holds a comparison was performed
between ﬁth order multiples and nth order surface multiples
up tb‘the second order using the 16-layer model. Figure 19
shows the spike sequence and Figure 20 the final synthetic
seismograms. The aVeragelpercentage differences indicated
in Figure 19 are relative to‘the Unrestricted spike sequence
in Figure 12. The wavelet used to generate the synthetics
was ide;ficaT to the one shown in Figure 13. Agreement /
between the surfaee multiples and the complete set'up to

the second order is seen to be quite good ihﬂ:he case of the

model used.

L4

.

3.5 }he Complete Wave Se]ution for fhe 16-Layer Model

| To this point in discussing™the varfous restrictions -
end schemes used in generating spike sequences, comparisons
were generally made with the Unrestricted sequence in Figure
12. The reason for this is that this sequence represented
the éffeqt of the 1ar§est number of phases and was assumed
to be the best approximat%on to the complete solution
obtained by distributing up to an infieite number of half
segments into a maximum ofﬁLMX.]eyers. However if the
Unrestricted sequence does not adequate]y represent the
complete solution, then the comparisons made are of little
vsignifieance. For this reason a spike Sequence representing

the complete wave solution was bbtained and compared with

o
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t v - N

Figure 20. Comparison of S¥nthet1c Seismograms for nth Order
Multiples and N Order Surface Multlples
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the Unrestr ed sequence in Figure 12. These are shown
Tn Figure 21 together with the .synthetic seismograms. As
can be seen, within the ttme window of 1.105 seconds the
agreement is very good. This reljevec any doubt Which ma]
have existqd as to how meaningful previous comparisons have

been.

3.6 Conclusions

The new. approach developéﬁ for the generation of the

‘ray code using the c]ass1f1cat1on scheme of Hron (1972)

-

way travel time. ' v ' "

proved to be successful in reduc1ng computer storage costs
For the s1xteen layer’ model w1th HMS‘* LAY, the reduction
in total cost for generat1ng the synthet1c seismogram was
s]1ght]y greater than one-half, Restricted partitioning

further reduced costs by generally suppressing those contri-

‘butlons outside the time range o0f the velocity structure

The Severity Leve] T restriction resu]ted in a synthetic
se1smogram at approx1mately 1/20th the co: required to pro-
duce the Unrestr1cted sequence using tne coce generation
scheme described in Chapter I. In ad ition the Severjtﬁt'

Level 1 sequence retained most of the crnaracter observed

in th. Urrestricted Sequence within the tige window of .1.105

seconrs which marks the end of the velocity structure in two- -

Inc]usion of. the geometr1c spread1ng correction in

“the amplitude computat1on was found to s1gn1f1cant1y affect

.the character of the synthetic se1smograms, particu1ar1y

pNd
o L
IR IR
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the relative amplitude-of different groups of arriya]s:iq
In comparing the method of nth order multiples with
the classification scheme of Hron (1972), it was found that
for the sixteén‘]ayef model, the synthetics including pri-
maries plus first and second order@multiplés compared
closely with the Severity Level 3 sequence within the time

th ordér multiple

window of 1.105 seconds. However fhe n
approach seéms to be less selective in the rays that it
génerates in the sense that a large majarity of these rays
fall outside the time window. o . R
th order surface mu. s Wwere found to be a good-1~£§kg
approXimation to the complete set.of n'th order multiples A
for the model used in the comparison. t
‘ The Uhrestricted seqdence for the sixteen layer mode
was seen to correspond very well.with the complete wave
solution thereby Jus;ifyfng'previous comparisons.

Some time after completing the work an the permuted
partition approach 1t was discovered that a similar téchni- .
que had been succe§&fu]1y app11ed by Vered and Ben- Menahem
(1974) However, they do not appear to make use of
restricted part1t1on1ng to .reduce the number of undesir-

able phases.
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APPENDIX A

NUMBER OF ARRANGEMENTS OF n, IDENTICAL BALLS
INTO n; POCKETS, SOME OF WHICH CAN BE EMPTY
' (FROM HRON (1972))

~ Consider an arbitrary distribution of‘nz.identica1‘
balls into ny > 1 pockets separated by (n - ]) 1nner walls.
- Each such distribution can be v1sua112ed as a sequence of
(n -1 +q ) items represented by n, balls and (n - 1)
inner boundaries, as illustrated in Figure A.1 for n, = 4,

n, = 5. From this diagram, we can see that three inner
, wLTr-J A i

Figure A.1. One Distribution of 5 Balls
into 4 Pockets

-

1 | 11; | o

¥
>~ e B 4 5 6 7 ‘ifrf“4<

RN

walls occuby, in the sequence of eight elements, the fourth;
fifth and seventh positions so that there are 3 balls 1in
the flrst pocket, the second' pocket is. left empty, and there
is 1 ball in pockets III and IV. _
Because indivjdua] distributions differ from’each o
- 62
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Othér only in selection of (n] - 1) positions occupied by
inner boundaries, the number! M], of dis?ributions of n,
balls into ny pockets, some of‘which‘can be left empty,
'15 equal to the number of all possib1e~se1ecf1ons of

(n] - 1) positions from the total numbef"(n] -1+ "2)‘

Obviously, this is equal to

n]+n2—1 n]+n2-1 (n] tn, - 1)1

n,) = = C = . A.
Milmpeng) =0y n, Tty = T7Tn,!
n,+n,-1
There Cho 1 is the number of all combinations of the
1 ,

(n1 - 1)th class from (n] tn, - 1) elements.

1.



APPENDIX B

NUMBER OF ARRANGEMENTS OF n, IDENTICAL BALLS
INTOrh] POCKETS, NONE OF WHICH CAN BE EMPTY

’

(FROM HRON (1972))

- .

Distributions of this kind can be performed only if
No 2 ny. Then the problem can be transformed easiTy to the
problem resolved:sin the previous section if we separate

called "fixed balls" by distribugjng

f n, balls ny so |
them into ny pockets, none of them leaving empty. Then the
number M2 haS’to be equal to~the number of érrangements of

the remaining (n2 - n]) "movable

ailii\i:jo'n] pockets .
provided that some of them may not contain~any movable ball.

Using“Equation A.1.1 we get immediately

(n2 - 1)
§—— —— B.1.1
‘(n] - 'l)!(n2 - nfTT

My(nqisn,) =M nyon, - "1)'_:.; ’

Where Mz(n],pz) is.the number of ali] arrangements of né

identical balls into n, pockets leaving none of them empty.
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APPENDIX ¢
COMPUTER PROGRAMS

“C.1 N-th Order Multi les A roach

ﬂ(’)(’)ﬂﬂﬂﬁ

C
C

"0 nnnaa

OO0

3 FORMAT(//,T10,'DOWNWARD REFLECTION COEFFICIENT', 1/)
12 FORMAT (7F10.5) -

4 FORMAT(//,T10,'DOWNHARD TRANSMISSTION COEFFICIENTY, //)
13 FORMAT (7F10.5) ‘ y

5 FORMAT(//,T10,'UPHARD.REFLECTION COEFFICIENTY, /)

14 FORMAT (7F10.5) ,

6 FORMAT (//,T10, 'upwaRD TRANSMISSION COEFFICIENT', //)
15 FORMAT (7F10.5)

7 FORMAT('TIME=',F10.S)

8 FORMAT('AMPE',E15.4)

11" PORMAT(//.Tza,'PRIuARY HEFLECTIONS',//)
16 FORMAT (//, *GROUP SYNBOL',T30,15)
17 FORMAT (T40,15) :
21 FpRMAT(4F10.5)“
22 RMAT (5F10\ 2)
23 FORMAT (F10.2)
504 FORMAT (/, 'TOTAL NUMBER OF PHASES',T30,IIO)
- DIMENSION THICK (16) S
DIMENSION VEL (17)
DIMENSION DEPTH (16)
DIMENSION TIME (16) N
VALUE CONTAINS THE WAVELET PLUS TRAILING L ’
ZEROS. THE DIMENSTON OF VALUE MUST BE GREATER THAN OR
EQUAL TO THE LENGTH OF THE CONVOLUTTION OF THE WAVELET
WITH THE SPIKE SYNTHETIC, WITH THE ADDED CONDITION THAT
THE DIMENSION MusT EQUAL 2#%N WHERF y IS SOME POSITIVE =~
INTERGER. 2%*5=32 2**6=64 2%x7=17g 2*%%8=25¢ 2%%9=517
2*%10=1024 2*%*x11=2048 2%%12=409¢ 2*%13=8192 2*%14=16384
COMPLEX VALUF (8192)
P50 CONTAINS THE SPIKE SYNTHETIC (0UTPUT FROM RDOFF)
DIMENSION P50 (SAME DIMENSION AS VALUE)
COMPLEX P50 (8192) -
DIMENSION P60 (4602)
DIMENSION BNUIS (2 * DIMENSTON OF VALUE)
DIMENSTION BNUTS (16 384) o
.. E VALENCE(VALUE,BNUIS) ' o
C CONTAINS Y OR AMPLITUDF VALUES USED "IN PLOTING THE
SYNTHETIC SEISH AM ' ‘
DIMENSION C(LENGTH
WITH THE WAVELET + 2
THE LAST TWoO POSITIONS
DIMENSION C(4602)
C201 CONTAINS THE X OR TIME va PLOTTING THE ss

HE CONVOLUTION OF THE éPIKE SYNTHETIC
SCALING PARAMETERS ARE STORED IN

IN NLOGN THE DATA LENGTH MUST BE EQUAL To 2%*N WHERE §
SOME POSITIVE INTERGER. DIMENSION MMM (LARGEST VALUE OF' N 70O
BE PROCESSED)

DIMENSION Mum(13) ' 3
GTIME(I) REPRESENTS THER VERTICAL TRAVEL TIME FROM THE SURFACE

'
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C TO THE BOTTOM OF THE ITH LAYERR
DIMENSION GTIME(131)
, COMPLEX B,CMPLX

'DO 45 I=1,8192 o o
P50 (I) =CHPLX (0.0,0.0)
45  CONTINUE

LAY=16
JJIS50=LAY+1
C INPUT DATA
READ(7,23) (DEPTH(I),I=1,LAY)
READ(8,23) (VEL(I),I=1,JJ50)
TF THE GEOMETRICAL SPREADING FACTOR IN THE AMPLITUDE IS NOT
DESIRED SPECIFY IIG=0. ANY OTHER VALUE FOR IIG
WILL INVOKE THE SPREADING CALCULATION. BE CERTAIN
TO CHANGE THE VERTICAL SCALING PARAMETERS TN THE
PLOTTING ROUTINE WHEN RUNNING THIS PROGRAM
WITHOUT GEOMETRICAL SPREADING
IIG=0 .
TP FIRST ORDER MULTIPLES ARE NQT DESTRED
SPECIFY TIF=0 '
IIP=1 ,
C IF SECOND ORDER MULTIPLES ARE NOT DESTRED
C SPECIFY IIS=0 _ : ‘

2NN eNoWele)

00

I1S5=1
C TO SUPPRESS PRINTOUT OF REFLECTION AND TRANSMISSION
C COEFFICIENTS SPECIPY ISUPCO=0. ALL OTHER VALUES . e
C WILL RESULT IN A PRINTOUT
ISUPCO=0 .
C TO SUPPRESS PRINTOQUT OF AMPLITUDES AND TIMES
C FOR DIRECT REFLECTIONS SPECIFY ISUPP=0. ALL
C OTHER VALUES WILL RESULT IN A PRINTOUT

ISUPP=0
¢ TO SUPPRESS PRINTOUT OF AMPLITUDE AND TTMES FOR
¢ PIRST ORDER MULTIPLES SPECIFY ISUPFO=0. ALL OTHER
C VALUES WILL RESULT IN A PRINTOUT
&% ISUPFO=0 '
€ 70 SUPPRESS PRINTOUT OF AMPLITUD AND TIMES FOR
C SECUND ORDER MULTIPLES SPECIFY ISUPSO=0. ALL OTHER
C VALUES WILL RESULT IN A PRINTOUT .
ISUPSO=0 i
¢ TO SUPPRESS PLOT SPECIPY ISUPLOT=0. ALL OTHER
C VALUES WILL RESULT IN A PLOT OF THE SYNTHETIC
ISUPLT=1
THICK (1) =DEPTH (1)
M=LAY-1 :
M1=LAY-2

=

DO 10 I=2,LAY \
. THICK(I) = DEPTH (I-DEPTH (T-1)
10 CONTINUE \

DO 20 I=1,LAY



20

25

ug,

30

46

35

47

40

48

43

S

TIME(I) = THICK (X) /VEL (1)
CONTINUE

CALCULATE THE REFLECTION AND TRANSMISSTON COEFFICIENTS
DIMENSION DREFCO (16)
DIMENSION DTRACO (16)
DIMENSION UREFCO (16)
DIMENSION UTRACO (16)

DO 25 I=1,LAY
DREFCO (I)=(VEL(I-VEL(I+1))/ (VEL(I) + VEL(I+1))
CONTINUE | ,

IF (ISUPCO .EQ. 0) GO TO 49
HRITE (6, 3) :
WRITE(6,21) (DREFCO(I),I=1,LAY)

DO 30 I=1,LAY
DTRACO(I)=14DREFCO (I)
CONTINUER , i

IF(ISUPCO.EQ.0) GO TO 46
WRITE (6, 4) '

WRITE (6,21) (DTRACO(I) ,I=1,LAY)
UREFCO(1)=1.0

DO 35 I=2,LAY
UREFCO (I)=(VEL(I-VEL (I-1))/ (VEL (I-1) +VEL(I))
UREFCO INDICATES REFL. FR. TOP OF ITH LAYER
CONTINUF

IF (ISUPCO.EQ.0) GO TO 47
WRITE (6, 5) .
WRITE(6,21) (UREPCO(I),I=1,LAY)

DO 40 I=2,LAY
UTRACO(I)=1+40REFCO (I)

CONTI”UE

U‘TRACO(‘])‘:‘I.O RS
IF(ISUPCO.EQ. 0) GO TO~48

WRITE (6,6} . :
WRITE (6,21) (UTRACO(I),.T " -LAY)
IAFG=0 . ) ‘

NOW CALCULATE TIME AND AUPLITUDE FOR DIRECT REFLECTIONS
AMP=1.0 :

IF (ISUPP.EQ. 0) GO TO 43
WRTITE (6, 11)

IND=1

TIH=2*TIME(1) » P
IF(IIG .EQ. 0) GO TO 41 '
AMP=AHP*DREFCO(1)/(Z*DEPTH(1))

GO TO 42 ‘]

")
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/l"‘l"“‘v"‘ ) j\{’ -
Lo i
41 AHP=AMP*DREFCO(1) - : -
42 IF (ISUPP.EQ.0) GO To 44

WRITE (6,16) IND

¥WRITE(6,17) IND

WRITE(6,8) aMp’

WRITE(6,7) TIM
4y B=CMPLX (AMP, TIN)

CALL RDOFF(B,PSO,IAFG)

GTIME (1) =TINE (1) ’

Do 80 I=2,LAY
AMP=1,0
I1=I-1

DO 65 Jg=1,11
AHP=AMP*DTRACO(J)
65 CONTINUE

Do 75 g=1,1
AMP:AMP*UTRACO(J)
75 CONTINUE

TIN=TIN+ 2*TINE (I)

INDZIND+ 1 ‘

IF(ITG .EQ. 0) GO To 76

PL=0,

DO 78 J=1,1

PL=PL+2%THT ﬁéI)/VEL(U
78  CONTINUE g

AMP=AMP*DREFCO (1) /PL

GO To 77
76 AMP=AMP*DREFCOQ (1) .
77 GTIME(I) =TIM/2 ‘

B=CMPLX (AMP, TTIN) 4

IF (ISUPP.EQ.0) GO TO g6
WRITE'(6,16) INp *
WRITE(6,17) 1Np
WRITE (6,8) AmMp
WRITE(6,7) TIM
86  CALL RDOFP (B, P50, TAFG)
80  CONTINYE

IF(ITF.EQ.0) GO TO 81 . :
CALL FOH(IND,LﬂY}TIHE,GTIHB,DRBFCO,THICK,DEPTH,IIG,
CDTRACO,UREFCO,UTRACO,ISUPFO,B,PSO,IAFG) .
81  IP(I1S.E0.0) co To 82 C .
 CALL SOHéIND,LAY,TIME,GTIME,DREFCO,TgICK,DEPTH,IIG,-
)



C INSERT DO LOOP PARAMATER. I=2,LENGTH o°r TRACE
C IN SECONDS X 1000 '

DO 2001 I=1,4600
C201(I)=1/1000.
2001 CONTINDE

C SPECIFY THE KLAUDER WAVELET PARAMETERS
C CALL KLAUD(7.,12.,4.,VALUE)
CALL WAVLT1(VALUE)
DO 83 1=1,4602
_ 'P60(I)FREAL(PSO(I))
83 CONTINUE
WRITE(11) P60 '
C IN THE'NEXT Two STATEMENTS THE FIRST PARAMETER OF
C NLOGN MUST EQUAL THE DIMENSION OF MMM ( )
CALL NLOGN (13,VALUE,~1.0)
CALL NLOGN (13,p50,~1.0)

-

DO 2002 1=1,8192
VALUE(I)=VALUE (I) *P50 (T

2002 CONTINUE d |

C INSERT 1ST NLOGN PARAMETER
CALL NLOGN (13,VALUE, 1.0)

C INSERT DO LOOP PARAMETER, T=1,LENGTH OF TRAC

C IN SECONDS X 1000 -
DO 2003 T=1,4600

© C(I)=BNUIS (2%I-1)

2003  CONTINDF
WRITE(6,504) TAFG : ' /
CALL PSY(C,C201,Pp60)

2004 sTOP * g

END

[l
-

C 'FOM' CALCULATES THE TIME ARRIVAL TIN aND AMNPLITOUDE
C OF THE FIRST ORDER MULTTIPLES ,
) SUBROUTINE\FOH(IND,LAY,IIME,GTIME,DREPCO,THICK,DEPTH,IIG,
\‘CDTRACO;DREFCO,UTRACO,ISUPFO,B,PSO,IAFG) ~
, DINENSION GTIME(131)
COMPLEX B,CMPLX
COMPLEX P50 (8192).
DIMENSION DREFCO (131)
: DIMENSION DTRACO (131)
~ DIMENSION UREFCO (131) . : *
DIMENSION UTRACO ¢131) '
DIMENSION TYME(131)
DIMENSION THICK (131y
A DINENSION DEPTH (131) .
100 FORMAT (//,T28, ' PIRST ORDER MULTIPLES'Y,//)
101.  FORMAT(//,'GROUP NUMBER',T30, 15)



102
103
104
105

110

210

FOKMAT (*+',T40,314)

- FORMAT ('AMP =Y, E15.4)

FORMAT (*TIME =',F10.5)
FORMAT (F10.5)

AMP3=1.0

IF(ISUPFO.EQ.0) GO TO 110
WRITE (6, 100) '

DO- 200 IA=1,LAY
PTIME=GTIME (IA)
GSP=0.

DO 210 I=1,1IA

GSP= GSP*THICK(I)*VEL(I)/VEL(1).
" CONTINUE

AMPA = DREFCO (IA)*AMP3
AMP2=1.0

PTIME1=0.0 -
PTIME6=GTIME (IA)
GSP1=0.0

GSP6=GSP

DO 180 IB=1,IA
PTIME1=PTIME1+PTIME6
PTIME4=PTIME] +PTIME
GSP1=GSP1+4GSP6
GSPU=GSP1+GSP
AMPA=AMPA*ANP2*U REFCO (IB)

sy, AMP1=1.0
& ePTIME2 0.0

220

107
108

111

- PTIMES=TINE (IB)
GSP2=0.0
GSPS= THICK(IB)*VEL(IB)/VEL(1)

DO 150 YIC=IB,LAY
PTIMEZ2=PTIME2+PTIMES
GSP2=GSP2+GSPS

GG=0.

' DO 220 I=1,IC

GG=THICK (I) *VEL (I) /VEL (1)
CONTINUE
GSPF=GG+GSP24GSPu
AMP1=DREFCO (IC) *AMP1
IF(IIG .EQ. 0) GO TO 107
AFOM=AMPA*AMP1/GSPF

GO TO 108

AFOH~AMPA*AHP1 -
TFON= GTIHE(IC)fPTIHE2+PTIHE4
IND=IND+1 -

B=CMPLX (AFOM, TFOM)
IF(ISUPFO.EQ.0) . GO TO 111
WRITE(6,101) IND

IBM1=IB~-1

70

-

.



71

’

IF (ISUPFO.EQ.0) GO TO 112
WRITE.(6,102) TA, IBM1,IC
WRITE(6,103) AFOM
WRITE(6,104) TPOM
712 CALL RDOFF(B,P50,IAFG)
ICP1=TIC+1
IF(ICP1.GT.LAY) GO TO 150
AMP1=DTRACO (IC) #UTRACO(ICP1) *ANP1/DREFCO (IC)
PTIMES=TINE(ICP1)
' GSPS=THICK (ICP1) *VEL(ICP1) /VEL (1)
150 CONTINUE '

ANP2=1/UTRACO (IB)
PTIME6=-TIME (IB)
. GSP6=-~THICK (IB) *VEL (IB) /VEL (1)
180 CONTINUE o

TAP1=TIA+1. .
IF(IAP1 .GT.LAY) GO TO 200
ANP3=DTRACO (IA) *UTRACO(IAP1)*ANP3

200 CONTINUE :

RETURN ‘ | I ...
END ’ ‘ » |

C 'SOM' CALCULATES THE ARRIVAL TIME AND AMPLITUDE ,
. C OF THE SECCND ORDER MULTIPLES ,
. SUBROUTINE sou(INQ7rxr7$1gp,GTIuB,DRErco,rﬂch,DEer,IIG,,
CDTRACO,UREFCO,UTRACO.ISUPSO,B,PSO,IAFG) . DU

COMPLEX P50 (8192) ' ; o -
DIMENSION GTIME(131)
COMPLEX B,CMPLX °
DIMENSION DREFCO (131).
DIMENSION DTRACO (131)
DIMENSION UREFCO (131}
DIMENSION UTRACO (131)
DIMNENSION TIME(131)
DIMENSION DEPTH (131)
DIMENSYON THICEK (131) P

100 FORHAT(//,TZS,'SECONDVORDER MULTIPLES',//) .,

101 FORMAT(//,*GROUP SYMBOL',T30,I5) .

102 FORMAT ¢"+',T40,514) ' .

103 FORMAT (*AMP =*_,E15.5) T

104 FORMAT (' TIMNE =!,F10.5) "

105 FORMAT (F10.5) 1

106 FORMAT (' GSPF =',E15.4) :
IF(ISUPS0.EQ.0) . GO TO 110 . i .
WRITE (6,100) - . . . -

110  AMP10=1.0 & . :

o

-

DO 200 IA=1,LAY .
PTINE=GTIME(IA) .
GSP=0. g o .



s

,210

DO 210 I=1,TIA

GSP= GSP+THICK(I)*VEL(I)/VEL(1)
CONEINUE ,

AMPA= DREFCO (TA) *AMP10
AMPI9=1.0

AMP17=AMPA

PTIME1=0.0
PTIME6=GTIME (TA)
GSP1=0.0
GSP6=GSP

DO 180 IB=1,TA
" PTIME1=PTIME1+PTIME®

PTIME4=PTIME1+PTINE
GSP1=GSP14GSP6

GSP4=GSP1+GSP

AMPA= AHP17*AHP9*UREFCO(IB)
AMP8=1.0

AMP15=AMPA

PTIME2=0.0 :

PTIMES=TIME (1B)

GSP2=0.0

GSP5= THICK(IB)*VBL(IB)/VEL(1)

DO 150 IC=IB,LAY
- PTIME2=PTIME2+PTIMES

GSP2=GSP2+GSP:
AMP8=DREFCO (IC) *AMP8
AMP7=1.0" R
AMPA=AMP15%AMP8
AMPTH=AMPA

. PTINME3=0.0

PTTME7=GTIME(IC) ' T e
GSP7=0.0
GSP8=0.

- DO .220 I=1, IC

"GSP10-THICK(ID)*VEL(ID)/V

-

GSP8= GSPB+THICK(I)*VEL( I)/VEL(1)

CONTINUE )
DO 140 ID=1,IC o

" PTIME3= PTIHE309TIHE7

GSP7=GSP7+GSP8..
AMPA= AﬂP16*AHP7*UREFCO(ID)
ANP6=1.0 - . :
PTIME8=0.0 - S U
PTIME9= TIHE(ID) " C
GSP9=0.0 :

DO” 130 IE=ID,LAY .
PTINES= PTIHEB#PTIH 9 g?

'GSPI=GSPI+GSP10

AMP6= AHP6*DREFCO(IE) : @
GPPR=0. —
Do 230 1=1, IE ’
GPPR=GPPR+THICK(I) *VEL(T) /VEL (1)

- o
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230

107
108

!

N

CONTINUE .
GSPF=GPPR+GSP9+GSPT7+GSP2+GSPu
IF(IIG .EQ.0) GO TO 107
AFOM=AMPA*AMP6/GSPY

GO TO 108 : ]
AFOM=AMPA*AMP6 q
TFPOMN= GTIHE(IE)fPTIMEJ‘BTIHEu+PTIHE3+PTIME8
IND=IND+1 °

sB=CMPLX (AFOM,TFOM) : B @W

11

12

IF (ISUPSO.EQ.0) GO TO 111"
WRITE (6, 101) IND ‘
IBM1=1IB-1

IDM1=1ID-1

IF (ISUPSO.EQ.0) GO TO 112 /
WRITE (6, 102) IA,IBM1,IC,IDM1,IE
WRITE (6,103) AFOM

WRITE (6, 104) TPOMx

CALL RDOFF(B,P50, IAFG)

MEP1=TE+1
TF(IEP1.GL.LAY) GO TO 130 .

"AMP6=UTR§§§zé \)*DTRAGO(IE)*AHPb/DREPCO(IE)

930

1

1

£

7%;'

o

4o -

‘PTIME7=-TIME (ID)

PTIMES=T] 1)

GSP10=TH *EP1) *VEL (IRP1) /VEL (1)" ,
CONTINUE Vo ' _
ANP7=1. O/UTRACO(ID) , .o A
spaqégggcx ID)*VEL(ID)/VEL(1)

CONTI . o

ICP1=IC+1 ' R

" IF(ICP1.GT.LAY) GO TO 150:. ~ . ' e

“GSp5= THICK(ICP])*VEL(iCP1)/VEL(15

504

180"

AMP8=UTRACO (I P1Y*DTRACO(IC)*AHPS&QREFCO(IC)‘
PTIMES=TIME(IEP1) :

CONTINUEY -
AMP9=1.0/UTRACO (IB)> -
PTIME6=- TIME (IB)

GSP6= OTHICK(IB)*VEL(IB)/VEL(1%{3 e
CONTINUE ° y S b g
IAP1=IA+1 ’ S e

'IF(IAP1Y.GT LAY) GO TO 200 P ] .

.‘ ‘Q’ -

»
Bgﬁgn

DIMEN

AMP10= DTRACO(IA)*UTRACO(IA+1)*AMP1O ) R

-CONTINUE
'RETURN

|

END e

.n - it

 ,-ps§hmPLofs THE SbNTHETIC SEISMOQBAg/*‘ .9 ‘
- SUBROUTINE PSY(C,C201,P60)  ~  ~ ‘ :

SION C( -SEE MAIN S I
_DIMENSION C (4602) T ' “ ’

STON C201( -SEE MAIN - -
DIMENSION C201(4602) ‘ '
DIMENSION P60 (1) ST Co
CALL PLOTS * ° : - e M

e

"/§5§\" e

RPN



S s

C MOVE ORIGIN IN TO ALLOW FOR LABELS ETC.
: CALL PLOT(8.0,8.0,-3)
C FOR THE TIME VALUES FORCE 10 INCHES PER SEC.
XMIN=0.0
_ XDELT=.?2
* C STORE SCALING, PARAMETERS FOR THE TIME AXIS
‘C201(4601)—XHIN
:C201(4602) =XDELT
C FOR THE AMPLITUDE AXIS WILL PORCE 1./INCH
[ YMIN=0.0 :
| YDELT=1.
C STORE SCALING PARAMETERS FOR AMPLITOUDE AXIS
/ C(4601) =YMIN -~ ‘
/ C(4602)=YDELT . K o
C PLOT TIME AXIS“: . ‘ ’
"/ CALL AXIS(0.0,-1.0,'TINME-SEC',-8,15.6,0.0,0.0,.2)
C PLOT AMPLITUDE AXIS. - - e T T
-CALL AXIS(0.0,-1.0,'AMPLITUDE',952.0,90.0,-1.,1.)
C PLOT DATA ‘ *
©* CALL PLOT(0.0,0.8,3)
Do 1 1=1,3000 ' ‘ -
Xp= (c201(1 C201(0601))/C201(4602) { S
TP=C(I)/C(4602) .
CALL PLOT(XP, TP 2)

6 N

1 CONTINOE =y L
C PLOT .SPTKE SYNTHETIC T
C MOVE ORIGIN UP ol ' RS
L CALL PLOT (8.0, 16v0 .=3) . : ,
C PLOT TIME AXIS . X ot T

\ CALL AXIS(0.0,-1. O,'TIHF SEC!, "B 15p0.q,o 0. 0,.2;
C.PLOT AMELITUDE AXIS : M
-, CALL AXIS(0.0,-340, 'AanITUD§54§%!-0‘%o o, 1..1.) ‘
C PLOT DATA FOR SPIKE SYNTHETIC , _ oo
' CALL PLOT(0.0,0.0,3) oL B ONR C
. DO 2 1I=1,3800 S T
«9*(C2014£ c2b1(aso1))/c20%%asgg) 3 R
TP=P§0(I) /YDELT - . A N
) CAIL~PLOT(XP,0.0,2) S . g @
TR GALL PLOT(XP TP, 2) B e -
) CALL- PLOT (XP,0. 0.3 . _ 2w
2 . CONTINUE , ’ R . o . ,
. CATHPLOT (2 o;@ Q§999) fa . ot
RETURN - . i - " 2
&y : END- . RN T . I

'RDOFF' ROUNDS OFF THE -TIME OF ARRIVERS "
TO 3 DFCIMAL DF@JTS AND#PLACES THE AMPLITUDE VALUE IN ‘
BSQ(ID.7) : WHE DIV/1QOO IS THE TIME OF ARRIVAL TO N
THE CLOSEST M , , :
SUBROUTINE RDOFF(B P50, IAFG) , o N .
) OMPLEX B . j +
DIMENSION PSO ( ~SEE MAIN : . . s
COMPLEX P50(8192) ' «

- 0O00 a0

[N

a
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TAPG=TAPG+1
TIME1= (AIMAG (B)) *1000.

TIME2=TIME1+.5

IDIV=TIME2

P50 (IDIV)= CHPLX(REAL(PSO(IDIV))+REAL(B) 0.0)
RETURN

END

~HY ‘ SUBROUTINE NLOGN (N,X,SIGN)
+ DIMENSION MMM ( -SEE MAIN ‘
DIMENSION MF'(13) "
C DIMENSION X( -SEL MAIN .
DIMENSION ' (8192) S
COMPLEX X. K,HOLD,

5 LYX=2%x%xN
©, DO 1 I=1 ‘ E N

1 MMM(I)-  x(N-TI) o e A g
DO 4 1 | - . o
NBLOC: =~ x(L=1) . :

. LBLOCi .X/NBLOCK s

*  LBHAL. -LBLOCK/2 .
K=0 :
DO ¢ IBLOCK=1, NBLOCK
PR=K - o
FLX=LX

~ V=SIGN*b.2831853%FK/FLX
WK=CMPLX (COS (V) ,SIN(V))
ISTART= LBLOCK* (IBLOCK~- 1)
DO 2 I=1,LBHALF . ’ -
J= ISTART+I ‘ . .
JH=J+LBRALF ' =
Q=X (JH) *WK .
X (JH) =X (J-Q o . 0

? X(J) =X (J)+0Q ~ . '
2 CONTINUE.
DO 3 I=2,N"

J& v Ir=1 ,
. IF(K.BT.MMH(I)) GO*TO ¢

- 3 K=K-MMM(Y) - _ ’
4  K=K+MMM(II) ¥
K=0-~7 ) , .
DO 7 J=1,LX ! - } s
IF (K. LT. J) GO TO 5 A w
"HOLD=YX (J) , ;
X(J)=X(K+1) < .
~ X(K+1)=HOLD . ¥
5 Do 6 I=1,N
N II:Y ~ «
IF (K. LT. MMM (I))., GO TO 7
|6 K=K-MMM (I)
27 K= K+MMM'(IT) :
IF (SIGN. LT.LO. 0) RETURN
. DO 8+I=1,LX . -+ }
~ ' . Q . , ) ’ .

) ~ « >

o~
Ny

o

s

{&%;



8 X(I)=X(T)/FLX
RETURN
END.

SUBROUTINE KLAUD . GENERATES A NORMALTZED KLAUDER WAVELET
F1 - THE TERHINAugLow FREQUENCY
17 - THE FREQUENCY“BANDWIDTH IN OCTAVES
T - THE DURATION OF THE SIGNAL IN SECONDS
THF GENERATION IS DONE USING EQN.7 S.S.C. TRAINING DEPT.
CATALOG OF KLAUDER WAVELETS
SUBROUTINE KLAUD (T,F1,Z,VALUE)
C DIMENSION VALUE( ) IN THE FOLLOWING STATEMENT-SEE MAIN
COMPLEX VALUE(8192), CMPLX
PI=3.141592 5
*VALUE (301) IN THE NEXT STATEMENT REPRESENTS THE AUTO-
CORRELATION OF THE SWEEP AT ZERO SHIFT AND SHOULD
THEORETICALY HAV™ A VALUE OF'T', WHERE 'T' IS5 THE
TIME LENGTH OF TiIF SWEEP. IF NORMALIZATION IS -
DESIRED SPECIFY 'COMPLEX(1.0,0.0)' RATHER THAN -
COMPLEX (T,0.0)IN THE NEXT STATEMENT
VALUE (301) =CMPLX (1.0,0.0) . A
I=301 ~ §
SHIFT—3§31 :
DO 16 300
A=PI*F1*SHIPT* ((2%*Z~1)* (1-SHIFT/T)
.-  B=PI®F1*SHIFT*((2%*2-1) .
Gt C=PI®F1XSHIFT*((2%%Z) +1)
B VALUE (I+J)=CMPLX (1. O*SIN(A)*COS(C)/B 0.0)
VALUE (I-J) =VALUE (I+J)
SHIFT=SHIFT+.001
16 CONTINUE
x ;mg 18 I=602,8192 il -
N ALUE(I) -CHPLX(O 0, 0 0) o ‘
18347 GbNTINUE e o
' RETURN L @ ﬁﬁ@ i .

END O e

aaaooaan

sNeNeNeNeNe]

c SUBROUTINE WAVLT1 STORES IMP. LOG wAVEﬁET

C IN VALUE
SUBROUTINE WAVLT1(VALUE) :
COMPLEX VALUE(8192),CMPLX : S
‘DIMENSION PALL(97) ‘ IR

10 FORHAT(5F40 5) S ‘
READ (137 10) (PALL(I),TI=1,97) ‘
po 15 I=1,97 ' ' .
JALUE(I)=CHPLX ALL(I),O 0) .

15 CONTINUE ‘ o

g DO 20 I=98,8132 g s Ty

VALUE(I)‘CHPL&(O 0,0.0) ~ f ..

20 . CONTINUE 2N ‘ L
RETURN . ' - .
END - — i, ~ .,



C.2 The Permuted Partition Approach

i } ) y
C 'FACTY.IS CALLED BY *NODYAN' AND COMPUTES NJ FACTORIAL

SUBROUTINE FACT (AJ,AJF)

IF (AJ .EQ. 0.0) GO TO 14
IF (AJ .EQ. 1.0) GO TO 14
. AJM2=AJ-2.0

" NJM2=AJM2

.IF(AJM2 .EQ. 0.0) GO TO 15
AJF=AJ

DO 13 TI=1,NJH2

BJ=AJ-I

AJF=AJF*BJ y
13 CONTINUE Sy

GO TO 16
14 AJF=1.0

GO TO 16
15 AJF=AJ
16 RETURN

END -

C 'NODYAN CALCULATES THE NUMBER OF DYNAHIC ANALOGS

C ASSOCIATED WITH A PARTICULAR RAY CO&E
C REFERENCE EQN. 19 HR@N 1972 | S

'SUBROUTENE NODYAN(MAC IQN ICM AF) -

fDIMENSION ICN(17) .
DIMENSION ICM (16) °
"IC=MAC-1

~AF=1.0 ,‘.;J‘

., X,
K-

Do 18 I=1,IC
A15= ICN(I)
CALL FACT(A1S AJF)
A20=TICM(I) -

CALL FACT(AZO AJG)

CALL FACT{(A15-A20),AJH)
AZ1=AJF/ (AJG*AJH)

IP1=1I+1

A30=ICN (IP1)

CALL FACT((A30-1.0),AJI) p
A60=A30-A15+A20

CALL FACT (A60,AJJ) .
A50=415-420-1,0

CALZZFACT ((A50) , AJK)
AZZ—%JI/(AJJ*AJK)

ANC=AZ1%AZ2

, " AP=AF*ANC
18 - CONTINUE

R
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'RETURN
END

Il
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C 'RDOFF' ROUNDS OFF THE TIME OF ARRIVAL OF A SEISMIC PULSE

C TO 3 DECIMNAL DIGITS AND PLACES THE AMPLITUDFE VALUE IN
PSO(IDIV) WHERE IDIV/1000 IS THE TIME OF ARRIVAL TO

C

- C

» !\
@

\

THE CLOSEST MILLISECOND

2

SUBROUTINE RDOFF (B, P50)
COMPLEX B
COMPLEX P50 (8192)
TIME1= (AIMAG (B)) *1000.
TIME2=TIME1+.5
IDIV=TIME2 . ‘

PS50 (IDIV)= CHPLX(REAL(PSO(IDIV))+REAL(B) 0. 0)
RETURN

END

St
o

susR@bTINE NLOGN (N, X, SIGN)
DIMENSTON MMM (13)

DIMENSION X (8192)

COMPLEX X,WK, HOLD, Q o .
LX=2%%N ga‘ 1 L e

L\._/.' N. . o o . g
_CKQQ**(L°1J L Lo
LOCK=LX/NBLOCK S R D
~LBHALF=LBLOCK/2 Sl L

K=0 e N

PSR

DO 4 IBLOCK 1, NBLOCK
FK=K - : .
-PLX=LX ' Ly : .
V=SIGN*6.2831853*FK/FLX '
WK=CMPLX (COS (V) , SIN(V)) .
ISTART«LBLOCK*(IBLOCK-1) 3

DO 2 I=1,LBHALF . _t}a
"J=ISTART+I - '
JH=J+ LBHALF S
Q=X (JH) *WK -
X(JH) =X (J-Q _
- X(J)=X(J)+Q
CONTINUE '

&

DO 3 I=2,N
II=1
IF (K, LT. HHH(I)) GO TO 4

-. t
s

-

DO 1 I AN T D T
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v 3 K=K=-MMM(I) .

LA 4  K=K+MMN (II) . ,
- ; . . J Rt .
q U K=0 . . L \ :

> v % Do 7 J=1,Lx -

' - <+ IF(K.LT.Jd) GO TO 5 \ vt

PO HOLD=X (J) - | .
X(J)=X(K+1) 2 . '

X (K+1) =HOLD %

. . 5 DO 6 I=1,N
\ ' L S II=1

\ © - IP(K.LT.MMM(I)) GO TO 7
. © 6 K=K-MMM(I) Y e

7 K=K+MHM (IT)
IP (SIGN.LT.0.0) RETURN

DO 8 T=1,LX
8 X(I)=X(I)/FLX

]
~
pe

6
. RETURN
END

C 'TAMP' CALCULATES THE TIME OF ARRIVAL AND AMPLITUDE OF A
C PARTICULAR PHASE GIVEN ONLY THE RAY CODE ; :
. SUBROUTINE TAMP (ICP1,LKY,ICM,ICN,DREFCO, DTRACO,IIG, THICKy.J
- " CUREFCO,UTRACO, TIME, ARy -@30 VEL) :
COMPLEX B,CMPLX i ;
COMPLEX 950(3192) e
DIMENSION I3 (16) -
DIMENSION ICN(17)
- DIMENSION TICHM(16)
_DIMENSYON DREFCO (16)
“DIMENSION DTRACO (16) , :
DIMENSYON UREFCO (16) ' 7
DIMENSION UTRACO(16) ...
DIMENSION TIME(16)

DIMENSION THICK(16) !
DIMENSION’ VEL(15) L
SO FORMAT ("AMP =',E15.4) e e
51 FPORMAT ('TINE —',910 5): S . Co
" ICM(ICP1)= =ICN (ICP1) T
- AMP=1.0 o
.. T=1 e , : .
GSPF=0.0 A - E V = \ .
TIM=0.0 ' : K
I3¢1)=1

pO[ 52 J=2,LAY

Y



" 52

53

Su
55

56

100

101

I3(J)=0
CONTINUE

IF(ICM(I) .GT. 0) GO TO 54
AMP=AMP*DTRACO (I)

I=1+1

I3(I)=TI3(T)+1

GO TO 53

IND50=1 .
ASP=AMP*DREFCO (I)
IM1=T-1 :
IF(IN1 .EQ. 0) GO TO 100

LY

DO 56 IB=1,1M1 - L
IMNIB=I-IB \
I2=18B

IF (ICN(IMIB) .EQ. I3(INIB)) GO TO 59
IIB1=I-IB+1 ‘

AMP =AHP*UTRACO(IIBU

CONTINUE

N

AHP=AHP*UREFCO(IMIB)
IF(INDSO .EQ. ICM(I)y GO TO 60
INDS0 =INDSO+1

IM1=T-1 - -

Ed

DO 57 1B=1,1IM1
AHP=AHP*DTRACO(IB)

‘CONTINUE -

-~ DO 58 g=1,1

I3 (J)=I3.(J)+1

‘CONTINUE

GO TO 55

IF(INDSO .EQ. TCM(I)) GO TO 101
AMP=AMP*UREFCO (1)

I3(I)=T3(I)+1

INDSO=INDSO+1

N

GO TOo 55

IF(I .EQ.ICP1) GO T 150
AMP=AMP*UREFCO (1)

I3(I)=I3(I)+1 x
AMP=ANP*DTRACO (1) ,

I=T+1

I3(I)=I3(I) +1

GO Tu 53

» A\

3

80



P

59

'GO TO 55 - <

¢ -
‘ 81

IF(IND50 .EQ. ICM(I)) GO TO 140
IIB1=I-1I7Z+1

AMP=AMP*UREFCO (IIB1)
INDSO=INDS50+1

I3(I)=I3(T)+1 ‘ \

po 104 11= 1,1 ok

mg;up AMP*DTRACO (I1)

1mf CONTINUE

105

140

Q

142

" 150

157

& Saeey

- GO TO 155 I

IP1=T+1

9

‘DO 105 J=1,IP1

I3(J)=I3(J) +1 o
CONTINUE

I=T+1

“60 TO 53

IF(I .EQ. ICP1) GO TO 150
ITB1=I-TZ+1

C AMP= AHP*UREFCO(IIB1)

DO- 141 J=IIB1,I
AMP=AMP*DTRACO (J)
CONTINOE

IP1=T+1
DO 142 J=ITB1,IP1

I3(J)=I3(J)+1
CONTINUE

I=T+1~

‘GO TO 53

DO 151 1=1,1ICP1
AMP= AHP*UTRACO(I)
CONTINUE |
9 . . -‘.-C:) o o Etlr

. IF (IIG .EQ. O)VGO TO J5u4

DO 153 I=1,ICP1
GSPF= GSPF#Z*ICN(I)*THICK(I)*VEL(I)/VEL(H

* CONTINUE

AHP=AMP*AF/GSPF e



154 AMP=AMP*AF

155 DO 152 .I21,ICP1"
'wTIﬁﬂTIﬁﬁZ*ICN(I)*TIME(I)
152 CariN UE

C SPECIFY THE TIMNE CUTOFF IN THE NEXT STATEHENT
e IF(TIM .GT. 8.) GO TO 257
C WRITE (6,50) AMP
C WRITE (6,51) TIM
B=CMPLX (AMP, TIM)
CALL RDOFF (B, P50)
257 RETURN
" END
C 'PSY' - -0TS THE SYNTHETIC SEISMOGRAM
‘ SUBROUTINE PSY (C,C201,P60)
DIMENSION C (4602)
DIMENSION P60 (4602)
DIMENSION C201(4602)
CALL PLOTS S )
C MOVE ORIGIN IN TO ALLOW FOR LABELS ETC. . w
CALL PLOT(8.0,8.0,~3) j
C FOR THE TIME VALUES FORCE 5 INCHES PER SEC. . -
XMIN=0.0 “’“:#
XDELT=.2 Co
-C STORE SCALING PARAMETERS FOR THE TIME AXIS
C201(4601) =XMIN

“

C201 (4602) =XDELT . = *4§ ~

C FOR THE AMPLITUDE AXIS WILL FORGE 1./INCH g
YMIN=0.0 o 7
YDELT=.02

£ C STORE SCALING PARAHETERS FOR AMPLITUDE AXIS
‘ C(4601) YMIN :
. C(4602)= YDELT

Tere P60 (4601) =YNTN ' - 4&%57 :

- P60 (4602)=YDELT : . , .
«C PLOT TIME AXIS ‘ , "
- CALL AXYS(0.0,-1.0,'TIME~SEC! +=8,15.0,0.0,840,.2)
C PLOT AMPLITUDE AXIS ,
T CALL AXYS(0.0,-1. 0,*'ABPLITUDE?,9,2.0, 90 0,~1.,1.)
C PLOT DATA i) _
CALL PLOT(0.0,0. 0 3). . e
-‘00111200. ¢ &'
- xp—(c201 I- c201(a601))/c201(d602) -
L TpP= C(I)/é(4602) .
R - A CALL PLOT(XP,TP, 2)
3 1 CONTINUE
2.D0 3 I=201,3000 -
XP=C201(1) ~ k
- o TP=C(I)/.0001
S ~ CALL PLOT(XP,TP,2)
.3 - CONTINUE »
c PLOT SPIKE SYNTHETIC x

o



ORIGIN UP
CALL PLOT(8.0,16.0,-3)
TIME AXIS :

CALL AXIS(0.0,-1.0,'TIME
AMPLITUDE AXIS _
CALL AXYS(0.0,~-1.0,'AMPL

DATA FOR SPIKE SYNTHETIC
CALL PLOT(0.0,0.0, 3)
DO 2 I=1,200
XP=(C201(I-C201 (4601
TP=P60(I) /P60 (4602)
CALL PLOT (XP,0.0,2)
CALL PLOT(XP,TP, 2)
CALL PLOT(XP,0.0,2)

. CONTINUE ;

DO 4 I=201,3000 -
£P=C201(I) ’
TP=C(I)/.0001
CALL PLOT(XP,O0.,2)
CALL PLOT(XP,TP, 2)

“CALL PLOT(XP,0.,2)
CONTINUE
CALL PLOT
RETURN
‘END !

MOVE
PLOT
pPLoT

PLOT

))/cC

(2.0,2.0,999)

V C SUBROUTINE KLAUD GENERATES A

., C DESIRED SPECIFY

c‘«! bl:(’l .

C F1 - THE TERMINAL LOW FREQUEN

© C-1IZ -~ THE FREQUENCY BANDWIDTH

-C.T - THE DURATION OF THE SIGNA
C THE GENERATION .IS DONE USING
C CATALOG OF KLAUDER WAVELETS:
SUBROUTINE KLAUD (T,F1,2
C DIMENSION VALUE( ) 1IN
- - COMPLEX VALUE(8192), CMP
' PI=3.141592
C 'VALUE(301) IN THE NEXT STATE
C CORRELATION OF THE SWEEP AT Z
C THEORETICALY HAVE A VALUE
C,TIME LENGTH OF THE SWEEP. IF
'COMPLEX (1.0,
C COMPLEX(T,0.0)IN
VALUE (301)
I1=301 ,
SHIFT=.001- .
DO 16 J=1,300
A=PI*F1%SHIFT* ((2%*%-
B=PI*F 1*SHIPT * ( (2%*Z=1)
C=PT*F1%SHIFT *( (2%*Z) +1)
VALUE (I+J) =CMPLX (1i.0%SIN
<YALUE(I-J)=VALUE(IfJ) .

hatINC ol

THE FOLLOWI

OF'T!,

1) * (1~ SHIFT/T)

-SEC.'-811500'000'000'.2)

019,2.0,90.0,-1.,1.)

|

ITODE"

201(4602) . .

'@;'

NORMALIZE AUDER WAVELET
cY .

IN OCTAVES

L IN.SECONDS

EQON.7 S.S.C.

DKL

”TRAININGYQEfT.
,VALUE) o o
NG~ STATEMENT-SEE MAIN
Lx = . i ;

MENT REPRESENTS THE AUTO-.
ERO 'SHIFT AND SHOULD
WHERE 'T' IS THE

83

g

&

NORMALIZATION IS - Fr

0.0)* RATHER THAN

THE NEXT STATEMENT . -
=CMPLX (1.0,0.0) »

-

(A) *COS (C) /B,0.0)

%



SHIFT=SHIFT+.001
16 CONTINUE
DO 18 I=602,8192 .
VALUE(I)= canx(o 0 0.0) :
“18 CONTINUE .

RETURN | .
l END i
C SUBROUTINE WAVLT? STORES IMP. LOG WAVELET
C IN VALUE
. SUBROUTINE HAVLT1(VALUE)
* COMPLEX VALUE(8192),CMPLX
. DIMENSION PALL(97)
10 FORMAT (5F10.5) .,
READ(7 10) (PALL(I),I=1,97)

e
DO 15 I=1, 97 N

: , ,*VALUE(I;-cﬁng(pALL(I),o 0)
15~ﬁ§?C0ﬂTINUE -

‘D 20 1=98, 8192 o, w

ggt"E(I) CHPLX(O 0,0. 0)y w a 4.-'M,,_,//f‘/.f;v

TINGE B : .

R‘ETURN
o, END

*

SUBROUTINE PERMUT(MAC,ICN, ICM;#AXLAY END,LAY,DREFCO,
CDTRACO IIG,rgﬁhm,UREFco UTRACO&TIME AF,TAFG, B P50, VEL)
"DIMENSION N.(16,16) Bt CE

DIMENSION ICN(17) = <« ' : o

: . DIMENSION TICHM(16) ' \ ’
[+ DIMENSION IBEN(16)

RINENSTON DREFCO (15) -

BMIMENSION DTRACO(16)

o SREMENSTON UREFCO (1
“TTUDIMENSION UTEACO (16) O}
' DIMENSION TIME(16) - o

. . DIMENSTON VEL (15) . ‘

COMPLEX" PSO (8192)°
DIMENSION J(16) .
COMPLEX B
ITT=16~-MAC+1

DO 10 J9=1, 16

DO 9 K=ITT,16 . - SN
N(JY, K) =TICN(K-ITT+1) .



et

9w

10

11

800

802

806

e g

ST,

00~
o
-

803

80u

1000

904

805
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CONTINUE

CONTINUE . B -

, L
CALL DICH(ICN,ICM,MAXLAY,MAC,IND,LAY, DREFCO,
CDTRACO,IIG,THICK,UREFCO, UTRACO,TIME,AF,IAFG, By P50, VEL)

DO 11 I=1, 16
JI)=I "
CONTINUE ‘

GO TO 1000 ' e

IF(J(J2) .LE. J3) GO TO 806
JM1=J (J2-1 N

DO 802 I=J3,JM1 ‘
TIF(N(J2, J(JZ)).EO N(J2,1)) GO TO 1004
CONTINUE 1

IF(N(J2 J2). gy NQJZ J1J2))) 60 1O 1004 : o
Bl . ‘D
'DO 801 - I=1,MACk S A o ;
ITHAC 16 MAC"‘I ' 4 oy o )
N{J3,ITHAC) =N (] ITHAC) o IR
CONTINUE -

N(J3,d2)=N (42, J(J2)) . T e
N(J3, J(J2))=N(J2,d2) ' BT Y "

DO 805.I=1,MAC . o
IBEN(I)= Ué 16~HAC+I) o - :
CONTINUE r;

CCALL DICM(IBEN,ICH MAXLAY, MACJIND LAY, DREFCO

CDTRACO I1G,THICK, UREFCO UTRACOTTIME,AF,IAEG By ESO,VEL);

ISEV-16 =J1+3 g K
< . .\-' I - . -

b0 80u L;ISEV,16 R ' ;u
«00‘803 K=1,16 R

- N(L,K)=N(J3, K) Y P

CONTINUE - ool : Joo e

) . Fl ) ‘ (! “ﬂ -

- CONTINUE =~ . T .

' | S
IF(N(15,15) .EQ.N (15, 16)) o /1001 /]
N(16, 15) =N.(15, 16) _ : k“.Z 3
~N(16, 16) =N (15, 15) e . N S

‘ V . P \ . - ’ / .é 4 .
DO 904 I=1,MAC e ' Coe . T
IBEN(I)=N(16, 16-MAC+I) , S e
CONTINUE o A _ }
i - S : 0N

e L
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CALL DICM(TBEN,ICM,MAXLAY,HAC,IND,LAY,DREFCO,
CDTRACO,IIG, THICK, UREFCO,UTRACO, TIME,AF,TIAFG,B,P50,VEL)
L .

GO TO 1001 &
1004 TIFR=J1 -

GO TO 1003
1001  1IFR=3

1003 DO 1010 J1=IFR, 16 -
- IF (MAC.LT.J1) GO TO 1020

J2=16-J1+1

J(J2) =J (J2) +1

J3=16-J1+2 :

DO 1002 Ju=J3,16
J(J4)=3J4
1002 CONTINUE

l

) IP(J(J2).LE.16) GO TO 800
% 1010 CONTINUE

1020 RETURN
END

o

C DICM DETERMINES THE VECTOR ICH
SUBROUTINE DICM(ICN,ICH, MAXimY MAC IND,LAY,DREFCO, DTRACO,
CIIG,THICK,UREFCO,UTRACO,TIME,AF,IAFG,B,PS0, VEL),

23
24
25
26

DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION

DIMENSION

DIMENSION
DIMENSION
DIMENSION
DIMENSION
DIMENSION

MMN (16)
MMX (16}
M(16)

ICN (17)
ICM (16)
DREFCO (16)
DTRACO (16)
THICK (16)
UTRACO (16)
UREFCO (16)
TIME (16)
VEL(15)

DIMENSTION
COMPLEX P50 (8192)

COMPLEX B

FORMAT(//, 'GROUP NUMBER',T25,I5)

FORMAT ('ICN =',T25,10 .

FORMAT (*ICM =',T25,1 I° o ‘ .
FORMAT ('N =*,F8.3) o ,
IC=MAC-1

DO 260 I=1,IC -
MMX(T)=ICN(I-1

¥



260

264

309

310

350

399

OO0

400

450
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MMN (I) =MAXO (ICN (I-ICN (I+1),0)

CONTINUE

M (1) =MMN (1)
I25=MAXLAY-2 {
I120=1% /
{
po 350 115=120, K25
IF (IC.EQ.I15) GO TO 399
I30=T15+1
M(I30)=MMN(I30)
CONTINUE

ICP1=IC*1

DO 450 I=1,IC .
ICH (I)=M(T)
CONTINUE

IND=IND+1

WRITE(6,23) IND

WRITE (6,2¢) (ICN(I),I=1,ICP1)

WRITE (6,25) (ICM(I),I=1,IC)

CALL NODYAN (MAC,ICN,ICH, AF)

WRITE(6,26) AF

IJAF=IFIX (AF)

IAFG=IAPG+IJAF ‘

CALL TAMP(MAC,LAY,ICM,ICN,DREFCO,DTRACO, 1IG,THICK,UREFCO,

CUTRACO,TIME,AF, B&PSO VEL)

331 I200%MAXLAY-2
. MLM1=MAXLAY-1
DO 520 I100=1,I200 ,
I201=MLM1-T.90 R
IF AIC.EQ.I201) GO TO 559
520 CONTINUE - . \
M(MLM1)=M(MLHT) +1
. IF(M(MLM1) .LE. MMX(MLM1)) GO TO 400
559 IF (I201.EQ.1) GO TO1011
560 -M(I201)=M(I201)+1 .
- TF(M(I201) .LE. MMX(I201)) GO TO 1020 ;
1201=1201-1
GO TO 559
1011 M(1)=M(1)+1 o
CIF(#(1) .LE. HHX(1)) GO TO 309
IF (M(1) .GT. MMX(1) ) GO TO 650
1020 I20=TI201
GO TO 310
. ¢
RETURN :

€50
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END s
C MAIN FOLLOWS o

500 FORMAT(//,T1C,*DOWNWARD REFLECTION COEFFICIENTS',//)
501 FORMAT (//,T10,'DOWNWARD TRANSMISSION COEFFICIENTS',//)
502  FORMAT(//,T10,'UPWARD REFLECTION COEFFICIENTS', //)
503 FORMAT(//,T10,'UPWARD TRANSMISSION COEFFICIENTS',//)
14 FORMAT(F10.2)
9 . FORMAT(8F10.5)
10 FORMAT (8F10.5)
11 FOFYAT 8F10.5)
12 FORMAT (8FA0.5) -
C DIMENSION VEL(NO. OF VELOCITY VALUES AVAILABLE)
DIMENSION VEL (15) -
C DIMENSION DEPTH(NO. OF VELOCITY VALUES - 1)
DIMENSION DEPTH (14) :
LAY = NO. OF VELOCITY VALUES - 1 .
LAY=14 :
THICK (I) CONTAINS THE THICKNESS OF THE (I)TH LAYER
THE VALUES THICK(I) ARE CALCULATED INTERNAL¥Y GIVEN THE
DEPTH VALUES '
DIMENSION THICK (NO. OF VELOCITY VALUES = 1)
DIMENSION THICK (14) .
DREFCO REFERS TO THE DOWNWARD REFLECTION COEFFICIENT
DIMENSION DREFCO(NO. OF VELOCITY VALUES - 1) :
DIMENSION DREFCO (14)
C DTRACO REFFRS TO THE DOWNWARD TRANSMISSION COEFFICIENT
C DIMENSION DTRACO(NO. OF VELOCITY VALUES - 1)
. DIMENSION DTRACO (14) _ N :
C UREPCO REFERS TO THE UPWARD REFLECTION COEFFICIENT
C DIMENSION UREFCO(NO. OF VELOCITY VALUES - 1)
. DIMENSION UREFCO (14) o N
- C UTRACO REFERS TO THE UPWARD TRANSMISSION COEFFICIENT
C DIMENSION UTRACO(NO. OF VELOCITY VALUES - 1)
DIMENSION UTRACO (14) ) ,
TIME(I). CONTAINS THE ONE WAY VERTTCAL TRAVEL I'IME THROUGH
LAYFR I | - , ‘
DIMENSION TIME(NO. OF VELOCITY VALUES - 1) .
DIMENSION TIME (14) : '
VALUE CONTAINS THE KLAUDER (RIKER) WAVELET PLUS TRAILING
"ZEROS. THE DIMENSION OF VALUE MUST BE GREATER THAN OR
EQUAL TO THE LENGTH OF THE CONVOLUTION OF THE WAVELET
WITH THE SPIKE SYNTHETIC, WITH THF ADDED CONDITION THAT
THE DIMENSION, MUST EQUAL 2%%N WHEKE N IS SOME POSITIVE
INTERGER. 2%%5=32 2*%6=64 2%x7=128 2%%x8=256 2%%9=512
2*%%x70=1024 = 2x*x11=2048 2%%12=4096 2%%*13=8192 2%*x1u=16384
- COMPLEX VALUE(8192) :
P50 CONTAINS THE SPIKE SYNTHETIC (OUTPUT FROM RDOFF)
DIMENSION PS50 (SAME DIMENSION AS VALUE) :
COMPLEX P50(8192)
C DIMENSION BNUIS(2 * DIMENSION OF VALUE)
DIMENSTION BNUIS (16384)
EQUIVALENCE (VALUE, BNUIS)

(@]
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C C CONTAINS THE Y\OR‘AMPLITUDE VALUES USED IN PLOTING THE

00

C SYNTHETIC SEISMOGRAM A
C DIMENSION C(LENGTH OF THE CONJOLUTION OF THE SPIKE SYNTHETIC
C WITH THE WAVELET + 2) THE SCALING PARAMETERS ARE STORED IN
C THE LAST TWO POSITIONS :
DIMENSION C(4602) _ .
C201 CONTAINS THE X OR TIME VALUES USED IN PLorﬁLNo THE SS
DIMENSION C201(SAME AS DIMENSION OF .C)
DIMENSION C201(4602) , :
C IN NLOGN THE DATA LENGTH MUST BE EQUAL TO 2%%N WHERE N IS
C SOME POSITIVE INTERGER. DIMENSION MMM (LARGEST VALUE OF N TO
C BE PROCESSED) ‘ ‘

DIMENSION MMM (13) .
C DIMENSION I3 (LAY), '
DIMENSION I3 (14)
DIMENSION IBEN (14)
DIMENSION P60 (4600) , '
IF THE GEOMETRICAL SPREADING FACTOR I AMPLITUDE IS NOT .
DESIRED SPECIFY IIG=0. ANY OTHER VALUE ROR TIG WILL
INVOKE THE SPREADING CALCULATION. BE CERTAIN TO :
CHANGE THE VERTICAL .SCALING PARAMETERS IN THE
PLOTTING ROUTINE WHEN RUNNING THIS pRoGRAHf"’\\
WITHOUT GEOMETRICAL SPREADING. \\\
IIG=1 : ’
UTRACO (1)=1.0 °
N UREFCO(1)=1.0
C INPUT . VELOCITY AND DEPTH VALUES
" READ(8,14) (DEPTH(I),T=1,LAY)
JJIS50=LAY+1 o
READ (10, 14) (VEL(I),I=1,JJ50) , .
C INSERT DO LOOP PARAMETER ...I=1,DIMENSION OF VALUE K

oNoNoNoNe e

DO 13 1I=7,8192
P50 (I) =CMPLX (0.0,0.0)
13 CONTINUE - .

THICK (1) =DEPTH (1) - .
“LM1= LAY~1 ,
- L . ] Q

S

DO 8 T=2,LAY -

IM1=I-1 : .

THICK (I) =DEPTH (I-DEPTH (IM1)
8 "CONTINUE

.. DO 3 I=1,LAY : ’ |
T I)=THICK (I) /VEL (I) .
~3  CONTYNUE '

DO 4 I§1,LAY R :
IP1=TI+% ‘ ‘ : :
_'DREFCOAI);(VEL(I-VEL(IP1))/(VEL(I]+VEL@IPl)) !
4 CONTINUE ' L

- 0

C WRITE{6,500) -
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WRITE (6,9) (DREFCO(I),TI=1,LAY)

DO 5 I=1,LAY
DTRACO(I)—1+DREFCO(I)
5 "CONTINUE"

WRITE (6,501) “ )
WRITE(6,10) (DTRACO(I),I=1,LAY)

. DO 6 I=2,LAY
IN1=1-1
UREFCO(I)’(VEL(I VFL(IH1))/(VEL(IH1)+VEL(I))
6  CONTINUE

WRITE (6,502) _
WRITE (6,11) (UREFCO(I),I=1,LAY) : .

DO 7 I=2,LAY
‘UTRACO(I)-1 +UREFCO (I)
7 . CONTINUE

WRITE (6,503)
WRITE(6,12) (UTRACO(I),I=1,LAY)
AFTER EACH RAY CODE IS GENERATED THE AMPLITUDE AND TIME OF
ARRIVAL ARE CALCULATED AND STORED IN B. .
' COMPLEX B {y
DIMENSION MMN (MIN (IHMS,LAY)).
DIMENSION MMN (14)
DIMENSION MMX (SAME AS MHMN)
DIMENSION MMX (14)
DIMENSION ICN(SAME AS MMN + .1)
DIMENSION ICN(15)
DIMENSION ICM(SAME AS MHMN) , ‘
DIMENSION ICHM (14)
DIMENSION M(SAME AS MHN)
DIMENSION n(1u)
MAXLAY=LAY
IND=0
TAFG=0

INPUT IHMS = HALFP THE MAX: Nd. OF SEGHENTS‘ALLOHED

IHMS=14
21 FORMAT(//,'GROUP NUMBER',T25,I5)
22 FORMAT(//,T31,'FINISHED',//)
23 FORHAT(//,'GROUP NUMBER',T25,15)
24 FORMAT (*ICN =',T25,10]5) '
25 FORMAT('ICM =',T25,1015)
26 FORMAT('N =',F10.5)
27 TFORMAT ('N = 1')
50 ‘FORMAT ('AMP =',F10.5).
51 FORMAT('TIME =!',F10.5)
28 FORMAT (' ICN =',T25,1%5)
504 FORHAT(/,'TOTAL NUMBER OF PHASES',T30, 110)



C

PA

3000
" 4000

o0 n

00

85

71

oNeNe)

70

72

74

76

78

80
82

RTITION

FORMAT (* MADE IT')
FORMAT (* PARTITION =',T25,1075)

DO 100 N=1,IHMS
MQ=1

IN THE NEXT STATEHENT "IF(N GT X)..

TO OBTAIN THE UNRESTRICTED PARTITIONS SET
X > HMS. POR SEVERITY LEVEL 1, X=5...FOR
SEVERITY LEVEL 2, X=4.,.FOR SEVERITY LEVE
X=3...FOR SEVERITY LEVEL 4, X=2.

IF(N.GT.15) GO TO 85
GO TO 71

MQ=N-2

MAC=MQ

‘GO TO 70

,IND=IND+1

"MAC=MQ

ICN (1) =N

WRITE(6,23) IND

WRITE (6,28) ICN(1)
- WRITE(6,27)

IAFG=TAFG+1

CALL. TAMP(MAC,LAY, ICM, ICN, DREFCO,DTR
CUREFCO, UTRACO, TIME, 1. 0,8, 950 VEL)

GO TO 80
MACHM1=MAC-1

DO 72 I=1,MACM1
CICN (1) =1
CONTINUE

ISUM=ICN (1)
IF (MACM1.EQ.1)GO TO 78

DO 76 I=2,MACHM1
ISUM=ISUM+ICN (I)
CONTINUE

ICN (MAC) =N-TISUM

CALL PERMUT (MAC,ICN,ICM,MAXLAY,IND,L
CIIG, THICK,UREFCO, UTRACO, TINE,AF,IAFG,

IT=MAC-1

IF(IT.EQ.0) GO TO 88

IF ((ICN(MAC-ICN (IT)).GT.1)GO TO 8y

IT=IT-1 .

GO TO 82

g .

91

L 3

IN THE NEXT -STATEMENT "MQ=N-Y"...PFOR SEVERITY '
LEVEL 1.SET Y=4...SEVERITY LEVEL 2, Y=3..
SEVERITY LEVEL 3, Y=2...SEVERITY LEVEL 4,

=1

!

ACo, IIG THICK,

3

AY,DREFCO, DTRACO,x
B, PS50 P VEL) £

Ve
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84 ICRAP=ICN(IT) \2

DO 86 I=IT,HMACHM1
. ICN(I)=ICRAP+1
86 CONTINUE

GO TO 74 N

88 MAC=MAC+1
IF(MAC.LE. N)GO TO 70
100 CONTINUE

2000 WRITE (6, 504)  IAFG
' WRITE (6, 22)
C GENERATE THE TIME AXIS FOR PLOTTING
€201 (1) =0.
C INSERT DO LOOP PARAMATER. TI=2,LENGTH OF TRACE
C IN SECONDS /X 1000 :
f
DO 2001 I=1,4599 -
C201(I+1)= 1/1000.
2001 CONTINUE

WRITE(7,2004) (P50(I),I=1,8192)

' FORMAT (2F10. 5) y
SPECIFY THE KLAUDER WAVELET. PARAMETERS
CALL KLAUD(7.,6.,4.0,VALUE)

CALL WAVLT1(VALUE)

sNeoNoNe!

DO 2004 TI=1,4602
P60 (I) =REAL (P50 (1))
2004 CONTINUE

WRITE(11) P60 )
C IN THE NEXT TWO STATEMENTS THE FIRST PARAMETER OF
C NLOGN MUST EQUAL THE DIMENSION OF MMM ( )

CALL NLOGN(13,VALUE,-1.0) :

CALL NLOGN(13,P50,-1.0)

DO *2002 I=1,8192 ‘
VALUE (I) =VALUE (I) *P50 (I)
2002 CONTINUE :

.C INSERT 1ST NLOGN PARAMETER

CALL NLOGN(13,VALUE,1.0)
C INSERT DO LOOP PARAMETER. I=1,LENGTH OF TRACE
C IN SECONDS X 1000

DO 2003 T=1,4600
C(I)—BNUIS(2*I 1)
2003 CONTINUE



CALL PSY(C,Cc201,P60)
STOP . /
END
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